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ABSTRACT

Parametric optimization is the process of solving an optimization problem as a function of currently unknown or changing variables known as parameters. Parametric optimization methods have been shown to benefit engineering design and optimal morphing applications through its specialized problem formulation and specialized algorithms. Despite its benefits to engineering design, existing parametric optimization algorithms (similar to many optimization algorithms) can be inefficient when design analyses are expensive. Since many engineering design problems involve some level of expensive analysis, a more efficient parametric optimization algorithm is needed.

Therefore, the multi-objective efficient parametric optimization (MO-EPO) algorithm is developed to allow for the efficient optimization of problems with multiple parameters and objectives. This technique relies on the new parametric hypervolume indicator (pHVI) which measures the space dominated by a given set of data involving both objectives and parameters. The pHVI benefits parametric optimization by enabling the comparison of optimization results, enabling the visualization and detection of optimization convergence, and providing information for an optimization algorithm. MO-EPO uses response surface models of expensive functions to find and evaluate a designs expected to improve the solution and/or models. With new information, response surface models are updated and the process is repeated. “Improvement” is measured by the pHVI metric allowing for the consideration of any number of objectives and parameters.

The novel MO-EPO algorithm is demonstrated on a number of analytical benchmarking problems and two distinct morphing applications with various numbers of objectives and parameters. In each case, MO-EPO is shown to find solutions that are as good as or better than those found from the existing P3GA (i.e., equal or greater pHVI value) when the number of design evaluations is limited. Both the pHVI metric and the MO-EPO algorithm are significant contributions to parametric optimization methodology and engineering design.
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### NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>Parameter vector</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>Standard normal cumulative distribution function</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Standard normal probability distribution function</td>
</tr>
<tr>
<td>( \phi_{hc} )</td>
<td>Hypercone angle (for hypercone heuristic)</td>
</tr>
<tr>
<td>( x )</td>
<td>Optimization variable vector</td>
</tr>
<tr>
<td>( J )</td>
<td>Objective function vector</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>EGO</td>
<td>Efficient global optimization</td>
</tr>
<tr>
<td>EPO</td>
<td>Efficient parametric optimization</td>
</tr>
<tr>
<td>FEA</td>
<td>Finite element analysis</td>
</tr>
<tr>
<td>HCH</td>
<td>Hypercone heuristic</td>
</tr>
<tr>
<td>HVI</td>
<td>Hypervolume indicator</td>
</tr>
<tr>
<td>MO-EPO</td>
<td>Multi-objective efficient parametric optimization</td>
</tr>
<tr>
<td>OML</td>
<td>Outer mold line</td>
</tr>
<tr>
<td>P3GA</td>
<td>Predictive parameterized Pareto genetic algorithm</td>
</tr>
<tr>
<td>pHVI</td>
<td>Parametric hypervolume indicator</td>
</tr>
<tr>
<td>PPD</td>
<td>Parameterized Pareto dominance</td>
</tr>
<tr>
<td>SVDD</td>
<td>Support vector domain description</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION: PARAMETRIC OPTIMIZATION FOR ENGINEERING DESIGN

1.1 Motivation for Parametric Optimization*

Some products and systems have long been designed to be reconfigured to meet changing needs such as flaps on an aircraft or variable suspension stiffness in an automobile. Under different conditions, one configuration may be desired over another configuration. As technology evolves, engineers are able to design systems to be increasingly reconfigurable. Ideally, systems should be adaptive: able to continuously reconfigure in situ as needs or conditions change. To some extent, such systems already exist; a pilot (or onboard computer) will configure an aircraft’s flaps and slats differently if the aircraft is taking off, cruising, or landing. This “adaptation” is only a small subset of the potential configurations for an adaptive aircraft. Imagine aircraft wings and fuselage capable of continuous shape change during flight to optimize some performance or cost function. Such a design problem poses a difficult challenge: instead of designing a single aircraft capable of operating over many conditions, an engineer must find the optimal reconfigured aircraft for all possible conditions. It is no longer sufficient to optimize a system to be reliable or robust to changing conditions; adaptive systems should be optimal throughout changing conditions.

Leal et al. [3] demonstrate the optimization of a morphing airfoil for two specific conditions, cruise and landing. Gamboa et al. [4] demonstrate the optimization of a morphing airfoil for many discrete values of airspeed. Although engineers can repeat a traditional optimizer for a small set of conditions, these problems can be solved more quickly and with a more complete answer through parametric optimization [5]. Parametric optimization is an extension of traditional optimization in that it solves for the optimal design configuration as a function of parameters that are either currently unknown or changing. For adaptive systems design, changing external conditions can be represented by these parameter variables. Once the parametric optimization problem has been

solved, an adaptive system has a pre-solved optimal configuration for any parameter values in a given range. Therefore, one can almost instantly know the optimal configuration of an adaptive system given its current state. Parametric optimization of a morphing airfoil across all feasible values of airspeed, angle of attack, and altitude has been shown to be effective [2].

Although it is possible to optimize a non-morphing structure for average performance over a distribution of potential operating conditions (Fig. 1.1a), this typically results in a sub-optimal solution at any given operating condition. Traditional (non-morphing) structures may also be optimized to a specific operating condition, but changes in the external conditions will lead to sub-optimal off-condition performance. In contrast, a morphing structure can adapt its geometry to be optimal at any operating condition within some prescribed range (Fig. 1.1b).

![Diagram showing static robust design and morphing designs](image)

Figure 1.1: (a) Static robust design provides less sensitivity to changing conditions but accepts sub-optimality. (b) Morphing designs can adapt to changing conditions to maintain optimality.

Parametric optimization has been shown to be beneficial to engineering design [6, 7, 2, 8], but parametric optimization can also require extensive analysis to find a solution. Unfortunately, many optimization techniques (parametric optimization included) can become intractable when
analysis becomes expensive. When the analysis of a single design takes 0.001 seconds, analyzing 100,000 design configurations for optimization purposes is easily done in a couple of minutes. When analysis of a single design begins to take minutes or hours (which is not uncommon for some engineering applications), analyzing even a few hundred or thousand designs becomes time consuming. The aim of this research is to make parametric optimization more amenable to complex engineering problems requiring expensive analyses by reducing the number of analyses necessary to optimize a design.

1.2 Terminology and Definitions

**Analysis**: Analysis is the process of calculating the performance metrics (i.e., figures of merit, attributes, etc.) of a given product or system. For example, analysis describes the calculation of maximum stress in a structural component or the weight of a product or system.

**Design**: Design is the process of prescribing the details for a product or system to meet a desired application. Design is often referred to as the inverse of analysis, or as an inverse problem. That is to say: analysis calculates system attributes given a system description whereas design is the process of finding an acceptable system description given desired system attributes.

**Objectives**: Objectives, or objective functions, are attributes of a system for which the design engineer has a preference. For example, minimize mass, minimize cost, and maximize performance all constitute objectives.

**Parameters**: Parameters are variables for which the design engineer has no preference. Parameters can be system attributes that do not qualify as objectives due to the lack of a preference. For example, an engineer might have no preference for the stiffness of a structure. Parameters can also be variables that impact a design problem, but are outside of the designer’s control. Parameters may even be unknown to the designer or changing. For example, the planned flight conditions for an aircraft are critical to optimizing an aircraft, but such conditions are not controlled by the designer. Therefore, flight conditions are parameters.

**Optimization Variables**: Optimization variables are the variables that the designer has control over during an optimization procedure. Optimization variables include design variables (i.e., vari-
ables that define the design of a system) such as the sizes and dimensions of parts. Optimization variables also include control variables that define the state of a reconfigurable system such as the degree of actuation. The distinction between design variables and control variables is that design variables do not change once the product or system is built whereas control variables can change aspects of a design after it is built. Taking an aircraft as an example, the dimensions of the wing structure are design variables because they are fixed once the aircraft is built, but control variables control the deployment of slats and flaps even after the aircraft is built. Depending on the specific problem formulation, an engineer could be optimizing a system with respect to design variables, control variables, or both.

**Constraints**: Constraints are requirements or other conditions that must be met to solve a design problem. Constraints may apply to system attributes; for example, an engineer might be constrained to design a product that weighs less than some threshold value or satisfy a cost requirement. Constraints may also apply directly to optimization variables to preserve physical meanings of a problem and/or focus the design exploration. For example, quantities such as length or thickness cannot have negative values. Alternatively, a maximum length or thickness could be prescribed to ensure compatibility of a design with its intended application. In some cases, physical laws such as conservation of momentum are treated as constraints that must be met, but these are more often encoded into the analysis.

**Traditional Optimization**: Traditional optimization is the process by which an engineer seeks to find the design(s) with the most preferred objective values subject to constraints by changing the values of the optimization variables. In general, a traditional optimization problem can have any number of objectives, constraints, and optimization variables. Traditional optimization requires the assumption of parameter values to solve the problem.

**Parametric Optimization**: Parametric optimization is the process by which an engineer seeks to find the design(s) that solve a traditional optimization problem as a function of parameters. Instead of assuming parameter values as in traditional optimization, parametric optimization solves for the solution to the problem for all parameter values in a user-defined or possible range.
**Efficient Optimization**: Efficient optimization refers to the type of optimization algorithms that seek to find a solution with a minimal number of design evaluations often assisted by metamodels or surrogate models. Such techniques are usually employed when analyzing a product/system is computationally or monetarily costly. By reducing the number of design evaluations needed to solve a design problem, an engineer can reduce the expense of optimization.

**Sensitivity Analysis**: Sensitivity analysis is the process by which an engineer quantifies how small changes in the parameter values affect the system attributes (objectives and/or constraints). Sensitivity analysis is the process of answering a related but different question compared to parametric optimization. For sensitivity analysis, the question being asked is “How do changes in parameter values affect the performance of a given system?” whereas the question for parametric optimization is “How do changes in parameter values affect the description of the optimal system?”.

### 1.3 Contributions

The main contribution of this work is the Multi-Objective Efficient Parametric Optimization algorithm (MO-EPO). MO-EPO is a method that brings together efficient optimization and parametric optimization to efficiently solve multi-objective, parametric optimization problems with expensive objective and/or parameter functions. Such an algorithm allows for complex optimization problems (e.g., optimal morphing, product family design, controller design, and preliminary design under uncertainty) to be solved in a more reasonable amount of time. All contributions of this work are introduced below:

#### 1.3.1 Hypercone Heuristic for Parametric Pareto Dominance

Parametric Pareto dominance (PPD) has a very specific mathematic definition that makes it difficult to be used in optimization [9]. In prior works, researchers have used a support vector domain description (SVDD) as a predictor of PPD [9, 10, 11]. Much of this prior work has shown the effectiveness of the SVDD for predicting PPD. However, its computational expense, undesirable properties, and occasional numerical instability motivated the exploration of a new technique.
Therefore, the hypercone heuristic (HCH) was defined and implemented in Matlab code as another option for predicting PPD. Results show that this technique is faster and well-behaved compared to using an SVDD. The main limitations of this technique are the need to choose a somewhat arbitrary reference space and hypercone angle. See Chapter 5 for more.

1.3.2 Methods for Calculating the Parametric Hypervolume Indicator

Using both the SVDD and HCH for parametric Pareto dominance (PPD), two methods for calculating the parametric hypervolume indicator (pHVI) are created. These pHVI techniques provide the first convergence criteria for solving general nonlinear black-box parametric optimization problems. In prior implementations of nonlinear black-box parametric optimization, the only stopping criteria was reaching a maximum number of iterations or exhausting a maximum number of design evaluations. The pHVI measure allows for the evaluation and comparison of parametric optimization methods, for the detection of convergence of a given algorithm, and for added information that can be used by an optimization algorithm.

The SVDD-based method utilizes the SVDD prediction of the feasible attribute space (objectives and parameters). This SVDD can be used to determine the fraction of the user-defined reference space that is dominated by a set of data by determining how much of the space is enclosed by or dominated by the SVDD. The HCH-based method utilizes the newly introduced HCH for the prediction of PPD. In the same way that hypercones are used to determine whether a design is dominated or not, the volume of these hypercones can be used to approximate the fraction of the user-defined reference space dominated by a set of data. See Chapter 5 for more.

1.3.3 An Improved Implementation of the Predictive Parameterized Pareto Genetic Algorithm (P3GA)

Building upon the previous two contributions, the existing P3GA algorithm [10] for parametric optimization is improved. The previous implementation allowed for only SVDD to be used for parametric Pareto dominance (PPD) and the only stopping criteria is a maximum number of generations. The improved implementation of P3GA allows a user to select either the SVDD or
HCH methods for predicting PPD. Additionally, the improved P3GA allows for the calculation of the pHVI during optimization at each generation to: detect solution convergence and to allow a user to visualize the solution progress even when the number of objectives and parameters cannot be visualized. Due to the expense of calculating the pHVI through an SVDD (see Chapter 5), only the HCH-based pHVI calculation method is implemented (though a user could still choose to approximate PPD via the SVDD). See Section 2.1.3.2 for more details.

1.3.4 Multi-Objective Efficient Parametric Optimization (MO-EPO) Algorithm

The main contribution of this work is a new, parametric optimization algorithm specifically for solving problems with expensive functions. In engineering design, it is very common for engineers to rely on expensive procedures (either computationally or monetarily) to gather data. Some well-known examples of these expensive procedures include computational fluid dynamics (CFD), finite element analysis (FEA), and physical experiments. Although some implementations of these expensive procedures may seem relatively cheap, design optimization can require many iterations of these procedures. So an analysis that takes 10 minutes to compute would take nearly 70 days to solve an optimization procedure assuming that 10,000 designs evaluations are needed. The goal of efficient optimization is to reduce the total number of design evaluations needed to find the solution to these expensive problems.

The MO-EPO algorithm utilizes the HCH-based pHVI technique and surrogate models of expensive functions to more quickly perform parametric optimization. Using techniques similar to Ref. [12], the MO-EPO algorithm can quickly search cheap surrogate models to predict the expected improvement of taking new samples of the expensive model. This adaptive sampling technique guided by evolving surrogate models allows an engineer to solve parametric design problems faster and more efficiently. Such an optimization technique is needed to solve increasingly complex engineering design problems such as a shape morphing aircraft. See Chapter 6 for more.
1.3.5 Improved Scalable Test Problems for Performance Assessment of Parametric Optimization Algorithms

Furthermore, an existing suite of scalable parametric test problems is supplemented with variations of the same problems that allow for independent parameters in addition to the existing dependent parameter problems. The existing suite of problems allows for any number of objectives, dependent parameters, and optimization variables. However, not all parameters are dependent on optimization variables. The improved test suite allows for the same problems to be solved with any combination of dependent and independent parameters in addition to any number of objectives and optimization variables.

The example of designing a liquid metal active cooling concept is an illustration of a problem with both an independent and a dependent parameter [5]. In this example, the engineer seeks to maximize the thermal conductivity and minimize the mass of the liquid metal channel. With the ability to design the fluid channel depth, fluid channel aspect ratio, and applied voltage, the parameters outside of the designer’s control are the power output of the heat source and the temperature of the hot reservoir. As a subsystem of a larger system, both the power output of the heat source and the allowable temperature of this heat source would be determined by the designers of that heat source. The power output of the heat source is considered as an independent parameter in the design of the cooling concept because no change in optimization variables will change the power output from the heat source. On the other hand, the hot reservoir temperature is dependent on the design of the cooling system, but the allowable value is not known yet. In this case, the engineer seeks to optimize this system before knowing these parameter values via parametric optimization.

Despite the existence of engineering problems with both independent and dependent parameters, the parametric optimization suite of test problems presented by Galvan et al. [5] does not explicitly allow for parameters to be independent of the optimization variables. Therefore, these problems have been modified to allow for the explicit inclusion of independent parameters in a manner that retains the desired properties of each problem.
2. BACKGROUND*

2.1 Parametric Optimization

Parametric optimization, also known as multi-parametric programming, is the process of solving an optimization problem as a function of one or more variables, termed parameters, over a given range \([13, 14, 15, 16, 6, 7, 2]\). In this context, parameters are interpreted as variables on which the optimal solution depends but that are not controlled by the optimization process. For example, an engineer may wish to perform an optimization study but believes several critical assumptions about the problem (e.g., those affecting boundary conditions, etc.) are likely to change during the course of the project. The engineer can proceed in several ways including: optimizing to current values, optimizing to perceived worst-case values, and performing optimization under uncertainty (e.g., robust design optimization \([17, 18]\) or reliability-based design optimization \([19]\)) based on beliefs about the likely values of the parameters. In contrast to these options, parametric optimization enables the engineer to find the optimal solution as a function of parameter values and later, once true parameter values are determined, select the relevant solution from the parametric solution set.

Many engineering and systems design scenarios can benefit from parametric optimization. For example, an engineer may wish to perform an optimization study but believes that critical design requirements are likely to change. Such requirements could be represented using parameters in a parametric optimization framework \([7]\). A related example is when the engineer performing the optimization lacks security clearance to know the precise values of particular variables. In this case, parametric optimization can provide the optimal solution as a function of those variables and this solution can be used by individuals with appropriate security clearance \([7]\). Another use of

parametric optimization is to find optimal solutions for an adaptive system as a function of environmental or system conditions that change during system operation. Examples of this are flight conditions for a morphing wing [2, 4] ambient conditions for chemical process control [6, 20], and time/state for the design of a general controller [21, 22, 8]. Parametric optimization has also been used as a method for solving bi-level optimization problems by reformulating the problem as a parametric one [23]. Parametric optimization even has applications outside of engineering including to determine market equilibria as a function of exogenous parameters such as the cost of goods or labor [24].

Parametric optimization began as a form of sensitivity analysis of an optimization problem solution with respect to variable parameters [13]. Whereas typical sensitivity analysis calculates the performance variation of a fixed design with respect to changing parameters, parametric optimization solves for how the optimal solution changes with respect to changing parameters. The most general parametric optimization problem can be formulated as [11]:

$$J^*(\theta) = \min_x J(x, \theta(x)) \quad \forall \theta \in [\theta_{lb}, \theta_{ub}],$$

subject to:

$$g(x, \theta(x)) \leq 0,$$
$$h(x, \theta(x)) = 0,$$
$$x_{lb} \leq x \leq x_{ub},$$
$$x \in \mathbb{R}^k,$$
$$\theta \in \mathbb{R}^m.$$  \hspace{1cm} (2.1)$$

where \( J \) is the set of objective functions to be minimized, \( x \) is the vector of optimization variables bounded by \( x_{lb} \) and \( x_{ub} \), \( \theta \) is the vector of parameters bounded by \( \theta_{lb} \) and \( \theta_{ub} \), and \( g(x, \theta) \) and \( h(x, \theta) \) represent inequality and equality constraints, respectively, as functions of both optimization variables and parameters. Although the parameters \( \theta \) are often written as independent
variables, parameters can be dependent or independent variables. Independent parameters are those that do not depend on the optimization variables. Examples include: operational conditions or currently unknown variables outside of the system that will be sensed during optimization. In contrast, dependent parameters are system attributes dependent on the optimization variables for which a designer has no preference. In many cases, requirements on system attributes can be formulated as dependent parameters. For example, when optimizing a structure to be as light as possible while withstanding an unknown external load, the problem can be formulated such that the allowable load for the structure is the parameter \[11\]. This allowable load is calculated based on the geometry of the structure, and is therefore dependent on the design variables.

The solution to a parametric optimization problem is the parameterized Pareto frontier \(J^*(\theta)\) [9]. This parameterized Pareto frontier can inform a designer about how the traditional Pareto frontier changes according to the specific parameter values. In cases with only a single objective, an optimal solution map \(x^*(\theta)\) can also be found. This optimal solution map represents the optimal values for the optimization variables given any variation of the parameters. Mathematically, \(x^*(\theta) : \mathbb{R}^m \rightarrow \mathbb{R}^k\) such that: \(J^*(\theta) = J(x^*(\theta), \theta)\). Even with only a single objective, the optimal solution map has its limitations as it may not have a unique formulation if it exists at all. This will be discussed in more detail the following subsections.

### 2.1.1 Single Objective Linear and Quadratic Methods

As with many optimization techniques, there are specialized solution methods for the optimization of linear or quadratic problems. Under the assumption that a designer can find a locally unique solution (usually through traditional optimization) satisfying the second order sufficient conditions for any one set of parameter values, Eqn. (2.2) can be used to estimate how the optimal value of a single objective changes with respect to changing parameter values [13]:

\[
\frac{\partial J^*}{\partial \theta} = (M(\theta_0))^{-1} N(\theta_0),
\]

where \(\theta_0\) denotes the vector of parameter values for which an optimal solution is known and:
\[
M = \begin{bmatrix}
\nabla_{x}^2 L & -\nabla_{x} g_1 & \ldots & -\nabla_{x} g_q & \nabla_{x} h_1 & \ldots & \nabla_{x} h_r \\
\lambda_1 \nabla^T_x g_1 & g_1 & 0 & 0 & \ldots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\lambda_q \nabla^T_x g_q & 0 & g_q & 0 & \ldots & 0 \\
\nabla_{x} h_1 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\nabla_{x} h_r & 0 & \ldots & 0 & 0 & \ldots & 0 
\end{bmatrix},
\tag{2.3}
\]

\[
N = \begin{bmatrix}
-\nabla_{\theta} \nabla_{x} L \\
-\lambda_1 \nabla_{\theta} g_1 \\
\vdots \\
-\lambda_q \nabla_{\theta} g_q \\
-\nabla_{\theta} h_1 \\
\vdots \\
-\nabla_{\theta} h_r
\end{bmatrix},
\tag{2.4}
\]

In Eqns. (2.3) and (2.4), \(L\) represents the Lagrangian of the optimization problem, \(g_i\) and \(h_i\) represent the \(q\) inequality and \(r\) equality constraints of the optimization problem, respectively, \(\lambda_i\) represents the Lagrange multiplier associated with the \(i\)-th inequality constraint, and \(\nabla\) represents the Jacobian operator with respect to the variables in its subscript. Furthermore, one can use the same information to estimate the local change in the optimal optimization variables and Lagrange multipliers via [13]:

\[
\begin{bmatrix}
x^*(\theta) \\
x^*(\theta) \\
x^*(\theta)
\end{bmatrix} = \begin{bmatrix}
x_0 \\
x_0 \\
x_0
\end{bmatrix} + (M(\theta_0))^{-1}N(\theta_0)(\theta - \theta_0),
\tag{2.5}
\]

where \(x^*(\theta), \lambda^*(\theta), \text{ and } \mu^*(\theta)\) represent the optimal optimization variables, inequality Lagrange multipliers, and equality Lagrange multipliers, respectively. Additionally \(x_0, \lambda_0, \text{ and } \mu_0\) represent
the optimal solution for the parameter values where $\theta = \theta_0$.

For problems that are linear or quadratic in nature, Eqns. (2.2) and (2.5) are perfect solutions so long as the set of active constraints remains constant. There are two related categories of techniques to solve linear or quadratic problems using Eqn. (2.5): those based in numerical continuation and those that utilize critical regions.

2.1.1.1 Numerical Continuation

From the early body of literature, researchers built upon the theoretical relationships from Eqns. (2.2) and (2.5) using continuation techniques also referred to as pathfollowing or homotopy methods [25]. These methods solve parametric problems by finding “paths” or “loops” of stationary points through the space of parameters. Recall from traditional optimization theory that all optima are stationary points, but not all stationary points are optima. Numerical continuation methods would, given any stationary point, use the relationship in Eqn. (2.5) to build a “path” of stationary points in a neighborhood around the initial stationary point. Note that a “loop” is simply a “path” that is continuous. Through the detection of singularities, one can detect certain features of a path and update the relationship defining the path as needed. Singularities include [26]:

- Folds: When a path “folds” back on itself at a point where the line tangent to the path is vertical with respect to the parameter (i.e., infinite gradient)
  - A fold results in a non-unique path where there is no longer a one-to-one mapping between the parameter and points on the path
  - In some cases, the path on one side (or even both sides) of the fold can violate one or more constraints
- Branches or Bifurcations: When a single path splits into more than one path at a point
  - In some cases, a branch may violate one or more constraints making an “infeasible branch”
Figure 2.1: Singularity types in parametric optimization: (a)-(c) folds, (d)-(f) branches, and (g)-(i) jumps.

- Jumps: When a path (feasible or infeasible) appears to start/end in the middle of the parameter space (i.e., $C^0$ discontinuity)
  - There may or may not be another path to “jump” to and detecting this is not trivial

Figure 2.1 provides a visualization of these singularities. By understanding these singularities, researchers propose finding all paths or loops of stationary points in a given parameter space (featur-
sible and infeasible). Then, the feasible path of minima solving the parametric problem can be extracted. A two-bar truss problem from Ref. [27] represents a complex example of a full path of stationary points (maxima, minima, and saddle points) for a problem with only one parameter and two optimization variables projected into two dimensions. This is a prime example of a physical engineering problem with a discontinuous, globally optimal solution for $x^*$.

Much of the work in numerical continuation considers only a single parameter, but extensions to multi-parametric problems are possible. This is not a simple task, however, as a line path in one parameter becomes a plane or hyperplane when additional parameters are considered.

2.1.1.2 Critical Region Method

Another methodology for solving linear and quadratic parametric problems is the critical region method. This method remains somewhat agnostic to singularities presented in the continuation literature and focuses on finding a practical solution. Although there are some mathematical problems for which singularities exist, many problems involving physical systems can be solved without direct consideration of any singularities. For example, branches often involve one feasible and one infeasible path. In a practical application, following an infeasible path may not yield beneficial information.

The critical region method can be expressed by the following procedure [14]:

1. Solve the optimization problem for any value of $\theta_0$ for which a solution does not already exist

2. Calculate the first-order approximation of the optimization variables in Eqn. (2.5) using the solution at $\theta_0$

3. Define the critical region of $\theta$ around $\theta_0$ for which the active set of constraints does not change and the approximation from Step 2 is valid

4. Repeat Steps 1-3 until there is a solution for the entire feasible parameter space
5. Compile all solutions from Steps 2-3 to generate a piecewise solution for the full parameter space

Through this procedure, the exact solution to any linear or quadratic parametric problem can be found. Step 1 is simply a traditional optimization problem, and Step 2 is a calculation of the $M$ and $N$ matrices (Eqns. (2.3) and (2.4), respectively). Step 3 can be completed by using the formulation for optimal Lagrange multipliers (Eqn. (2.5)) to detect when the active set of constraints change, and Steps 4 and 5 are trivial. The final solution is given by a set of equations in the form of Eqn. (2.5) corresponding to specific regions of the parameter space. Although it is not stated or evaluated explicitly, the boundary of each critical region is, by definition, a singularity as defined in the numerical continuation literature. When the set of active constraints change (or when no feasible solution can be found beyond some point) a branch or jump in the path has occurred. In the critical region methodology, detecting this singularity is done implicitly by evaluating the problem constraints. It should be highlighted that a fundamental assumption of this method to ensure a globally optimal solution is that the global solution for each feasible critical region both exists and is unique.

The POP (Parametric OPtimization) toolbox [28] is an implementation of this procedure in the Matlab programming language. This toolbox has even been extended in recent years to solve bi-level problems through the B-POP (Bi-level Parametric OPtimization) toolbox by reformulating bi-level optimization problems in the context of parametric optimization [23].

2.1.2 Single Objective Nonlinear Methods

Although linear/quadratic theory is useful, an extension to solving nonlinear parametric problems is necessary for many engineering applications.

2.1.2.1 Numerical Continuation

Even some of the early work in numerical continuation sought to solve nonlinear problems (though typically only considering one parameter). There are two main approaches for numerical continuation of nonlinear problems: a simplex method and a predictor-corrector method. As illus-
In Fig. 2.2, the predictor-corrector method can use the formulation in Eqn. (2.5) to linearly predict the next point on the path. Then a line search or gradient optimization can be performed using the prediction as a starting point. In this way the prediction is “corrected” to find the next point on the solution path [26, 29, 27]. When using these methods, care must be taken to choose a reasonable predictor step size.

![Diagram](a) (b)

Figure 2.2: Predictor-corrector via (a) orthogonal line search and (b) fixed-parameter, traditional optimization. Starting with point 1, calculate the linear approximation of $x^*(\theta)$ to predict point 2, then “correct” back onto the true path at point 3.

Alternatively, a pathfollowing technique might rely on a simplex methodology. The POPAK (Parametric Optimization PAckage) software written in Fortran 90 [30] utilizes this simplicial pathfollowing to solve multi-parametric optimization problems via Brodzik’s algorithm [31]. POPAK appears to work well for a small number of parameters, but does not perform well as the number of parameters grows beyond 4.

Hale [30] recommends the future work of utilizing predictor-corrector methods as described by Henderson [32, 33] to allow for expansion to more parameters. From my preliminary work in this area, Henderson’s predictor-corrector algorithm appears to work well when solving parametric
optimization problems, but even a small number of parameters requires many function evaluations to find the full path.

Since the work in this dissertation is focused on efficient optimization when functions are expensive, this methodology is not feasible. However, I do believe that numerical continuation via Henderson’s algorithms could be useful in parametric optimization when the function evaluations are very cheap. The main advantage of an algorithm based on numerical continuation is the near-guarantee of finding a set of solutions on a single path. Since the work in this dissertation assumes that there is only one such path, I recommend that another algorithm (perhaps based in continuation) be used for problems where this assumption is not valid.

2.1.2.2 Problem Approximation

Another subset of nonlinear parametric optimization literature is based on solving an approximate problem instead of the exact problem. Depending on how nonlinear the problem is, the objective and constraint functions can be adequately approximated as linear and/or quadratic functions. As discussed by Johansen [16, 34], the exact nonlinear problem must first be partitioned such that a locally accurate quadratic problem can be defined. Once this is done, each approximate multi-parametric quadratic problem can be solved exactly using a critical region method as explained in Section 2.1.1.2.

As discussed in Refs. [16, 34, 14], the exact nonlinear problem can be partitioned adaptively through real-time error estimation. This procedure assumes that the objective and constraint functions are at least locally convex over the optimization variables and parameters. Under this assumption, one can state that the parametric solution is both continuous and convex [34]. Knowing that the true parametric solution is convex, the error of the solution to the approximate quadratic problem must be greatest at one of the corners of the current critical region. By systematically checking the error of each critical region corner (e.g., by solving the true nonlinear problem with the parameter values specified), an upper bound on the approximation error is found [14]. If any of these approximation errors are outside of a prescribed tolerance, the corners with unacceptable error can be used to create a subpartition of the space using that corner to define a new critical
region. Through iterated use of this procedure, a piecewise approximate solution to the exact non-linear problem can be generated that includes an upper bound of the error present in each critical region. Recall that these error bounds are only valid when the problem is locally convex in each critical region.

For problems that are not convex, the procedure mentioned previously would produce erroneous and misleading error estimates. Instead, another method can be used to solve the full non-linear parametric problem [35, 14]. In this procedure an easy-to-evaluate overestimation and underestimation of the true problem are constructed and solved using one of the previous methods (i.e., quadratic or convex nonlinear). By evaluating both the over and under estimations of the nonlinear problem, the solution to the true problem is known to be within the solutions of the over/under estimators. With this knowledge, a designer can continuously partition the space, define new over/under estimators for each partition, and repeat until the solution to the over and under estimators are within a given tolerance. In this way, a different approximation of the true nonlinear problem is exactly solved for each partition of the parameter space including an estimate of the error. This method no longer relies on any assumptions of the nonlinear problem, but choosing the over and under estimators can be tricky. See Ref. [14] for a more thorough discussion.

2.1.3 Multi-Objective Nonlinear Methods

The previous subsections outline methods for single objective parametric optimization. Although any multi-objective problem can be reformulated as a single objective problem (e.g., via weighted sum, utility function, etc.), none of the previously described methods are capable of solving a multi-objective parametric optimization problem. In cases where an engineer is unsure of their tradeoffs between objectives and/or unsure of the feasible performance ranges of their objectives, a multi-objective optimization procedure can aid in design exploration to better inform a designer prior to choosing a final design.
2.1.3.1 Predictive Parametric Pareto Genetic Algorithm (P3GA)

To my knowledge, the only existing multi-objective nonlinear parametric optimization algorithms are P3GA [10, 7] and the novel MO-EPO (presented and discussed in detail in Chapter 6). P3GA, the predictive parameterized Pareto genetic algorithm, is an extension of NSGA-II [36] that uses predictive parametric Pareto dominance (PPD) via a support vector domain description (SVDD) [9] instead of traditional Pareto dominance.

The introduction of predictive parametric Pareto dominance was instrumental to the introduction of evolutionary parametric algorithms. Strict parametric Pareto dominance requires that two different design alternatives have the exact same parameter values to determine if one dominates the other. If the parameter values are even marginally different, they are considered mutually nondominated or incomparable. When implemented in a stochastic evolutionary algorithm such as a genetic algorithm, it becomes very unlikely (impossible really) to generate two designs at the exact same parameter values without artificially forcing the parameter values to be equal. Therefore, P3GA predicts parametric Pareto dominance by generalizing the data in the attribute space (objectives and parameters) with an SVDD. The boundary of the SVDD is treated as the boundary of the feasible region in the attribute space. In this way, the nondominated boundary of the SVDD is the parameterized Pareto frontier.

Although the use of this predictive parametric Pareto dominance is not based on the mathematical theory as in Eqn. (2.2), it has been shown to be successful on a number of test problems and engineering case studies involving multiple objectives and/or multiple parameters [7, 5, 2, 8]. The P3GA methodology is used as the competition to the new algorithm presented in Chapter 6 since it is the only other multi-objective, multi-parametric optimization algorithm for nonlinear black-box functions.

2.1.3.2 P3GA: Algorithmic Improvements

Since its first publication in 2015 [10], the P3GA implementation has received multiple updates that have not yet been fully documented. These improvements include:
1. the ability to consider general nonlinear constraints,

2. the ability to evaluate members of a single generation in parallel,

3. the ability to initialize P3GA with information from an existing solution (as an alternative to specifying an initial population from a previous solution),

4. the ability to use a parametric hypervolume indicator (pHVI) as a visual progress indicator and/or convergence criteria, and

5. the ability to use the hypercone heuristic to determine dominance.

Most improvements enhance the practicality of the algorithm without changing any of its underlying methods. The only improvement that can affect the underlying algorithm is the fifth item above: the ability to use the hypercone heuristic as dominance criteria.

The first improvement is straightforward. The main P3GA function now accepts a nonlinear constraint function handle (in the same manner as “fmincon” and “ga” functions in Matlab [37]). With this function handle, all existing instances of linear constraint evaluation will now also consider the nonlinear constraints. The previous version of P3GA would attempt to “shift” an infeasible design to be feasible by solving the linear system of equations given by the linear constraints. With the consideration of nonlinear constraints, P3GA will still attempt to find a feasible point based on the linear constraints, but will not attempt to satisfy the nonlinear constraint. Instead, the design is marked as infeasible and will be unlikely to “reproduce” in a future generation via the tournament ranking of Ref. [36]. This improvement is necessary as many engineering case studies will require the satisfaction of nonlinear constraints as in Chapter 3 [2].

The second improvement is equally straightforward since genetic algorithms are regarded as “embarrassingly parallelizable”. The option structure that has long been an optional input to P3GA now contains an additional field called “Vectorized” giving the user the option to allow computations within each generation of the algorithm to be performed in parallel of one another using the computer default settings.
The third improvement is practically important. The existing implementation of P3GA does allow for an initial population to be specified therefore allowing a user to initialize a new run of P3GA given the population members from an existing solution. The improvement discussed here allows all data from a previous run (not just population members) to initialize a new run of P3GA. For various reasons, an engineer might want to optimize an existing result further. For example, an engineer could have already run 50 generations of the algorithm. If the engineer has doubts about the solution quality, they may want to run an additional 50 generations to ensure that the solution is converged. With the new implementation of P3GA, an engineer can do just that. The algorithm only requires two inputs, the solution structure of the previous run (containing information such as: objective functions, previous populations and their corresponding performance, constraints, etc.) and a new option structure. The new option structure must contain a greater number of generations than the previous run (e.g., in the previous example where an engineer wants to run an additional 50 generations on top of the existing 50 generations, the option structure would specify a maximum of 100 generations), but any other option may be changed at will. The benefit of this improvement is that the information from the previous run is perfectly retained and included in the new solution rather than encoding all information from a previous run into a single initial population.

The fourth improvement is based on a new quality indicator for parametric optimization introduced in Ref. [11] and Chapter 4 and discussed in more detail in Chapter 5. The parametric hypervolume indicator (pHVI) can be used to monitor the quality of the problem solution at each generation to detect convergence. If the quality indicator remains relatively flat for many generations, one would say that the algorithm has converged because the solution is not improving with additional computation. Alternatively, the indicator can be used to tell an engineer that further generations are needed if the algorithm halts while the pHVI is continuing to increase (denoting that the solution is still improving with additional computational effort). This is especially useful for optimization problems that cannot be easily visualized.

The fifth and final improvement introduces a second method to predict parametric Pareto dominance within P3GA. Introduced in Chapter 5, the hypercone heuristic (HCH) used to calculate
the pHVI quality measure can also be used to detect dominance. The implementation of P3GA in Matlab now allows a user to decide between the new HCH method and the existing support vector domain description (SVDD) method for predicting parametric Pareto dominance.

2.2 Efficient Optimization

A challenge for any optimization technique is the consideration of computationally intensive analyses (e.g., finite element analyses (FEA), computational fluid dynamics (CFD), or physical experiments). For traditional optimization (i.e., non-parametric optimization), a common strategy is to combine response surface models with an adaptive sampling technique. These approaches operate with the response surface and execute expensive analyses only when the result is likely to be informative. The efficient global optimization (EGO) algorithm [38], Gutmann’s radial basis function (GRBF) method [39], and sequential approximation optimizations (SAO) [40] are examples of such techniques for single-objective optimization. The Pareto EGO (ParEGO) algorithm [41], Keane’s statistically based improvement (KSI) method [42], meta-model assisted evolution strategies (MAES) [12], and the predictive entropy search (PES) [43] extend these works to solve multi-objective problems. Furthermore, the parallelized multi-objective EGO (ParMOEGO) algorithm [44] seeks to improve efficiency of these methods even more by parallelizing high-fidelity computations to reduce “wall-clock” time. Another extension of these efficient algorithms, the Multi-Objective Bayesian Optimization (MOBO) algorithm [45], allows for the efficient optimization of problems with multiple information sources. Figure 2.3 categorizes these algorithms along with the new algorithms discussed in this work: EPO and MO-EPO.

2.2.1 Efficient Global Optimization (EGO) Algorithm

The efficient global optimization algorithm (EGO) is a well-known methodology for single objective efficient optimization. EGO iteratively updates and uses response surface models to efficiently search the design space in order to reduce the number of expensive function evaluations required to reach the global optimum [38]. To accomplish this, the expensive (or high-fidelity) function is evaluated a number of times via a design of experiments (DOE) to train an initial
Figure 2.3: A list of optimization methods that rely on adaptive sampling of a response surface sorted by problem type.

response surface. Then, the less expensive response surface model is searched via branch and bound optimization to find the design with the highest expected improvement based on the response surface prediction of objective value and its uncertainty. This expected improvement formulation is [38]:

$$EI(x) = (J_{\text{min}} - \hat{J}(x))\Phi \left( \frac{J_{\text{min}} - \hat{J}(x)}{s(x)} \right) + s(x)\phi \left( \frac{J_{\text{min}} - \hat{J}(x)}{s(x)} \right),$$

(2.6)

where $J_{\text{min}}$ is the minimum objective value found so far (from the high-fidelity samples) and $\hat{J}$ and $s$ are the response surface model predictions of the objective value and standard error, respectively, for given optimization variables $x$. Additionally, $\Phi$ represents the standard normal cumulative distribution function, and $\phi$ is the standard normal probability distribution function. This expected improvement function incorporates both exploiting regions with predicted optimal response and exploring regions with large uncertainty that might result in an optimal response [38].

Finally, the design with the greatest expected improvement is evaluated by the expensive model, and the response surface model is subsequently improved. In this way, the entire high-fidelity design space is sampled in an adaptive way using the lower-fidelity response surface model to predict
beneficial and/or uncertain designs. While this method requires more steps and multiple optimizations of a response surface model, the number of times that the expensive model is sampled can be drastically reduced when compared to a direct optimization of the expensive model. See Algorithm 1 for a more compact representation of this algorithm.

Algorithm 1 EGO[38].

1: $J(x) \leftarrow$ Expensive model
2: $\hat{J}(x) \leftarrow$ Initial response surface
3: $N_{eval} \leftarrow$ Number of expensive evaluations performed
4: \textbf{input:} $N_{max}^{eval} \leftarrow$ Maximum allowable expensive evaluations
5: $J_{min} \leftarrow$ Minimum objective value from all expensive samples
6: \textbf{while} $N_{eval} < N_{max}^{eval}$ \textbf{do}
7: \hspace{1em} $x_{new} \leftarrow \text{argmax}_x EI(x)$
8: \hspace{1em} \textbf{if} $EI(x_{new}) < tol$ \textbf{then}
9: \hspace{2em} break while
10: \hspace{1em} \textbf{else}
11: \hspace{2em} $J_{new} \leftarrow J(x_{new})$
12: \hspace{2em} $\hat{J}(x) \leftarrow$ Update response surface with $x_{new}$ and $J_{new}$
13: \hspace{2em} $N_{eval} \leftarrow N_{eval} + 1$
14: \hspace{2em} \textbf{if} $J_{new} < J_{min}$ \textbf{then}
15: \hspace{3em} $J_{min} \leftarrow J_{new}$
16: \hspace{2em} \textbf{end if}
17: \hspace{1em} \textbf{end if}
18: \textbf{end while}
19: \textbf{return} $J_{min}$

2.2.2 Multi-Objective Efficient Optimization

Knowles introduced a multi-objective version of EGO called Pareto EGO (or ParEGO) [41]. The ParEGO algorithm (Algorithm 2) follows the same general procedure as EGO with one minor yet consequential difference. Within each iteration of the algorithm, a trade-off vector $\lambda$ is chosen at random to combine the multiple objectives into a single weighted sum function. Then, the response surface is trained with this weighted sum as the single output, and the general procedure of EGO is resumed. That is, the expected improvement function is maximized, and a new design is
chosen to be sampled by the expensive model. The underlying idea is that given enough iterations, the whole Pareto frontier will be found by sampling enough trade-off vectors and gathering enough data to generate accurate response surface models. Results show that this method is more efficient than NSGA-II [36] on most of the problems considered in Ref. [41]. The main limitation of this work is its reliance on a weighted sum objective formulation. It is widely known that finding a full Pareto frontier through iterative weighted sum optimizations does not work well when the Pareto frontier is not convex. Additionally, some parts of the Pareto frontier may be easier to find than others as acknowledged in Ref. [41].

Algorithm 2 ParEGO[41].

1: \( J(x) \leftarrow \) Expensive model
2: \( N_{\text{eval}} \leftarrow \) Number of expensive evaluations performed
3: \textbf{input:} \( N_{\text{eval}}^{\text{max}} \leftarrow \) Maximum allowable expensive evaluations
4: \textbf{while} \( N_{\text{eval}} < N_{\text{eval}}^{\text{max}} \) \textbf{do}
5: \( \lambda \leftarrow \) Choose normalized objective trade-off vector
6: \( f(x, \lambda) \leftarrow \) Train response surface for weighted sum given \( \lambda \)
7: \( f_{\text{min}} \leftarrow \) Identify minimal weighted sum value for given \( \lambda \)
8: \( x_{\text{new}} \leftarrow \arg\max_x EI(x) \)
9: \textbf{if} \( EI(x_{\text{new}}) < \text{tol} \) \textbf{then}
10: \textbf{break while}
11: \textbf{else}
12: \( J_{\text{new}} \leftarrow J(x_{\text{new}}) \)
13: \( N_{\text{eval}} \leftarrow N_{\text{eval}} + 1 \)
14: \textbf{end if}
15: \textbf{end while}
16: \textbf{return} \( J_{\text{min}} \)

Emmerich \textit{et al.} [12, 46] outline a generic multi-objective procedure for efficient optimization. This procedure follows the same mathematical background as EGO, but directly considers multiple objectives via expected improvement of the dominated hypervolume indicator (HVI) via Monte Carlo sampling. The dominated hypervolume indicator (HVI) gives an indication of how much of a reference space is “covered” or dominated by a given data set. It was first used by Zitzler and Thiele [47] to compare the solutions of evolutionary algorithms on multi-objective problems.
The hypervolume indicator is also referred to in literature as the hypervolume measure [47], hyperarea metric [48], S-metric [49], and Lebesgue measure [50, 51]. Two desireable properties of the hypervolume indicator are that the metric is sensitive to improvement, and unaffected by non-improvement [52, 46]. These properties ensure that the true solution to a multi-objective problem is the solution with the greatest hypervolume indicator.

The multi-objective expected improvement formulation presented by Emmerich et al. based upon this hypervolume indicator is [12]:

\[
EI_H(x) \approx \frac{1}{N} \sum_{i=1}^{N} \left( H(S \cup q_i) - H(S) \right),
\]

where \( H(\cdot) \) is the dominated hypervolume of a given data set, \( S \) is the current data set, and \( q_i \) is the response of the \( i \)-th Monte Carlo sample of a new point \( x \) given its response distribution. Therefore, the expected improvement of a new point \( x \) is approximated by the expected increase of the dominated hypervolume indicator. Furthermore, the properties of the hypervolume indicator discussed previously guarantee that Eqn. (2.7) will yield either a value of exactly zero if the response distribution at \( x \) is fully dominated by \( S \) or a positive value otherwise. It is not possible for Eqn. (2.7) to have a negative result [12, 46]. With this multi-objective expected improvement formulation, the same general procedure of EGO can be used to efficiently solve multi-objective problems as outlined in Algorithm 3 [46].

The method proposed by Emmerich et al. [46] is used in Chapter 6 to develop an efficient multi-objective parametric optimization algorithm. The benefit of this method over a method such as ParEGO is its ability to consider all objectives independently and simultaneously. In a similar manner, the proposed procedure of MO-EPO considers all objectives and all parameters independently and simultaneously to adaptively search the region of greatest expected improvement. Refer to Chapter 6 for further details on the new MO-EPO.
Algorithm 3 Multi-objective efficient optimization via HVI-based expected improvement [46].

1: $J(x) \leftarrow$ Expensive objective models
2: $\hat{J}(x) \leftarrow$ Initial response surface models of objectives
3: $N_{\text{eval}} \leftarrow$ Number of expensive evaluations performed
4: $x^{nd} \leftarrow$ store nondominated optimization variables
5: $J^{nd} \leftarrow$ store nondominated objective
6: \textbf{input:} $N_{\text{max}}^{\text{eval}} \leftarrow$ Maximum allowable expensive evaluations
7: \textbf{while} $N_{\text{eval}} < N_{\text{max}}^{\text{eval}}$ \textbf{do}
8: \hspace{1em} $x_{\text{new}} \leftarrow \operatorname{argmax}_x EI_H(x)$
9: \hspace{1em} \textbf{if} all($EI_H(x_{\text{new}}) < \text{tol}$) \textbf{then}
10: \hspace{2em} \textbf{break while}
11: \hspace{1em} \textbf{else}
12: \hspace{2em} $J_{\text{new}} \leftarrow J(x_{\text{new}}^{(i)})$ for some $i^{th}$ tuple of $x_{\text{new}}$
13: \hspace{2em} $\hat{J}(x) \leftarrow$ Update response surface with $x_{\text{new}}^{(i)}$ and $J_{\text{new}}$
14: \hspace{2em} $x^{nd} \leftarrow$ update nondominated optimization variables
15: \hspace{2em} $J^{nd} \leftarrow$ update nondominated objective values
16: \hspace{2em} $N_{\text{eval}} \leftarrow N_{\text{eval}} + 1$
17: \hspace{1em} \textbf{end if}
18: \hspace{1em} \textbf{end while}
19: \textbf{return} $x^{nd}, J^{nd}$
3. PARAMETRIC OPTIMIZATION FOR MORPHING STRUCTURES*

3.1 Motivation

As introduced in Chapter 1, parametric optimization is uniquely suited to solving an optimal morphing problem by treating variable external conditions as parameters. This chapter details the first application of parametric optimization to the optimization of an adaptive structure. In a morphing aerostructure problem, parameter variables can include flight conditions that affect aircraft performance such as airspeed, angle of attack, and altitude. So long as the parameter values can be sensed during flight, the system can morph to the optimal solution that has been presolved via parametric optimization.

To be efficient, parametric optimization requires specialized optimization codes. Although it is possible to iterate a traditional optimization algorithm at different values for parameters, this approach does not scale well. Gamboa et al. [4] applies such a sampling approach to the parametric optimization of a morphing wing, but deals with only one parameter (airspeed). For problems with additional parameters (multi-parametric problems), the number of traditional optimization routines required would grow prohibitively large for this approach. This work uses the Predictive Parametric Pareto Genetic algorithm (P3GA) introduced by Galvan and Malak [10]. P3GA can handle nonlinear black-box functions and is capable of solving single- and multi-objective parametric problems. A comparative study demonstrated that P3GA is superior to iterated application of a traditional optimization algorithm [5]. Previous implementations of P3GA focus on solving problems where the parameter values are not yet fully known but will be constant during operation [7, 5]. In the case study presented here, the parameter values are continuously changing during operation, and the structure must optimally morph in response to these changing parameters.

Optimal morphing is particularly appealing in aircraft design, where performance is critical and

---

often costly. Morphing aero-structures are defined in this work as those that can \( C^1 \)-continuously change their outer mold line (OML). Morphing expands the space of traditional aircraft control and trim methods, such as flaps and slats, to include smooth configurations with improved aerodynamic performance [3]. Aviation can benefit from this technology to minimize drag [3] and noise [53] or to improve aircraft maneuverability [54]. However, the benefits of continuous shape change are not intuitive for each flight condition and have not yet been fully explored.

Although there has been extensive work in optimizing an aircraft OML to improve overall performance, most methods have one or more of the following drawbacks: (i) no structural constraints are considered when defining geometry [55, 56, 57], (ii) no analytical \( C^1 \) geometric representation exists [57, 58], and/or (iii) the design is optimized for only a limited number of flight conditions [3, 55, 56, 57, 59, 60]. Optimized configurations that do not consider (i) will result in thin airfoils that are infeasible to manufacture while (ii) hinders the use of gradient-based methods or sensitivity analyses and results in high-drag OML’s. Drawback (iii) leads to designs that perform well at specific flight conditions but that underperform for all other conditions. Some have addressed (i) using thickness [57, 59] and volume [58, 60] constraints on the OML that reproduce the inner structure restrictions. Recently, Leal and Hartl have addressed both (i) and (ii) using a structurally-consistent approach based on Class/Shape Transformation (CST) equations [61]. Additionally, parametric optimization addresses (iii) by treating flight conditions as parameters. This current work combines the CST approach with parametric optimization to yield a comprehensive approach to optimal morphing wing design. This work is the first application of parametric optimization to morphing wings in particular and morphing structures in general.

Section 3.2 gives a recap of parametric optimization and the specific techniques used in this study, and section 3.3 contains a brief description of the structurally consistent CST-based morphing wing model. Next, the morphing wing optimization problem formulation is presented (section 3.4) along with results (section 3.5). Finally, the parametric results are benchmarked against solutions obtained from a traditional optimization applied at samples of the parameter values (section 3.6). Comparison results indicate that parametric optimization using P3GA is an effective approach
3.2 Parametric Optimization

3.2.1 Theory

As discussed in Section 2.1, parametric optimization solves a traditional optimization problem while directly considering parameter variables. Recall the general parametric problem formulation in Eqn. (2.1). In this case study, one objective is considered with three independent parameters. Therefore, the problem solution is the performance model \( J^*(\theta) \) (i.e., the single objective version of the parameterized Pareto frontier) and the optimal solution map \( x^*(\theta) \).

The performance model can be used to determine how parameters affect optimal performance and assess which parameters are most critical. The optimal solution map provides a designer with the optimal design configuration given a vector of parameter values. In a morphing context, this optimal solution map removes the need to perform a computationally expensive optimization algorithm during operation as conditions change. Instead, the optimal solution map \( x^*(\theta) \) is directly used to determine the optimal morphed shape during operation under changing conditions.

In the case of morphing aircraft, optimization variables include the variables that control wing OML (i.e., shape variables) during operation, while parameters could include variables such as airspeed, angle of attack, altitude, temperature, air density, and others. In most cases, it is unlikely that a pilot will know all of these parameter values for a given flight plan at take-off, and many parameters are subject to change during flight. Using the proposed parametric optimization technique, a pilot or a controls system is always informed of all optimal lift-to-drag ratios and corresponding shape variables for a vector of parameters describing the flight condition.

3.2.2 Methods

The optimization algorithm used in this work, P3GA, directly outputs the discrete configurations (i.e., set of optimization variables and corresponding parameters) found to be optimal in addition to an implicit representation of the performance model. A Gaussian based process such as...
a Kriging interpolation [62] can approximate the optimal solution map from the optimal configurations found with P3GA as demonstrated by Hartl et al. [7] under the assumption that the optimal solution map both exists and is unique. Therefore, $\hat{x}^*(\theta)$ will denote the approximate optimal solution map via Kriging interpolation. For the case study herein, the DACE toolbox [63] is used to train $\hat{x}^*(\theta)$ using the optimal designs from P3GA and a Gaussian correlation function and a quadratic regression model (see Lophaven et al. [63] for details on training a Kriging model).

### 3.3 Camber Morphing Wing Description

The design problem considers the cross section of an infinite wing (i.e., an airfoil) undergoing camber morphing as illustrated by Fig. 3.1. The CST method is used to mathematically define all generated airfoils [64]. This method has been shown to accurately represent any realistic airfoil geometry with a minimum number of variables [65]. Leal and Hartl [61] modified the CST equations so that children airfoils (i.e., morphed configurations) can be generated from any parent airfoil (i.e., original configuration) while considering kinematic constraints related to the internal structure; thus, all of the explored designs herein are known to be physically feasible for low strains ($\leq 4\%$), even without recourse to full structural analysis.

In the context of real aircraft, the parent airfoil and much of its internal structure are fixed and known. Therefore, the children airfoils are only a function of shape coefficients $P^c$, used herein as the optimization variables. For this work, the shape coefficients of a NACA 0012 airfoil using fourth-order Bernstein polynomials are used and denoted in Table 3.1. A symmetric airfoil is chosen to demonstrate that morphing is effective even for an airfoil with initially no camber, even as compared to other examples of non-morphing airfoils as will be shown. The non-dimensional

![Figure 3.1: Morphing airfoil example.](image)
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location of spars are also fixed at 0.1, 0.3, 0.6, and 0.8. Refer to Appendix B for further details on the CST equations.

Table 3.1: Shape coefficients for parent (reference) NACA 0012 airfoil considered in this work from which all morphed configurations are generated.

<table>
<thead>
<tr>
<th>P_0</th>
<th>P_1</th>
<th>P_2</th>
<th>P_3</th>
<th>P_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1828</td>
<td>0.1179</td>
<td>0.2079</td>
<td>0.0850</td>
<td>0.1874</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A_0</th>
<th>A_1</th>
<th>A_2</th>
<th>A_3</th>
<th>A_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1702</td>
<td>0.1528</td>
<td>0.1592</td>
<td>0.1195</td>
<td>0.1651</td>
</tr>
</tbody>
</table>

3.4 Parametric Formulation of a Morphing Aerostructure Design Problem

The optimal morphing aero-structure problem can be formulated as a multi-parametric optimization problem, where the single objective is to maximize the lift-to-drag ratio. This ratio is determined by calculating the coefficients of lift and drag using XFOIL [66], a subsonic panel-method aerodynamic solver. The operational parameters considered are angle of attack \( \alpha \), airspeed \( V \), and altitude \( H \), all of which vary during flight. For this work, the optimization variables are the shape coefficients of the child (morphed) airfoil \( P_c^i \) for \( i = [1, 2, 3, 4] \), where each coefficient is spatially predominant in a different chordwise location. Together, the four shape coefficients define the airfoil shape (see Table 3.1 for parent shape coefficients \( P^p \)). \( P_1^c \) and \( P_4^c \) dominate respectively the leading and trailing edges, while \( P_2^c \) and \( P_3^c \) are most relevant for intermediate chordwise coordinates. All other aspects of the problem, such as the initial NACA 0012 shape and spar locations are held constant to allow clarity of presentation. CST equations of order \( n = 4 \) are utilized based on a convergence study performed in Ref. [61]. Depending on the requirements of the design exploration, \( n \) can be increased to allow more subtle topological manipulations and structural constraints (e.g., spars).

The mathematical problem formulation is thus:
\[ J^*(\alpha, V, H) = \max_{P^c} J(P^c; \alpha, V, H), \]

Subject to:

\[
\begin{bmatrix}
0^\circ \\
20 \text{ m/s} \\
5000 \text{ ft}
\end{bmatrix} \leq \begin{bmatrix}
\alpha \\
V \\
H
\end{bmatrix} \leq \begin{bmatrix}
12^\circ \\
65 \text{ m/s} \\
40000 \text{ ft}
\end{bmatrix},
\]

(3.1)

where the objective function \( J \) represents the lift-to-drag ratio, \( J^*(\alpha, V, H) \) represents the maximum lift to drag ratio as a function of the parameters, \( x = P^c \), and \( \theta = [\alpha, V, H]^T \).

To prevent generating shapes that either are unreasonable or cannot be accurately studied with XFOIL, the shape coefficients are conservatively constrained based on feasible, existing airfoil shapes. This feasible set is denoted \( \mathbb{P} \). To quantify this constraint, 1,636 shape coefficient vectors are calculated for all the airfoils contained in a given database [67]. A thorough investigation of this four-dimensional data revealed that the feasible space would not be easily constrained via linear constraints. As shown by Malak and Paredis [68], a Support Vector Domain Description (SVDD) can be trained to fit the data and provide a single, nonlinear constraint. This SVDD is a one-class classifier that, once trained, predicts whether a new data point lies inside or outside of the class [69]. In this case, the class being trained is that of feasible airfoil shapes.

### 3.5 Results

Since the solution of a single-objective three-parameter problem cannot be readily visualized in 4-D space, results are herein presented in two phases. Section 3.5.1 presents a two-parameter subset of the solution where altitude is fixed at 10,000 feet while angle of attack and airspeed are still treated as parameters. Then, section 3.5.2 conveys the full, three-parameter solution.
Figure 3.2: Results considering altitude held constant at 10,000 ft. (a) Population of structurally feasible morphed designs projected into this 3-D domain and lift-to-drag ratios of optimal performance across changing flight conditions. (b) Comparison between the performance of the morphing NACA 0012 configurations and that of a fixed NACA 0012, a fixed NACA 4415 and a fixed NACA 64(1)-212.

3.5.1 Two Parameter Problem

Considering a fixed altitude of 10,000 ft, the performance model over changing angle of attack and airspeed is illustrated by the surface in Fig. 3.2a. Depending on the parameter values, lift-to-drag ratios of up to 169 are achieved. Overall, the optimal lift-to-drag ratio monotonically increases as airspeed \( V \) increases. An increase of angle of attack for smaller angles \( (\alpha \leq 5^\circ) \) results in an increase of this objective. However, for higher angles of attack \( (\alpha > 5^\circ) \), the lift-to-drag ratio decreases because of sensitivity to stalling [66]. Fig. 3.2b shows a comparison between the performance for the camber morphing NACA 0012 and three fixed airfoils for the same flight conditions (including the fixed NACA 0012). The benefits of using a morphing airfoil are apparent at smaller angles of attack where significant increases in achievable lift-to-drag ratios are obtained. For higher angles of attack, the morphing optimization seems to be less relevant for this parent airfoil. Although there is one region \( (\alpha \in (7^\circ, 11^\circ)) \) where the fixed NACA 4415 dominates, the morphing NACA 0012 appears to outperform all considered fixed airfoils for the majority of these flight parameters. The maximum benefit seen by the fixed NACA 4415 over the morphing NACA 0012 is an increase of 18.8 of the lift-to-drag ratio. However, the lift-to-drag ratio of the morphing
NACA 0012 is on average 9 points higher than that of the fixed NACA 4415. Additionally, the morphing NACA 0012 always outperforms the fixed NACA 4415 for the lower angles of attack that airplanes more commonly operate. This result shows that the morphing NACA 0012 is physically unable to match the performance of the NACA 4415 shape due to the structurally consistent constraints. This gives evidence to support analyzing a morphing NACA 4415 concept especially when looking at higher angle of attack applications.

The optimal morphed configuration clearly changes with flight condition, but four distinct families can be clustered based on their topology [70]. Fig. 3.3 illustrates how the performance model and optimal solution map can be used together to display these four families of airfoils. The depicted airfoils are the cluster centers [70] for each family of solutions. At lower angles of attack ($\alpha < 4^\circ$), the morphed configurations (design A) are similar to traditional high-lift airfoils [71]. As angle of attack increases ($4^\circ \leq \alpha < 7^\circ$), the maximum camber location tends towards the leading

![Figure 3.3: Four structurally consistent morphed configurations from the optimal solution map and their relation to the performance model are depicted along with airfoil shape coefficients, designed flight condition, and lift-to-drag ratio.](image-url)
edge, resulting in configurations (design B) similar to avian airfoils [72]. As angle of attack continues to increase (7° ≤ α < 9°), the high camber at the front of the airfoil decreases, leading to traditional airfoil shapes (design C). At the highest angles of attack, camber is decreased to delay boundary layer separation, leading to unorthodox designs (design D) known as reflexed airfoils [73, 74]. Each of the identified designs are not acceptable for all flight conditions, but are viable as one of many states of a morphing airfoil.

Fig. 3.4 illustrates the optimal solution map approximation, \( \hat{P}^c(\alpha, V, H) \), for each shape coefficient over the subset of the parameter space where \( H = 10,000 \) ft. For lower angles of attack (\( \alpha < 7° \)), \( \hat{P}_1^c \) increases, \( \hat{P}_2^c \) fluctuates near its highest value, and \( \hat{P}_3^c \) and \( \hat{P}_4^c \) decrease to augment camber and relocate the maximum camber location towards the leading edge. At higher angles of attack (\( \alpha ≥ 9° \)), all shape coefficients decrease to curtail camber, generating children configurations similar to the parent airfoil.

3.5.2 Three Parameter Problem

Although the four-dimensional performance model (three parameters and one objective) can be difficult to visualize directly, depicting multiple two-dimensional subsets for a fixed aircraft speed and altitude is enlightening (Fig. 3.5). Fig. 3.5a displays the two-dimensional solution subsets at four different airspeeds while fixing altitude at 20,000 ft. Likewise, Fig. 3.5b displays the two-dimensional solution subsets at four different altitudes with airspeed fixed at 35 m/s. Visualizing these reduced subsets of the four-dimensional performance model reiterates the trend seen in the two-parameter solution, but also elucidates how this model is affected by altitude variations. The lift-to-drag ratio monotonically increases as airspeed increases while the effect of angle of attack is not as straightforward. Angle of attack continues to maximize the lift-to-drag ratio near 5°, but variations in altitude change this peak slightly. While the curves for 10,000 and 20,000 ft are similar, the performance begins to decrease more rapidly for altitudes of 30,000 and 40,000 ft. This is the expected response as air density decreases at higher altitudes, leading to varying Reynolds numbers (i.e., different flow regimes). Note that the performance model somewhat deviates from these trends when the angle of attack is near 2° and 8°, which may be
Figure 3.4: Approximate optimal solution map providing the value of each shape coefficient for the camber morphing NACA 0012 when altitude is fixed at 10,000 ft. Such a map could be used to schedule a controller such that morphing structures automatically adapt during operation.

Fig. 3.6 displays the shape coefficient values (cf. Fig. 3.4) with angle of attack and altitude featured on the horizontal and vertical axes, respectively, and airspeed fixed at 35 m/s. The subset of the optimal solution map represented by Fig. 3.6 shows that altitude has very little effect on the optimal morphed airfoil shapes, even though the optimal performance of these airfoils is affected (cf. Fig. 3.5). In the interest of brevity, only a small subset of the full optimal solution map is visualized.
Figure 3.5: Two-dimensional subsets of the four-dimensional performance model for the morphing airfoil: (a) sections of this model where altitude is fixed at 20,000 ft and airspeed is sampled at 20, 35, 50, and 65 m/s; (b) sections of the same model fixing airspeed at 35 m/s and aircraft altitude at 10, 20, 30, and 40 thousand feet.

With respect to computational cost, the runtime for the full parametric optimization loop that solves Eqn. (3.1) for all three parameters using P3GA is approximately 117 hours for 400 generations with a population size of 150 individuals (Intel i7 core processor with 8 GB of RAM). The majority of this runtime is spent evaluating the objective function via XFOIL, which requires 6 to 20 seconds depending on the aerodynamic complexity. In this case, the computational cost of the methods used within P3GA (i.e., machine learning) are negligible compared to objective function cost.

3.6 Benchmarking

To quantify any errors in the performance model, its output is compared to that from multiple executions of a traditional genetic algorithm (each with a different set of fixed parameter values). 64 parameter combinations selected via a Latin Hypercube sampling (LHS) for the morphing NACA 0012 parent shape are considered and represent 64 single-objective individual optimizations to obtain the maximum lift-to-drag ratio, $J^\phi$, and optimal shape coefficients, $P_{\ell}^{\phi}$, using the built-in GA in Matlab [37]. Default algorithmic settings are used, and the results are taken as truth solutions as convergence to within a small tolerance occurs. Note that the solutions to the 64 genetic optimizers required 1,344 hours in total, though direct comparison to P3GA’s runtime of
Figure 3.6: Approximate optimal solution map providing the value of each shape coefficient for the camber morphing NACA 0012 when airspeed is fixed at 35 m/s.

117 hours is inconclusive since P3GA did not enforce any stopping criteria beyond the maximum number of generations\(^1\). All optimizations performed in this study (via P3GA and a traditional genetic algorithm) are done using a quad-core computer with a 2.93 GHz Intel i7-870 processor and 8 GB of RAM. The error of the performance model is quantified using Eqn. (3.2).

\[
\text{Error} (\theta) = \frac{|J^*(\theta) - J^b(\theta)|}{|J^b(\theta)|} \quad (3.2)
\]

\(^1\)Although genetic algorithms (including P3GA) are highly parallelizable, complications with the specific implementation of XFOIL used herein required serial calculations. Therefore, all times presented in this chapter do not consider potential time savings for running analyses in parallel.
Figure 3.7: Results of parametric optimization via P3GA contrasted with the results of the traditional genetic algorithm [1]: (a) the performance model (surface) as compared to the 8 x 8 grid of traditional optimization solutions (points), (b) percent error between the performance model and validation points as calculated via Eqn. (3.2).

The average and standard deviation of the error in performance among the 64 fixed parameter sites considered are 2.85% and 3.30%, respectively. To provide a graphical representation, another study is performed where a two-parameter subset of the full solution is explored to allow for visualization in three dimensions (two parameters and one objective). Fixing the altitude parameter at 10,000 ft, an 8 x 8 grid of combinations of angle of attack and airspeed are chosen to run a total of 64 additional iterations of a traditional genetic algorithm. These 64 combinations are plotted in red over the performance model in Fig. 3.7a for this fixed altitude. P3GA is able to represent the trends of the true solution very well. The errors (defined in Eqn. (3.2)) of this subset are largely within 5%, as shown in Fig. 3.7b.

Finally, the full optimal solution map from parametric optimization is benchmarked against the discrete optimal configurations for the original 64 points in parameter space via LHS. The differences between the shape coefficients from the optimal solution map and those from fixed-parameter optimizations are given by:
\[ \delta_i(\theta) = \frac{\hat{P}_{i}^{cs}(\theta) - P_{i}^{c\theta}(\theta)}{x_{ub,i} - x_{lb,i}} \quad \forall \ i \in [1, 2, 3, 4], \]  

(3.3)

where \( \hat{P}_{i}^{cs}(\theta) \) is the optimal \( i \)-th shape coefficient predicted by the Kriging model of the optimal solution map and \( P_{i}^{c\theta}(\theta) \) is the optimal \( i \)-th shape coefficient predicted by the fixed-parameter optimizations via a common GA [1]. This difference is normalized by the bounds of shape coefficients which are determined by the 1600 feasible airfoils and introduced via the nonlinear constraint. All shape coefficients are allowed to vary from \( \pm 0.5 \); thus, the denominator of Eqn. (3.3) equals one. The average differences for each of the four shape coefficients are 2.38\%, 3.48\%, 1.85\%, and 2.34\%, respectively. To allow for visualization of these differences, a subset of the optimal solution map at \( H = 10,000 \) ft is visualized for each shape coefficient based on the same 8 x 8 grid over angle of attack and airspeed from before (Fig. 3.8). This agreement gives evidence to support the use of parametric optimization in a morphing context as a preliminary step in calculating the optimal shape variables for many sets of external conditions.

3.7 Conclusion

This work shows the potential of parametric optimization as applied to the design of a morphing structure. P3GA is shown to be an effective tool for optimizing a flight performance objective function over a range of parameters, making it a useful method for optimizing morphing structures. The results of parametric optimization using P3GA are found to be within a reasonable error tolerance as compared to traditional methods, with the advantage of capturing a more detailed understanding of the parameter space at a reduced computational cost. This accuracy, coupled with the decreased runtime compared to traditional methods [5], supports the use of parametric optimization for solving morphing problems over traditional optimization methods. Visualizing the parametric solutions (performance model and optimal solution map), even when the solution dimensionality is greater than three, is demonstrated by viewing subsets. The full performance model is found to have an average error of approximately 2.85\%, and the optimal solution map has average errors of less than 3.5\% for each of the four optimization variables (shape coeffi-
Figure 3.8: Difference between the results of the optimal solution map and the traditional genetic algorithm [1] from the four optimization variables ($P_{c1}^c$, $P_{c2}^c$, $P_{c3}^c$, and $P_{c4}^c$) using Eqn. (3.3) for the two-parameter subset where altitude is fixed at 10,000 ft.
The two-parameter performance model describing the morphing NACA 0012 lift-to-drag ratios compared to those from non-morphing baseline designs motivates morphing technologies and shows that morphing airfoils can drastically improve wing performance and achieve similar or better performance across changing operational conditions than fixed, specialized airfoils.

Now that parametric optimization has been shown to effectively solve adaptive structure optimization problems, a more efficient method is needed. In this work, parametric optimization of the three-parameter, single objective problem required 60,000 design evaluations for a total runtime of 117 hours. This is an expensive optimization problem considering that the evaluation of a single design takes between 7 and 20 seconds. Chapter 4 presents the first efficient parametric optimization algorithm to allow problems with more expensive analyses to be performed in a more reasonable amount of time.
4. EFFICIENT PARAMETRIC OPTIMIZATION*

In previous chapters the motivation for parametric optimization has been explained and demonstrated for the design of a morphing airfoil across changing conditions (cf. Chapter 3). However, parametric optimization like many traditional optimization techniques can become computationally intractable when exposed to problems requiring expensive evaluations (e.g., CFD, FEA, etc.). In traditional optimization, there are multiple methods that have been employed to allow for the more efficient optimization of such problems with expensive analyses (cf. Section 2.2). However, the special role of parameter variables precludes the direct use of these techniques for parametric optimization.

In this chapter, the well-known EGO algorithm (cf. Algorithm 1) is extended to parametric optimization problems. The new technique formulates a parametric version of the expected improvement function and uses the existing parametric optimization technique, the Predictive Parameterized Pareto Genetic Algorithm (P3GA) [10], to perform parametric expected improvement maximization on cheap surrogate models. The first parametric version of the hypervolume indicator (HVI) metric is also presented as a means for comparing solutions and evaluating optimizer progress in parametric optimization. The new algorithm, Efficient Parametric Optimization (EPO), is benchmarked on two test problems with known solutions prescribing a fixed number of high-fidelity function evaluations and demonstrated on the parametric optimization of a structural stiffened plate requiring FEA. Figure 2.3 relates EPO to other efficient metamodel-based optimization algorithms introduced in Section 2.2 by the type of problems they can solve.

4.1 Efficient Parametric Optimization (EPO)

The novel method explored herein is an extension of EGO to be applicable to parametric optimization problems. Although there are newer and more specialized techniques for adaptive

---

sampling in an optimization context, such techniques rely on the same underlying principles of exploitation and exploration accomplished by the expected improvement function of EGO [75]. Therefore, this work showcases the key novelty of including parameters in efficient optimization by extending the seminal work, EGO which is widely known in the community. In the same manner as EGO, EPO iteratively updates and uses response surface models to efficiently search the design space to find the parametrically nondominated frontier. The basic procedure is to initialize the response surface model via DOE, parametrically maximize the expected improvement function to sample the expensive model, update the response surface, and repeat until stopping criteria are met. While this is very similar to the procedure of EGO, these steps are performed differently to take parameters into account.

First, the presence of parameters introduces the potential for increasing numbers of necessary response surface models. In EGO, the objective function is considered to be expensive. In EPO, any combination of objective and parameter functions could be expensive. One response surface is trained for each expensive function predicting the objective or parameter value given a set of optimization variables.

Next, the expected improvement function (Eqn. (2.6)) must be redefined such that it is dependent on the parameters. The response surface model predictions $\hat{J}$ and $s$ become functions of both the optimization variables and parameters. Furthermore, $J_{\text{min}}$ must become a function of the parameters since each location in parameter space ought to have a different (but not entirely independent) baseline. Therefore, the parametric expected improvement function is given by:

$$ EI(x, \theta) = (J_{\text{min}}(\theta) - \hat{J}(x, \theta)) \Phi \left( \frac{J_{\text{min}}(\theta) - \hat{J}(x, \theta)}{s(x, \theta)} \right) + s(x, \theta) \phi \left( \frac{J_{\text{min}}(\theta) - \hat{J}(x, \theta)}{s(x, \theta)} \right). $$ (4.1)

In the case when parameter functions are also expensive, $\theta$ is replaced by its response surface
model prediction $\hat{\theta}$ as a function of the optimization variables.

Unlike the scalar $J_{\text{min}}$ in EGO, the function $J_{\text{min}}(\theta)$ is not trivial to compute. For the expected improvement formulation to be valid, a $J_{\text{min}}$ value is necessary for all parameter vectors. Therefore, EPO utilizes P3GA to find $J_{\text{min}}(\theta)$ by parametrically optimizing the cheap response surface model prediction only. Then, EPO uses this $J_{\text{min}}(\theta)$ to parametrically optimize for maximum expected improvement, Eqn. (4.1), via P3GA to determine new designs with which to sample the expensive, high-fidelity model. In this way, EPO requires two runs of parametric optimization (specifically P3GA in this work) on the response surface models in every loop without any expensive function calls.

While doubling the number of analytic optimizations performed per loop (compared to EGO) is not ideal, this disadvantage is balanced and possibly outweighed by the advantage of finding multiple designs with high expected improvement across the parameter space per loop. Since P3GA results in a parametrically nondominated set of designs in terms of maximum expected improvement, multiple different designs can be selected to sample the expensive model and retrain the response surface model before repeating. This is beneficial for parametric problems because the engineer is interested in the entire parametric solution, while the non-parametric EGO only aims to find the single best design. The benefit of choosing multiple designs per adaptive sampling step is better explained by a comparison to the procedure of ParEGO [41] where the solution is a Pareto frontier. In ParEGO, a specific trade-off vector (between multiple objectives) is chosen each time the response surface is optimized for expected improvement. In the ParEGO framework, choosing a new trade-off vector would require an additional optimization. In contrast, multiple parameter locations can be chosen via the parametric optimization of EPO without requiring additional optimizations.

The number of designs chosen to sample the expensive model is essentially a meta-parameter of the algorithm. It is not necessary to choose only one (as in EGO), but it should also not be excessive such that the algorithm rarely updates the response surface. Choosing this part of the algorithm is a designer choice largely dependent on the problem being solved and the computational capability
of the designer. If a designer is able to evaluate designs with the expensive model in parallel, a larger number of designs might be chosen each iteration to take advantage of the parallel capability. Alternatively, if sampling the expensive model is incredibly expensive or parallel analyses are not possible, a lower number of designs may be chosen each iteration to use the best possible surrogate model before sampling expensive models. Results in this chapter indicate that the algorithm is somewhat robust to the choice of this algorithmic parameter.

The procedure of EPO is thus: i) perform DOE to train the initial response surface, ii) para-
metrically optimize the response surface prediction to find $J_{\min}(\theta)$, iii) parametrically maximize the expected improvement (via Eqn. (4.1)), iv) select $n$ points to evaluate with the high-fidelity model, v) update the response surface model, and vi) repeat steps ii-v until the maximum number of high-fidelity samples have been taken or the maximum expected improvement is below some threshold. This procedure is displayed in Algorithm 4 for the case of dependent parameters.

---

Algorithm 4 EPO (dependent parameters).

1: $F(x) = [J(x), \theta(x)] \leftarrow$ Expensive model
2: $\hat{F}(x) = [\hat{J}(x), \hat{\theta}(x)] \leftarrow$ Initial response surface
3: $N_{\text{eval}} \leftarrow$ Number of expensive evaluations performed
4: input: $N_{\text{eval}}^{\text{max}} \leftarrow$ Maximum allowable expensive evaluations
5: while $N_{\text{eval}} < N_{\text{eval}}^{\text{max}}$ do
6: $J_{\min}(\hat{\theta}) \leftarrow \min_{x} \hat{J}(x) \forall \hat{\theta}$
7: $x^*(\hat{\theta}) \leftarrow \text{argmax}_x EI(x, \hat{\theta})$
8: if all($EI(x^*(\hat{\theta}), \hat{\theta}) < \text{tol}$) then
9: break while
10: else
11: Define $n$ $x_{\text{new}}$ tuples such that: $x_{\text{new}} \subseteq x^*(\hat{\theta})$
12: $J_{\text{new}}, \theta_{\text{new}} \leftarrow F(x_{\text{new}})$
13: $\hat{F}(x) \leftarrow$ Update response surface via $x_{\text{new}}, \theta_{\text{new}},$ and $J_{\text{new}}$
14: $N_{\text{eval}} \leftarrow N_{\text{eval}} + n$
15: end if
16: end while
17: return all high-fidelity samples
4.2 Benchmarking

Before analyzing an engineering case study, analytic test functions with known solutions are evaluated to determine the viability of the new algorithm. The test functions used to benchmark EPO are parametric variants of the DTLZ test suite of problems [76]. The two scalable test functions chosen from Galvan et al. [5] have been shown to be non-trivial to solve and are used to assess the performance of other parametric optimization algorithms. Furthermore, these problems are chosen because the mathematic formulation scales to any combination of objectives and parameters. For both test problems, a parametric hypervolume indicator (pHVI) is used to compare the results to the true solution by the following:

$$\delta = H_{true}^p - H_{calc}^p,$$  \hspace{1cm} (4.2)

where $H_{true}^p$ is the parametric hypervolume indicator of the true solution, $H_{calc}^p$ is the parametric hypervolume indicator calculated from the data, and $\delta$ is simply the difference between the true and calculated pHVI values. The first method of calculating the HVI for parametric problems is discussed briefly in the next subsection.

4.2.1 Parametric Hypervolume Indicator

As introduced in Section 2.2.2, the multi-objective hypervolume indicator (HVI) is a popular measure of evolutionary algorithm performance in multi-objective optimization. The hypervolume indicator (HVI) essentially gives an indication of how much space is “covered” by (or dominated by) the data [52]. In the context of multi-objective optimization, this indicator is used to compare solution sets by determining which set dominates more of the reference space or to check for convergence to a single HVI value. In general, solutions with greater HVI values are closer to the true solution and can dominate solutions with lesser HVI values. The HVI can be directly calculated given a data set by summing the mutually exclusive sizes of the hypercube dominated by each point with respect to some reference point. See Refs. [52, 77, 78] for more information on calculating multi-objective hypervolume indicators. The benefit of calculating the HVI metric
in evolutionary optimization is two-fold. First, an algorithm or engineer can monitor this value to detect convergence (or the lack thereof). This allows an optimization routine to be shortened or extended as needed. The second benefit is realized when comparing various solutions. Knowing that the true solution maximizes the HVI metric, an engineer should prefer solutions yielding a greater HVI value.

While this indicator is widely used in multi-objective optimization, the original publication of this work is the first to use the concept in parametric optimization [11]. It is important to note that the hypervolume indicator is conceptually the same for both parametric and non-parametric data. In both cases, the hypervolume indicator measures the size of the dominated space. Despite this, the HVI cannot be calculated for parametric data in the same way that it is calculated for multi-objective data. This is because the space dominated by parametric data is not as simple as overlapping hypercubes. Instead, one must rely on the space that is believed to be dominated based on the data. P3GA uses a machine learning technique (specifically a support vector domain description, or SVDD) to predict parameterized Pareto dominance (PPD) [10]. By sufficiently sampling the reference space (e.g., a Monte Carlo technique as in Bader et al. [79]) and predicting whether the points are dominated or not via PPD, a parametric HVI (pHVI) value can be estimated as the fraction of the reference space dominated by the data. This pHVI estimation is bounded from 0 to 1 where a value of 0 means that none of the space is dominated and a value of 1 means that the entire space is dominated. In this section, a Latin hypercube sampling of 4,000 points (chosen through a convergence study) is used to sample the attribute space (objective and parameter space) to predict the pHVI of parametric data. Note that these 4,000 points are not evaluated by the expensive or cheap functions. These points are generated directly in the attribute space for the sole purpose of estimating the pHVI value.

Discussion and analysis of this SVDD-based pHVI calculation method compared to another method is presented in Chapter 5.
4.2.2 Test Problem #1

The first example analyzed is test problem C from Galvan et al. [5] with one objective and five optimization variables. This scalable problem is evaluated for one and two parameters. This test function is known to have a discontinuous solution, a non-convex solution, and a biased solution density. The specific problem formulation is Eqn. (A.1) with 5 optimization variables ($N_{var} = 5$).

4.2.2.1 One Parameter

To demonstrate the new framework, EPO is performed 20 times (randomly restarting). For the single parameter variant, an initial DOE of 50 designs is used and the response surface model is updated with two or five designs per sampling step (i.e., $n = 2$ or $n = 5$; cf. Algorithm 4). The maximum number of high-fidelity function evaluations is set to 150 (i.e., $N_{max}^{eval} = 150$; cf. Algorithm 4). Then, P3GA is performed 20 times (also randomly restarting) using the high-fidelity function directly prescribing 10 generations of 15 population members (to match 150 high-fidelity samples per run). To visualize the results, all parametrically nondominated points from all runs are displayed graphically in Fig. 4.1 along with the known true solution. To quantitatively compare the results, the hypervolume indicator is calculated for each run from all methods and its difference from the true solution is displayed in Tab. 4.1 where the pHVI of the true solution is calculated to be 0.8803 (i.e., $H_{p}^{true} = 0.8803$ cf. Eqn. (4.2)).

Table 4.1: Final mean, minimum, and maximum difference (Eqn. (4.2)) from true pHVI for 20 random restarts of each method on test problem #1 with one parameter (Eqn. (A.1)). Theoretically, negative $\delta$ values are not possible, but there is a small error inherent in the calculated pHVI. Each method evaluates the high-fidelity model only 150 times.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean $\delta$</th>
<th>Min $\delta$</th>
<th>Max $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3GA</td>
<td>0.182</td>
<td>0.117</td>
<td>0.282</td>
</tr>
<tr>
<td>EPO (n=2)</td>
<td>0.010</td>
<td>0.000</td>
<td>0.042</td>
</tr>
<tr>
<td>EPO (n=5)</td>
<td>0.022</td>
<td>-0.001</td>
<td>0.145</td>
</tr>
</tbody>
</table>

Theoretically, a value of $\delta$ equal to zero would mean that the data perfectly captures the true
solution, and negative values of $\delta$ are not possible. However, the pHVI calculated here relies on a prediction of the dominated space and is thus subject to some inherent error. Note that this error is relatively small and solution sets with higher pHVI values (or smaller $\delta$) are closer to the true solution. Performing a statistical t-test on the final pHVI values reveals that the results of EPO and P3GA are statistically different (99% significance level), but the results of the two EPO runs are not statistically different.

The pHVI calculated throughout each run is plotted against the number of high-fidelity function evaluations in Fig. 4.2a. The point denotes the average value, the whiskers denote the maximum and minimum values, and the boxes denote the interquartile range (middle 50%) for all 20 runs. EPO approaches the true solution in fewer function evaluations compared to P3GA alone. EPO appears to perform better when fewer high-fidelity samples are taken each iteration (i.e., small $n$ value), but this increased performance is coupled with increased wall-clock time. However, one should note that when the high-fidelity function becomes increasingly time-consuming, the increased time of the EPO algorithm becomes negligible.
Figure 4.2: Average pHVI versus the number of high-fidelity function evaluations for test problem #1 with (a) one parameter and (b) two parameters.

4.2.2.2 Two Parameters

The same procedure is repeated scaling test problem #1 up to two parameters. The only differences are that: the initial response surface is trained by a DOE of 100 designs, the number of high-fidelity samples evaluated per sampling step is increased to 10 or 15, and the maximum number of high-fidelity samples is increased to 600 (i.e., \( n = 10 \) or \( n = 15 \) and \( N_{\text{eval}}^{\text{max}} = 600 \)). To account for the increase in allowable function evaluations, the benchmarking P3GA directly evaluates 20 generations of 30 population members (for a total of 600 high-fidelity evaluations). The hypervolume indicator is calculated for each run from all methods and its difference from the true solution is displayed in Tab. 4.2 where the pHVI of the true solution is calculated to be 0.8356. Furthermore, the hypervolume indicator is plotted against the number of high-fidelity function evaluations in Fig. 4.2b. For both the one and two parameter variants of this benchmarking problem, the new EPO approaches the true solution in fewer function evaluations than the existing P3GA.
Table 4.2: Final mean, minimum, and maximum difference (Eqn. (4.2)) from true pHVI for 20 random restarts of each method on test problem #1 with two parameters (Eqn. (A.1)). Each method evaluates the high-fidelity model 600 times.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean δ</th>
<th>Min δ</th>
<th>Max δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3GA</td>
<td>0.116</td>
<td>0.037</td>
<td>0.254</td>
</tr>
<tr>
<td>EPO (n=10)</td>
<td>0.056</td>
<td>0.015</td>
<td>0.105</td>
</tr>
<tr>
<td>EPO (n=15)</td>
<td>0.067</td>
<td>0.018</td>
<td>0.168</td>
</tr>
</tbody>
</table>

4.2.3 Test Problem #2

The second example analyzed is test problem B from Galvan et al. [5] with one objective and five optimization variables. This scalable problem is also evaluated for one and two parameters. This multimodal test function is known to have a biased solution density and a variable solution density. The specific problem formulation is Eqn. (A.2) with 5 optimization variables ($N_{var} = 5$).

In the same way as the previous test problem, 20 random restarts are performed for each method. The results of the single parameter formulation of test problem #2 can be found in Tab. 4.3 and Fig. 4.3a (where $H_{p}^{true} = 0.9292$), and the results for the two-parameter formulation can be found in Tab. 4.4 and Fig. 4.3b (where $H_{p}^{true} = 0.8833$).

In both cases of test problem #2, the best result of the existing method (P3GA) outperforms the best result of the new method (EPO). However, the worst result of P3GA is also worse than the worst result of EPO. For this problem, EPO results in less solution variance when compared to the existing P3GA. This benchmarking problem does not show EPO outperforming the existing P3GA, but rather the performances of EPO and P3GA are very similar. Through an inspection of how EPO

Table 4.3: Final mean, minimum, and maximum difference (Eqn. (4.2)) from true pHVI for 20 random restarts of each method on test problem #2 with one parameter (Eqn. (A.2)). Each method evaluates the high-fidelity model only 150 times.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean δ</th>
<th>Min δ</th>
<th>Max δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3GA</td>
<td>0.203</td>
<td>0.126</td>
<td>0.275</td>
</tr>
<tr>
<td>EPO (n = 2)</td>
<td>0.194</td>
<td>0.143</td>
<td>0.237</td>
</tr>
<tr>
<td>EPO (n = 5)</td>
<td>0.199</td>
<td>0.144</td>
<td>0.230</td>
</tr>
</tbody>
</table>
chooses new designs to sample for this problem, we hypothesize that dependent parameters defined by highly multi-modal functions are not sampled efficiently with EPO. The algorithm was not able to quickly find the non-dominated designs as seen in the previous benchmarking problem because it took many samples to develop a trustworthy response surface. This is not surprising for noisy problems, but it is promising that the novel EPO does not perform worse than P3GA despite this disadvantage.
4.3 Finite Element Case Study

The engineering case study presented in this section is the design of a panel consisting of a thin plate stiffened by L-beams under compression where the primary failure mode is buckling. As such, an eigenvalue buckling analysis is required to calculate the load magnitude that causes the structure to buckle. The design problem is to find the stiffened panel of minimum mass for various load magnitudes prescribing a safety factor of 1.5. In this way, the objective is to minimize mass, and the unknown parameter is the allowable loading magnitude. In a practical sense, an engineer may believe that the allowable loading requirement may change over the course of the project. Another possibility is that the engineer is interested in developing a product platform for which multiple scaled designs are required, each for different loading magnitudes which have not yet been decided. In either case, parametric optimization is well suited to solving this problem.

The stiffened panel is shown in Fig. 4.4a. The outer dimensions of the plate are fixed at 60 in (1.52 m) wide and 90 in (2.29 m) tall. Additionally, the entire assembly is assumed to be aluminum with the following material properties: $\sigma_y = 40$ ksi (275.79 MPa), $\nu = 0.3$, $\rho = 0.0975$ lbs/in$^3$ (2698.79 kg/m$^3$), and $E = 10.4E3$ ksi (71.71 GPa). The relevant optimization variables are: the plate thickness, the stiffener thickness, the number of stiffeners per 60 in (1.52 m) panel ($n_{stiff}$), and the stiffener cross-sectional dimensions. Note that one of these variables ($n_{stiff}$) is discrete while the other four are continuous.

For simplicity in the FEA model, only one segment of the panel is analyzed as shown in Fig. 4.4b where the width of a single panel segment, $w_{domain}$, is defined by the full panel width and number of stiffeners (assuming that all stiffeners are equally spaced). This is simply:

$$w_{domain} = \frac{60}{n_{stiff}},$$

(4.3)

where 60 represents the total panel width in inches. To improve the accuracy of this reduced order model, two boundary conditions on the long edges are considered separately, and the worst case scenario is used to determine the allowable load. The first boundary condition is symmetry
along the two long edges, and the second boundary condition is anti-symmetry along the two long edges. Therefore, two FEA evaluations are required to evaluate each design. For both cases, the loading is evenly distributed along one of the short edges while the other short edge is fully encastered. This case study demonstrates the ability of EPO to learn and predict the underlying physics of a black-box model to identify and exploit trends that could be unknown to an engineer. Since the demonstration herein is focused on solving general black-box models, the FEA model is not simplified further. In practice, however, an engineer should simplify their model as much as possible without inhibiting their trust in the model (e.g., using theoretical relationships [80], CAD feature suppression [81], etc.) as doing so can reduce the expense incurred for every expensive function call.
The parametric problem is then:

\[ W^*(\theta) = \min_x \rho V(x) \]

where

\[ \theta(x) = \min[\theta_1(x), \theta_2(x)], \]

\[ \theta_1(x) = \frac{\lambda_1(x)}{1.5(w_{\text{domain}})}, \]

\[ \theta_2(x) = \frac{\lambda_2(x)}{1.5(w_{\text{domain}})}, \]

where \( W^*(\theta) \) denotes the minimum weight as a function of the parameter, and \( V(x) \) denotes the volume of the entire assembly (cf. Fig. 4.4a). Furthermore, the parameter \( \theta(x) \) denotes the allowable compressive edge load for a safety factor of 1.5, and \( \lambda_1 \) and \( \lambda_2 \) denote the critical buckling eigenvalues for the symmetric and anti-symmetric boundary conditions, respectively, calculated via Abaqus simulation of a single section (as shown in Fig. 4.4b).

For this problem, only one run of each method is performed with the same initializing DOE of 50 designs. Then, P3GA performs 20 generations with a population size of 5 (yielding 100 additional function evaluations). Further, EPO is used to find 100 additional designs by two procedures. In one run, two high-fidelity samples are taken per iteration, and the other run takes five (i.e., \( n = 2 \) and \( n = 5 \); cf. Algorithm 4). The attributes of all parametrically nondominated designs are displayed in Fig. 4.5, and the pHVI is plotted against the number of high-fidelity function evaluations in Fig. 4.6. Given the same design initialization, both runs of EPO are able to find designs that can withstand larger loads while P3GA is unable to find any design that can withstand an edge load larger than 800 lbs/in (140.1 N/mm) resulting in inferior pHVI values. This highlights the advantage of EPO. Because it is a global optimization technique, one would expect P3GA to find solutions for larger edge loads if given sufficient runtime. In contrast, EPO is able to identify these solutions quickly due to its use of a response surface model and adaptive sampling strategy.
4.4 Discussion

This work details a new methodology that extends the efficient global optimization (EGO) framework to parametric optimization. The novel EPO shows promise for the problems considered. For the analytical test problem #1 and the engineering case study, EPO consistently outperformed the existing P3GA. The expected improvement formulation allows EPO to locate promising designs with less exploration of the high-fidelity design space compared to the alternative, P3GA. For the analytical test problem #2, the performances of EPO and P3GA were largely the same. For each problem considered, two variations of the EPO algorithm are performed updating the response surface with a different number of high-fidelity samples per iteration, but no statistical difference is found in these results. The problems considered in this chapter are only a small subset of problems applicable for EPO, but it is promising that EPO performed as well as or better than the competition for all problems considered.
4.5 Limitations and Conclusions

Although the EPO methodology represents an important first step towards efficient optimization of parametric problems, there are some limitations. The most obvious limitation is that it is built off of a single-objective method, EGO, and is therefore only valid for single-objective problems. A multi-objective method would, at the very least, need to evaluate the expected improvement differently because Eqn. (4.1) fundamentally assumes that only a single objective is considered. Additionally, the method for determining $J_{\text{min}}(\theta)$ in the expected improvement formulation, cf. Eqn. (4.1), is ad hoc. The methodology used in EPO appears to work under certain circumstances, but it has the potential to skew results. Since predictions can be wrong and the entirety of Eqn. (4.1) relies on this prediction, EPO is at risk of outputting very poor predictions of points with expected improvement since its baseline is a poor prediction of the true baseline.

There is a single solution to fix both of these major limitations of EPO. In single objective optimization, the improvement function is given by the improvement of the single, scalar objective. However, by drawing on the multi-objective efficient optimization literature, the improvement function can be given by the improvement of any other scalar measure (e.g., the hypervolume indicator) that accounts for all objectives. In the case of parametric optimization, the measure should account for all objectives and all parameters (e.g., the parametric hypervolume indicator). By reformulating the improvement function as the improvement of the pHVI measure, an efficient multi-objective parametric optimization algorithm can be developed that is based on a meaningful quality indicator.

Chapter 5 discusses the SVDD-based pHVI metric from this chapter in more detail and introduces a more efficient calculation method based on a newly defined hypercone heuristic (HCH). Chapter 6 then introduces and benchmarks the multi-objective extension of EPO through the use of this HCH-based pHVI metric for a new expected improvement formulation.
5. PARAMETRIC HYPERVOLUME INDICATOR

As introduced in Sections 2.2.2 and 4.2.1, the hypervolume indicator (HVI) is a scalar indication of quality of any given Pareto set in multi-objective optimization. Since more data closer to the true Pareto frontier yields a greater HVI value, one might prefer a solution with the greatest HVI value. The uses of the HVI highlighted in this dissertation are:

1. To quantify the quality of an optimization solution,

2. To compare solutions from different optimization algorithms or different runs of the same algorithm,

3. To detect convergence of an evolutionary optimization algorithm, and

4. To enable multi-objective efficient optimization through expected improvement of the HVI.

 Despite its many uses in multi-objective optimization, the HVI has only recently been introduced to parametric optimization problems as mentioned in Chapter 4 [11]. By introducing a parametric hypervolume indicator (pHVI), the uses of the multi-objective HVI listed above can be used to benefit parametric optimization.

As a result of considering parameters (attributes for which a designer has no preference) in the optimization process, the multi-objective HVI cannot be directly used in a parametric optimization context. However, the general concept of the HVI as a measure of the dominated space has been extended into parametric optimization. Chapter 4 introduces the use of the parametric HVI (pHVI) to compare solution sets from different parametric optimization algorithms [11]. Building upon prior work, this chapter introduces a new and faster technique for calculating pHVI in addition to describing the previous method in more detail. These two techniques are applied to multiple sets of data acquired from an evolutionary parametric optimization algorithm, the predictive parameterized Pareto genetic algorithm (P3GA) [10, 5].
The layout of the chapter is as follows. Section 5.1 gives a more detailed background on
the multi-objective HVI, and Section 5.2 explains why the multi-objective HVI is not valid for
parametric data. Then, Section 5.3 introduces the new hypercone heuristic (HCH) for parametric
Pareto dominance and the corresponding HCH-based pHVI technique. Additionally, more detail is
presented on the existing SVDD-based pHVI technique. Section 5.4 compares the two techniques
applied to data from parametric optimization with discussion. Section 5.5 provides some intuition
on how a designer should choose the reference space and hypercone angle for the HCH. Finally,
Section 5.6 closes the chapter with conclusions and how the pHVI metric will be used for the novel
MO-EPO algorithm and for parametric optimization in general.

5.1 Multi-Objective Hypervolume Indicator

Used for more than two decades in multi-objective optimization, the hypervolume indicator
(HVI) is a scalar measure of the size of space dominated by data [47]. Figure 5.1 illustrates the
dominated space for data in two objective space given a reference point. Originally, the HVI was
used to assess the performance of multi-objective optimization algorithms by enabling the direct
comparison of solution sets [47, 52, 50, 49]. Typically, solution sets with greater HVI value are
preferred because if one solution set dominates another, then it must have a greater HVI value.
While the opposite cannot always be said (i.e., one cannot say that a solution with greater HVI
value certainly dominates another solution), Fleischer [51] presents a proof that maximization of
the HVI constitutes the necessary and sufficient conditions for finding the true Pareto set. This
result further motivates one to prefer solution sets with greater HVI value. This is especially
true in evolutionary optimization. In evolutionary optimization where nondominated data are not
removed from consideration, one can prove that any increase in HVI value from one iteration to
the next is indicative that a more preferred solution has been found [52].

In a detailed study, Knowles and Corne [82] recommend the HVI as a viable method for
performance assessment in multi-objective optimization citing its Pareto compatibility and intu-
itive meaning. According to this study, the main limitations of the HVI are the large computa-
tional overhead and need to define a reference point [82]. To address the computational over-


head, many researchers have proposed innovative methods of calculating the HVI that are less demanding (e.g., the walking fish group algorithm [77] and convex hull assumption [83]). The HVI has also been extended to metamodel-based multi-objective optimization whereby expected improvement functions are formulated to measure the expected improvement of the HVI (sometimes referred to as EHVI) [46, 12, 45, 84, 78, 85]. The HVI has also been used to reformulate multi-objective optimization problems [51], detect convergence, or to develop new optimization algorithms [86, 87, 45, 85].

5.2 Parametric Incompatibility of the Multi-Objective Hypervolume Indicator

Multi-objective HVI calculations rely on the fundamental assumption that each attribute has a preference (i.e., that each attribute is an objective). Since parameters are, by definition, attributes for which a designer has no preference, existing multi-objective calculation methods are flawed in this context and cannot be directly used when parameters are present. Instead, parametric Pareto dominance must be considered to account for parameter attributes without preference. Parametric
Figure 5.2: Parametric data in two dimensions (one objective and one parameter) demonstrating parametric Pareto dominance. Arrow represents objective preference direction. Green curve represents a notional parameterized Pareto frontier.

Pareto dominance (PPD) states that parametric data can only dominate other data if they share the exact same parameter values [9]. Figure 5.2 shows parametric data in two dimensions (one objective and one parameter). Following the rule of parametric Pareto dominance (PPD), all data are considered nondominated because no data share the exact same parameter value.

Consider the mathematical definitions of Pareto dominance and parametric Pareto dominance. Let $P$ and $Q$ be vectors of performance values for which an engineer prefers to minimize all entries of each vector (i.e., each entry is an objective to be minimized). These vectors represent points in an objective space. $P$ is said to Pareto dominate $Q$ iff:

1. $P_i \leq Q_i \ \forall \ i$, and
2. $\exists i (P_i < Q_i)$.

In words, $P$ is said to Pareto dominate $Q$ if and only if every objective in $P$ is at least as good as every objective in $Q$ so long as at least one objective in $P$ is strictly better than that of $Q$. If
P does not Pareto dominate Q and Q does not Pareto dominate P, both points are considered to be mutually nondominated or incomparable. Graphically, Fig. 5.1 shows three points that are mutually nondominated whereas the remaining points are Pareto dominated by at least one of these three nondominated points.

Now let P and Q be vectors of objectives and parameters. Let i denote the objective indices of each vector, and let j denote the parameter indices of each vector. P is said to parametrically Pareto dominate Q iff:

1. $P_j = Q_j \forall j$,

2. $P_i \leq Q_i \forall i$, and

3. $\exists i (P_i < Q_i)$.

The second and third criteria above are identical to the conditions for Pareto dominance. However, parametric Pareto dominance also requires that all parameter values of each point be identical. Graphically, Fig. 5.2 illustrates 12 mutually nondominated points via parametric Pareto dominance rules because no two points share the exact same parameter values (cf. the first condition of parametric Pareto dominance above).

Since existing methods of calculating multi-objective HVI do not consider parametric Pareto dominance (PPD) rules above, they are not compatible with parametric data. Consider the true solution to a parametric problem in Fig. 5.3a. If we have infinite data making up the true solution, we can look closely at a portion of the true solution in Fig. 5.3b. Since the data is infinite, we can visualize a grid of points sharing the exact same parameter values. Unlike Fig. 5.2, some data is now dominated and a dominated space can be visualized. However, if the multi-objective HVI is calculated of this data, the parameter would be incorrectly given a preference direction. If the parameter (which has no preference by definition) is assigned a preference, the dominated space could look like the illustration in Fig. 5.4. Treating a parameter as an objective is fundamentally incorrect when determining dominance and when measuring the size of the dominated space via...
Figure 5.3: (a) True parametric solution in two dimensions (one objective and one parameter) for a notional parametric problem. (b) Application of parametric Pareto dominance to data in a grid. Arrow represents objective preference direction. Parameter has no preference direction.

Figure 5.4: The application of Pareto dominance to parametric data is fundamentally incorrect as (a) the dominated space can be overestimated and (b) parametrically nondominated data are incorrectly classified as dominated. Black arrow denotes true objective preference direction while red arrow denotes the invalid preference given to the parameter.
something like the HVI measure. Therefore, another method is needed that will properly consider parameters.

5.3 Parametric Hypervolume Indicator Methods

As motivated in the previous section, a method for calculating the parametric hypervolume indicator is needed as existing multi-objective methods are not directly applicable. Unfortunately, calculating the size of the space dominated by PPD rules is problematic. If one takes the literal meaning of PPD, the dominance “line” in Fig. 5.2 should have no thickness, and thus the size of the dominated space is effectively zero. Relaxing the conditions of PPD slightly to add some thickness to these “lines” will result in a measurable dominated space, but this method is still limited especially when additional objectives and parameters are present. Figure 5.3 is only able to show a measurable dominated space under the assumption that an infinite amount of data is present.

Until recently, there has been no attempt to develop a HVI or similar measure for parametric optimization. This is due to the relatively new introduction of evolutionary algorithms for parametric optimization [10]. As engineers continue to solve increasingly difficult problems, the use of parametric evolutionary algorithms is becoming more common. Recently, such algorithms have been used to optimize a liquid metal cooling concept [7] and a morphing airfoil concept [2]. Other applications of parametric evolutionary algorithms include dynamic control design [8], product family/platform optimization (alluded to in Ref. [11]) and other systems engineering contexts.

Prior to the parametric HVI (pHVI), parametric optimization solutions were primarily compared against the result of iterating traditional optimizers for various combinations of parameter values [7, 2]. Although this provides strong evidence of a correct solution, it is not efficient because repeatedly solving traditional optimization routines can become very costly [5]. The primary benefit of parametric optimization is the overall reduction in computational expense by solving a single all-encompassing parametric optimization problem compared to solving multiple traditional optimization problems [5]. Galvan et al. [5] also demonstrate the only other method of comparing parametric results through the two-sided mean Hausdorff distance. The main disadvantage of this
method is that it requires two solutions for comparison. A metric like the pHVI is needed for independent quality assessment for detecting convergence or to inform an algorithmic optimization search.

### 5.3.1 SVDD-Based Method

The SVDD-based pHVI method presented in Ref. [11] defines the size of the dominated space through the use of a support vector domain description (SVDD) [69]. An SVDD is a one-class classifier that has been used to predict parametric Pareto dominance in the evolutionary predictive parameterized Pareto genetic algorithm (P3GA) [10]. The SVDD-based pHVI method generalizes all data in the attribute space (objectives and parameters) to predict the feasible region [10]. Then, the dominated space is defined as the space within the SVDD boundary or dominated by any point within the SVDD boundary. Figure 5.5a demonstrates a two-dimensional (one objective and one parameter) illustration of this technique. The SVDD boundary is represented by the dotted line and the dominated space is represented by the shaded region. This method generalizes within the data, but may not predict any dominated area for parameter values outside of the existing data. The implication of this is that data at extreme parameter values (near the upper or lower bounds) can be valuable regardless of their objective values.

Training the SVDD requires solving a separate quadratic programming problem to find the model that best represents the data [10]. Once the SVDD model is known, regions of the space are easily determined to be inside or outside of the SVDD boundary with a linear function. Any point within the SVDD is easily classified as dominated, but points outside of the SVDD must undergo further evaluation. In this implementation any point outside of the SVDD is added to the SVDD incrementally at little additional cost. Then a small step taken in the direction of objective preferences is evaluated to be determine whether the current location is on the nondominated or dominated side of the SVDD as in Ref. [10] to determine whether the space is dominated by the SVDD or not. Therefore, this method requires training an initial SVDD as well as training a number of incrementally different SVDDs to determine the pHVI value. To enable a wider use of the pHVI, a faster method is needed.
Figure 5.5: Dominated space of two-dimensional data (one objective and one parameter) illustrated by shaded regions for the (a) SVDD-based method, and (b) HCH-based method. Arrows represent objective preference direction. Green curves represent notional parameterized Pareto frontiers.

5.3.2 HCH-Based Method

The new method presented in this chapter is based on a newly defined hypercone heuristic (HCH) drawing inspiration from the multi-objective cone-based HVI [88]. The most obvious difference from the SVDD-based method is that no quadratic programming problems must be solved. Instead, any point in the space can be classified as dominated or nondominated via linear projections through parameter space and traditional Pareto dominance. This should result in a noticeable difference in computational cost between the two methods. The novel hypercone heuristic (HCH) is a relaxed version of parametric Pareto dominance rules. The HCH states that data point \( Q \) could be practically considered as dominated if:

1. There exists another data point \( P \) with similar parameter values,

2. All objective values of point \( P \) are comparable to or preferred to that of point \( Q \), and

3. \( P \) sufficiently outperforms \( Q \) in at least one objective.

Unlike parametric Pareto dominance rules, the hypercone heuristic is not explicitly decisive. Phrases
such as “similar”, “comparable”, and “sufficiently outperforms” are not definitive, and the specific meaning of these phrases will change depending on the context. Therefore, this heuristic is mathematically defined by a hypercone across the parameter space and the hypercone angle provides a concrete definition for the unspecific phrases mentioned previously. Any data falling within this hypercone is practically considered dominated, thereby defining a calculable and meaningful dominated space.

Though the HCH can be mathematically scaled to any number of objectives and parameters, Fig. 5.5b illustrates this concept on a two-dimensional set of data. The dashed lines in the figure represent the dominating hypercones of the nondominated data, and the shaded region represents the dominated space. Following intuition, data with very similar parameter values and much worse objective values compared to other data is considered dominated (as opposed to strict PPD rules where all data is nondominated; cf. Fig. 5.2). To fully implement the HCH, a user must define the reference space and the hypercone angle. Note that an angle of zero degrees would constitute the strict PPD rules. As the hypercone angle increases from zero, the PPD rules are more and more gradually relaxed. A hypercone angle of 180 degrees would negate the consideration of parameters as strict Pareto dominance would be employed regardless of parameter values in the data. Both of these extremes are impractical, but a hypercone angle in between can be useful. It is important to note that the HCH will never violate Pareto dominance rules because the dominating hypercone exists across parameter space only to enable the comparison of designs with differing parameter values. Given any two designs with the exact same parameter values, strict Pareto dominance rules are followed.

5.3.3 Current Implementations

The specific implementations for both methods demonstrated in this chapter use a quasi-Monte Carlo sampling approach within the reference space to estimate the size of the dominated space (based on Ref. [79]). Specifically, 4,000 samples generated via Latin hypercube sampling are used as in Chapter 4 [11].

The SVDD-based method considers no data as outliers and uses an SVDD width parameter
equal to 4 (see Ref. [69] for details). The HCH-based method also considers no data as outliers and uses a hypercone angle $\phi_{hc}$ equal to 90 degrees. As a heuristic method there is no “correct” value for this angle. A 90 degree angle is chosen because it is the midpoint of the two extremes (0 and 180 degrees). Section 5.4.3 provides evidence to support the use of a 90 degree hypercone angle in addition to giving some insight into the effect of this hypercone angle for optimization. Section 5.5 provides more intuition on the effect of both the hypercone angle and reference space on HCH results.

5.4 Results

5.4.1 Scalable Test Problems

The data used to calculate the pHVI is gathered from parametric optimization of test problems #1 and #2 (Equations (A.1) and (A.2), respectively, in the Appendix) each with 12 optimization variables ($N_{var} = 12$) from Galvan et al. [5]. Since these are scalable test problems, various numbers of objectives and parameters can be considered within these two problems. For each set of data, the pHVI is calculated for a progressively increasing number designs to emulate what could be seen during an evolutionary optimization procedure. Unlike what would ideally be done during optimization, each pHVI calculation is started from scratch to get an accurate representation of computational time for a given number of designs (ideally, there would be some transfer of knowledge from one iteration to the next to improve computational speed). To promote comparison between the methods, five sets of Latin hypercube samples are prescribed and each method calculates the pHVI value using the same five sets of Latin hypercube samples to predict the size of the dominated space for the same data obtained from optimization via P3GA [10]. Note that all calculations are done on the same machine with an Intel(R) Core(TM) i7-9700 CPU at 3.00 GHz on 64-bit OS. The slower SVDD-based calculations utilize eight (8) parallel processes in Matlab while the faster HCH-based calculations are performed in series. Additionally the “true” pHVI value calculated by an extensive optimization run of 300 generations of 300 population members via P3GA is shown as the dashed green line in the following figures.
Figure 5.6: Test problem #1 (a) pHVI and (b) time results for one objective and one parameter.

Figure 5.7: Test problem #1 (a) pHVI and (b) time results for one objective and two parameters.
Figure 5.8: Test problem #1 (a) pHVI and (b) time results for two objectives and one parameter.

Figure 5.9: Test problem #2 (a) pHVI and (b) time results for one objective and one parameter.
Figure 5.10: Test problem #2 (a) pHVI and (b) time results for one objective and two parameters.

Figure 5.11: Test problem #2 (a) pHVI and (b) time results for two objectives and one parameter.
Figures 5.6-5.11 show the results from each test problem with a different formulation (number of objectives and parameters) considering both the SVDD-based and HCH-based pHVI calculation methods. Each figure plots five curves for each method, one per prescribed set of Latin hypercube samples. As one might expect, the precise pHVI values given by each method vary. This is because the SVDD-based method generalizes data more within the existing data whereas the HCH-based method generalizes data equally within and beyond the existing data (cf. Fig. 5.5). Depending on the context, one assumption might be preferred over the other. For these benchmarking examples, the important thing to note is the similarity in relative trends of pHVI. In two cases, a larger deviation in trend is found. For test problem #2 with one objective and one parameter, the SVDD-based method predicts a strange spike in pHVI up to a value of 1 (cf. Fig. 5.9a). This spike is a result of training an invalid SVDD model due to numerical instability when solving the quadratic programming problem that defines the model. This model is quickly corrected as more data is added and the SVDD is retrained. Such a gross mischaracterization of the data is not common overall, but similar behavior of the SVDD for data from this problem was found in three out of three random repeats. This behavior was not observed for any other problem formulation considered here. In the results for test problem #2 with two objectives and one parameter, the pHVI trends between the SVDD- and HCH-based methods is greatest (cf. Fig. 5.11). In this case, the SVDD defined a more conservative boundary between the dominated and nondominated space likely due to a lack of nondominated data in extreme regions of the parameter space.

Despite their differences in pHVI value, both methods provide some indication that the parametric data is converging or beginning to converge to a final solution. However, through the pHVI value of the data and the true solution, it is clear that the data illustrated by Fig. 5.8 is converging to a sub-optimal solution. This is a reflection of the underlying data gathered from the optimization routine, not a failure of the pHVI calculation.

As hypothesized, the biggest difference between these two methods is the computational effort. In all cases, the SVDD-based method scales poorly with increasing number of evaluated designs. Though this time may be tractable for a small number of pHVI calculations, the SVDD-
based method is less suited to direct implementation within an evolutionary algorithm (e.g., as convergence criteria, as a single objective, or otherwise as information for the optimizer).

5.4.2 Discussion of the Two pHVI Methods

Understanding how the dominated space changes in each method is important to properly compare these two techniques. In the SVDD-based method, the boundary of the dominated space is almost constantly changing as new data is used to better predict the SVDD boundary. Initially this sounds ideal, but some problems can arise with these predictions. As discussed in multi-objective HVI theory, the HVI value should be increased when adding nondominated data but should remain unchanged when adding dominated data [52]. When updating the SVDD model, it is possible to violate both of these properties. In most cases, adding nondominated data has the desired effect: expand the SVDD boundary to predict a larger dominated space. However, adding dominated data can actually shrink parts of the SVDD boundary to predict a smaller dominated space overall. If newly added, dominated data reveals that the previous SVDD boundary was over-predicting the dominated space, a new SVDD boundary could actually result in a lower pHVI value. This phenomenon is clearly seen in Figs. 5.11a and 5.8a where the pHVI value drops noticeably in multiple locations. Therefore, the SVDD-based method can violate the multi-objective HVI properties because adding information should not reduce the size of the dominated space [52].

In contrast, the definition of the dominating hypercone (i.e., the hypercone angle and vertex) remains constant in the HCH-based method. Therefore, new data that is dominated by existing data has no effect on the pHVI while new data that is nondominated by existing data will increase the pHVI (so long as the Latin hypercube samples remain unchanged). This adheres to the multi-objective HVI properties [52]. These properties are important since any violation can disrupt certain applications of the pHVI. For example, if an optimizer were being used to maximize the pHVI value or to find designs that maximize the expected improvement of the pHVI value, such algorithms could halt prematurely or actively reject data that does not agree with the current SVDD model even if that model is incorrect.

Another benefit that the HCH-based pHVI method shares with the multi-objective HVI is the
ability to reduce computational time when implemented in an iterative context (e.g., evolutionary optimization). Since the hypercone definition remains unchanged, if a point in the reference space is determined to be dominated at iteration $i$, it must also be dominated at iteration $i + 1$. Therefore, designs and quasi-Monte Carlo samples that have been classified as dominated do not need to be considered again in the future because they will certainly remain dominated (a statement that cannot be said of the SVDD-based method). This allows for the reduction in computational cost in two ways: 1) the effective number of evaluated designs considered is reduced and 2) the effective number of quasi-Monte Carlo samples needed to accurately predict the size of the dominated space is reduced. This means that the computational times of the HCH-based method presented in Figs. 5.6-5.11 represent the worst-case calculation times.

5.4.3 Parametric Optimization with the HCH

In addition to quantifying the quality of parametric data, one of the desired applications of the HCH-based pHVI method is for use during optimization for predicting parametric Pareto dominance (PPD), detecting convergence, etc. Therefore, a modified version of P3GA [10] employing the hypercone heuristic is used to solve a parametric optimization problem. In contrast to results presented in the previous subsection, these results will not use the same underlying data. Instead, three separate optimization routines are run that each consider a different hypercone angle ($\phi_{hc} = 30^\circ$, $90^\circ$, and $150^\circ$) to better understand the algorithmic hyperparameter effect on optimization solutions\(^1\). Each optimization routine assumes a population size of 50 and is run until convergence of the pHVI value is achieved. In this work, convergence is defined by a less than 0.5% change in pHVI value over 10 consecutive generations. To account for the stochastic nature of the optimization algorithm, five repeats are performed for each hypercone angle. Figure 5.12a shows the pHVI value as a function of generations until convergence is met for each hypercone angle applied to a simple one objective, one parameter problem (Eqn. (A.1)) for visualization purposes. Note that the exact value of the pHVI cannot be directly compared for different cone angles (since a larger cone

\(^1\)All runs consider the same reference space bounded by 0 and 1 in the parameter dimension and bounded by 0 and 40 in the objective dimension.
Figure 5.12: (a) Convergence of pHVI and (b) nondominated designs for three implementations of the hypercone heuristic as dominance criterion in modified P3GA applied to test problem #1 with one objective and one parameter. Note that the true solution is given by the green line in (b).

angle will produce a larger pHVI value for the same underlying data). Instead, an engineer can gain a qualitative sense of how the solution is improving and how many generations are needed to converge.

The purpose of this study is to gain a qualitative sense of how the cone angle affects the optimization solutions. Since only five repeats are performed for each hypercone angle, there is no statistical difference in the number of generations required for convergence. Qualitatively, however, the solutions are quite different. Figure 5.12b shows the nondominated data produced by each method for a qualitative comparison against the true solution. The main takeaway from this figure is that all three cone angles produce solutions near the true frontier (represented by the solid green curve), but solutions for the optimizer using a 30° cone angle are consistently farthest from the true frontier.

To aid in visualization, Fig. 5.13a shows a close-up plot of only one solution set (that which has the greatest resulting pHVI value) per cone angle from Fig. 5.12b. Through this image, the differences in optimization results using different hypercone angles are more apparent. First, the
Figure 5.13: Nondominated set of solutions for (a) a single run of each hypercone angle and (b) a single run of $\phi_{hc} = 150^\circ$ only. Result using the $30^\circ$ cone angle is farthest from the true solution, and the result using the $150^\circ$ cone angle misses parts of the parameter space.

A trend is seen that larger hypercone angles result in solutions marginally closer to the true solution. However, optimizing with a hypercone angle of $150^\circ$ in this case misses parts of the solution (see the gaps pointed out in Fig. 5.13b). Although Fig. 5.13a shows only a single solution for each cone angle, these trends are consistent across all five repeats. These results agree with intuition of the hypercone heuristic. For a hypercone angle that is too small, more data is considered to be nondominated (recall the extreme case where $\phi_{hc} = 0^\circ$ and most, if not all, data is classified as nondominated). This can detract from the performance of an evolutionary algorithm such as P3GA since more designs that might be practically considered as dominated will be classified as nondominated instead. For a hypercone angle that is too large, more data is considered to be dominated including data that might truly be nondominated. In this example, the genetic algorithm searches more heavily near designs with more desirable objective values regardless of parameter values leaving certain areas of the parameter space undersampled. It is interesting to note that the optimizer is somewhat robust to the HCH angle $\phi_{hc}$, but there is a noticeable effect. In each case, the nondominated designs produced are close to the true frontier, but one might qualitatively say...
Table 5.1: Example of Reference Space Description.

<table>
<thead>
<tr>
<th></th>
<th>$\theta_1$</th>
<th>$J_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Upper</td>
<td>1</td>
<td>40</td>
</tr>
</tbody>
</table>

that the result at $\phi_{hc} = 90^\circ$ is better than the others. These results support the use of implementing a moderate hypercone angle near $90^\circ$. For this problem, a cone angle between $90^\circ$ and $150^\circ$ could result in a slightly better performance.

5.5 Choosing the Reference Space and Hypercone Angle

Although the previous section provides some insight on how the hypercone angle affects optimization results of a single problem, a more fundamental understanding of how the angle affects dominance predictions can be useful. Additionally, discussion on the reference space chosen in previous sections is largely neglected.

The reference space, much like the reference point for multi-objective HVI, is chosen somewhat arbitrarily. However, there are some guidelines that can be used to choose a meaningful reference space. First of all, the reference space is defined in the full attribute space including both objectives and parameters. Consider Table 5.1 in the following discussion as an example reference space description for a single objective and single parameter used for test problem #1. Oftentimes, the extent of the parameter space of interest is known (cf. $\theta_{lb}$ and $\theta_{ub}$ in Eqn. (A.1)). These upper and lower bounds of the parameter space in consideration can be directly used as part of the reference space description since an engineer is not concerned with designs outside of this parameter range. Choosing the bounds on objective dimensions is not always as easy. In this case, the objective should be minimized so the lower bound on this objective is most important$^2$. The upper bound can be chosen somewhat arbitrarily such that much data will be below this bound (it is not required that all data be within the upper bound). The lower bound, however, must be a lower bound on all possible data. If the objective is a physical property, engineering intuition can be used to choose

$^2$Note that if maximization is the preference, the discussion on upper and lower bounds is opposite.
Table 5.2: Reference Space Descriptions used in Figs. 5.14 and 5.15.

<table>
<thead>
<tr>
<th></th>
<th>Parameter</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS #1</td>
<td>Lower</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Upper</td>
<td>1</td>
</tr>
<tr>
<td>RS #2</td>
<td>Lower</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Upper</td>
<td>1</td>
</tr>
</tbody>
</table>

this bound. For example, if the objective is to minimize mass, there is no reason to have the lower bound be below zero (since mass cannot be negative).

Figure 5.14 illustrates the effect of choosing a reference space in coordination with the hypercone angle on a sparse data set (20 data points) from test problem #1. Cone angles of $30^\circ$, $90^\circ$, and $150^\circ$ are considered along with two references spaces defined in Table 5.2. For both reference space descriptions, the bounds on the parameter are the same since they are prescribed in the problem formulation. For the objective space, RS #1 considers a larger range of objective values whereas RS #2 considers a narrow range of objective values. Both reference space descriptions are valid for the given data because the full parameter space is considered and no data falls below the lower bound on the objective value. However, the results are quite different depending on the chosen hypercone angle and reference space. As discussed previously, the smaller angle will naturally lead to more nondominated data and less dominated space and vice versa for larger angles. Since the hypercone angle is defined by the normalized reference space, predictive dominance is different for different reference spaces even when the same cone angle is used. In Fig. 5.14, one may notice that for hypercone angles of $90^\circ$ and $150^\circ$ the set of nondominated data is different for the two different reference space descriptions.

Figure 5.15 illustrates the same effect the reference space and hypercone angle on a more dense data set (200 data points) from test problem #1. What is interesting to note here is that less data is considered nondominated as the hypercone angle increases and as the range of objective values considered decreases (i.e. RS #2). To adequately perform parametric optimization, an algorithm should balance strict PPD with practical considerations. For test problem #1 the results presented
Figure 5.14: HCH visualization for different combinations of hypercone angle and reference space description (cf. Table 5.2) on a sparse data set of 20 data points from test problem #1.

in Figs. 5.14 and 5.15 suggest that RS #1 with $\phi_{hc} = 90^\circ$ or RS #2 with $\phi_{hc} = 30^\circ$ would yield the best predictive PPD results. For this reason, RS #1 was used in the previous sections for the HCH method.
Figure 5.15: HCH visualization for different combinations of hypercone angle and reference space description (cf. Table 5.2) on a more dense data set of 200 data points from test problem #1.
5.6 Conclusions

This work introduces a new technique for calculating the parametric hypervolume indicator (pHVI) and compares the novel HCH-based method to the existing SVDD-based method. To the author’s knowledge, these are the only two methods for pHVI calculation. Results indicate that pHVI trends calculated through each method are similar, but assumptions within each method understandably result in different values. pHVI values calculated from these methods should only be used to compare against other values calculated using the same method. Depending on the specific problem and data, either method could artificially produce a larger pHVI value even if the data are identical.

The HCH-based method is shown to be faster by at least an order of magnitude compared to the SVDD-based method. In addition to the reduction of computational cost, properties of the HCH-based method make it more ideal for use in evolutionary optimization algorithms because it upholds the desired multi-objective hypervolume properties of being sensitive to improvements yet unaffected by nonimprovement. This allows for further improvements in computational cost via implementation choices and allows applications of the multi-objective HVI to be implemented in parametric optimization via the pHVI.

The application of the pHVI measure to engineering design gives a designer more confidence in their solutions. In prior parametric optimization, no convergence criteria is used to halt an optimization process. Instead, only a maximum number of design evaluations is prescribed. Implementing a proper convergence criteria (such as convergence of the pHVI value; cf. Fig. 5.12a) is necessary to avoid wasting computational resources in parametric optimization by performing unnecessary analyses. More importantly, a proper convergence criteria can tell a designer that a solution is not converged and more analysis is required. Furthermore, the pHVI can be used within optimization algorithms to directly inform the search and improve an algorithm’s efficiency. For example, in the existing P3GA, all nondominated data is treated equally when creating the generation of designs. With pHVI information, a new algorithm could further rank nondominated designs by their contribution to the total pHVI value thereby influencing the search more heavily.
toward the true parameterized Pareto frontier. In Chapter 6, the HCH-based pHVI measure is used as the basis of the novel Multi-Objective Efficient Parametric Optimization (MO-EPO) algorithm that builds upon the single objective variant [11] (cf. Chapter 4) and the expected improvement formulation of Ref. [46].
6. MULTI-OBJECTIVE EFFICIENT PARAMETRIC OPTIMIZATION

6.1 Preliminaries

The single-objective EPO algorithm provided an important first step into efficient parametric optimization. However, its limitations proved to be concerning at the least. The expected improvement formulation is extended from that of EGO with the most notable difference being the change from the scalar $J_{\text{min}}$ in EGO to the parametric function $J_{\text{min}}(\theta)$ in EPO. Although this equation does not violate any principles of the original equation, the $J_{\text{min}}(\theta)$ is calculated in an ad hoc manner that is potentially flawed (using one approximation to make another approximation).

Consider instead a more general formulation of the expected improvement applicable when multiple objectives are present [12]:

$$EI(x) = \int I(J) \phi_x(J) \, dJ,$$

(6.1)

where $EI(x)$ is the expected improvement given the optimization variables $x$. $I(J)$ is a function that outputs a scalar improvement value given a point in objective space. Finally, $\phi_x(J)$ is the probability density function for any point in objective space given the optimization variables $x$. Therefore, this equation states that the expected improvement is the integral of the product of the improvement of a point in objective space and the probability of achieving that point in objective space given the optimization variables $x$. The integral is taken with respect to the objectives over the feasible objective space. The relationship in Eqn. (6.1) is powerful because it makes no assumptions about the underlying relationships. Both the improvement and probability functions are up to the discretion of the designer.

Since the previous relationship is so general, one can redefine it to fit a parametric context without losing any generality. Therefore, let us define $F$ as the attribute space of both objectives and parameters (i.e., $F = [\theta, J]$). Then it is easy to write:
\[ EI(x) = \int I(F) \phi_x(F) \, dF, \quad (6.2) \]

so that the general expected improvement function now considers both objectives and parameters by considering all attributes with or without preference. All that is left is to define an improvement function that is valid for spaces with both objectives and parameters. For single objective, non-parametric problems (as in EGO), the improvement function is usually given by the reduction of the single objective value (assuming minimization):

\[ I(J(x)) = (J_{\min} - J(x)). \quad (6.3) \]

However, the presence of additional objectives and/or parameters requires a more sophisticated improvement function.

As proposed by Emmerich et al. [12], a potential improvement function for multi-objective data is the HVI. Therefore, let us define a **parametric** improvement function based on the pHVI from Chapter 5:

\[ I(F(x)) = \mathcal{H}_p(S \cup F(x)) - \mathcal{H}_p(S), \quad (6.4) \]

where \( \mathcal{H}_p(\cdot) \) denotes the pHVI calculation and \( S \) denotes the set of existing data. Equation (6.4) then defines improvement as the amount of increase of the parametric hypervolume indicator value. Recall that the hypervolume indicator should be strictly monotonic [52, 46], so a positive value from Eqn. (6.4) indicates that \( F(x) \) is not dominated by any data in \( S \) whereas a value of exactly zero indicates that \( F(x) \) is dominated by at least one point in \( S \). A negative improvement value is not possible so long as the set \( S \) retains all existing nondominated data.

With a valid improvement function, one must now consider how to solve the expected improvement from Eqn. (6.2). From multi-objective literature, we can see that the general expected improvement formulation can be approximated by Monte Carlo integration whereby \( N \) samples in the attribute space are produced from the probability distribution \( \phi_x \) [12]:
\[ EI(x) \approx \frac{1}{N} \sum_{i=1}^{N} H_p \left( S \cup \left( q_i \mid \phi_x \right) \right) - H_p(S) \]  

(6.5)

where \( q_i \) represents the \( i \)-th Monte Carlo sample selected from the probability distribution of the attribute space given the optimization variables. Alternatively, if we assume that the probability distribution \( \phi_x \) follows a Gaussian distribution, Gauss quadrature rules can be used to approximate the numerical integral from Eqn. (6.2) as [89]:

\[ EI(x) \approx \sum_i w_i \left( H_p \left( S \cup \left( q_i \mid \phi_x \right) \right) - H_p(S) \right) \]  

(6.6)

where \( w_i \) is a weight corresponding to sample \( q_i \) dependent on the probability density function \( \phi_x \). Unlike a Monte-Carlo sampling, Gauss quadrature techniques prescribe the weights and samples in a structured manner. In this work, the Gauss-Legendre quadrature is used to determine the samples and weights for Eqn (6.6) [90].

6.2 An Algorithm for Multi-Objective Efficient Parametric Optimization (MO-EPO)

Building upon the structure of the single objective EPO and Eqns. (6.4) through (6.6), the Multi-Objective Efficient Parametric Optimization (MO-EPO) algorithm can be defined. The basic procedure of MO-EPO after initialization is to:

1. Train a response surface model for each expensive model,

2. Evaluate PPD via HCH to determine which data are parametrically nondominated and compute pHVI value of data,

3. Find new samples of \( x \) that parametrically maximize the expected improvement function from Eqn. (6.5) or Eqn. (6.6),

4. Evaluate some of these samples using the expensive models and add them to the full data set,

5. Repeat 1-4 until stopping criteria is met, and
6. Output information for all expensive samples including values of optimization variables, parameters, and objectives as well as the ranks of all expensive samples.

A more detailed pseudocode for MO-EPO is presented in Algorithm 5.

### 6.2.1 Necessary Assumptions

#### 6.2.1.1 Smooth and Continuous Functions

The first assumption made by MO-EPO is that the expensive models can be approximated by a *smooth* and *continuous* response surface model. The most important of these is the need for the function to be continuous. This assumption is made implicitly when fitting a response surface model to the data. For most engineering applications where expensive functions are representative of or dependent on some physical phenomenon (i.e., mass, energy, etc.), this assumption is valid. In cases where the expensive models are continuous but not smooth (e.g., a piecewise linear relationship where \( C^0 \) continuity is maintained), the response surface approximation will be disadvantaged. Despite this disadvantage, the model will still approach the true solution given enough training data.

#### 6.2.1.2 Predictive Parametric Pareto Dominance

The second assumption is that parametric Pareto dominance (PPD) can be *predicted* via an SVDD [9, 10] or the HCH (cf. Chapter 5). Although these heuristic methods are not theoretically proven, empirical evidence supports the use of these predictions of PPD under the right circumstances discussed below.

The SVDD method could be flawed if any numerical inconsistencies are experienced or if the width hyperparameter is too “loose” or too “tight”. As mentioned in Chapter 5, numerical inconsistencies are not common and could be reflective of the specific implementation used here instead of a pitfall for the method as a whole. Tax and Duin [69] illustrate and describe the effect of the width hyperparameter on the resulting SVDD. If a small value is used, the SVDD is trained to be a tight description around the data. For its application to parametric Pareto dominance (PPD), this means that there is little generalization from the training data and dominance will look similar to the strict
Algorithm 5 MO-EPO.

1: **input:** $F(x) = [J(x), \theta(x)] \leftarrow \text{Expensive models}$
2: **input:** $N_{\text{eval}}^{\text{max}} \leftarrow \text{Maximum allowable number of expensive evaluations}$
3: **input:** $n \leftarrow \text{Maximum number of expensive evaluations taken per iteration}$
4: **initialize:** $i = 1 \leftarrow \text{Iteration counter}$
5: $x_i \leftarrow \text{Define some initial samples of } x \text{ via design of experiments}$
6: $F_i = F(x_i) \leftarrow \text{Evaluate initial samples using expensive models}$
7: $N_{\text{eval}} = |x_i| \leftarrow \text{Count the number of expensive evaluations performed}$
8: **while** $N_{\text{eval}} < N_{\text{eval}}^{\text{max}}$ **do**
9: $\hat{F}(x) = Kriging\_\text{Interp}(x_i, F_i)$
10: $H_i^p, \text{ ranks} = \text{Update}(F_i)$
11: $x^*(\theta) = \text{argmax}_x EI(x) | H_i^p$
12: **if** all$(EI(x^*(\theta)) | H_i^p < \text{tol})$ **then**
13: \hspace{1em} **break while**
14: **else**
15: \hspace{1em} Define $x_{\text{new}}$ as $n$ tuples such that: $x_{\text{new}} \subseteq x^*(\theta)$
16: \hspace{1em} $F_{\text{new}} = F(x_{\text{new}})$
17: \hspace{1em} $x_{i+1} = x_i \cup x_{\text{new}}$
18: \hspace{1em} $F_{i+1} = F_i \cup F_{\text{new}}$
19: \hspace{1em} $N_{\text{eval}} = N_{\text{eval}} + n$
20: \hspace{1em} $i = i + 1$
21: **end if**
22: **end while**
23: $H_i^p, \text{ ranks} = \text{Update}(F_i)$
24: **return** $x_i, F_i, \text{ranks}$
25:
26: **definition** $\text{Update}(F)$
27: \hspace{1em} $pHVI = H_p(F) \leftarrow \text{Calculate pHVI value}$
28: \hspace{1em} $\text{ranks} \leftarrow \text{Rank all points in } F \text{ via HCH}$
29: **return** $pHVI, \text{ranks}$
30: **end definition**
31:
32: **definition** $Kriging\_\text{Interp}(x, F)$
33: \hspace{1em} $\hat{F}(x) \leftarrow \text{Train a Kriging model of each expensive model given the known data in } \{x, F\}$
34: \hspace{1em} **return** $\hat{F}(x)$
35: **end definition**
PPD rules whereby much data will be considered as nondominated. On the other hand, a large width hyperparameter results in a loose description of the SVDD. This means that the description over-generalizes the data. For PPD in this case, the danger is that much of the nondominated data will be incorrectly classified as dominated. Despite this potential pitfall, Galvan et al. [5] demonstrate the method’s effectiveness using a moderate value for the width hyperparameter.

The HCH method also has hyperparameters that factor into its trustworthiness. Similar to the width hyperparameter of the SVDD, the HCH requires the value for the hypercone angle. In similar fashion to its analogous hyperparameter in the SVDD method, too small of a cone angle will result in little generalization where much data is considered as nondominated. For a large cone angle (with 180° being its upper bound), the parameters become less important in determining dominance as objective values become more and more important. As the cone angle nears 180°, the predictive parametric Pareto dominance begins to look more and more like traditional Pareto dominance (which negates the consideration of parameters altogether). An additional limitation to the HCH method is the need for a user-defined reference space (similar to the reference point chosen for multi-objective HVI calculations). Both the reference space and the hypercone angle are needed to fully define the HCH to predict PPD. A user may avoid these pitfalls by choosing a hypercone angle and reference space consistent with the intuition discussed in Section 5.5.

6.2.2 Implementation-Specific Details

Although Algorithm 5 provides a general overview of MO-EPO, there are some details specific to the current implementation worth mentioning. First of all, the algorithm allows for the input of both expensive and inexpensive models (cf. line 1 in Algorithm 5). Inexpensive models are evaluated exactly when necessary (i.e., there are no response surface models for inexpensive functions). The sample initialization (cf. line 5) is either input by a user or generated via Latin hypercube sampling (LHS) though this could be updated to any number of sampling techniques. As expressed in line 9, the response surface model used in this implementation is a Kriging interpolation via the DACE toolbox [63]. Then, the Kriging predictions of both value and standard error are used to define a Gaussian probability distribution $\phi$ throughout the attribute space $F$ for a given set of
optimization variables $x$.

The optimization of the response surface model in line 12 is performed via P3GA [10] to generate a number of design configurations with high expected improvement across the parameter space. Depending on the number of expensive functions, the expected improvement is calculated via Eqn. (6.5) or Eqn. (6.6). When the number of expensive functions is less than or equal to 4, the Legendre-Gauss quadrature is used to define a grid with a resolution of 5 samples in each dimension (of the expensive functions) along with their corresponding weights using the implementation of Greg von Winckel [91] to evaluate Eqn. (6.6). If the number of expensive functions is greater than 4, a random sampling of 1,000 points (i.e., $N = 1,000$) are taken from the probability density function to evaluate Eqn. (6.5). In either case, the improvement function used is the improvement of the parametric hypervolume indicator presented in Eqn. (6.4).

The $n$ tuples chosen from P3GA solution is done on the basis of a score calculated as the product of the expected improvement of the point and its euclidean distance to the nearest neighbor via Eqn. (6.7). $EI(x)$ represents the expected improvement of design $x$, $X$ represents the set of new designs that have already been chosen, and $d_{NN}(\cdot)$ represents the euclidean distance between $x$ and its nearest neighbor in $X$. Therefore, this crowding metric penalizes similar data and promotes a more diverse set of new samples. If $n = 1$ (cf. line 15 in Algorithm 5), the point with greatest expected improvement is chosen since the set $X$ is empty. If $n > 1$, each chosen point is added to $X$ and scores are updated before choosing a new point. Once all $n$ points are chosen in this way, $x_{new}$ is simply the set of points in $X$.

$$\text{score}(x|X) = EI(x) \times d_{NN}(x, X) \quad (6.7)$$

### 6.2.3 User Options

In its current implementation, MO-EPO has many options that can be set by the user. Aside from the inputs labeled in Algorithm 5, a user can choose to modify the conditions for training the response surface model. As the algorithm currently accommodates a Kriging model only via
the DACE toolbox [63], one could easily change the correlation or regression functions. Default options include using the Gaussian correlation function and a second order regression function.

Since MO-EPO hinges on the improvement of the parametric hypervolume indicator, options such as the reference space and hypercone angle can also affect the algorithm performance. The default value of the hypercone angle is 90 degrees. There is an option to automatically define the reference space based on the initial population, but this is not recommended since the bounds of the initial population are not always representative of the entire feasible space. Instead, a user should input reference bounds based on the parameter ranges of interest and objective goals. For example, in Chapter 3, the parameter ranges are set in the problem formulation (cf. Eqn. (3.1)) and can be used directly for the reference space. For the lift-to-drag ratio objective, the lower bound of the reference space can be zero (since negative lift-to-drag ratios are not meaningful in this context) and the upper bound can be placed using some intuition based on engineering knowledge. For example, if the maximum lift-to-drag ratio for the fixed airfoil is about 100, the reference space will need to sufficiently extend beyond 100 to account for the maximum performance of the morphing airfoil (which is currently unknown). Knowing the true solution, we can see that an upper bound of 200 on lift-to-drag reference space is sufficient, but a larger upper bound would still be valid. The upper bound only becomes invalid when the true solution exceeds the bounds on the reference space. For example, if the morphing airfoil is capable of achieving lift-to-drag ratios up to 180 under certain conditions, having the upper bound of lift-to-drag equal to a number less than 180 would result in misleading pHVI values, though dominance calculations would remain in tact.

Another user input is related to stopping criteria. By default, the MO-EPO algorithm will run until the full budget of expensive evaluations has been spent. However, one may choose to detect convergence by modifying the maximum amount of expected improvement necessary to continue (cf. $tol$ on line 12 of Algorithm 5). The default value of this tolerance is zero to promote spending the whole computational budget, but a user could input a small positive tolerance that could allow MO-EPO to stop when expectation of improvement falls below the user-defined threshold.
Finally, the last user input affects the transfer of information from one iteration to the next (cf. line 8). When P3GA is used to find data with high expected improvement (line 11), only \( n \) of these points are used to improve the solution and/or response surface model (lines 15-18). Some or all of the leftover data from P3GA at iteration \( i \) can be used to seed the maximization of expected improvement at iteration \( i + 1 \). In some cases, the expected improvement will drop due to the new information. However, in other cases, there are points in design space that will continue to have high expected improvement until there is a new expensive sample taken in its vicinity. By transferring this information from one iteration to the next, MO-EPO can consider promising designs in one iteration when the designs were unable to be sampled in the previous iteration. The trade-off of this is increased computational time of the MO-EPO algorithm. The default value of this is zero meaning that no information is shared from one iteration to the next, but a user could increase this number to be any positive integer.

6.3 Benchmarking

To demonstrate the MO-EPO algorithm performance, the three test problems in Appendix A are considered. Of interest is the the solution accuracy given by the parametric hypervolume indicator (pHVI) as a function of both the number of design evaluations and the computational time assuming an evaluation time for the analytic test problems\(^1\). Since the true pHVI value can be calculated for these analytic problems, the pHVI value is presented as a percentage of the true value. For each problem, all combinations of the number of objectives and parameters are considered up to a four-dimensional attribute space. Purely multi-objective formulations without consideration of parameters are ignored since the MO-EPO method is built to be used for multi-objective parametric problems. Although MO-EPO will solve non-parametric problems, there are more efficient methods that should be used when parameters are not present (cf. Section 2.2).

In the following results, both methods are initialized by a Latin hypercube sampling. P3GA is run with 50 generations of 50 population members for a total of 2,500 design evaluations along

\(^{1}\)All calculations are performed on the same machine: Intel(R) Core(TM) i7-9700 @ 3.00 GHz CPU with 32 GB of RAM
with the options listed in Table 6.1. MO-EPO, on the other hand, is allowed to take 10 expensive samples per iteration with a maximum budget of 1,000 design evaluations (including the initial Latin hypercube samples). Other specifics for each test problem are given in the following subsections.

Table 6.1: P3GA options for all three test problems.

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Number of Generations</th>
<th>SVDD Width Parameter</th>
<th>Crossover Fraction</th>
<th>Mutation Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>4</td>
<td>0.80</td>
<td>0.01</td>
</tr>
</tbody>
</table>

6.3.1 Scalable Test Problem #1

The first test problem considered is given by Eqn. (A.1) with five optimization variables. This test problem proposed by Galvan et al. [5] is characterized by a discontinuous and nonconvex solution. Furthermore, the analytical problem has a biased solution density. This means that it is very unlikely to find the true solution by a random sampling. These three characteristics provide a meaningful benchmarking example.

By treating all objectives and parameters as expensive, MO-EPO can be employed to solve the problem. For both P3GA and MO-EPO, the reference space is bounded by 0 and 40 for the final objective. All other functions are bounded from 0 to 1. Additionally, both methods use a hypercone angle of 90° (note that although P3GA does not use the HCH for dominance assessment, calculation of the pHVI value requires a hypercone angle and reference space to be defined). For MO-EPO, 0 points of interest will carry over from one iteration to the next (cf. Section 6.2.3) and the algorithm will run until either: the maximum number of design evaluations has been met or no point with positive expected improvement can be found.

Figure 6.1 presents the results from five replications of both MO-EPO and the existing P3GA [10] using the SVDD for PPD. The figure plots the solution pHVI as a function of the number of design evaluations. Note that a single design evaluation consists of evaluating all objective and param-
eter functions for a single vector of optimization variables $x$. Each row of Fig. 6.1 denotes the dimensionality of the attribute space (i.e., the number of objectives plus the number of parameters) whereas each column denotes the number of parameters. The trend shows that MO-EPO consistently finds a better solution with fewer design evaluations compared to P3GA for all problem formulations here. Figure 6.2 shows the same data focused on the regions of fewer design evaluations.

$$N_p = 1 \quad N_p = 2 \quad N_p = 3$$

Figure 6.1: pHVI versus the number of design evaluations for test problem 1 (cf. Eqn (A.1)) considering all parameter and objective functions as expensive.

These results are compelling, but there is one factor not considered in these figures: the computational “cost” of algorithmic overhead. P3GA requires the training of a SVDD in each iteration
Figure 6.2: A close up view of the results presented in Fig. 6.1 to visualize the trends at low numbers of design evaluations.

whereas MO-EPO requires the training of surrogate models for each expensive function and the optimization of the expected improvement using these models in each iteration. To account for this overhead cost, Fig. 6.3 displays the pHVI value as a function of computational time (i.e., wall-clock time) assuming that each design evaluation requires 1 minute (serial computation). Results in Fig. 6.3 are very similar to that of Fig. 6.2. This shows that the overhead cost of MO-EPO does not diminish the results on this problem.
Figure 6.3: pHVI versus the wall-clock time assuming that each design evaluation requires 1 minute for test problem 1 (cf. Eqn (A.1)) considering all parameter and objective functions as expensive.
As discussed in Section 2.1, parameters can be dependent or independent. When parameters are defined by expensive functions, they are dependent. However, it is also possible for parameters to be independent and therefore cheap\(^2\). Therefore, the previous study is repeated for both P3GA and MO-EPO considering all parameters as independent and cheap. In this case MO-EPO allows 1,000 randomly chosen designs of interest (i.e., \(EI(x) > 0\)) to be carried over from one iteration to the next. Figures 6.4 and 6.5 illustrate the superiority of MO-EPO over P3GA on this problem.

---

\(N_o + N_p = 2\)

\(N_o + N_p = 3\)

\(N_o + N_p = 4\)

---

\(N_p = 1\)

\(N_p = 2\)

\(N_p = 3\)

---

Figure 6.4: pHVI versus the number of design evaluations for test problem 1 (cf. Eqn (A.1)) considering all objective functions as expensive and all parameters as cheap and independent.

---

\(^2\)Independent parameters are always cheap, but cheap parameters are not always independent. I.e., parameters can be both cheap and dependent.
with independent parameters. This is not surprising since P3GA relies on a naive search while MO-EPO is able to use cheap functions and models of expensive functions to predict optimal solutions more quickly. Of particular note here is that MO-EPO performs increasingly better as more parameters are considered (since these parameters are evaluated quickly) whereas P3GA pales in comparison.

Figure 6.5: A close up view of the results presented in Fig. 6.4 to visualize the trends at low numbers of design evaluations.
6.3.2 Scalable Test Problem #2

The second test problem considered is given by Eqn. (A.2) with five optimization variables. This test problem proposed by Galvan et al. [5] is also characterized by a biased solution density away from the true solution. In contrast with the first test problem, this second problem exhibits a variable solution density on the parametric Pareto frontier making certain parts of the true solution more difficult to find than others. Finally, this problem exhibits high multimodality with many local optima. These characteristics provide a meaningful and different benchmarking example.

Similar to the previous test problem, all objectives and parameters are considered as expensive, and MO-EPO is employed to solve the problem. For both P3GA and MO-EPO, the reference space is bounded by 0 and 40 for the final objective. All other functions are bounded from 0 to 1. Additionally, both methods use a hypercone angle of 90°. For MO-EPO, 0 points of interest will carry over from one iteration to the next (cf. Section 6.2.3) and the algorithm will run until either: the maximum number of design evaluations has been met or no point with positive expected improvement can be found.

Figures 6.6 and 6.7 present the pHVI versus the number of design evaluations and computational time (assuming 1 minute per design evaluation), respectively. Similar to the performance of EPO on the single objective version of this problem (cf. Section 4.2.3), MO-EPO is unable to outperform the existing P3GA with respect to either computational time or the number of design evaluations. When comparing the characteristics of this test problem to the assumptions made within MO-EPO, these results are not surprising. In Section 6.2.1, the assumption that functions are “smooth and continuous” is made. Although this test problem is continuous, it is highly multimodal leading to non-smooth objective/parameter functions overall. To generate a trustworthy response surface model, much data is needed to capture the multimodality of this problem. Therefore, the solution improvement is relatively slow as a result of an untrustworthy response surface model. Despite this assumption violation and disadvantage, MO-EPO and P3GA performance are largely the same on this difficult problem for low numbers of design evaluations.
Figure 6.6: pHVI versus the number of design evaluations for test problem 2 (cf. Eqn (A.2)) considering all parameter and objective functions as expensive.
Figure 6.7: pHVI versus the wall-clock time assuming that each design evaluation requires 1 minute for test problem 2 (cf. Eqn (A.2)) considering all parameter and objective functions as expensive.
6.3.3 Scalable Test Problem #3

The third and final test problem considered is given by Eqn. (A.3) with five optimization variables. This test problem was proposed by Deb et al. as a purely multi-objective optimization problem. However, by treating some objective functions as parameter functions, a parametric test problem is formed that is used to test the hypercone angle. In the purely multi-objective form, the solution is a linear Pareto frontier. When parameters are considered, the solution becomes a piecewise linear parametric Pareto frontier. Part of this parametric Pareto frontier is characterized by a relatively steep slope that can pose a challenge for the hypercone heuristic.

For this problem, the reference space is bounded by 0 and 20 in every attribute and a hypercone angle $\phi_{hc}$ of $50^\circ$ is employed for both MO-EPO and pHVI calculations. For MO-EPO, 100 points of interest will carry over from one iteration to the next (cf. Section 6.2.3) and the algorithm will run until either: the maximum number of design evaluations has been met or no point with positive expected improvement can be found.

Figures 6.8 and 6.9 present the pHVI versus the number of design evaluations and computational time (assuming 5 minutes per design evaluation), respectively. Due to the shape of the parameterized Pareto frontier, P3GA could have a slight advantage over MO-EPO. However, the results relative to both the number of design evaluations and the computational time show MO-EPO as the more efficient method. Comparing Figs. 6.8 and 6.9 reveals that the overhead time of MO-EPO is increased on this problem. This is a result of the smaller hypercone angle that, although necessary to correctly identify the true parametric Pareto frontier, increases the computational overhead. Section 5.4.2 briefly discusses two ways that the HCH-based pHVI method can be implemented efficiently by using dominance information from one iteration of an evolutionary algorithm to the next. In this case, a smaller hypercone angle results in less dominated data finally resulting in an increase in computational expense for computing the pHVI value used for expected improvement estimation. In this example, relatively cheap high-fidelity functions (<1 minute per evaluation) could be more easily optimized using something like P3GA instead of MO-EPO. As the design evaluations become more expensive, MO-EPO is most efficient.
Figure 6.8: pHVI versus the number of design evaluations for test problem 3 (cf. Eqn (A.3)) considering all parameter and objective functions as expensive.
Figure 6.9: pHVI versus the wall-clock time assuming that each design evaluation requires 5 minutes for test problem 3 (cf. Eqn (A.3)) considering all parameter and objective functions as expensive.
This chapter demonstrates the use of the novel MO-EPO on the optimization of the morphing airfoil presented in Chapter 3. Results from MO-EPO are compared to that of P3GA considering solution quality (via pHVI), computational effort, and total number of expensive analyses. The computational effort considered is the combination of algorithmic overhead and time spent on expensive analyses. To allow for a side-by-side comparison with previous studies, the single objective problem is solved with MO-EPO and compared to the solution from P3GA in Section 7.1. However, since MO-EPO is fundamentally a multi-objective algorithm, an additional objective is considered in Section 7.2. This multi-objective problem is solved using both P3GA and MO-EPO.

Unlike the previous chapter, the pHVI of the true solution is not known for this engineering case study. Therefore, absolute pHVI values are presented instead of a fraction of a true value. Note that a pHVI value of exactly 1 is not possible; instead the pHVI value denotes the ratio of the reference space dominated by the data (cf. Section 4.2.1).

When comparing computational times in this chapter, please take note of the following. All reported times include both the time to perform analysis and the full algorithmic time for MO-EPO or P3GA. All expensive analyses via XFOIL are performed serially. In some cases, the combination of airfoil shape, airspeed, and angle of attack can produce an unstable CFD analysis. Therefore, the analysis code includes the capability to detect and terminate such unstable analyses. Such a capability is necessary, but it does not allow for parallel analysis of airfoil shapes. Optimization of the response surface model within MO-EPO (cf. line 11 of Algorithm 5), however, can be evaluated in parallel because CFD (or any expensive analysis) is not involved. All optimization and analyses are performed on the same machine\(^1\) The analysis of a single airfoil shape via XFOIL requires 6+ seconds (in rare cases, analysis can take up to 2 minutes).

\(^1\)Intel(R) Xeon(R) - W3570 @ 3.20 GHz CPU with 12 GB of RAM
7.1 Single Objective Formulation

The single objective problem is the same problem presented in Eqn. (3.1) of Chapter 3. The single objective is to maximize the lift-to-drag ratio of a camber morphing airfoil by varying the four shape coefficients $P^c$. The three parameters considered are angle of attack $\alpha$, airspeed $V$, and altitude $H$. The problem formulation is reprinted in Eqn. (7.1) for reader convenience.

$$J^*(\alpha, V, H) = \max_{P^c} J(P^c; \alpha, V, H)$$

Subject to:

$$P^c \in \mathbb{P}$$

\[
\begin{bmatrix}
0^\circ \\
20 \text{ m/s}
\end{bmatrix} \leq \begin{bmatrix}
\alpha \\
V
\end{bmatrix} \leq 
\begin{bmatrix}
12^\circ \\
65 \text{ m/s}
\end{bmatrix}
\begin{bmatrix}
5000 \text{ ft}
\end{bmatrix} \leq 
\begin{bmatrix}
H
\end{bmatrix} \leq 
\begin{bmatrix}
40000 \text{ ft}
\end{bmatrix}
\] (7.1)

In Chapter 3 this problem is solved using P3GA allowing for 400 generations of 150 population members. This yields a total of 60,000 possible analyses. To solve this problem with MO-EPO the options in Table 7.1 are used. The hypercone angle used for calculating the parametric hypervolume indicator (pHVI) and for assessing parametric Pareto dominance (PPD) is $90^\circ$. The maximum number of expensive analyses is set at 1,000 where up to 10 new designs are considered in each iteration of the algorithm. The expected improvement tolerance is set to zero to force the algorithm to continue until it either reaches the maximum number of expensive analyses or is unable to find any point with nonzero expected improvement. Finally, 100 points of nonzero expected improvement from one iteration (these are not evaluated with expensive analyses) are used to initialize the expected improvement maximization for the following iteration (cf. line 11 of Algorithm 5). The reference space is defined by Table 7.2.

To enable further comparison between P3GA and MO-EPO, the same 76 feasible population
Table 7.1: MO-EPO options to solve Eqn. (7.1). Refer to Algorithm 5.

<table>
<thead>
<tr>
<th>$\phi_{hc}$</th>
<th>$N_{\text{eval}}^{\text{max}}$</th>
<th>$n$</th>
<th>tol</th>
</tr>
</thead>
<tbody>
<tr>
<td>90°</td>
<td>1,000</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.2: Bounds of the reference space used to calculate the pHVI for solutions to Eqn. (7.1). Note that the reference space is comprised of all attributes (parameters and objectives).

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$ [°]</th>
<th>$V$ [m/s]</th>
<th>$H$ [ft]</th>
<th>$J$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>0</td>
<td>20</td>
<td>5,000</td>
<td>0</td>
</tr>
<tr>
<td>Upper</td>
<td>12</td>
<td>65</td>
<td>40,000</td>
<td>180</td>
</tr>
</tbody>
</table>

members\(^2\) are used to initialize each method. Despite given a budget of 1,000 total analyses, MO-EPO converges after only 518 function evaluations in 47 iterations requiring about 2 hours of computational time. Figure 7.1a shows the pHVI as a function of time for both P3GA and MO-EPO on this multi-parametric, single objective problem. It is clear that MO-EPO is capable of finding a better solution than P3GA given a short time constraint. Figure 7.1b, however, shows what happens if P3GA is given more time for analysis. In this image, it becomes clear that P3GA is capable of finding a better solution without this time constraint.

In addition to considering pHVI as a function of time to take into account the computational cost of analysis and optimization, Fig. 7.2 illustrates the pHVI as a function of the number of design evaluations. The underlying data is identical for Figs. 7.1 and 7.2, but comparing the number of design evaluations can be beneficial to understand how MO-EPO may perform on a different case study.

It is encouraging to see MO-EPO outperform P3GA in this case considering both time and number of design evaluations, but the main limitation is that MO-EPO converged prematurely due to the response surface model. After 48 iterations of MO-EPO, the response surface model is confident in its predictions and no more points will have positive expected improvement.

\(^2\)Although P3GA has a larger population size, only the feasible members of this population are used to initialize MO-EPO.
Figure 7.1: pHVI value as a function of time for P3GA and MO-EPO for the single objective problem (Eqn. (7.1)) on the range of (a) 0-10,000 seconds and (b) 0-500,000 seconds.

Figure 7.2: pHVI value as a function of the number of designs evaluated for P3GA and MO-EPO for the single objective problem (Eqn. (7.1)) on the range of (a) 0-750 design evaluations and (b) 0-50,000 design evaluations.
Although the pHVI value for the MO-EPO result is about 15% less than that of P3GA, much of the solution from P3GA is found in the solution from MO-EPO. Plotting lower dimensional subspaces of the full, four-dimensional attribute space (one objective and three parameters) reveals a very similar overall trend. Figure 7.3 shows the parametrically nondominated designs from the full 50,000 designs evaluated by P3GA compared to all of the 518 designs evaluated by MO-EPO. It is clear that MO-EPO is able to gather much information about the solution to the problem defined in Eqn. (7.1) with only a fraction of the time and analysis required by P3GA.

Figure 7.3: Parametric frontiers from P3GA requiring 50,000 design evaluations versus that of MO-EPO requiring 518 design evaluations for multiple 2D subspaces of the full 4D attribute space.
7.2 Multi-Objective Formulation

Consider the addition of a second objective. While maximization of the lift-to-drag ratio is a valid objective, one might also prefer to minimize the magnitude of the moment coefficient \( C_M \). If this moment coefficient is close to zero the added load necessary to achieve force balance on the airfoil is reduced. Then the updated problem formulation is thus:

\[
J^*(\alpha, V, H) = \left[ \max_{\mathbf{P}^c} J_1(\mathbf{P}^c; \alpha, V, H), \min_{\mathbf{P}^c} J_2(\mathbf{P}^c; \alpha, V, H) \right],
\]

Subject to:

\[
\mathbf{P}^c \in \mathbb{P},
\]

\[
\begin{bmatrix}
0^\circ \\
20 \text{ m/s} \\
5000 \text{ ft}
\end{bmatrix} \leq \begin{bmatrix}
\alpha \\
V \\
H
\end{bmatrix} \leq \begin{bmatrix}
12^\circ \\
65 \text{ m/s} \\
40000 \text{ ft}
\end{bmatrix},
\]

(7.2)

where \( J_1 \) is the lift-to-drag ratio calculated via XFOIL to be maximized and \( J_2 \) is the magnitude of the coefficient of moment \( C_M \) to be minimized. Note that both of these objectives are expensive since XFOIL is involved.

To solve this problem with P3GA, 40 generations of 50 population members are considered. For MO-EPO, the same settings are used from Table 7.1. For both methods, the same 80 population members are used for initialization, and the pHVI is calculated considering the reference space defined in Table 7.3. Figure 7.4 presents the solution quality for both methods as a function of time and the number of design evaluations. These results show the same trend as that of the single-objective formulation. Whether looking at the computational time or the number of design evaluations, MO-EPO is able to find a higher quality solution faster than P3GA. In this image, the overhead time of MO-EPO can be seen. Despite MO-EPO considering half of the total design evaluations as P3GA, the computational time of MO-EPO is nearly three times that of P3GA. The results indicate, however, that this algorithmic overhead is worth the expense as MO-EPO is still
Table 7.3: Bounds of the reference space used to calculate the pHVI for solutions to Eqn. (7.2). Note that the reference space is comprised of all attributes (parameters and objectives).

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$ [°]</th>
<th>$V$ [m/s]</th>
<th>$H$ [ft]</th>
<th>$J_1$ [-]</th>
<th>$J_2$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>0</td>
<td>20</td>
<td>5,000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Upper</td>
<td>12</td>
<td>65</td>
<td>40,000</td>
<td>180</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 7.4: pHVI value as a function of (a) time and (b) the number of designs evaluated for P3GA and MO-EPO for the multi-objective problem (Eqn. (7.2)).

Figure 7.5 illustrates three subspaces of the five-dimensional parameterized Pareto frontier (two objectives plus three parameters). In each of these parameter spaces, the Pareto frontier found by MO-EPO is able to find designs with larger lift-to-drag ratios compared to that of P3GA. In the short time that each algorithm was allowed to run, P3GA was only able to find designs with low moment coefficient whereas MO-EPO found a larger variety of designs to give a designer tradeoff information between maximizing lift-to-drag ratio and minimizing moment coefficient.

Figure 7.6 presents two airfoil shapes determined by MO-EPO for similar angle of attack and

---

To plot scattered data in each subspace, data with $\alpha \pm 1^\circ$, $V \pm 10$ m/s, and $H \pm 5,000$ ft of the printed value are projected into the given space.
Figure 7.5: Parametrically nondominated designs from P3GA requiring 2,000 design evaluations versus all designs from MO-EPO requiring 1,000 design evaluations for multiple 2D subspaces of the full 5D attribute space. Lift-to-drag ratio should be maximized while moment coefficient should be minimized.

airspeed values. One design prioritizes maximizing lift-to-drag ratio (Fig. 7.6a) whereas the other design prioritizes minimizing the moment coefficient magnitude (Fig. 7.6b). The resulting shapes are not surprising as the high lift-to-drag airfoil (Fig. 7.6a) resembles those found in Chapter 3 while the low moment magnitude airfoil (Fig. 7.6b) resembles the parent NACA 0012 shape.

7.3 Conclusions

This chapter demonstrates the ability of MO-EPO to solve a real-world engineering problem involving a morphing airfoil with three parameters and one or two objectives. When only a limited number of function evaluations can be taken, MO-EPO is able to produce higher quality solutions compared to P3GA. Re-solving the problem formulation presented in Chapter 3 reveals that MO-EPO is able to gather similar information to what is gathered from P3GA with much less
Figure 7.6: Optimal morphed airfoil shapes found from MO-EPO prioritizing (a) lift-to-drag ratio and (b) moment coefficient magnitude.

Computational time and less design evaluations. This capability is necessary for problems whose design evaluations become even more costly, and evaluating 50,000 designs is prohibitively expensive. The only limitation of MO-EPO identified with this engineering example is the premature convergence when the response surface model predicts that no additional data would be beneficial. Despite this premature convergence, the final solution is of high quality and can provide an engineer with much information. If time/resources permit, results from MO-EPO can be used to bootstrap another algorithm like P3GA in hopes of finding a better solution. However, if time and resources are limited, MO-EPO is the best option for finding the best possible solution.
8. PARAMETRIC OPTIMIZATION OF MORPHING SUPERSONIC CIVILIAN TRANSPORT*

8.1 Motivation

The ability of a supersonic aircraft to adapt its outer mold-line (OML) in response to local flight conditions offers the possibility for maintaining low en-route noise in circumstances not considered during the design process. Designing an adaptive OML provides the opportunity for combining established tools and design methods into a new framework which can efficiently explore the OML design space to maintain low en-route noise. The resulting computational framework must balance high fidelity analysis tools and constraints related to actuator design with computational efficiency to prevent unacceptable time penalties from slowing the overall development of the aircraft. OML adaptivity affords aircraft designers the ability to go beyond classical design philosophies that relied upon a single OML tailored to meet multiple performance objectives and open the design space to more efficiently meet mission goals and constraints.

The efforts by industry, NASA, and academia to design supersonic aircraft with fixed OMLs have been well documented [93, 94, 95, 96, 97, 98, 99, 100, 53, 101]. These design efforts used a wide range of aerodynamic analysis tools with varying fidelity, such as panel codes [102], Euler solvers [103], Reynolds-averaged Navier–Stokes (RANS) solvers [104], and space-marching approaches [105]. The equivalent area representation of the aerodynamics model from classical sonic boom theory has also been used during the conceptual design phase for fast sonic boom and wave drag predictions [53, 106]. In all of the design studies, the aerodynamic models were coupled with atmospheric wave propagation solvers to determine both the strength and the perceived level in decibels (PLdB) of the coalesced shock waves on the ground [107, 108, 109].

Methods for design optimization have been used to develop low-boom supersonic aircraft.

Specifically, adjoint methods combined with computational fluid dynamics (CFD) tools allow for design problems to be solved more quickly using constrained gradient-based optimization compared to finite-difference approaches [110, 111, 112, 113]. Additionally, response surface methods and evolutionary algorithms have benefited the design of supersonic aircraft [114], especially when taking into account multiple objectives and, more recently, varying operating parameters (e.g., Mach, angle-of-attack, and atmospheric profiles) [115]. Despite the advantages gained by optimization techniques, the design of supersonic aircraft is usually only focused on finding a single OML optimized for a single set of flight conditions. Since this is not representative of all possible flight conditions, it is more beneficial to explore an OML capable of adapting to external conditions [2]. Therefore, design optimization must take into account these variable operating conditions to assess an adaptive OML performance and return a set of viable OML configurations for various conditions.

The ground signatures of low-boom aircraft configurations are known to be sensitive to a number of flight conditions. These flight conditions include the atmospheric profiles, weather, and terrain covered by the flight path [116, 117]. The changes to local Mach number and angle-of-attack of the aircraft that are imposed by these conditions result in loudness variations over the course of a flight [118]. This work demonstrates the use of the novel MO-EPO to optimize the equivalent area representation of the aircraft considering local Mach number and angle-of-attack as exogenous parameters. The objectives considered are to minimize noise (PLdB) and to minimize the amount of required actuation.

8.2 Equivalent Area Description

Due to the many degrees of design freedom coupled with costly analysis, performing optimization of a full CFD simulation can quickly become time-consuming and intractable. Therefore, researchers propose that preliminary optimization be performed by directly modifying the equivalent area distribution of the aircraft as discussed by Abraham et al. [115] to focus the optimization of full CFD models. The equivalent area distribution of a supersonic aircraft is computed by incrementally adding components of the geometric area with a lift-derived area term. In this work,
Equivalent area distributions are determined from the nearfield pressure signature by [119]:

\[ A_{E,r}(x) = 4 \left( \frac{2R \sqrt{M_\infty^2 - 1}}{\gamma M_\infty^2} \right)^{\frac{1}{2}} \int_0^x \left( \frac{\Delta p}{p_\infty} \right) (\xi - x_0) \sqrt{x - \xi} \, d\xi, \]  

(8.1)

where \( x_0 \) is the \( x \)-location of the initial non-zero value of the nearfield signature. Equation (8.1) was solved at each location along the nearfield pressure signature to produce the full equivalent area distribution, and was used exclusively in this work to compute the equivalent area distribution from a given CFD solution.

Figure 8.1 shows the baseline equivalent area distribution for the NASA Configuration 25D aircraft computed using an inviscid nearfield solution and Eqn. (8.1) for the designed Mach number and angle-of-attack. This baseline equivalent area distribution can then be deformed by adding or subtracting area defined by two cubic splines. Figure 8.2 illustrates one such equivalent area deformation, where the deformation was defined by its longitudinal location, peak magnitude, and fore/aft lengths. Such a deformation description allows for both symmetric deformations, as utilized by Abraham et al. [115], and asymmetric deformations.

![Figure 8.1](image1.png)  
**Figure 8.1:** Baseline inviscid equivalent area distribution of the NASA Configuration 25D.  

![Figure 8.2](image2.png)  
**Figure 8.2:** Spline-based equivalent area distribution modification schematic.
8.2.1 Equivalent Area Surrogate Model

One particular challenge to the parametric optimization herein is that the baseline equivalent area is not constant, but rather dependent upon the local Mach number and angle-of-attack as illustrated in Fig. 8.3. Typically, CFD must be performed for each variation in Mach number and angle-of-attack to produce the baseline equivalent area before any area changes can be applied for optimization purposes. Instead of overburdening CFD resources, a surrogate model can be trained to output the full equivalent area distribution given the local Mach number and angle-of-attack.

Figure 8.3: Variations of the equivalent area distribution for the NASA 25D aircraft for various local Mach number and angle of attack.

A total of 289 equivalent area distributions are determined via CFD for a gridded combination of 17 Mach variations between ±0.1 and 17 angle-of-attack variations between ±0.5°. Of these 289 equivalent area distributions, 240 are used for training and 49 (as a 7x7 internal grid) are used for validation purposes as illustrated by Fig. 8.4.

Before any model can be trained, the data must be preprocessed. First, each equivalent area distribution should be described by a uniform line sensor location spacing. Although we visualize the equivalent area distribution as a curve, the output from CFD tools is a set of line sensor loca-
Figure 8.4: Mach and angle of attack combinations used for training and validation.

Although all CFD analysis is done in similarly for each parameter variation, these pairs are not consistently at the same line sensor locations. Therefore, a uniform spacing of 700 line sensor locations from 14.5 m to 95 m is defined and the corresponding equivalent area is linearly interpolated from the CFD data for each M-\(\alpha\) combination. For all cases, the equivalent area at line sensor locations below 14.5 m is zero so these locations need not be considered in the model. Furthermore, not all training equivalent area distributions have values calculated from CFD beyond 95 m. To avoid any extrapolation, line sensor locations beyond 95 m are not considered. Finally, the Mach and angle-of-attack variations are normalized on a 0-1 scale for training purposes.

Once this preprocessing is complete, a Kriging model can be trained that accepts the normalized Mach and angle-of-attack variations as inputs to output 700 equivalent area values corresponding to the 700 line sensor locations. An exponential correlation function is used along with a second order polynomial regression function [63]. Figure 8.5 shows a few equivalent area distribution predictions from the resulting model. Figure 8.5a shows the least accurate predicted equivalent
area distribution and Figs. 8.5b and 8.5c show some profiles that are predicted more accurately.

![Equivalents](image)

Figure 8.5: Equivalent area distribution predictions compared to the distribution calculated via CFD for (a) $\Delta M = -0.075, \Delta \alpha = 0.000$, (b) $\Delta M = 0.075, \Delta \alpha = -0.375$, and (c) $\Delta M = 0.000, \Delta \alpha = 0.375$.

For this application, testing the PLdB of the predicted equivalent area distributions is another important metric to assess model accuracy. Therefore, each of the predicted and actual equivalent area distributions are evaluated with the NASA codes sBOOM (governed by the augmented
Burgers’ equation [107]) and LCASB [109] to calculate the PLdB for standard day atmospheric conditions. Figure 8.6 graphically presents the resulting PLdB error for each validation case along with a histogram of the errors. While there is room for model improvement, the accuracy is sufficient for optimization purposes since morphing of the aircraft will be represented by changes to the beginning of the distribution (from 0-35 m) and most of the model prediction error is located at the end of the signature (>35 m).

![Figure 8.6: PLdB prediction error of validation data presented by (a) a heatmap and (b) histogram.](image)

8.2.2 Problem Formulation

The parametric problem considered allows for three deformations to the baseline (i.e., undeformed) equivalent area via superposition of the description in Fig. 8.2. Therefore, 12 design variables are varied to minimize the PLdB and minimize change in the equivalent area considering all variations of Mach and angle of attack within a feasible range. The mathematical formulation is:
\[
J^*(\Delta M, \Delta \alpha) = \min_{L_d^i, h^i, l_f^i, l_a^i} [J_1(L_d^i, h^i, l_f^i, l_a^i; \Delta M, \Delta \alpha), J_2(L_d^i, h^i, l_f^i, l_a^i; \Delta M, \Delta \alpha)]
\]

Subject to:

\[l_f^i + l_a^i \leq 3.5 \text{ m}\]
\[L_d^i - l_f^i \geq 0 \text{ m}\]
\[L_d^i + l_a^i \leq 35 \text{ m}\]

\[
\begin{bmatrix}
5 \text{ m} \\
-0.05 \text{ m}^2 \\
0.125 \text{ m} \\
0.125 \text{ m}
\end{bmatrix}
\leq
\begin{bmatrix}
L_d^i \\
h^i \\
l_f^i \\
l_a^i
\end{bmatrix}
\leq
\begin{bmatrix}
35 \text{ m} \\
0.05 \text{ m}^2 \\
3.375 \text{ m} \\
3.375 \text{ m}
\end{bmatrix}
\forall i = [1, 2, 3]
\]

\[-0.075 \leq \Delta M \leq 0.075\]
\[-0.375^\circ \leq \Delta \alpha \leq 0.375^\circ,\]

where \(J_1\) represents the PLdB calculated via sBOOM and LCASB and \(J_2\) represents the total change in the equivalent area distribution (i.e., the equivalent “volume” change) via:

\[
J_2(L_d^i, h^i, l_f^i, l_a^i; \Delta M, \Delta \alpha) = \int x |\Delta A_{E,r}(x, L_d^i, h^i, l_f^i, l_a^i; \Delta M, \Delta \alpha)| dx \forall i = [1, 2, 3],
\]

where the notation \(|\cdot|\) represents the absolute value of the argument. Furthermore, the optimization variables are those controlling the deformations illustrated in Fig. 8.2. \(L_d^i\) denotes the longitudinal location of the \(i^{th}\) deformation for each of the four total deformations. Similarly, \(h^i\), \(l_f^i\), and \(l_a^i\) represent the magnitude, fore length, and aft length of the \(i^{th}\) deformation. Four variables defining four total deformations adds up to 12 total optimization variables. Each deformation is constrained to be located in the region of the aircraft with longitudinal location \(L_d\) between 0.125 and 35 meters from the start of the nearfield line sensor (cf. Fig. 8.1). Each deformation is also constrained such
that the absolute change in equivalent area by a single deformation does not exceed $0.05 \, \text{m}^2$ and such that the total deformation length (including the fore length $l_f$ and aft length $l_a$) is less than or equal to 3.5 m. The deformation location constraint is inspired by prior studies [115], and the deformation geometry is constrained via recommendations from an actuator expert [120].

### 8.3 Results and Discussion

Both MO-EPO and P3GA are used to solve the problem defined in Eqn. (8.2). MO-EPO is implemented with the user options listed in Table 8.1 and reference space defined in Table 8.3. Additionally, 300 points are carried from one iteration to the next when detecting points with high expected improvement (cf. Section 6.2.3). P3GA is implemented with the options listed in Table 8.2 using the same reference space defined in Table 8.3. All optimization is performed on the same machine$^2$.

**Table 8.1: MO-EPO options to solve Eqn. (8.2). Refer to Algorithm 5.**

<table>
<thead>
<tr>
<th>$\phi_{he}$</th>
<th>$N_{eval}^{max}$</th>
<th>$n$</th>
<th>$tol$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$90^\circ$</td>
<td>3,000</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 8.2: P3GA options to solve Eqn. (8.2).**

<table>
<thead>
<tr>
<th>Population Size</th>
<th>Number of Generations</th>
<th>SVDD Width Parameter</th>
<th>Crossover Fraction</th>
<th>Mutation Fraction</th>
<th>Max. SVDD Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>300</td>
<td>4</td>
<td>0.30</td>
<td>0.15</td>
<td>4,000</td>
</tr>
</tbody>
</table>

Similar to test problem 2 (cf. Eqn. (A.2)), this problem is multimodal even for a single deformation as illustrated in Ref. [115]. Despite this disadvantage, MO-EPO is capable of quickly exploring desirable regions of the design space in a low number of design evaluations as illustrated.

$^2$Intel(R) Core(TM) i9-10980XE @ 3.00 GHz CPU with 64 GB of RAM
Table 8.3: Bounds of the reference space used to calculate the pHVI for solutions to Eqn. (8.2). Note that the reference space is comprised of all attributes (parameters and objectives).

<table>
<thead>
<tr>
<th></th>
<th>∆Mach [-]</th>
<th>∆α [°]</th>
<th>J₁ [dB]</th>
<th>J₂ [m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>-0.075</td>
<td>-0.375</td>
<td>73</td>
<td>0</td>
</tr>
<tr>
<td>Upper</td>
<td>0.075</td>
<td>0.375</td>
<td>86</td>
<td>0.10</td>
</tr>
</tbody>
</table>

by Fig. 8.7a. For a total number of design evaluations less than 1,000, the pHVI improvement from MO-EPO outperforms that of P3GA. However, P3GA performs better when larger numbers of design evaluations are allowed (see Fig. 8.7b) due to the error of the response surface model of MO-EPO. For a problem like this, the best course of action is likely to use MO-EPO to quickly search for good designs. Then, when pHVI improvement begins to diminish, the resulting data can be used to initialize P3GA to run for the remainder of the budget.

Figure 8.7: pHVI value as a function of the number of designs evaluated for P3GA and MO-EPO for the problem defined in Eqn. (8.2) for (a) 0-6,000 design evaluations and (b) 0-120,000 design evaluations.
Figure 8.8 illustrates multiple two-dimensional Pareto frontiers pulled from the full four-dimensional parameterized Pareto frontier\(^3\). In each subplot, the baseline, undeformed PLdB of the aircraft is indicated for the given conditions. Although the optimization algorithm had no information of the baseline PLdB, at least one configuration quieter than the baseline is found within each subspace. In some of these spaces, only a small reduction of PLdB is found (0.1-0.5 dB). However,\(^3\)

\(^3\)To plot scattered data in each subspace, data with \(\Delta \text{Mach} \pm 0.01\) and \(\Delta \alpha \pm 0.1^\circ\) of the printed value are projected into the given space.
in cases with increased angle of attack and increased Mach where baseline PLdB is most severe, designs with higher PLdB reduction are found (up to approximately 2 dB of reduction). Looking at the two quietest configurations from the subspace where $\Delta \text{Mach} = +0.05$ and $\Delta \alpha = +0.25^\circ$ (cf. lower right subfigure of Fig. 8.8), an engineer can gain a sense of which part of the aircraft should be investigated for morphing. Figure 8.9 illustrates two separate changes to the equivalent area curve resulting in the PLdB reduction and volume change for this variation of Mach and angle of attack. These deformation locations line up with a previous design exploration study performed on the same aircraft identifying deformation locations of interest near 12 m and 30 m (for the designed Mach and angle of attack - i.e. $\Delta = 0$) [115]. It is encouraging to see deformations near these same locations previously identified even though the operating Mach and angle of attack is different here.

Figure 8.9b shows a configuration resulting in 80.52 dB perceived sonic boom. In contrast, Fig. 8.9a shows a much smaller change in equivalent area resulting in 80.61 dB perceived sonic boom. In general, an engineer might prefer the configuration resulting in a smaller volume change since the resulting PLdB values are so similar. However, consideration of the aircraft must be
accounted for to determine where an engineer might prefer to include a morphing mechanism. Another consideration is the uncertainty of the model discussed in Section 8.2.1. When the deformations to the equivalent are very small as in Fig. 8.9a, one should look more at the desired equivalent area rather than the optimal change in equivalent area when solving the inverse problem to determine the 3D morphed shape as in Ref. [92].
9. CONCLUSIONS

9.1 Summary of Contributions

Parametric optimization has been shown to benefit engineering design in addition to other contexts. Specifically, parametric optimization is shown to be valuable for optimal morphing applications where an engineer seeks an adaptive system which remains optimal despite changing external conditions. This is demonstrated on a morphing airfoil concept whereby the optimal morphed shape is found for various flight conditions including angle of attack, airspeed, and altitude to maximize the lift-to-drag ratio.

For design problems with expensive analyses, efficient parametric optimization algorithms are shown to find better solutions with a limited analysis budget. The single objective efficient parametric optimization (EPO) algorithm is presented as a straight-forward extension of the non-parametric EGO algorithm. Despite its promising results, a parametric extension of EGO is limited since some valid assumptions for single-objective, non-parametric optimization do lend themselves to general parametric optimization. In some existing parametric optimization algorithms, parameters are treated similarly to objectives making the extension of a single-objective efficient algorithm flawed from the start.

Therefore, the multi-objective efficient parametric optimization (MO-EPO) algorithm is developed to be more general in handling both parameters and objectives. This method hinges upon the newly developed parametric hypervolume indicator (pHVI). Similar to its multi-objective counterpart, the pHVI measures the space dominated by a given set of data. The pHVI is capable of measuring the size of space dominated in an attribute space defined by both objectives with preference directions and parameters without preference directions. This measure is beneficial to all parametric optimization as it enables the comparison of different solutions to a parametric problem, it enables the in-situ detection of convergence during optimization, and it provides information during optimization that can be used to inform the search process. Although all of these
benefits are important, the information gained during optimization is the driving force behind the novel MO-EPO algorithm.

MO-EPO follows the same overarching procedure as EPO and EGO, with some important internal differences. The overall procedure to train a response surface model of expensive functions, find and evaluate a design that is expected to improve the solution and/or model, and repeat is identical to all three of these algorithms. What MO-EPO does differently is finding a design with high expectation of improving the solution and/or model. By using the pHVI metric as the basis for “improvement”, MO-EPO can allow for any number of objectives and parameters. Therefore, MO-EPO seeks to find the parametric solution maximizing the pHVI value which has been proven to be the true solution to any optimization problem.

The novel MO-EPO algorithm is demonstrated on a number of analytical benchmarking problems and two distinct morphing applications. In all benchmarking problems, MO-EPO is shown to be as good as or better than the existing P3GA when the number of design evaluations is limited (based on computational resources, time, and/or monetary funds). This finding is promising for engineering design where analysis can become costly in terms of both money and time.

Furthermore, MO-EPO is implemented to solve a morphing airfoil problem with two formulations (considering one or two objectives) each with three parameters defining external flight conditions. For each formulation, MO-EPO outperforms the existing P3GA by finding a higher quality solution in a short time-frame with a low number of design evaluations. MO-EPO is also used to solve the multi-objective, multi-parametric problem of optimizing a supersonic aircraft via its equivalent area distribution. In this engineering case study, MO-EPO is able to identify regions and magnitudes of morphing interest more quickly than the existing P3GA despite the multimodality of the design space. Through these benchmarking and engineering case studies, the novel MO-EPO algorithm is shown to be a viable method for the efficient optimization of complex engineering systems.

My recommendation is that MO-EPO be used on problems where the analysis budget is limited especially when objective/parameter functions are well behaved. When analysis budgets are not
limited (e.g., analysis requires a small fraction of a second and 100,000 design evaluations can be performed in a day), P3GA should likely be used. Alternatively when the analysis budget is limited and functions are not well behaved, a hybrid approach can be taken that first uses MO-EPO to exploit the adaptive sampling of the response surface model capturing large scale trends and then uses P3GA to expend the remaining analysis budget in hopes of finding a higher quality solution. As shown by the benchmarking problems, MO-EPO is capable of finding the true solution for some problems, but more multi-modal and difficult problems may also benefit from the genetic algorithm search of P3GA. A hybrid approach of both MO-EPO and P3GA is a combination worthy of future studies.

9.2 Limitations and Future Work

Although the results presented herein encourage the use of MO-EPO, the algorithm is not without its limitations. First of all, MO-EPO assumes that the the expensive objective/parameter functions are smooth and continuous. Although this assumption will hold for many engineering applications, a designer should be aware of this limitation when this assumption is not valid. The main crutch of the MO-EPO algorithm is the trust put into the response surface model (in terms of its predictions on both response and error). Although a good model will allow MO-EPO to thrive, an invalid model will guide MO-EPO towards poor solutions (like the expression “garbage in, garbage out”). As is the case with many meta-model based optimization algorithms, MO-EPO is limited by the ability to generate trustworthy response surface models of the expensive functions. This limitation is clear when MO-EPO is applied to the second benchmarking problem whereby only minor improvements are found (perhaps somewhat by chance) from one iteration to another at the same rate as P3GA. For the engineering case studies, the model can actually become too confident in its predictions after a number of evaluations. This results in a premature convergence despite the initial success when the number of design evaluations is very low. The remedy for this limitation is likely a more sophisticated response surface modeling technique though some problems may prove to be difficult for any modeling technique. Another solution could be to use MO-EPO to initialize another method such as P3GA.
Another limitation is the consideration of expensive constraint functions. The current implementation of MO-EPO calculates all constraints exactly under the assumption that these constraints are easy to evaluate. This assumption will certainly not always hold. In some cases, a user can implement expensive constraints into objectives through penalty functions, but a more robust method should be considered in future work for the direct consideration of expensive constraint functions.

Another limitation of MO-EPO is the ability to train response surface models in the presence of discrete optimization variables. Response surface models rely on the assumption that variables are continuous. Although the model could be artificially made to be continuous by convert artificial continuous variables to physical discrete variables (e.g., rounding), this can be problematic as fitting a smooth description to a model with discontinuities is not ideal. In Section 4.2.3, the single objective EPO algorithm still outperforms P3GA even though one variable is discrete. However, for problems with many discrete variables, an algorithm such as P3GA might be a better option.

Despite its benefits, the hypercone heuristic (HCH) for calculating the pHVI value is also limited. As previously discussed, the decision of the hypercone angle and reference space are paramount when predicting parametric Pareto dominance (PPD). Although an engineer can gain an intuition for how to set these algorithmic parameters, it is difficult to know what the “best” values are a priori. Although this work presents some illustrations of the effects of these algorithmic parameters to provide a user with some intuition, a more general rule of thumb would be beneficial as an area of future work.
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APPENDIX A

TEST PROBLEM DEFINITIONS

A.1 Test Problem #1

The variant of Test Problem C from Galvan et al. [5] used in this work is given by Eqn. (A.1) where \(N_{\text{var}}, N_o,\) and \(N_p\) denote the number of optimization variables, objectives, and parameters, respectively.

\[
J^*(\theta) = \min_{x} J(x, \theta(x)) \quad \forall \theta \in [\theta_{lb}, \theta_{ub}]
\]

subject to:

\[
0 \leq x_m \leq 1 \quad \forall \ m = 1, 2, \ldots, N_{\text{var}}
\]

where:

\[
J(x, \theta(x)) = [J_1(x, \theta(x)), \ldots, J_{N_o}(x, \theta(x))]
\]

\[
\theta(x) = [\theta_1(x), \ldots, \theta_{N_p}(x)]
\]

\[
\theta_i(x) = \frac{1}{2}(1 + \sin(20x_i)) \quad \forall i = 1, 2, \ldots, N_p
\]

\[
J_j(x, \theta(x)) = \frac{1}{2}(1 + \sin(20x_{(N_p+j)})) \quad \forall j = 1, 2, \ldots, N_o - 1
\]

\[
J_{N_o}(x, \theta(x)) = \left(1 + \frac{9}{6 - N_o - N_p} \sum_{k=N_o+N_p}^{N_{\text{var}}} x_k \right)
\]

\[
\times \left(3(N_o + N_p) - \sum_{i=1}^{N_p} (2\theta_i + \sin(3\pi\theta_i)) \right.
\]

\[
- \left. \sum_{j=1}^{N_o-1} (2J_j + \sin(3\pi J_j)) \right)
\]

(A.1)
A.2 Test Problem #2

Similarly, Eqn. (A.2) gives the variant of Test Problem B [5] used in this work.

\[
J^*(\theta) = \min_x J(x, \theta(x)) \quad \forall \ \theta \in [\theta_{lb}, \theta_{ub}]
\]

subject to:

\[0 \leq x_m \leq 1 \quad \forall \ m = 1, 2, \ldots, N_{var}\]

where:

\[J(x, \theta(x)) = [J_1(x, \theta(x)), \ldots, J_{N_o}(x, \theta(x))]\]

\[\theta(x) = [\theta_1(x), \ldots, \theta_{N_p}(x)]\]

\[
\theta_i(x) = \frac{1}{2} (1 + \sin(2\pi \cos(5\pi x_i))) \quad \forall i = 1, 2, \ldots, N_p
\]

\[
J_j(x, \theta(x)) = \frac{1}{2} (1 + \sin(2\pi \cos(5\pi x_{(N_p+j)}))) \quad \forall j = 1, 2, \ldots, N_o - 1
\]

\[
J_{N_o}(x, \theta(x)) = \left( 1 + N_o + N_p + \sum_{k=0}^{N_{var}-N_o-N_p} \cos((k+1)\pi x_{k+N_o+N_p}^{1/50}) \right)
\]

\[
\times \left( N_o + N_p + \sum_{i=1}^{N_p} (\theta_i^2 + \cos((1-\theta_i)\pi)^2) \right.
\]

\[
+ \left. \sum_{j=1}^{N_o-1} (J_j^2 + \cos((1-J_j)\pi)^2) \right)
\]
A.3 Test Problem #3

Equation (A.3) gives the parametric variant of DTLZ1 [76] used in this work.

\[
J^*(\theta) = \min_x J(x, \theta(x)) \quad \forall \theta \in [\theta_{lb}, \theta_{ub}]
\]

subject to:

\[0 \leq x_m \leq 1 \quad \forall m = 1, 2, ..., N_{var}\]

where:

\[
J(x, \theta(x)) = [J_1(x, \theta(x)), ..., J_{N_o}(x, \theta(x))]
\]

\[
\theta(x) = [\theta_1(x), ..., \theta_{N_p}(x)]
\]

\[
\theta_1(x) = \frac{1}{2} \left( \prod_{k=1}^{N_o+N_p-1} x_k \right) (1 + 5f(x))
\]

\[
\theta_i(x) = \frac{1}{2} \left( \prod_{k=1}^{N_o+N_p-i} x_k \right) (1 - x_{N_o+N_p-i+1}) (1 + 5f(x)) \forall i = 2, 3, ..., N_p
\]

\[
J_j(x, \theta(x)) = \frac{1}{2} \left( \prod_{k=1}^{N_o-j} x_k \right) (1 - x_{N_o-j+1}) (1 + 5f(x)) \forall j = 1, 2, ..., N_o
\]

\[
f(x) = N_{var} + \sum_{m=1}^{N_{var}} \left( (x_m - 0.5)^2 + \cos (\pi(x_m - 0.5)) \right)
\]
APPENDIX B

CAMBER MORPHING WING DESCRIPTION*

The CST equations are bijective, hence two equations are necessary to fully represent the upper and lower surfaces of the airfoil. The two surfaces are denoted herein as active (lower) and passive (upper). While the passive surface is restricted to have constant length but it is free to bend, the active surface is free to both constrict and bend. This represents the case where the lower surface contains active material. The CST equations are formulated in the non-dimensional $\psi - \zeta$ domain that is related to the physically meaningful domain $x - z$ via the airfoil chord $c$ ($\psi = x/c$ and $\zeta = y/c$) depicted in Fig. 3.1. The CST equations for subsonic airfoils ($N_1 = 0.5$ and $N_2 = 1$) with trailing edge thickness $\Delta \zeta_{TE}$ are as follows:

\[ \zeta_A = \psi^{0.5}(1 - \psi) \sum_{i=1}^{n} A_i \frac{n!}{i!(n-i)!} \psi^i(1 - \psi)^{n-i} + \psi \frac{\Delta \zeta_{TE}}{2}, \]  
\[ \zeta_P = \psi^{0.5}(\psi - 1) \sum_{i=1}^{n} P_i \frac{n!}{i!(n-i)!} \psi^i(1 - \psi)^{n-i} - \psi \frac{\Delta \zeta_{TE}}{2}, \]

where $\zeta_A$ and $\zeta_P$ are the non-dimensional distances perpendicular to the chord to the active and passive surfaces, $\psi$ is the non-dimensional distance along the chord ($\psi \in [0, 1]$), $A_i$ and $P_i$ are the shape function coefficients, and $n$ is the order of the Bernstein polynomials.

Leal and Hartl [61] modified the CST equations so that children airfoils (i.e., morphed configurations) can be generated from any parent airfoil (i.e., original configuration) while considering kinematic constraints related to the internal structure; thus, all of the explored designs herein are known to be physically feasible for low strains ($\leq 4\%$), even without recourse to full structural analysis. In the model it is assumed that the overall morphing structure has or maintains the following: rigid body spars, constant leading edge radius, constant passive surface length, and constant

---

angles between spars and passive surface. The equations above can be used to describe the children and parent configurations (denoted by a superscript \( c \) and \( p \), respectively) by varying the values of the shape coefficients. Using an owl airfoil as an example parent airfoil [121] and an internal structure consisting of five spars, a different OML can be generated at minimal computational cost (i.e., indirect calculation) that preserves the spar dimensions as shown in Fig. 3.1.

A system of equations is formulated by applying Eqn. (B.1) for \( n \) spar intersections with the child active surface, located at coordinates \((\psi_{A,j}, \zeta_{A,c}(\psi_{A,j}))\) \( \forall j \in [1, n] \), as follows:

\[
f_j = \sum_{i=0}^{n} F_{ji} A_{i}^c \quad \text{or} \quad \mathbf{f} = \mathbf{F} \mathbf{A},
\]

where \( \mathbf{A} \) is the active shape coefficient vector (\( n \)-dimensional), \( \mathbf{f} \) is the forwards restriction vector (\( n \)-dimensional)

\[
f_j = \frac{2 \zeta_{A,c}(\psi_{A,j}) + \psi_{A,j} \Delta \zeta_{TE}^c}{2\sqrt{\psi_{A,j}^c(\psi_{A,j}^c - 1)}} - A_0(1 - \psi_{A,j}^c)^n,
\]

and \( \mathbf{F} \) is the forwards function matrix (\( n \times n \) dimensional), given as

\[
F_{ji} = \frac{n!}{i!(n - i)!} (\psi_{A,j}^c)^i (1 - \psi_{A,j}^c)^{n-i}.
\]

If all coordinates \((\psi_{A,j}^c, \zeta_{A,c}(\psi_{A,j}^c))\) can be calculated, \( \mathbf{F} \) is a square tensor and invertible, and the values of the active children shape coefficients \( A_i^c \) are determined by solving the linear system of equations (Eqn. (B.3)). Therefore the only free degrees of freedom for the children configurations are the passive shape coefficients \( \mathbf{P}^c \).

As detailed in [61], a set of kinematic constraints is utilized to guarantee structural feasibility of the morphed configurations and to establish coordinates \((\psi_{A,j}^c, \zeta_{A,c}(\psi_{A,j}^c))\) as a function of \( \mathbf{A}^p, \mathbf{P}^p, \mathbf{P}^c \), and the locations and heights of spars. In the context of real aircraft, the parent airfoil and much of its internal structure are fixed and known. Therefore, the children airfoils are only a function of \( \mathbf{P}^c \).

Since the framework \( i \) guarantees kinematically acceptable deformation states, \( ii \) only consists of linear system of kinematic equations, \( iii \) assumes that enough force is generated to obtain
the desired strains, and \( iv \) strictly limits the strains generated anywhere in the morphing body to be within material limits, structural analysis is not necessary and the generation of new children configurations is greatly expedited. The framework is independent of actuator technology, but previous work has shown that shape memory alloy actuators, for example, can generate the necessary strains for a camber morphing wing [121].