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ABSTRACT

Detecting Nodding in YouTube Videos: a Deep Learning Approach

Yingtao Jiang
Department of Computer Science and Engineering

Texas A&M University

Research Faculty Advisor: Dr. Anxiao Jiang
Department of Computer Science and Engineering

Texas A&M University

This thesis discusses the project of creating a human action detector to YouTube videos by

deep learning and other tools and what is expected to be done in the future. The human action

specifically studied is "shaking head", which was the focus of the detector. Most of the work is

done by using existing ideas to make things work. In the late of the research, we also introduced

OpenPose body landmarks to try to improve the efficiency of the model. In general, a detector is

built and tested. There were 550 videos been detected and more than 5,000 moments were found.

However, the accuracy needs to be further improved. The false-positive rate is 41.2%, while the

false-negative rate is 10.4%. Our detection algorithm has the potential to detect 336 YouTube

videos with 200 to 300 seconds in 1 hour. The detection algorithm simultaneously detects the

video right after it is clipped, and it does not need to download the videos, which saves a lot of

time.
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1. INTRODUCTION

This project is to design and implement a method to detect shaking head as a human action

through YouTube videos. It contains two parts. The first part is to train an effective deep learning

model to detect a human action, which is shaking head here. The second part is to implement the

deep learning model to detect the same human action in the YouTube videos.

1.1 Motivation

We, humans, nod head for agreement and shake head for disagreement. Examining shaking

head as a human behavior could have broad usage in human-computer interaction. Action recogni-

tion could also be used in the human-robot interactions, as showed in the paper by Akkaladevi and

Heindl [1]. They tried to make the action recognition to be applied to industrial applications. Their

results showed that there is a great potential of actually implement action recognition in a real

situation. Nodding and shaking can represent the basic form of determination, which are positive

and negative views. As concluded by Sharma [2], "head movements coordinate speech production,

regulate turn-taking, serve as back-channeling functions and can convey attitudinal and emotional

information." Nodding and shaking heads together as a pair of body signs can be used to determine

the attitudes of the human sitting in front of the camera. In YouTube videos, a detection method

of shaking head can be used to analyze the responsive behaviors of humans. This thesis mainly

studies how to recognize shaking heads in videos by deep learning methods. Another importance

and challenge of this research is that YouTube videos provide a complex testing environment to

study the practical implementation of neural network models from laboratories to real life. Testing

in the YouTube environment could eventually lead to a more practical detection model.

We also go through the process of using OpenPose Facial and Body Landmarks to detect

human actions [3, 4, 5, 6]. The motivation here is to examine the effectiveness and the representa-

tiveness of using skeletal information of humans to recognize human behaviors in videos.
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1.2 Research Roadmap

This research was done in several steps. First, we prepared the data. We downloaded the

STAIR Actions dataset [7] with specific groups of behaviors. The data contains thousands of small

video clips. They were then trimmed into fixed lengths and add to a big multi-dimensional matrix.

Then, we designed the Conv+LSTM model and train the data. After this, we tried to improve

the accuracy. By doing this, we change the model and its parameters. As the result, the training

accuracy reached 95% and the testing accuracy is 73%. In the next step, we deployed this model to

detect YouTube videos. YouTube videos are cast in the same matrix format as the training data. It

is then found that it will trigger out of memory (OOM) error when we pass more than 5 video clips

in the model. At the same time, we output the result in a JSON file. After testing the deployment

worked. We tried to find as many related YouTube videos as we have. We found those videos

by searching keywords, or using the video list provided in the Stair Actions [7] in the automated

algorithms we wrote. We detected more than 500 YouTube videos and found more than 5000

moments that are detected as "shaking head".

So far, we had built and deployed our model to detect shaking head behavior in YouTube

videos. We then examined the quality of the detection and trying to improve the quality of the

detection. In an effort to improve the testing accuracy, we used OpenPose face and body landmarks

detection [3, 4, 5, 6]. By doing so, we used a similar approach to prepare the data and train a similar

model. As the result, the model’s testing accuracy reached 78%.

There are difficulties throughout the whole process. For example, the dataset is hard to be

prepared. To get the required portion of the dataset in the STAIR Actions [7], we made changes

to the download commands. Then we mix several categories of actions to build the comparison

dataset. These videos in the dataset are then cast into the matrix form. In the training of the model,

we usually find that the computing resource we have cannot support running the model we have

because that the dataset is too large. At first, we tried to make our model fit the computing resource

we have. Then, in order to improve the accuracy, we fund ourselves. Potentially because the input

matrix is in high dimensions while the output matrix is only double dimensions, the model can be
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easily triggered to have Out Of Memory (OOM) error when we test the model by passing more

than 5 video clips in the trained model. We then used an algorithm to have a temporary solution. In

our detection of "shaking head" human action in YouTube videos, we find some phenomenons that

interestingly affect the correctness of the model. The YouTube set limits to the massive download

videos tools to itself, which gave us some problems in detecting behaviors in too many YouTube

videos. We are lucky to find a way to get the YouTube video data without downloading it. Still, we

want to improve the effectiveness and correctness of our detection to the "shaking head", which

we mentioned in the last section about what are the future works to this study.

1.3 Related Works

A tremendous amount of research has been done before. Here, some of those researches

and works were concluded. They are very helpful through the research process of this thesis.

1.3.1 Works on the Machine Learning Models

There are works on detecting shaking heads or various head gestures. Sharma’s research

revealed the variance of head gestures that make the detection difficult. To better approach the

problem, he proposed a Multi-Scale Deep Convolution-LSTM (long short-term memory) architec-

ture to recognize different head gestures, which is better than simple LSTM [2]. The combination

of CNN and RNN is used in his research. A more specific explanation is that the authors used

CNN to process several frames of videos first, then he connected those frames in RNN, specifi-

cally LTSM to find the mutual connected relationships. In Langholz’s research, he just used RNN

architecture with LSTM. [8] He claimed to reach a 91.78 % of accuracy to separate nodding, shak-

ing head, and others. This is one of the few papers that studied shaking head. Besides doing the

model training, he also used his model to the on-device prediction, which provides some inner

thoughts about the real deployment of human activity detection models. He mentioned 2 things

that need to be improved in the real deployment: the first thing is that the prediction will only

start after collecting enough videos times, and the second thing is that there could be many head

gestures happen in 4 seconds but it is only designed to predict in every 4 seconds buffer [8].
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There are works on the detection of human actions. Action detection could be used in

healthcare to monitoring the behavior of elderly people. For example, using the camera at home

to detect accidental falls of elders, which could thus shorten the time of finding that the elders

had fallen. Gao and others, in their paper, have demonstrated the effectiveness of such usage in

intelligent healthcare [9]. They develop a deep learning architecture called recurrent 3D convo-

lutional neural network (R3D). Recognizing head gesture could find some insights in recognizing

hand gesture. In Lin and others’ research on recognizing hand gestures, he uses a convolutional

neural network (CNN) method to recognize hand gestures [10]. Their average recognition accu-

racy reached about 96%. This research also tries to solve the problem of skin color differences

of human hands, which they used a Gaussian Mixture Model (GMM). CNN + LSTM networks

are widely used in the researches in action recognition. For example, in the paper by Xi Ouyang

and others, they use CNN + LSTM to combine with multi-task learning mechanism to do action

recognition, thus making an efficient model for detecting video clips in different categories [11]. In

the paper by Ullah and others, they also used CNN and LSTM to do action detection, but they also

provide a thought that LSTM can have two directions: forward and backward [12]. They used both

directions of LSTM in their model and it showed that the results are being significantly improved.

1.3.2 Works on the Related Datasets

The STAIR-Actions dataset, developed by Dr. Yoshikawa and others, has more than 100

categories of human actions [7]. Each category has about 1,000 short video clips. This action

provides a dataset of shaking head which consists of two parts: the original one created by Dr.

Yoshikawa, etc., and a list of YouTube videos. Each clip is about 3 to 5 seconds long, consisting

of a person doing the specific actions. In the list of the YouTube videos, they also include the

timestamps of when the action happened. In our research, we used the shaking-head data set of the

STAIR-Action dataset and some videos clips from various categories to be the comparison group.
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1.3.3 Works on the Pre-processing Tools

Through investigating on improving the detection of shaking heads, OpenPose, a real-time

human body and facial keypoints detection system developed by Hidalgo, is found to be helpful [3,

4, 5, 6]. By using OpenPose to process the videos dataset, it generates a series of body landmarks

that represents the body movement of humans in the videos frame by frame. Using this system has

the potentials to decrease the computing resource needed to train or predict the model and improve

the overall correct rate.

A similar approach of using extracted skeletal information to detect human action is pro-

posed by Mathe and others. , They extracted the data of human joints from a complex transfor-

mation. They also examined their idea by using their approach in a dataset of human actions [13].

This paper showed that skeletal information could be used to detect human actions. Not only can

we extract skeletal information, but we could also extract the motion information in videos. In

the paper by Lu Xia and others, they used 3D joint locations to do action recognition [14]. Their

method in using skeletal information reached a prominent result. In Wang and others’ paper, they

propose a method that getting the information of motion and then using an attention model to do

action recognition [15]. Their result showed that this approach is useful.

We also need to intensively cast the videos, where we use the OpenCV library [16]. OpenCV

provides fast caption tools to access the YouTube videos without downloading them. It was also

used in casting the videos into consistent clips.
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2. METHODS

The methods used in this research are not unique, but are the combination of many previous

works to make a full detection method of shaking head in YouTube.

2.1 Proposed Deep Learning Model

Based on the Multi-Scale Deep Convolution-LSTM architecture by Sharma [2], we pro-

posed a CONV2+LSTM model. The model start with Conv2D, then it is flattened to the LSTM

and followed by dense some layers, as (Fig. 2.1) shows.

Figure 2.1: Conv2D+LSTM model design

The data is first analyzed by the Conv2D layer, where it divides each frame into 3x3 portions

and analyzes within them. Then, it was passed to the LSTM, which is responsible to analyze the

relationship between different frames. At last, it will output a binary double array which the index
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0 within it is the probability of the clip of the video that should not be "shaking head", while index

1 is the probability of the clip of the video that should be "shaking head". The input tensor of this

model is [100, 100, 100, 3], where each of the 100s represents the parameters of a clip, which is

composed of 100 frames with image pixels 100 times 100, and there are 3 channels. The output

shape is a 2D array with [number of clips, 2], which consists of the prediction for each video clip

with an array where the probability that is "shaking head" is at position 0 while not at position 1.

The output tensor can be found clearly in (Fig. 2.2).

This model makes sense because when the action happens, which is "shaking head" here,

we want to analyze a part of the video frame that may contain necessary movement, and we want

to analyze the relationship between frames as an action is done in a range of times, which means

that the action is done in several frames.

Figure 2.2: Parameters of the Model
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2.2 Using Existing Dataset

The STAIR-Actions dataset [7] contains a database of videos that originated from the de-

velopers of STAIR-Actions and a YouTube videos ID list for each category of actions it has. The

database is used in training the model, while the YouTube ID list is used for detection and a part

of the shaking head database developed by this study.

As different from other action detection works that detect multiple actions, in this study,

the detection is to determine whether it has a "shaking head" in a clip of videos, which is a binary

classification process. On the one hand, I already had a data set of "shaking head", on the other

hand, I had to prepare a data set that is "not-shaking head". To achieve this, I randomly populated

videos in other categories of actions and build this "not-shaking head" data set. The "shaking head"

data set and "not-shaking head" have a ratio of about 1:2 and the total numbers of videos are about

1800.

After getting the data sets, they were processed into a matrix. Each video, which is about 3

to 7 seconds long with 30 frames per second, was cast into an array with 100 frames, 100 heights,

and 100 lengths, and were connected together to create matrix X, which contains videos clips, and

matrix Y to represent which type they are. Then X and Y would be used in the deep learning

model.

The list of YouTube videos was extracted from the STAIR Actions [7] by sorting the videos

that claim to have "shaking head" in them, which is used to construct the YouTube database.

2.3 Using OpenPose to Refine the Detection Model

The deep learning model proposed before does not make a testing correct rate higher than

80%. Then, OpenPose is proposed to improve the correct rate [3, 4, 5, 6]. In the deep learning

model proposed previously, it is a one-step process with a video input and a binary output. How-

ever, the introduction of OpenPose made the detection of human action in videos into two steps.

The first step is to find the exact position of humans and their body landmarks in the videos, and

the second is to find the relation of shaking behavior with those human body landmarks. This

proposed a more systematic way of detection.
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OpenPose generates the body landmarks of the people in the video dataset, which contains

25 key points, 3 values per keypoints. Here, we assume that there will only be one person in one

frame of a video. For the frame that was detected no data by OpenPose occasionally, we suppose

that the body keypoint landmarks are all 0 for that frame. Provided that there are 150 frames per

video, which is about 5 seconds, a new matrix X is created. A similar CNN + LSTM model will

be used to train the model.

The strength of using OpenPose to process the video data is that it provides meaningful

information contained in the videos. It is also a tool to find people in the videos. Thus we could

use this quality in YouTube videos to make sorting that excludes video clips does not contain

people in it. Using OpenPose saves computing resources need to run the model since its data is

only 75 float values per frame, instead of the original video input that is a 2D-array with 100 ×100

per frame. The model is as you could see in the (Fig. 2.3),

Figure 2.3: Parameters of the Model Using OpenPose

The methodology of using OpenPose is to make the future work of making stronger action

detection tools possible.
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2.4 Detection of Shaking Head in YouTube Videos

As you could see in (Fig. 2.4), the method of detecting action in the YouTube videos is as

following: First, it will load a YouTube video by a YouTube ID. Then, it will be cut and resize at

the same time into the same format as the training dataset, which means that the video is resized

and cut into several video clips about 3.33 seconds. After that, it is safe to be passed into the

trained deep learning model we got.

Figure 2.4: YouTube Detection Process

Given a YouTube video, which means that the YouTube ID was given to the program, the

video is divided into pieces of 100 frames each with pafy and OpenCV libraries, which is stable

than sole OpenCV [16]. 100 frames mean that each video clip is 3.33 seconds long. Then, they

were examined individually by using the deep learning model. Because the deep learning model

will trigger Out of Memory (OOM) error when detecting too many clips, each detection is set to

only detect 5 clips, and a video needs detection to be done several times. Because the video does

not need to be download and the detection is done simultaneously, the time spent on detecting a

set of videos is not too long.

No fancy way was used except doing detection simultaneously, but this way it makes sure

that each piece of video was detected. "Shaking head" has its uniqueness in occurrence that it can
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occur anywhere and the title of the YouTube videos cannot make reasonable hint as there is this

behavior in the videos (If searching "shaking head" in YouTube, the videos it showed are in small

quantities and cannot be used), but we still used related words detection or frames extraction here.

The output of the detection to the YouTube videos is in the JSON format, where we stored

necessary information of the video clips that are detected to contain "shaking head" action. It

records download the start time and the end time of the action, which the duration is a fixed time in

3.33 seconds. It also contains information like who detects this, which human action it is defined,

and the expected correct rate for this detection. This JSON file can be used to track the detection

and it could be easily imported into the database.
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3. RESULTS

The training model and detection model are tested and the results are as following.

3.1 Performance of the Proposed Model

There is in total 5 layers besides "Reshape" layer, "Flatten" layer, etc. The first layer,

Conv2D, has filter 64 and its kernel size is (3, 3). The next layer, LSTM, has a filter of 100. Then it

is followed by 3 dense layers that its units decrease gradually as this is found helpful in increasing

accuracy. As shown in (Fig. 3.1), after training in 20 epochs, the training set accuracy reaches 0.95

and the validation set accuracy reaches 0.71. In (Fig. 3.1), we could see that there is overfitting

after epoch 15, but the validation set accuracy, after overfitting, increases back to the same rate as

before the overfitting. Then at epoch 20, the training accuracy is 0.95 while validation accuracy

reaches 0.71, which constitutes an underfitting. I then test the accuracy of the model on the testing

set, as in (Fig. 3.2), which reaches an accuracy of about 0.73, which matches with the validation

accuracy. Here, the testing set is consists of 30% of the whole data set, while the training set and

validation set split the rest data set as 4 to 1.
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Figure 3.1: Validation Accuracy of the Model

Figure 3.2: Testing Accuracy of the Model

There are many different layers and parameters that were tested. Many different layers were

tried such as Conv3d, ConvLSTM2D, but they cannot improve the performance of the model. Also,

I tried to add more layers of Conv2D and LSTM to the model but adding layers cannot improve

the performance, too. I use the Dropout() layer to reduce overfitting.
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This model could do jobs to determine the "shaking head", as it shows the ability to find this

behavior. However, obviously the better the accuracy the better its real performance. This model

has the potential to be improved by dealing with overfitting and underfitting, but considering the

limitation of this model, the current result is very close to the expectation of this model.

This dataset has biases and flaws. The data set’s samples are all Asians in the Asian settings.

Though this dataset shows possible circumstances of "shaking head", it cannot show differences in

the diversity of human races and cultures. This could greatly affect the later detection in YouTube

Videos. The model cannot do well detection when the resolution of the original video clips is low;

there is more than 1 person in frames; or there is some tricks in the video clip. The model can do

well when there is only 1 person in the frames and the action happen entirely in the center of the

video clip.

The model performance is not as satisfactory as originally thought. It is potentially due to

that the data of the comparison group is not good; the data of "shaking head" does not show enough

attributes to such behavior; binary classification was used instead of multiple classifications, which

parameters were sharply dense into 2 choices instead of multiple choices with possible lots of loss

or under-representation of many important parameters in the matrix.

3.2 Performance on Detecting Moments in YouTube Videos

3.2.1 Result of Mass Detection to YouTube Videos

You could visualize the data on the website of iLab. The label is "Shaking Head" on the

iLab website to visualize the data. As shown in (Fig. 3.3) below, there are now 64 videos and more

than 800 moments can be viewed on the iLab website. to view them, just go to the iLab website

and choose "Shaking Head". Each video has time stamps which are moments that are with fixed

length of 3.33 seconds (100 frames). There are also 550 videos with about 5000 moments waiting

to be uploaded, as in (Fig. 3.4). Because the JSON file is too large (with more than 80,000 lines)

so it cannot be all uploaded to the website.
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Figure 3.3: iLab database "shaking head"

Figure 3.4: JSON file, result of detecting on YouTube videos

3.2.2 Performance and Accuracy of the Detection

To examine the accuracy of the detection, we use false-positive rate (FPR). Here, "shaking

head" is defined as an action of the angular movement of the head and the FPR as the percentage

of obviously false detection in all the moments that were detected as true. The first 20 videos of

"shaking head" in the iLab database were tested and this test is done manually. For the 250 clips

detected as "shaking head", 147 of them are proved as "shaking head" by giving some tolerance for

some actions that are not perfectly "shaking head". The FPR rate then got to be 41.2%. Common

things that lead the model to detect wrongly are that head is presenting but not shaking; more than
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1 person is in the video; and graphs of heads are treated as real heads by the model.

False-negative rate (FNR) is also determined by random selection of 5 videos in the videos.

It is taken as:
Nnotdetected

Nnotdetected +Ndetected

(Eq. 1)

where "detected" means all moments that the detection model thought to be "shaking head".

For the 5 videos, 10 moments were newly founded manually, with 39 moments found by the

computer, so the FNR is 20.4%.

In the process of determining FPR and FNR, we found that some videos were detected

better than others. Some videos were detected almost all correct while some videos have a large

quantity of false detection. In general, the FPR and FNR are satisfactory considering the accuracy

of the model. Though FPR is relatively high, does this mean that the detection is completely

insufficient? No, the detection did jobs greatly in providing a set of moments that is very close to

the "shaking head" action. To improve the FPR and FNR, we need to either improve the model or

change the training data since the training data has a huge difference from the YouTube videos we

tested here.

3.3 Improve Accuracy and Efficiency of the Detection

3.3.1 Improve Accuracy of Model on YouTube Videos

As mentioned earlier, efforts were made by tried to change the model by adding layers or

change layers but they were not strongly helpful. Then we do not believe that by simply changing

the model, the accuracy of the model can be further improved. There are distinctions for the

training data set that they have no relations with the YouTube videos they are going to detect, and

the comparison data, "not shaking head", is not a complete dataset which was just coming from

10 other data set of different categories. However, if we only care about FPR, the accuracy that

the detected moments has the action we want, a simple way is to take moments that the prediction

model is more confident about, instead of taking every moment that has a higher probability to

be the action than not. By not accepting moments that the prediction model did not predict with
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higher probability, for example, 0.7 could be used, the FPR can then be increased.

3.3.2 Improve Efficiency of Shaking Head Detection

To improve the efficiency of action and emotion detection, several query tools are made to

find actions. The STAIR Actions dataset provides a list of YouTube videos. These videos were

detected first. Also, a tool is developed that could search on keywords of the videos’ titles. It

can detect the videos that contain certain keywords in the titles, like "shaking head", "shaking" or

others. We assume that there is a correlation between its title and its content, so that query on titles

could help find some videos that are more possible to have "shaking head" behavior than other

videos.

3.3.3 Result of Using OpenPose in Model Training

The final deep-learning model of using OpenPose JSON data is mostly like the original

model. It comes up with a 1 dimension convolution neural network (CNN) and followed by several

layers of long short term memory (LSTM). We did not used the video data that OpenPose marks

on each frame for each body landmark. We thought that directly using the location data of those

body landmarks could be effective in determine the human action. It makes sense because that

analyzing the relative positions of human in a consecutive frames are how we, humans, determine

the behaviors in the video. Hence, the deep learning model could also finding the attributes in the

changes of body landmarks over times.

The training time of using the processed video data by OpenPose is much faster than using

the complex matrix that contains detailed information of each frame, though using OpenPose to

process the video cost some time. We also tried different parameters to try to reach a maxmized

result. The result training accuracy is 0.9465 and the testing accuracy is 0.7889 after 45 epochs.

The whole training process costs in about 2 minutes. Though it does not reach the much higher

score of testing accuracy as expected, it tremendously improves the efficiency in training or us-

ing the model to predict, as in (Fig. 3.5). We still need to find a way to shorten the time using

the OpenPose to get the human body landmarks. By doing this, the efficiency could be further
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improved.

Figure 3.5: Training Result by using Openpose facial and body land mark
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4. CONCLUSION

4.1 Conclusion

In this thesis, we explore the process to detect a human action in YouTube videos, which

is shaking head. In the whole process, a video is first been processed into a uniform form, and

cut into video clips. Then it will be detected by a trained deep learning model developed in this

thesis. In the late of this research, an improvement was introduced, which is the OpenPose body

landmarks [3, 4, 5, 6].

In this thesis, a deep learning model to detect shaking heads is built. The testing correct

rate is about 73%. Then, a detection model to detect YouTube video is built, with an output of a

JSON file that contains the prediction information. The false-positive rate, as manually measured

by me, is 41.2%. By using this detection model, 550 videos were determined and more than 5,000

shaking head behaviors were found.

In general, a basic version of the action detector to detect "shaking head" within YouTube

videos was built. The performance could be more satisfactory to meet the expectation, which

means more improvements are needed. Some problems were faced with temporary solutions

were used but may need a better solution, like the OOM when predicting the model and under-

representation of the training data of "shaking head".

By using the human body landmarks of OpenPose [3, 4, 5, 6], we were able to slightly

improve the accuracy of the model and also greatly improve the training time of the deep learning

model. The testing accuray of the model using the OpenPose huam body landmarks is about 78%.

OpenPose provides a good foundation for conducting research in human action detection. How-

ever, the problem with using OpenPose is that it costs time for using the OpenPose to generate

body landmarks in the videos. There is no solution now since we use the integrated tool of Open-

Pose that cannot be easily modified. This is a good try in improving the efficiency of detecting

actions in the YouTube videos.
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4.2 Future Research

There could be three directions for future research. First, we could use a similar approach

to build a model to detect other human actions. By doing this, we could develop a systematic

way of detecting human actions in videos. This systematic way should be efficient, which will

make it possible to be widely used in the real life. Hence, making the vision of computers more

powerful. To get a more well-rounded action detection, we could train a model that uses more than

one dataset. Cao’s research on the action detection cross the datasets is done in order to detect

action in a different dataset [17]. The approach used in Cao’s research reduces the need to train

labels, potentially eliminating the tedious work required of labeling.

Second, we could refine the model. Currently, the approach used in this thesis is relatively

heavy and awkward. We could develop a detection tool that could output the exact location of the

human action in one frame and also tell the exact start time of one action and also the end time of

it. Yeung’s research could be useful in finding the start and end of an action in the videos [18]. He

developed a ful end-to-end approach to determine which frame action is occurring. This approach

could solve the problem of determining the start and endpoint of action. Ping Wei and others, in

his paper, said that multiple actions could happen in one clip of a video, which he then designed

a model that could detect multiple actions [19]. His idea is profound. In the deployment of a

trained model to detect in YouTube videos, we need to concern the same situation that multiple

actions could happen in the same time interval. His research could be useful in developing a useful

action detector. Not only should we care about when and the duration of human action, but we also

should care about the location in the frame of where the action happened. One approach proposed

by Peng and Schmid is using a multi-region two-stream R-CNN model for action detection [20].

Also, in the later research, we used two-step detection. The first step is using OpenPose.

OpenPose actually provides the skeleton information in the videos. There could be other ways and

methods to get the skeleton information and the format of it could be diverse. OpenPose, in its root,

is a tool to generate body landmarks, which may not be a sufficient way to get the key information

of human actions. We could work on providing a way to process videos and photos that makes the
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object detection accessible to be used under low computing resource. Also, OpenPose is robust but

also not so efficient. In a real deployment, we should consider other tools that did the same thing

but are designed to be used on mobile devices or faster.
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