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ABSTRACT 

Moist processes can produce kinetic energy at subsynoptic scales, traditionally 

regarded as part of the -5/3 inertial subrange. Atmospheric kinetic energy cascades to both 

smaller and larger scales, so moist dynamics at the subsynoptic scales should in part 

cascade inversely into the synoptic scales.  This process has heretofore been examined 

statistically using simplified models.  In this study, for the first time, we examine this 

process using a case study approach with simulations of amplifying jet stream waves by the 

WRF mesoscale model. Pairs of simulations are carried out, with standard initial conditions 

and with subsynoptic-scale energy suppressed in the initial conditions.  We make use of a 

two-dimensional wavelet filter to both remove subsynoptic scale incoherent constituents 

of the instantaneous stream function and velocity potential and to diagnose the resulting 

differences in the evolution of the scales and structures of simulated features. 

Synoptic analysis of filtered and control simulation output shows that moist 

dynamics project onto the synoptic scales via the development of new PV gradients in the 

upper troposphere, altering the amplification rate and phase of the mid-latitude baroclinic 

waves.  Differences in the location and magnitude of PV gradients depend largely on 

precipitation intensity and spatial coverage. Filtered simulations were observed to produce 

greater precipitation maxima and larger corresponding enstrophy maxima than the 

unfiltered simulations. These filtered enstrophy maxima emerged from areas with 

generally lower enstrophy than in the unfiltered simulations. Perturbation kinetic energy 

typically shifts back and forth between zonally elongated features and meridionally 

elongated features over the course of the multiday simulations. The onset of high 
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amplitude jet stream waves and wave breaking coincides with a rapid increase in the 

perturbation kinetic energy of all subsynoptic and synoptic scales. The distribution of 

energy among perturbation scales and orientations follows patterns that coincide with 

common stages of cyclone development. Ensemble members with moist dynamics that 

produced different PV gradients aloft followed different pattern progressions that may 

reflect systematic life cycle differences, but additional case studies would be necessary to 

determine whether these differences are systematically determined by the energy 

differences of the initial states.  
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CHAPTER I 1 

INTRODUCTION 2 

 3 

The kinetic energy spectrum of the atmosphere, theorized by Kolmogorov (1941) and 4 

calculated from observations in Nastrom and Gage (1985), depicts a broad, wavenumber-5 

dependent range of slopes across the typical scales of atmospheric motion—𝑘−3 between 6 

the planetary/synoptic injection scales and the large mesoscales (500 km and greater) and 7 

𝑘−5/3 from the small mesoscales (1-500 km) to the microscales making up the inertial 8 

subrange. Stratification has been shown to cause flow to deviate from the 𝑘−5/3 power law 9 

as the flow ceases to be isotropic (Gage, 1979; Lilly, 1983). Early studies suggested that 10 

there was an inverse energy cascade from large wavenumbers to small wavenumbers 11 

responsible for the difference between the theorized isotropic turbulence of Kolmogorov 12 

and stratified anisotropic turbulence of the mesoscales (Charney, 1972). However, theories 13 

arguing the opposite, that the difference between the theorized and observed spectra was 14 

due to the downscale cascade of kinetic energy (Merilees and Warn, 1975), also existed, 15 

and there were decades of debate over this question. More recent modeling studies (Tung 16 

and Orlando 2002; Lindborg, 2006; Pouquet and Marino 2013; among many others) have 17 

provided evidence that quasi-geostrophic turbulence produces a kinetic energy cascade 18 

that radiates energy up- and down-scale from the scale at which it is injected, suggesting 19 

that the kinetic energy spectrum at the mesoscales is more strongly influenced by kinetic 20 

energy cascading forward from the synoptic wavenumbers than inversely from large 21 

wavenumbers.   22 
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 23 

These studies made use of simplified, dry dynamical models. Hamilton et al. (2008) and 24 

Augier and Lindborg (2013) used GCMs that accounted for moist processes in the 25 

mesoscales and found that the mesoscales are energized by latent heat release below the 26 

synoptic scales, as the dry dynamical core versions of those GCMs produced shallower 27 

slopes in the mesoscales than the dynamical cores with moist conditions. Latent heat 28 

release has been shown to increase the isotropic, higher-order contributions to turbulent 29 

energy flux, including solenoidal and pressure-dilatation, while having little influence on 30 

anisotropic, turbulent Reynolds stress (Eschenroeder, 1964; Jaberi and Madnia, 1998; 31 

Livescu et al., 2001; and Livescu, 2004). Latent heat release also increases the production 32 

of enstrophy. Waite and Snyder (2012) found that moist dynamics affect the upper-level 33 

mesoscales by inducing gravity waves that contract and cascade energy downscale. These 34 

studies provide various sources of latent heat release in the atmosphere at various scales, 35 

which must transform partly to kinetic energy at those scales. Waite and Snyder noted that 36 

there is a peak injection of kinetic energy in the mesoscales at 800 km.  37 

 38 

It is known that energy will radiate, in part, upscale, so if latent heat can be released in the 39 

upper mesoscale wavenumbers, then kinetic energy should cascade upscale into the 40 

synoptic scales. However, the transformation of kinetic energy across spatial orientations 41 

for a typical synoptic scale wave is not well studied.  42 

 43 

Waite and Snyder used the Advanced Research WRF model (WRF-ARW; hereafter just 44 

WRF) for their study, and this study will do the same. Input data for WRF will be filtered to 45 
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suppress incoherent components of the flow residing at subsynoptic scales and a 46 

comparative analysis of pairs of filtered and unfiltered simulations will be carried out in a 47 

case-oriented approach to identify the role of subsynoptic scale components of flow on 48 

synoptic scale development. A case-oriented approach is a novel method for studying the 49 

turbulent energy cascade, and provides a synoptic view of the transformation of small-scale 50 

kinetic energy injection onto the larger scales. Case selection involves choosing mid-51 

latitude weather events that follow typical baroclinic development, which allows for 52 

generalizability among cases. The cases will include wave breaking, which is a physical 53 

manifestation of the forward energy cascade and is both sensitive to small-scale 54 

perturbations and acts to generate small-sale perturbations of its own.  55 

 56 

Chapter 2 will discuss the wavelet transform in general: what wavelets are, what their 57 

properties are, and how they facilitate multi-resolution analysis. Chapter 3 will introduce 58 

wavelet filtering by a recursive algorithm and will identify a dynamical framework that 59 

constrains the wavelet filter applied to the WRF input data to suppress incoherent features 60 

at subsynoptic scales. Chapter 4 will present the selected model environment for all cases 61 

to be investigated, which includes the domain configuration, parameterizations, and input 62 

data, as well as the output of the wavelet filter. Chapter 5 will discuss the first case, 63 

establishing the dynamical and statistical methods with which the comparative analysis of 64 

the base and filtered simulations will be carried out. Chapters 6 and 7 will expand upon the 65 

conclusions presented in Chapter 5, with two more cases with very different atmospheric 66 

conditions than Case 1 to highlight how the upscale energy cascade manifests in different 67 

conditions. Finally, Chapter 8 will present overall conclusions for this study.  68 
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CHAPTER II  69 

WAVELET TRANSFORM 70 

 71 

2.1 Wavelet transform basics 72 

 73 

The majority of the mathematics of this section follows Blatter’s (1998) notation, with 74 

some exceptions as noted below. The discrete wavelet transform was developed over the 75 

course of the 1980s, with notable contributions from Yves Meyer (1990), Stephanie Mallat 76 

(1989), Ingrid Daubechies (1988), and many others. In the geophysical sciences, it is often 77 

used for denoising data sets, particularly in studies of turbulence (Farge 1992). When 78 

considering the wavelet transform, it is useful to compare and contrast it with the more 79 

familiar Fourier transform, which takes an input signal 𝑓(𝑥) and transforms it to a function 80 

𝑓(𝜈), where ν is frequency and f maps from the domain of real numbers to complex, 𝑓: ℝ →81 

ℂ. The Fourier transform’s resolution in wavenumber space is very high, but the function in 82 

wavenumber space lacks locality. 83 

 84 

For applications requiring locality in their spectral transforms, the windowed and short-85 

time Fourier transforms are a means of adding locality to the Fourier transform; the Gabor 86 

transform is a famous example of this (Blatter 1998). The advantages such modified 87 

transforms afford is that, for an input signal with a continuously changing power spectrum, 88 

one can identify not only the peaks in wavenumber power but also the time or location at 89 

which changes in the frequency or wavenumber power occur.  The addition of locality to 90 

the transformed signal allows a variety of analysis techniques can allow for targeting 91 
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(2.1) 

specific frequencies and wavenumbers in specific times or locations (Mallat 1989) at the 92 

cost of resolution in wavenumber space.  93 

 94 

The major difference between the windowed Fourier transform and the wavelet transform 95 

is the choice of wavelets as the analyzing function. The windowed Fourier transform, while 96 

having some locality, is still carried out via the integral that defines the Fourier transform. 97 

In contrast, a generic wavelet is finitely compacted, i.e. it exists within some closed interval 98 

and is zero elsewhere, and its integral in L1 space converges to zero: 99 

 100 

∫ 𝜓
∞

−∞

𝑑𝑡 = 0 . 101 

 102 

A mother wavelet is a function that specifically exists in the Hilbert space 𝜓 ∩ 𝐿1 ∩ 𝐿2 103 

whose norm is 1. What this means is that the mother wavelet is a function that is square 104 

integrable (finitely valued and locally compacted) and whose norm is defined as the L2 105 

norm, or the Euclidean norm. Most of the well-known wavelets, such as the Debauchies, 106 

Haar, or Mexican Hat wavelets are functions that exhibit both of these characteristics, 107 

which make them convenient for signal processing.  108 

 109 

A wavelet 𝜓 has parameters a and b that define its size and position: a is the dilation 110 

parameter, which determines the amplitude of the wavelet function, and b is the 111 

translation parameter, which determines the location of the peak of the wavelet along the 112 

transform axis. The dilation and translation parameters function similarly to the 113 
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(2.2) 

(2.3) 

parameters that determine the window shape for the windowed Fourier transform, and are 114 

defined such that (𝑎, 𝑏) ∈ ℝ+ × ℝ and that 𝑊𝑓: ℝ+ × ℝ → ℂ, where (Blatter 1998): 115 

 116 

𝑊𝑓 =  〈𝑓, 𝜓〉 =
1

|𝑎|0.5
∫ 𝑓(𝑡)𝜓 (

𝑡 − 𝑏

𝑎
)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑑𝑡

∞

−∞

. 117 

 118 

The wavelet transform for a wavelet function and a given input signal f is the inner product 119 

of the wavelet function and the input signal across the input domain using translations of b 120 

and with a scaling. The above definition is the continuous form, but hereafter the primary 121 

transform described will be the discrete transform, and as a result the dilation and 122 

translation parameters a and b will be replaced with j and k.  123 

 124 

However, equation 2.2 alone does not allow for multiresolution analysis—the separation of 125 

the wavelet space into spectral bins at sequential transformation levels. The continuous 126 

wavelet transform does not necessarily map back onto itself when scaled, so we want to 127 

find a transform that reproduces itself when subject to a scaling operator: 128 

 129 

𝐷𝑎𝜓(𝑡) ≡ 𝜓 (
𝑡

𝑎
) → 𝐷2𝜓(𝑡) ≡ ∑ 𝑐𝑘

𝑛

𝑘=0

𝜓(𝑡 − 𝑘) , 130 

 131 

For that, the scaling function is needed. It is defined with similar properties to that of the 132 

mother wavelet, but with a few other considerations that allow for dilations of scale 𝑎 > 1 133 
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(2.4) 

(2.5) 

(2.6) 

(2.7) 

to have interesting properties. Consider a series of subspaces 𝑉𝑗 that are all contained 134 

within the 𝐿2 space that contains 𝜓𝑗,𝑘: 135 

 136 

⋯ ⊂ 𝑉𝑗+1 ⊂ 𝑉𝑗 ⊂ 𝑉𝑗−1 ⊂ ⋯ ⊂ 𝐿2 137 

 138 

where larger j indicates a smaller subspace, 𝑗 ∈ ℤ, and that have the properties 139 

 140 

∩ 𝑉𝑗 = {0} ,   ∪ 𝑉𝑗 = 𝐿2,    ∀𝑗. 141 

 142 

The result of the above constraints is that the portions of the input signal f that are 143 

contained in a given subspace Vj, 𝑓 ∈ 𝑉𝑗 , are of the scale 2𝑗  or larger. The subspaces can be 144 

related via the scaling property  145 

 146 

𝑉𝑗+1 = 𝐷2(𝑉𝑗) , 147 

 148 

where 𝑐𝑘 is a transform coefficient of a given level at location 𝑡 − 𝑘. For a function 𝜙 whose 149 

translations form an orthonormal basis with the V0 subspace of 𝐿2, the subspace 𝑉0 can be 150 

defined as a linear combination of signal components 151 

 152 

𝑉0 = {𝑓 ∈ 𝐿2 | 𝑓(𝑡) = ∑ 𝑐𝑘𝜙(𝑡 − 𝑘)
𝑘

} . 153 

 154 

The scaling function can be defined in the form 155 
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(2.8) 

(2.9) 

(2.10) 

(2.11) 

 156 

𝜙𝑗,𝑘(𝑡) ≔ 2−
𝑗
2𝜙 (

𝑡

2𝑗
− 𝑘) . 157 

 158 

However, while these are sufficient criteria for a multiresolution analysis, more is needed 159 

to establish the spectral bins, or filter banks, that allow for spectral analysis using the 160 

transform. The scaling equation is a means of achieving this: 161 

 162 

𝜙(𝑡) = √2 ∑ ℎ𝑘𝜙(2𝑡 − 𝑘)

∞

𝑘=−∞

 163 

 164 

where hk is a coefficient vector. The coefficient vector hk must satisfy a few constraints of its 165 

own to ensure that 𝜙0,𝑘 is orthonormal to V0, namely that 166 

 167 

〈𝜙0,𝑛, 𝜙〉 = 𝛿0𝑛 = ∑ ℎ𝑘ℎ2𝑛+𝑘
̅̅ ̅̅ ̅̅ ̅̅

𝑘

, ∀𝑛 ∈ ℤ. 168 

 169 

Fortunately, if the scaling function has compact support then the number of coefficients 170 

that are nonzero are bounded by the upper and lower limits of the scaling function in real 171 

space, which are themselves integers. This is because the scaling equation can be re-172 

written in the form 173 

 174 

𝜙 = ∑ ℎ𝑘𝜙−1,𝑘

𝑘

 175 
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(2.12) 

(2.13) 

(2.14) 

 176 

based on the formulation of the spaces Vj in Equation 2.7, which allows for the re-writing of 177 

the coefficient vector hk as the inner product of the two scaling functions 〈𝜙, 𝜙−1,𝑘〉. This 178 

ensures that the scaling function—and by extension the coefficient vectors—have compact 179 

support, which provides further constraints on possible scaling functions. To ensure 180 

completeness, the absolute value of the integral of the scaling function must be one. 181 

 182 

The last major hurdle is connecting the scaling function to the wavelet function to complete 183 

the filter banks. The scaling equation can be transformed to Fourier space to yield 184 

 185 

�̂�(𝜉) =
1

√2
∑ ℎ𝑘𝑒−

𝑖𝑘𝜉
2 �̂� (

𝜉

2
)

𝑘

= 𝐻 (
𝜉

2
) �̂� (

𝜉

2
) 186 

 187 

where H is known as the generating function, and is the sum of the coefficient vectors and 188 

the exponentials. Transforming the input signal 𝑓(𝑡) into Fourier space as well produces: 189 

 190 

𝑓(𝜉) = 𝑚𝑓 (
𝜉

2
) �̂� (

𝜉

2
) 191 

 192 

where m is a function analogous to H. H and m are periodic and form an orthogonal basis in 193 

ℂ2, allowing for 𝑓 and �̂� to be directly related: 194 

 195 

𝑓(𝜉) = 𝑒
𝑖𝜉
2 𝜈(𝜉)𝐻 (

𝜉

2
+ 𝜋)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
�̂� (

𝜉

2
). 196 
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(2.15) 

(2.16) 

(2.17) 

 197 

The function ν is 2π-periodic and relates the functions H and m together. Its presence in the 198 

above equation is a necessary condition to ensure that the input signal f belongs to the 199 

wavelet subspace W0, which is the wavelet equivalent to the V0 subspace. As a result, the 200 

scaling and wavelet functions can be related directly: 201 

 202 

�̂�(𝜉) = 𝑒
𝑖𝜉
2 𝐻 (

𝜉

2
+ 𝜋)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
�̂� (

𝜉

2
) 203 

→ 𝜓(𝑡) = √2 ∑ 𝑔𝑘𝜙(2𝑡 − 𝑘)

𝑘

 204 

 205 

where 𝑔𝑘 ≔ (−1)𝑘−1ℎ−𝑘−1
̅̅ ̅̅ ̅̅ ̅̅ . Note that, while there is now a wavelet function that is built 206 

directly off of the scaling function, the scaling function does not uniquely determine the 207 

wavelet function. A given scaling function 𝜙(𝑡) could produce a variety of wavelet functions 208 

depending on the leading factors in the Fourier space relationship, but this does link the 209 

two functions together.  210 

 211 

Consider then the projection of the scaling function onto the Vj space, Pj: 212 

 213 

𝑃𝑗𝑓 = ∑ 〈𝑓, 𝜙𝑗,𝑘〉

∞

𝑘=−∞

𝜙𝑗,𝑘 214 

 215 

which follows from orthogonality. Recall that the scaling function, by design, exists in 216 

chained subspaces of 𝐿2 that are comprised of the components of f that are of span 2𝑗  or 217 
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(2.18) 

(2.19) 

larger. Moving from one subspace to the next largest—𝑉𝑗+1 → 𝑉𝑗—gains space, which the 218 

scaling function by itself cannot fill. Thus, the chain of wavelet subspaces,⋯ ⊂ 𝑊𝑗+1 ⊂ 𝑊𝑗 ⊂219 

𝑊𝑗−1 ⊂ ⋯ ⊂ 𝐿2, which are pairwise orthogonal to the scaling subspaces, make up the 220 

components of their corresponding  𝑉𝑗 subspaces remaining from lifting the 𝑗 − 1 space to 221 

the 𝑗 space, meaning  222 

 223 

𝑉𝑗−1 = 𝑉𝑗 ⊕ 𝑊𝑗 ,   𝑉𝑗  ⊥ 𝑊𝑗 ,   ∀𝑗 ∈ ℤ . 224 

 225 

Or, put another way, the projection of the wavelet subspaces 𝑄𝑗𝑓 = ∑ 〈𝑓, 𝜓𝑗,𝑘〉𝜓𝑗,𝑘𝑘  forms a 226 

quadrature pair filter bank with the equivalent scaling subspace: 227 

 228 

𝑄𝑗 = 𝑃𝑗−1 − 𝑃𝑗 , 𝑃𝑗−1 = 𝑃𝑗 + 𝑄𝑗  229 

 230 

Multiresolution analysis is possible because of the coupling of the wavelet function to a 231 

scaling function. The scaling function acts as the low pass filter of the pair while the 232 

wavelet function acts as the high pass filter.  233 

 234 

Starting with the scaling equation and the wavelet function equivalents, 235 

 236 

𝜙(𝑡) = √2 ∑ ℎ𝑘𝜙(2𝑡 − 𝑘)

𝑘

 237 

𝜓(𝑡) = √2 ∑ 𝑔𝑘𝜙(2𝑡 − 𝑘)

𝑘

 , 238 
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(2.20) 

 239 

where hk and gk are the coefficient vectors of the generating functions of the scaling and 240 

wavelet functions, respectively, Equation 2.8 and the alternate form of the scaling Equation 241 

2.11 can be used to formulate the relationship 242 

 243 

2−
𝑗
2𝜙 (

𝑡

2𝑗
− 𝑛) = 2−

𝑗−1
2 ∑ ℎ𝑘𝜙 (

𝑡

2𝑗−1
− 2𝑛 − 𝑘)

𝑘

 , 244 

 245 

where the n has replaced k as the translation parameter from Equation 2.8. An equivalent 246 

form for the wavelet function exists, both of which can be simplified to the following forms: 247 

 248 

𝜙𝑗,𝑛 = ∑ ℎ𝑘𝜙𝑗−1,2𝑛+𝑘

𝑘

,   ∀𝑗, ∀𝑛 , 249 

𝜓𝑗,𝑛 = ∑ 𝑔𝑘𝜙𝑗−1,2𝑛+𝑘

𝑘

,   ∀𝑗, ∀𝑛 . 250 

 251 

This recursive formula for calculating the n-th position at the j-th dilation level based on 252 

the sum of the entire k-length array of the generating functions forms the backbone of the 253 

fast wavelet transform. If we refer to the wavelet transform as  254 

 255 

𝐴𝑗,𝑘 = 〈𝑓, 𝜙𝑗,𝑘〉 = ∫ 𝑓(𝑡)𝜙(𝑡 − 𝑘)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅𝑑𝑡 256 

 257 

then Equation 2.20 can be extended to determine any given set of transform coefficients 258 

Aj,k: 259 
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(2.21) 

(2.22) 

 260 

𝐴𝑗−1,𝑘 = 〈𝑓, 𝜙𝑗−1,𝑘〉 , 261 

→ 𝐴𝑗,𝑛 ∶= 〈𝑓, 𝜙𝑗,𝑛〉 = ∑ ℎ𝑘
̅̅ ̅〈𝑓, 𝜙𝑗−1,2𝑛+𝑘〉

𝑘

= ∑ ℎ𝑘
̅̅ ̅𝐴𝑗−1,2𝑛+𝑘

𝑘

 . 262 

 263 

The set of transform coefficients A at the j-th dilation level and n-th position is given by the 264 

sum of the product of the generating function coefficients hk and the set of coefficients at 265 

the (𝑗 − 1)-th dilation level. Recall from Equation 2.3 that the scaling function subspaces 266 

are contained within each other sequentially, meaning that the first transform level 267 

contains all information of each subsequent level. If we take the minimum level to be j=1, 268 

then levels 𝑗 = 2,3, … , 𝐽 are all contained in and determined from the maximum transform 269 

level as given by Equation 2.21. As the coefficients here are from the low pass filter, the 270 

coefficient array A is known as the Approximation set.  271 

 272 

The same calculations can be done with the wavelet function as well, yielding 273 

 274 

𝐷𝑗,𝑘 = 〈𝑓, 𝜓𝑗,𝑘〉 = ∫ 𝑓(𝑡)𝜓𝑗,𝑘
̅̅ ̅̅ ̅𝑑𝑡 , 275 

𝐷𝑗−1,𝑘 = 〈𝑓, 𝜓𝑗−1,𝑘〉 , 276 

→ 𝐷𝑗,𝑛 ∶=  〈𝑓, 𝜓𝑗,𝑛〉 = ∑ 𝑔𝑘̅̅ ̅〈𝑓, 𝜙𝑗−1,2𝑛+𝑘〉

𝑘

= ∑ 𝑔𝑘̅̅ ̅𝐴𝑗−1,2𝑛+𝑘

𝑘

 . 277 

 278 

Like Equation 2.21, Equation 2.22 demonstrates that every j-th set of transform coefficients 279 

contains the (𝑗 − 1)-th set of coefficients, which means the transform is highly redundant. 280 
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(2.23) 

However, unlike Equation 2.21, Equation 2.22 shows that the set of coefficients from the 281 

wavelet component of the transform can be calculated from the previous level’s 282 

approximation set. The sets 𝐷𝑗,𝑛 are known as the Detail sets, and they contain what 283 

remains of the transform coefficients after stepping from one dilation level to the next. 284 

 285 

The wavelet transform does not have a single defined inversion formula, owing to the fact 286 

that the transformed function 𝒲𝑓 is a function of two parameters j and k. This means that 287 

the inversion formula can take many forms and that many of those forms are equally valid 288 

to use. The general formula used in the methods for this project take the following form: let 289 

𝐶𝜓 be the integral of the Fourier transform of a generic mother wavelet 𝜓 as depicted 290 

 291 

𝐶𝜓 ≔ 2𝜋 ∫
|�̂�(𝑎)|

2

|𝑎|
𝑑𝑎

ℝ+

 , 292 

 293 

which converges by necessity. The input signal 𝑓(𝑡) can be found via 294 

 295 

𝑓(𝑡) =
1

𝐶𝜓
∫ 𝒲𝑓(𝑎, 𝑏)𝜓𝑎,𝑏(𝑡)

𝑑𝑎𝑑𝑏

|𝑎|2
ℝ2

 296 

 297 

in the case of the continuous wavelet transform. In the discrete case, it can be noted that 298 

Equation 2.17 already demonstrates a similar calculation. 299 

 300 
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Prior to this point, much time has been spent focusing on the theoretical background of the 301 

wavelet transform and multiresolution analysis. Previously, the wavelet and scaling 302 

subspaces have used index notation 𝑗, 𝑗 − 1, 𝑗 − 2, … , 𝐽 to indicate higher dilation levels and, 303 

consequently, higher resolution in wavenumber space with a reduced resolution in 304 

physical or temporal space. Hereafter, 𝑗 = 1 will be considered the first level of the 305 

transform, with level 0 being the input signal, and progressively larger j values indicating 306 

higher dilation, which is more in line with common software packages that perform the 307 

wavelet transform. Likewise, individual coefficient sets at each level are hereafter referred 308 

to by the sequence of filters that produced them—i.e. the first transform level contains sets 309 

A and D, the second transform level contains sets AA and DA, the third containing sets AAA 310 

and DAA, and so on. Figure 2.1a depicts the banking of the coefficient arrays at each level, 311 

referred to as nodes hereafter.  312 

 313 

Before moving on to of the wavelet transform in two dimensions, a brief discussion of the 314 

cardinality of the coefficient nodes is warranted. The fast wavelet transform takes 315 

advantage of the fact that resolvable wavenumbers are redundantly sampled and that each 316 

node generated by the transform can be downsampled. As a result, each node is decimated 317 

by 2−𝑗. For example, a one-dimensional signal 𝑓(𝑡) with 360 data points would be 318 

transformed into A and D arrays containing 180 points in the first transform level. 319 

Subsequent levels would have fewer by half as well, with AA and DA having 90 points, AAA 320 

and DAA having 45 points, and so forth. Conversely, while the temporal or spatial 321 

resolution is reduced for every dilation level, the wavenumber resolution becomes finer as 322 

each transform level is constructed from the inner product of the scaling function and the 323 
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previous level’s approximation node. For a wavenumber space 𝒱 with a maximum 324 

resolvable wavenumber V: 325 

 326 

{𝜈𝐴 ∈ 𝒱 | 1 ≤ 𝜈𝐴 ≤ 0.5𝑉}, {𝜈𝐷 ∈  ℕ | 0.5𝑁 < 𝜈𝐷 ≤ 𝑉} 327 

{𝜈𝐴𝐴 ∈ 𝒱 | 1 ≤ 𝜈𝐴𝐴 ≤ 0.25𝑉}, {𝜈𝐷𝐴 ∈  ℕ | 0.25𝑁 < 𝜈𝐷𝐴 ≤ 0.5𝑉} 328 

{𝜈𝐴𝐴𝐴 ∈ 𝒱 | 1 ≤ 𝜈𝐴𝐴𝐴 ≤ 0.125𝑉}, {𝜈𝐷𝐴𝐴 ∈  ℕ | 0.125𝑁 < 𝜈𝐷𝐴𝐴 ≤ 0.25𝑉} 329 

 330 

The traditional wavelet transform does nothing with the detail coefficients when 331 

transforming to higher levels, but for many data sets the detail coefficients contain 332 

wavenumbers that are of interest. The wavelet packet transform can be used if one wants 333 

to include the detail coefficients in subsequent levels with minimal change in process. This 334 

transform is depicted in Figure 2.1b. Downsampling results in aliasing in the detail nodes, 335 

however, and needs to be accounted for. In Figure 2.1b, the tree is shown using natural 336 

order, but the frequency ordering is AAA, DAA, DDA, ADA, AAD, DAD, DDD, and ADD, 337 

effectively reversing the order of the nodes built from the (𝑗 − 1)-th level’s detail node.  338 

 339 

2.2 The two-dimensional wavelet transform 340 

 341 

The wavelet transform is separable, so the two-dimensional wavelet transform is two one-342 

dimensional transforms along two different axes. Mathematically, this doesn’t change what 343 

the transform does or what the coefficients represent at any level, but it does warrant a 344 

brief discussion of the banking involved. Figure 2.2 is a schematic of the coming discussion. 345 

 346 
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(2.24) 

(2.25) 

For an input signal 𝑓(𝑥, 𝑦), the scaling and wavelet functions can be applied to the x and y 347 

axes in succession in four combinations: low pass in x and y; low pass in x, high pass in y; 348 

high pass in x and low pass in y; and high pass in both x and y. This can be written as the 349 

sum of four tensor products (Misiti et al. 2007) 350 

 351 

𝑉𝑗−1
2𝐷 = (𝑉𝑗 ⊗ 𝑉𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ⊕ (𝑉𝑗 ⊗ 𝑊𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ⊕ (𝑊𝑗 ⊗ 𝑉𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ⊕ (𝑊𝑗 ⊗ 𝑊𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  , 352 

 353 

where V and W are the subspaces of the scaling and wavelet functions mentioned 354 

previously. The effect of the above is that there are now three wavelet functions and one 355 

scaling function derived from the products, given by 356 

 357 

𝜙𝑗,𝑛(𝑥, 𝑦) = 𝜙𝑗,𝑛(𝑥)𝜙𝑗,𝑛(𝑦) , 358 

𝜓𝑗,𝑛
𝐻 (𝑥, 𝑦) = 𝜓𝑗,𝑛(𝑥)𝜙𝑗,𝑛(𝑦) , 359 

𝜓𝑗,𝑛
𝑉 (𝑥, 𝑦) = 𝜙𝑗,𝑛(𝑥)𝜓𝑗,𝑛(𝑦) , 360 

𝜓𝑗,𝑛
𝐷 (𝑥, 𝑦) = 𝜓𝑗,𝑛(𝑥)𝜓𝑗,𝑛(𝑦) . 361 

 362 

The family of Equations 2.25 represent the four combined two-dimensional scaling and 363 

wavelet functions for the two-dimensional wavelet transform. As the transform is a 364 

sequence of one-dimensional transforms, the general transform Equations 2.21 and 2.22 365 

still describe the individual transforms. Here the verbiage can be a bit tricky: the 366 

superscripts on the wavelets are no longer simply A and D for approximation and detail; A 367 

remains the approximation, but H is the horizontal wavelet and node, V is the vertical 368 

wavelet and node, and D is the diagonal wavelet and node. The three new wavelet functions 369 
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𝜓𝑗,𝑛
𝐻 , 𝜓𝑗,𝑛

𝑉 , and 𝜓𝑗,𝑛
𝐷  are short-hand representations of the low- and high-pass filter 370 

combinations. The inverse of the two-dimensional transform is like that of the one-371 

dimensional transform. 372 

 373 

Finally, the rules that govern node cardinality and wavenumber resolution that were 374 

discussed for the one-dimensional transform still apply to the two-dimensional transform, 375 

with the only complication being that each node is now a combination of frequencies in two 376 

dimensions, such that the A node contains both low wavenumber subsections, the D node 377 

contains both high wavenumber subsections, and the H and V nodes contain one low 378 

wavenumber subsection and one high wavenumber subsection. In physical space, this 379 

corresponds to the horizontal node containing a subset of flow components elongated in 380 

the zonal direction and the vertical node containing a subset of flow components elongated 381 

in the meridional direction. For this reason, the coefficients in the approximation and 382 

diagonal nodes represent the power of the roughly isotropic constituents of the input 383 

signal, while the horizontal and vertical nodes represent the power of the roughly 384 

anisotropic constituents of the input signal. For a wavenumber space 𝒱 with maximum 385 

resolvable wavenumbers K and L, each node would contain wavenumbers k and l that fall 386 

within the intervals: 387 

 388 

𝑉𝐴: {𝑘𝐴 ∈  𝒱 | 1 ≤ 𝑘𝐴 ≤ 0.5𝐾, 𝑙𝐴 ∈ 𝒱 | 1 ≤ 𝑙𝐴 ≤ 0.5𝐿} 389 

𝑊𝐻: {𝑘𝐻 ∈ 𝒱 | 1 ≤ 𝑘𝐻 ≤ 0.5𝐾, 𝑙𝐻 ∈ 𝒱 | 0.5𝐿 < 𝑙𝐻 ≤ 𝐿} 390 

𝑊𝑉: {𝑘𝑉 ∈ 𝒱  | 0.5𝐾 < 𝑘𝑉 ≤ 𝐾, 𝑙𝑉 ∈  𝒱 | 1 ≤ 𝑙𝑉 ≤ 0.5𝐿} 391 

𝑊𝐷: {𝑘𝐷 ∈ 𝒱 | 0.5𝐾 < 𝑘𝐷 ≤ 𝐾, 𝑙𝐷 ∈  𝒱 | 0.5𝐿 < 𝑙𝐷 ≤ 𝐿} 392 
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 393 

Beyond the first level, the two-dimensional transform shapes up quite similarly to the node 394 

structure of the one-dimensional form with the exception of there being many more nodes 395 

in the filter bank. The number of nodes in each levels’ filter banks in the two-dimensional 396 

transform is equal to 22𝑎. The naming convention for two-dimensional nodes mentioned 397 

above is consistent with the conventions for higher levels in the one-dimensional 398 

transform: at level 2, the A node is used to calculate the AA, HA, VA, and DA nodes; the H 399 

node is used to calculate the AH, HH, VH, and DH nodes, and so on for the V and D nodes. 400 

Each node at each subsequent level would contain a subsection of the node that it was 401 

calculated from as is the case in the one-dimensional transform. With this established, we 402 

can move on to using wavelets as a filter basis and the dynamical framework we use to 403 

justify the target of our filter. 404 

  405 
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Figures 406 

 407 

 408 

Figure 2.1: Schematic of the wavelet transform (left) and wavelet packet transform (right) in one dimension. 409 
Transform levels are indicated by the rightmost column, and node by the lettering in each box. 410 

 411 

  412 
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 413 

  414 

H 

D V 

HA 

VA DA 

HAA 

VAA DAA 

AAA 

Figure 2.2: Schematic diagram of the two-dimensional wavelet transform. Nodes and level are indicated by 

the letters and length of labels, respectively. 
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(3.1.1) 

(3.1.2) 

CHAPTER III 415 

FILTER ALGORITHM AND DYNAMIC BASIS 416 

 417 

3.1 Coherence and turbulence 418 

 419 

A method for removing nonlinear noise from instantaneous flow fields was the subject of a 420 

wealth of research in the early to mid-1990s. It was found that the wavelet transform 421 

compared favorably to other forms of filtering such as those using the two-dimensional 422 

Fourier transform, as it was as effective at identifying and removing noise while remaining 423 

lossless; the latter property is highly desirable as it ensures the inverse of the filtering 424 

method does not negatively alter the input fields. A recursive filter method is described in 425 

Azzalini et al. (2005), which uses a threshold based on the input signal’s variance and 426 

cardinality: 427 

 428 

𝑠0 = (
1

2
 〈𝑓〉 ln[𝑁])

1
2

  429 

 430 

where 〈𝑓〉 is the input signal variance and N is the number of grid points in the input signal. 431 

Each coefficient magnitude, |ℎ𝑘|, in every node is compared against the threshold value and 432 

is set to zero if it is greater than the threshold value: 433 

 434 

𝐴𝑗,𝑛 = 0 ↔ |𝐴𝑗,𝑛| > 𝑠0 . 435 

 436 
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(3.1.3) 

(3.1.4) 

After every node has been checked in this way, the remaining coefficients are used for the 437 

inverse transform and the resulting signal is the noisy, “incoherent” field 𝑓<. As the wavelet 438 

transform is lossless, the relationship between the incoherent signal and the input signal 439 

can be described thus: 440 

 441 

𝑓 ≡ 𝑓> + 𝑓< , 442 

 443 

where f is the input signal, 𝑓>  is the coherent portion of the signal, and 𝑓< is the incoherent 444 

portion of the signal. To ensure that all of the constituent noise is removed from the input 445 

signal, the process in Equation 3.1.2 is repeated with the threshold value calculated from 446 

the remaining incoherent field: 447 

 448 

𝑠 = (
1

2
〈𝑓<〉 ln[𝑁])

1
2

 , 449 

 450 

where the input signal variance 〈𝑓〉 has been replaced with the incoherent signal variance 451 

〈𝑓<〉. The algorithm passes over the remaining coefficients again to see if any more need to 452 

be removed, and then produces a new 𝑓<. The algorithm eventually converges to 𝑠𝑛𝑒𝑤 =453 

𝑠𝑜𝑙𝑑, and the result is the final incoherent field.  454 

 455 

The term “noise” is used to describe the incoherent components discarded after the 456 

filtering, but this is a bit of a misnomer for our purposes. Farge et al. (1999) used the filter 457 

threshold calculation described in Equation 3.1.1 to target Gaussian white noise using the 458 
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input signal variance, arguing that Gaussian white noise present in the input signal 459 

contributed a small fraction of the input signal variance. The n iterations of the threshold 460 

calculation used the incoherent component variance ⟨𝑓<,𝑛−1⟩, which is necessarily 461 

constructed with fewer and fewer wavelet coefficients as the number of iterations n 462 

increases, until the iteration N results in the variance ⟨𝑓<𝑁⟩ that converges to the Gaussian 463 

variance. If the incoherent component one is seeking to remove from an input dataset is not 464 

the Gaussian noise as described by Farge et al., the thresholding needs to be adjusted and 465 

there needs to be some justification given for why those components are being targeted at 466 

all if they are not simply “noise.” That justification is the focus of this section. 467 

 468 

Because we are interested in the kinetic energy cascade between the synoptic and upper-469 

mesoscale wavenumbers, we want to retain the synoptic-scale components of the flow. 470 

These motions are quasi-balanced according to quasi-geostrophic balance, and so when we 471 

define “coherent” components of flow, these are the components we mean. Our goal, then, 472 

is to remove constituents of flow below the synoptic scales that are unbalanced, have high 473 

variability, and contribute weakly to the total kinetic energy of the troposphere. Energy 474 

and enstrophy concepts allow us to analytically define the ideal target for the wavelet filter. 475 

 476 

From Merilees and Warn (1975), the vorticity equation for a two-dimensional QG inviscid 477 

flow can be solved via a Fourier expansion of a horizontally periodic flow in the form  478 

 479 

𝜓(𝑥, 𝑦) = ∑ 𝜓𝑲𝑒𝑖𝑲∙𝑹

𝑲

 480 
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(3.1.5) 

(3.1.6) 

(3.1.7) 

(3.1.8) 

(3.1.9) 

(3.1.10

) 

where K is total wavenumber 𝑲 = 𝑘�̂� + 𝑙𝒋̂, R is the position vector 𝑹 = 𝑥�̂� + 𝑦𝒋̂, and 𝜓 is the 481 

streamfunction. Because viscous molecular dissipation is not being considered, the total 482 

energy 483 

 484 

𝐸 = ∑(𝑲 ∙ 𝑲)𝜓𝑲𝜓𝑲
∗

𝑲

 485 

 486 

must be conserved. As the total energy is the sum of the superposition of the many 487 

wavenumber components of the flow (and thus components of the stream function), one 488 

can consider a triad of waves interacting with one another such that their energies are 489 

being passed amongst one another. If the constituent wavenumbers K, L, and M are defined 490 

such that 𝑲 ≤ 𝑳 ≤ 𝑴, then 491 

 492 

𝛿𝐸𝐾 + 𝛿𝐸𝐿 + 𝛿𝐸𝑀 = 0 493 

(𝑲 ∙ 𝑲)𝛿𝐸𝐾 + (𝑳 ∙ 𝑳)𝛿𝐸𝐿 + (𝑴 ∙ 𝑴)𝛿𝐸𝑀 = 0 494 

 495 

as from Lorenz (1960). Defining A to be the ratio of the differentials of the K and L waves 496 

and B to be the ratio of the differentials of the L and M waves, 497 

 498 

𝐴 =
𝛿𝐸𝐾

𝛿𝐸𝐿
=

𝑴 ∙ 𝑴 − 𝑳 ∙ 𝑳

𝑲 ∙ 𝑲 − 𝑴 ∙ 𝑴
 499 

𝐵 =
𝛿𝐸𝑀

𝛿𝐸𝐿
=

𝑳 ∙ 𝑳 − 𝑲 ∙ 𝑲

𝑲 ∙ 𝑲 − 𝑴 ∙ 𝑴
 500 

 501 
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(3.1.12) 

(3.1.11) 

means both A and B must be negative due to the denominator 𝑲 ∙ 𝑲 − 𝑴 ∙ 𝑴 being negative 502 

definite. As they are both ratios of the change in energy between one wave and another and 503 

since they’re both defined in terms of wave 𝜓𝑳, that means that any interaction between 504 

wave 𝜓𝑳 and waves 𝜓𝑲 and 𝜓𝑴 results in a cascade of energy away from 𝜓𝑳.  The ratio of A 505 

to B 506 

 507 

𝑆 =
𝑋

𝑌
=

𝑲 ∙ 𝑲 + 𝟐𝑳 ∙ 𝑲

𝑳 ∙ 𝑳 − 𝑲 ∙ 𝑲
 508 

 509 

produces an inverse cascade 𝑆 > 1 for situations where the norms of K and L are related 510 

via |𝑲| = |𝑳|(1 − 휀), and a normal energy cascade 𝑆 < 1 when |𝑲| = 휀|𝑳|. 𝜓𝑳 does not 511 

preferentially cascade energy toward one end of the spectrum over the other, but the net 512 

cascade of energy was suggested to be primarily toward small wavenumbers, because 513 

small wavenumber elements of the flow tended to have more energy than large 514 

wavenumbers innately. 515 

 516 

Unlike the energy cascade, the enstrophy cascade is primarily toward large wavenumbers. 517 

Taking the potential enstrophy 518 

 519 

𝒵 =
1

2
∑(𝑲 ∙ 𝑲)2𝜓𝑲𝜓𝑲

∗

𝑲

 520 

 521 

the same operation used for Equation 3.2.7 to determine the ratio of the enstrophy cascade 522 

from one wave to another yields 523 
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(3.1.13) 

 524 

𝑄 =
𝑲 ∙ 𝑲

𝑴 ∙ 𝑴
𝑆 . 525 

 526 

The result is that, in addition to the energy spectrum, there is an enstrophy spectrum that 527 

is effectively reversed: high wavenumbers tend to be enstrophy dominated, and they both 528 

produce higher enstrophy and have more enstrophy cascade toward them (Merilees and 529 

Warn 1975). 530 

 531 

This, of course, is not particularly surprising given what is known about the formulations of 532 

large-scale flow. For flow at the synoptic scales, part of the QG approximation dictates that 533 

the relative vorticity of the flow tends to be much smaller than the planetary vorticity, 534 

indicated by the smallness of the Rossby number. As a result, the enstrophy of the flow at 535 

large scales will also be dominated by the planetary enstrophy. This makes intuitive sense 536 

when you consider that the enstrophy is the square of the relative vorticity in physical 537 

space: 538 

 539 

𝓏 = ∫ 휁𝑟
2

𝑃𝑇

𝑝0

𝑑𝑝 , 540 

휁𝑟 = (
𝜕𝑣

𝜕𝑥
−

𝜕𝑢

𝜕𝑦
) , 541 

 542 

such that the order of the vorticity is the characteristic flow velocity over the characteristic 543 

length scale, U/L. Comparing the characteristic velocities across scales, the subsynoptic and 544 
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mesoscales tend to have flow velocity variations that don’t differ significantly from those of 545 

the synoptic scales. However, the characteristic length scales decrease by several orders of 546 

magnitude between the synoptic and mesoscales. As a result, the relative vorticity at the 547 

mesoscales tends to be as large or larger than the planetary vorticity. 548 

 549 

When considering the kinetic energy across scales, it is clear that most of the kinetic energy 550 

is concentrated at the higher wavenumbers in the form of zonal jets, which are 551 

characterized by the highest flow velocities. Because kinetic energy does not depend on 552 

length scale, reducing the spatial scale of the fluid motions does not have any effect on the 553 

kinetic energy, and thus there is no preference for the concentration of kinetic energy at 554 

small scales like there is with enstrophy. From this, we can say that the flow at large scales 555 

is energy dominated. Conversely, flow at subsynoptic, mesoscale, and microscales are 556 

enstrophy dominated.  557 

 558 

This is the second characteristic of the model input data that we seek to target with the 559 

wavelet filter. As discussed in section 3.1, the wavelet filter shouldn’t target the synoptic 560 

scales and mean flow. We want the incoherent wind to be that which is enstrophy 561 

dominated—high frequency components with small length scales that don’t perturb the 562 

background flow and thus ensure that the total kinetic energy of the model data is largely 563 

unchanged. It is likely that the eddy perturbations would be altered, but to order ε at most. 564 

This will reduce the enstrophy of the input data with minimized suppression of the kinetic 565 

energy and the synoptic scales. 566 

 567 
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(3.2.1) 

(3.2.2) 

(3.2.3) 

(3.2.5) 

(3.2.4) 

3.2 Nonlinear wavelet filter 568 

 569 

Now that some constraints on the filter target have been established, determining the filter 570 

threshold is needed. According to Helmholtz’ Theorem, a flow field can be decomposed into 571 

two components, the irrotational and the non-divergent flows. Those components are given 572 

by 573 

 574 

𝑽𝒏𝒅 = 𝐤 × ∇𝜓, ∇ ∙ 𝑽𝒏𝒅 = 0 575 

𝑽𝒊𝒓 = ∇𝜒, ∇ × 𝑽𝒊𝒓 = 0 576 

 577 

where 𝜓 is the stream function and χ is the velocity potential. Globally, winds in the mid to 578 

upper troposphere mid-latitudes are typically more strongly determined by the curl of the 579 

stream function than they are by the gradient of the velocity potential; the reverse is 580 

generally true for the tropics. As the name implies, the contribution of the irrotational wind 581 

to the vertical component of the relative vorticity vector is zero, and the contribution of the 582 

nondivergent wind to the divergence field is zero. Helmholtz’s Theorem also states that: 583 

 584 

𝑽 = 𝑽𝒊𝒓 + 𝑽𝒏𝒅 = 𝑽 = 𝛁𝜒 + 𝐤 × 𝛁𝜓 585 

 586 

or, in component form: 587 

 588 

𝑢 =
𝜕𝜒

𝜕𝑥
−

𝜕𝜓

𝜕𝑦
 589 
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𝑣 =
𝜕𝜓

𝜕𝑥
+

𝜕𝜒

𝜕𝑦
 590 

 591 

such that the wind is the sum of partial derivatives of the stream function and velocity 592 

potential. Filtering the irrotational wind only could be seen as a way to target subsynoptic 593 

components of the flow because they are higher order contributors at the synoptic scales, 594 

but doing so would not produce an incoherent field that reduces the enstrophy of the input 595 

field. Instead, the filter would be applied to both the stream function and velocity potential 596 

in a way that limits the reduction of the stream function power. 597 

 598 

First, the filter threshold 3.1.1 is calculated from the input velocity potential 599 

 600 

𝑠𝜒 = (
1

2
⟨𝜒⟩ ln(𝑁))

1
2

 601 

 602 

The magnitude of the nondivergent wind tends to be larger than the irrotational wind, and 603 

thus the variance of ψ tends to be higher than the variance of χ. This is important because ψ 604 

and χ are not filtered with different thresholds; sχ is used as the filter threshold for both 605 

variables. The relative smallness of the variance of χ allows for the filter to only remove the 606 

components of ψ that contribute weakly to the total variance of ψ, a goal set out by the 607 

analysis above. 608 

 609 

At this point in the filter process there are two possible methods that can be used. One 610 

method, the conventional method set out in Equation 3.1.2, is to set all coefficients larger 611 
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than the threshold to zero, invert the transform, and calculate a new threshold using the 612 

incoherent field produced by the inverse transform (Equation 3.1.2). This filter is referred 613 

to as the fine filter. The other filter, referred to as the coarse filter, is carried out by setting 614 

all transform coefficients that are smaller than the threshold to zero and inverting the 615 

transform, and is new to this study. This produces the coherent field, and its variance is 616 

used on the next iteration of the threshold calculation.  617 

 618 

The coarse filter produces much stronger filtering than the fine filter because the 619 

incoherent field has a much smaller variance than the coherent field. The two methods are 620 

arguably the maximum and minimum acceptable threshold limits, and produce the 621 

maximum and minimum “noisy” constituents of the total flow. The coarse filter is the only 622 

filter to produce an incoherent field that is large enough that it approaches the scale of the 623 

synoptic scale flow, and thus the fine filter is not used in this study. The effects of the coarse 624 

filter on the simulation input data are discussed in the following chapter. 625 

  626 
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CHAPTER IV 627 

EXPERIMENTAL PROCEDURES 628 

 629 

The case studies are simulated using the Advanced Research Weather Research 630 

Forecasting Model (WRF-ARW, WRF hereafter) version 4.1, compiled in realistic data 631 

mode. The WRF Pre-processing System (WPS), which takes input grib data and formats it 632 

such that WRF can ingest it, is version 4.1 as well. There is no data assimilation used in any 633 

model runs for this study: no analysis nudging, observation nudging, or spectral nudging is 634 

carried out. Boundary conditions are updated every six hours using WRF’s initialization 635 

routines.  636 

 637 

The model is configured for synoptic-scale events. Each model simulation makes use of a 638 

large outer domain (d01) covering a large portion of the Northern Hemisphere mid-639 

latitudes. Nested within that outer domain is a smaller, higher-resolution domain (d02). 640 

This inner domain is positioned such that much of the upstream dynamics is contained 641 

within the outer domain, minimizing potential boundary effects. A sample domain, from the 642 

January 2000 case, can be seen in Figure 4.1. The model uses two-way nesting for its 643 

domains. The inner domain is initialized 6 hours after the outer domain, so there is no WPS 644 

input for the inner domain; rather, the outer domain 6-hour forecast is used for 645 

initialization instead. The domains are built on a Lambert Conformal grid, with the outer 646 

domain having a nominal dx and dy of 60 km; the inner domain is one-third the scale of the 647 

outer domain and has a nominal dx and dy of 20 km. The model has 40 vertical sigma levels 648 
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and 4 soil levels. The dynamical core has a time step of 2 minutes for the outer domain and 649 

40 seconds for the inner domain. 650 

 651 

The simulation makes use of the WSM 5 microphysical scheme (Hong et al., 2004). The long 652 

and shortwave parameterization schemes are both New Goddard (Chou and Suarez, 1999) 653 

with a radiative 𝛥𝑡 of 20 minutes. This scheme also allows for cloud effects on the radiation 654 

optical depth. The surface layer physics model is the revised MM5 Monin-Obukhov scheme 655 

(Jimenez et al. 2012) for WRF models, with surface heat and moisture fluxes and a snow 656 

cover effect. The land surface model is the Unified Noah land-surface model (Tewari et al. 657 

2004). The planetary boundary layer physics model is the YSU planetary boundary layer 658 

model (Hong et al. 2006), called every time step.  The cumulus physics model is the Grell-659 

Freitas ensemble scheme (Grell and Freitas 2014) which is likewise called every time step. 660 

 661 

Turbulence and mixing uses the second order diffusion term along with the horizontal 662 

Smagorinksy first order closure.  Upper-level damping uses w-Rayleigh damping with a 663 

larger inverse time scale suited for real data cases. The parent domain uses a sixth order 664 

numerical diffusion with a 0.12 rate factor, while the child domain does not make use of 665 

this damping. 666 

 667 

Input data are from the NCEP FNL Operational Global Analysis data set (NCEP 2000) in 668 

GRIB1 format with forecasts every 6 hours. WRF is configured to update its boundary 669 

conditions for each of these forecast times. The GFS FNL dataset used in this study has a 670 

grid resolution of 1° by 1°; the 0.25° by 0.25° FNL dataset does not have temporal coverage 671 
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that includes the dates of this case study. The data is global and includes a volumetric 672 

inventory of many atmospheric variables on isobaric levels from 1000 hPa to 10 hPa; the 673 

WRF model initialization requires temperature, horizontal wind components, relative 674 

humidity, and geopotential height on isobaric levels. WRF also requires volumetric soil 675 

moisture and temperature at multiple ground depths, surface geography, surface pressure, 676 

mean sea-level pressure, and various other surface condition flags to properly build the 677 

model surface grid.  678 

 679 

The filter algorithm is implemented in Python using the PyWavelets wavelet transform 680 

module (Lee et al. 2006). FNL files are converted to netCDF using UCAR’s Python grib 681 

wrapper module. The wavelet family chosen for the filter algorithm is the Coiflet 4, based 682 

on the work of Yano et al. (2004) and Plu et al. (2008), the latter describing the general 683 

guidelines for choosing a wavelet family for filtering atmospheric data. The Coiflet family of 684 

wavelets, unlike many discrete wavelet families such as the Haar or Daubechies wavelets, is 685 

symmetric about its peak amplitude at zero and the Coiflet 4 specifically has 4 vanishing 686 

moments (Figure 4.1). Unlike Plu et al., filtering was carried out on the original data’s grid. 687 

This was done primarily for ease of interpretation: filtering the data after it has been pre-688 

processed and mapped to the WRF grid has the combined issues of the WRF pre-processing 689 

system interpolating data to a higher resolution grid, which can influence the power of the 690 

high wavenumber bands, while also making filtering along lines of latitude and longitude 691 

much more difficult. If the input signal is aligned with latitude and longitude, the transform 692 

allows for wavenumber bins in each coefficient node to contain easily separable subsets of 693 

either the zonal or meridional wavenumbers. 694 
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 695 

Edge effects pose a problem for the filter. There is no completely developed wavelet family 696 

that is orthogonal on the sphere; there are biorthogonal wavelet families that aim to fill this 697 

need, but were not considered for this project during the filter design phase. As a result, the 698 

wavelet transforms utilized do not account for variations in grid spacing in the input signal 699 

grid, nor are they able to account for the collapse of atmospheric data to a single harmonic 700 

at the poles. This results in systematic erroneous filtration occurring at around the 10 most 701 

poleward latitude lines.  To avoid this problem, events chosen take place mainly 702 

equatorward of 70 °N. 703 

 704 

Another edge effect that needs to be addressed is signal extension. While periodic signal 705 

extension is a sensible choice in the latitudinal direction, the stream function and velocity 706 

potential are not periodic across the poles. In order to account for the discrepancy in 707 

extension mode needs, the input data was mirrored across both poles. There is still some 708 

false periodicity near the poles introduced by this process that unfortunately cannot be 709 

avoided (this is shown in Chapter 8). Diagonal effects are the most pronounced here, and 710 

the combination of the two filter extensions produce the most systematic, erroneous 711 

transform errors. For each of the cases chosen, this is diminished by selecting model 712 

domains that do not entrain that erroneous data (Figure 4.2 for Case 1, Figure 4.3 for Case 713 

2, and Figure 4.4 for Case 3). Each of these domains are chosen such that the troughs and 714 

vorticity signatures of interest are almost entirely contained in the inner domains for as 715 

much of the model time as possible, and that initial and boundary conditions do not include 716 

erroneous periodicity. 717 
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 718 

The Case 1 unfiltered stream function power spectrum for all input isobaric levels in log-719 

base 10 units is shown in Figure 4.5, calculated via the square of the transform coefficients 720 

divided by their wavelet space transform scale (Liu et al. 2007). The axes of Figure 4.5 are 721 

the zonal and meridional wavenumbers, with the largest, planetary scale flow components 722 

at the upper left and the smallest, mesoscale flow components at the lower right; the 723 

largest wavenumber is 180 since the input data has a 1° resolution.  As expected, the 724 

largest scales have more energy than smaller spatial scales. One can also note that there is a 725 

bias toward the zonally elongated constituents, which hold slightly more energy than their 726 

meridional counterparts. The unfiltered velocity potential (Figure 4.6) also shows much 727 

more energy at the large scales than the small scales, however there is no bias in 728 

orientation. Additionally, the power spectrum falls off more quickly in the velocity 729 

potential, with the smallest scales seeing about an order of magnitude less energy than in 730 

the stream function. The filtered stream function for Case 1 has energy reduced by several 731 

orders of magnitude at the subsynoptic scales (Figure 4.7). The filtered velocity potential 732 

shows a similar outcome (Figure 4.8) but with an even stronger reduction in subsynoptic 733 

node energy.  734 

 735 

The reduction in stream function energy via filtering results in a reduction of total stream 736 

function variance of around 1-2%, and the reduction in the velocity potential energy results 737 

in a reduction of total velocity potential variance of around 2-6%. Reductions in variance 738 

are typically higher near the surface than at the upper levels.  Cases 2 and 3’s filtered 739 

results (not shown) are virtually identical, with weak variation in variance reduction in 740 
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time. The resulting wind fields achieve our goal: reducing the components of wind that 741 

weakly contribute to the total energy of the atmosphere while reducing the enstrophy 742 

more strongly.  743 

  744 
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Figures 745 

 746 

 747 

Figure 4.1: The Coiflet 4 Wavelet (top) and Scaling (bottom) Function. 748 
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 749 
Figure 4.2: Domain Configuration for Case 1. The outer domain (d01) has a grid size of 190 by 110 grid points 750 

at a grid spacing of 60 km. The inner domain (d02) has a grid size of 301 by 229 grid points with a grid 751 

spacing of 20 km. 752 

 753 
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 754 
Figure 4.3: WRF model domains for the Case 2. The grid spacing is the same as that of Case 1. The outer 755 

domain has a 183x113 grid and the inner domain has a 274x184 grid. 756 

 757 
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 758 

Figure 4.4: WRF model domains for Case 3. The grid spacing is the same as the other cases. The outer domain 759 

has a 195x113 grid and the inner domain has a 195x1113 grid. 760 

 761 
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 762 

Figure 4.5: Case 1 Base Tropospheric Stream Function Power Spectrum at 0 Hours. Axes are wavenumber, 763 

and the colorbar represents the log base 10 energy of the nodes. 764 
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 766 

Figure 4.6: Case 1 Base Tropospheric Velocity Potential Power Spectrum at 0 Hours.  767 
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 769 

Figure 4.7: Case 1 Differential Tropospheric Stream Function Power Spectrum at Model Initialization. 770 
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 772 

Figure 4.8: Case 1 Differential Tropospheric Velocity Potential Power Spectrum at Model Initialization. 773 
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CHAPTER V 775 

CASE 1: JANUARY 2000 776 

 777 

Case 1 features a baroclinic wave that deepens in the north central Pacific from late January 778 

into early February 2000.  It is a representative example of a common type of upper-779 

tropospheric feature during this time of year for the Pacific (Martius et al. 2007).   780 

 781 

5.1 Day 1 782 

 783 

Figure 5.1 shows the 300 hPa instantaneous geopotential height perturbation and potential 784 

vorticity (PV) fields during the first 18 hours of the inner domain simulation, which 785 

initializes 6 hours after the outer domain’s initialization; geopotential height perturbation 786 

is defined as the departure from the mean along the x-axis Already present in the north 787 

Pacific is a broad, shallow trough extending south to around 30° N. At 6 hours, the 788 

tropopause PV gradient (PVU 1-3) is wavelike. Figure 5.2 shows the mean sea level 789 

pressure (MSLP) and 1000-500 hPa thickness for the same times as Figure 5.1. There are 790 

pressure minima near and downshear of the upper-level height minima at the 300 hPa 791 

level. From this, mutual amplification of the upper-level trough and surface lows in the 792 

central Pacific would be expected, and indeed this can be observed in both fields. Over time, 793 

the negative geopotential height anomalies become less anticyclonically tilted, broader, and 794 

larger in magnitude. 795 

 796 
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The PV in the coarse simulation (Figure 5.3) is higher at the southern edge of the wave and 797 

northern edge of the ridge at initialization and lower in the wave interior (Figure 5.4). As 798 

expected, higher (lower) PV is correlated spatially with lower (higher) geopotential height 799 

anomalies from the coast of Hokkaido to the southern Bering Sea. The coarse MSLP is 800 

broadly higher over the central Pacific and lower over Siberia and the east Pacific (Figure 801 

5.5, difference field Figure 5.6).  Figure 5.2 and 5.5 indicate that there is little difference in 802 

the large-scale thermal structure of the troposphere during the first day. Figure 5.4 shows 803 

that, at initialization, the PV field aloft differs between the two simulations, but by 18 hours 804 

the two are more similar, and differences appear to be caused by advection of initialization 805 

differences and not from amplification. The relative humidities at 700 hPa of the two 806 

simulations are shown in Figures 5.7 and 5.8. Both simulations show RH values of 90% or 807 

greater in the vicinity of the developing surface low after 18 hours, suggesting that both 808 

simulations’ large-scale conditions permit precipitation. All of the above suggests that 809 

differences in MSLP during the early simulation may be tied less to the large-scale flow and 810 

more to perturbations and small-scale variability. 811 

 812 

Figure 5.6 suggests there is also a small difference in the surface pressure near Hokkaido at 813 

24 hours, though this is not associated with any particular PV anomaly or height minimum 814 

aloft. Because the RH indicates favorable conditions for precipitation in both simulations, 815 

differences between the simulations’ moist dynamics may be the cause of the differential 816 

development. Examining the differential 6-hour precipitation between the two simulations 817 

at 12 hours (Figure 5.9), it is clear there is precipitation occurring southwest of Hokkaido 818 

that is stronger in the base simulation. From this arises a question: do differences in small-819 
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scale variability between the two simulations beget differences in precipitation or vice 820 

versa? Filtering the input data removes small-scale variability, so a reduction in 821 

precipitation in the coarse simulation could be an indicator that precipitation at this time is 822 

driven by small structures. To identify the differences in small scale variance between the 823 

simulations, we look to the enstrophy. High values of column-integrated enstrophy suggest 824 

that stronger perturbations or higher small-scale variability are present at a given location. 825 

Additionally, using an envelope function such as a Gaussian filter can tell us the 826 

neighborhood in which higher small-scale variability is present and the overall magnitude 827 

of that variability. Figure 5.10 shows the column-integrated enstrophy for both simulations 828 

at 18 hours. Some small-scale variance exists southwest of Hokkaido, co-located with the 829 

high relative humidity seen in Figure 5.7. The coarse simulation enstrophy shows similar 830 

behavior, but the two simulations’ maxima are displaced (Figure 5.11). Six hours later 831 

(Figures 5.12 and 5.13), in addition to having higher enstrophy maxima over Hokkaido, the 832 

coarse simulation has a broad region of higher precipitation accumulation farther north 833 

(Figure 5.14), co-located with the region of the maximum MSLP difference; this becomes 834 

more prominent at 30 hours (Figure 5.15 and 5.16).  This would suggest that differential 835 

development of small-scale variability causes heavier precipitation in the microphysics 836 

scheme of the model and not the other way around, and the injection of latent heat 837 

provides a differential surface pressure change through small-scale latent heat release. 838 

 839 

 840 

 841 
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5.2: Interpretation using wavelet energy and cluster analysis 842 

 843 

We now look to the spectral components of the simulations to investigate more 844 

quantitatively how the simulations differ statistically. We can define a nodewise kinetic 845 

energy partition by starting with the wavelet node energy, 𝑃𝑛
′  (Liu et al. 2007):  846 

 847 

𝑃𝑛
′ = ∑ 2−𝑗‖𝑈𝑝,𝑛

′ ‖
2

𝑃

𝑝=𝑝0

 848 

 849 

where 𝑈𝑝,𝑛
′  is the perturbation from the zonal mean of the total wind on a given pressure 850 

level p in node n and j is the transform level. The nodewise energy is normalized using the 851 

ensemble mean—with the first day excluded— and divided by the standard deviation to 852 

create the ensemble energy partition: 853 

 854 

𝑃𝑛
∗ =

𝑃𝑛
′ − 𝑃𝑛

′̅

𝜎
𝑃𝑛

′̅̅̅̅
 855 

 856 

Here, the ensemble is the combination of base and coarse simulations for a given case.  This 857 

internal nodewise energy partition for the simulation wind does not include interactions 858 

between nodes. We are limiting ourselves to using the largest spatial scales only because 859 

spatial scales contained in nodes smaller than these would not cascade energy up into the 860 

synoptic scales. Upscale effects at the synoptic scales would be driven primarily by 861 

injection of energy from subsynoptic and largest mesoscales. The two-dimensional wavelet 862 
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packet transform at the fourth transform level for our domain size and grid spacing 863 

provides convenient breakpoints between synoptic and subsynoptic spatial scales.  Only 864 

the 16 largest nodes are used in the energy partition visualization, so the minimum 865 

resolvable wavelength is roughly 200 km meridionally and zonally. The fourth level 866 

approximation node (the AAAA node; see Figure 3.2) is a domain-wide synoptic-planetary 867 

node, meaning the bin of spatial components has a maximum extent of the entire model 868 

domain and has a minimum extent near the synoptic injection scales. Nodes filtered using 869 

only low-pass filters in the x-direction have zonal extents long enough to be considered 870 

synoptic but have subsynoptic meridional extents. The opposite is true for purely vertical 871 

nodes which have been filtered with low-pass filters in the y-direction. Purely diagonal 872 

nodes lack elongation so only the largest diagonal node is synoptic scale while the rest are 873 

subsynoptic. The remaining nodes are some combination of low and high pass filters in 874 

zonal and meridional directions, so they all have various degrees of anisotropy in the 875 

subsynoptic ranges.  876 

 877 

Figures 5.17 and 5.18 are time series of the normalized nodewise energy partitions 𝑃𝑛
∗. Line 878 

thickness represents spatial scale, with thicker lines representing greater wavelengths; line 879 

color represents anisotropy, with red (blue) lines representing zonal (meridional) 880 

elongation; and line saturation represents the degree of anisotropy, with higher (lower) 881 

saturation representing greater (weaker) elongation. Black lines represent isotropic nodes, 882 

and the thickest black line is the fourth level approximation node. Before discussing 883 

specific times, we can quickly note a few general trends in the simulations. First is that both 884 

simulations begin with substantially below average perturbation wind energy at 885 
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initialization in almost all nodes, and total energy steadily increases for the first 12-24 886 

hours with small-scale energy increasing most rapidly within the first 4-6 hours. This is 887 

due to the inner domain initializing from the forecast time of the outer domain: there is a 888 

3:1 grid ratio between the inner and outer domain, and thus the resolvable features at 6 889 

hours are limited by the grid resolution of the outer domain. Both simulations also exhibit 890 

an upward trend in the meridionally elongated nodes at the expense of the zonally 891 

elongated nodes; this trend is smaller in the coarse simulation. Finally, both simulations 892 

share very similar domain-wide synoptic energy partition behavior, which is expected 893 

given the maps shown earlier.  894 

 895 

The coarse simulation has significantly less energy in its perturbation energy partition at 896 

initialization than the base simulation across all nodes except for the largest approximation 897 

node. As mentioned, both simulations have very low small-scale perturbation wind energy 898 

at initialization, which increases quickly after 6-10 hours; Figures 5.19-5.22 show the 899 

development of that energy in the nodewise energy spectra for each simulation. The 900 

mechanism is intuitive: there is conversion of background energy to eddy energy through 901 

synoptic injection via baroclinic growth at the largest spatial scales, and a direct injection of 902 

energy through radiative and cloud parameterizations in the simulations at the smallest 903 

resolvable spatial scales. That the mid-range nodes receive energy last is most evident in 904 

Figure 5.22, where the coarse simulation, having less initial energy due to the filter process, 905 

lags behind the base simulation in the mid-range spatial bands. 906 

 907 
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In the first 12 hours it is noticeable how much more perturbation wind energy the base 908 

simulation has than the coarse simulation. Figure 5.23 shows 850 hPa and 300 hPa winds 909 

reconstructed from the largest zonally elongated nodes as well as the largest subsynoptic 910 

isotropic nodes at 16 hours simulation time in the base simulation. Perturbation winds are 911 

stronger at the lower level than at the upper level in the northern part of the trough in the 912 

center of Figure 5.1c, though at the southern edge of the wave the perturbations are 913 

comparable. Though zonally aligned perturbations appear throughout the domain at this 914 

time, they are strongest in the mid-latitudes and near the subtropics. Figure 5.24, depicting 915 

the same spatial scale of perturbations but replacing the zonally elongated nodes with 916 

meridionally elongated nodes, shows the differences in typical locations for different 917 

elongated flow components: meridionally elongated flow tends to be closer to the polar 918 

regions of the mid-latitudes, with almost none farther south. As the wave is only weakly 919 

meridional, there is very little meridional elongation in the wave as a whole, and there is 920 

significantly more meridional elongation in the perturbation winds in the lower level than 921 

upper level.  Figures 5.25 and 5.26 show the zonally and meridionally elongated 922 

components, respectively, of the coarse simulation at the same time as Figure 5.23 and 923 

5.24. The coarse simulation exhibits the same behavior as the base simulation: weak 924 

meridionality in the southern mid-latitudes and stronger elongation in the lower levels. 925 

The magnitude of the perturbations is less in the coarse simulation for both types of 926 

elongation as well as the isotropic perturbations in the southern end of the wave, and there 927 

are some locational differences between the two sets of components, but these fit firmly 928 

within the broad observations made earlier in this section. The two simulations differ 929 

statistically in that the coarse simulation perturbations have much lower variance than the 930 
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base simulation, both in terms of their hour-to-hour change but also their across-node 931 

spread (not shown). 932 

 933 

The energy partition time series (Figs. 5.17 and 5.18) can be difficult to parse and we 934 

would like a simpler view into how the nodes vary collectively. We can use clustering to do 935 

this using 𝑃𝑛
∗; for our purposes, we will make use of a k-means clustering algorithm. Each 936 

simulation forecast time's similarity with a given cluster is measured by determining the 937 

root-mean-square difference between the normalized cluster energy and forecast time 938 

energy across all sixteen nodes. This can be represented as: 939 

 940 

𝐷𝑘 = (∑(𝑃𝑛
∗ − 𝐶𝑘,𝑛)

2
𝑁

𝑛=1

)

1
2

 941 

 942 

where 𝐶𝑘,𝑛 is the normalized energy for a given cluster k and node n. The k-means 943 

clustering algorithm seeks to identify K clusters (the number of clusters K is specified by 944 

the user) such that, averaged over all times, the L2 distance from the energy state to the 945 

nearest cluster is minimized.  The cluster with the smallest associated 𝐷𝑘 for a given 946 

forecast time describes that forecast time most accurately. Differences between the 947 

simulations’ associated clusters indicates that the two simulations have different spectral 948 

configurations. 949 

 950 

Figure 5.27 depicts the clusters for the “ensemble.” We have chosen to use 6 clusters due to 951 

a combination of explanatory power and robustness— using fewer clusters makes 952 
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transitions between clusters harder to interpret and using more clusters causes them to 953 

not be robust to different first guesses for cluster patterns. Only clusters one and four 954 

describe states whose synoptic scale energy partition tends to be greater than the temporal 955 

mean. Cluster one represents a simulation state where there is a large amount of energy 956 

across most of the largest and intermediate spatial scales and only the smallest zonally 957 

elongated spatial scales lack energy, while cluster four represents a simulation state where 958 

energy is concentrated in the zonally elongated and weakly isotropic nodes with less 959 

energy in the meridionally elongated nodes. Of those remaining, clusters two and five 960 

describe simulation states with energy below the temporal mean for the majority of their 961 

nodes. Cluster six is like clusters one and four in that it is an excited state with many nodes 962 

above their temporal means but lacks in the large-scale synoptic energy of the other two. 963 

Lastly, cluster three is a weak perturbation cluster, where no centroids have magnitudes 964 

much greater than the ensemble mean.   965 

 966 

Now, with the clusters described, we can discuss the simulation 𝐷𝑘. Figure 5.28 depicts 𝐷𝑘 967 

for the base simulation, including a line for the “null cluster,” an artificial cluster 968 

representing 𝐷𝑘 for the mean state (e.g., 𝑃𝑛
∗ is zero). At initialization, there is a very large 969 

spike in 𝐷𝑘 for all clusters, a result of the steps we took calculating the energy partition. 970 

Since the first 24 time steps do not contribute to the ensemble mean, and there are no 971 

other times where the perturbation energy partition is as negative as it as at initialization, 972 

no cluster comes particularly close to representing its variance state. As mid-range flow 973 

components populate—a process that completes approximately 12 hours or so after the 974 

inner domain’s initialization—there is a steady reduction in 𝐷𝑘 for all nodes. Afterward, 975 
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there is an increase in 𝐷𝑘 that is associated with the large reduction in nodewise partition 976 

energy as seen in Figure 5.17. This occurs because there is a large amount of both zonal and 977 

meridionally elongated flow components near the northeastern edge of the simulation 978 

domain which migrate out of the domain and cease to contribute energy to those nodes. 979 

The coarse simulation (Figure 5.29) shows similar behavior, with a smaller bump in 𝐷𝑘 due 980 

to the coarse simulation having less total node energy within the first day, and the 981 

migration of perturbation energy out of the domain affects the coarse 𝐷𝑘 to a lesser degree. 982 

 983 

5.3 Day 2  984 

 985 

Figures 5.28 and 5.29 show that both simulations transition from the mean variance state 986 

to cluster state four around 30-36 hours (the coarse simulation transitions later), 987 

suggesting the troposphere as a whole is broadly defined by large-scale synoptic and 988 

zonally-elongated flow. By the time day 2 begins, the upper-level trough ceases deepening 989 

(base: Figure 5.30, coarse: Figure 5.32, and difference field Figure 5.33). The southernmost 990 

minimum maintains its intensity for most of the day, but becomes decoupled from the 991 

surface low by the end (base: Figure 5.31, coarse: Figure 5.34). In the base simulation at 992 

hour 48, the height minimum over the Bering Strait has descended southward and the 993 

height minimum over the central Pacific that developed 24 hours previously has filled in. In 994 

the coarse simulation, the southernmost upper-level trough remains intense longer, and 995 

the northernmost height minimum, while extending equatorward during the second day, 996 

does not weaken on its north edge. It ends the day much more elongated than in the base 997 

simulation. In Figures 5.17 and 5.18, at both the synoptic and subsynoptic scales, the 998 
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meridionally elongated nodes’ energy is increasing, meaning there would be a net increase 999 

in tropospheric north-south winds throughout both simulations. Both simulations during 1000 

day 2 have a large portion of their total perturbation energy in the domain-wide isotropic 1001 

node,. It follows from both of these observations that differences between the two 1002 

simulations would not be in the upper levels but rather in the middle and lower 1003 

troposphere where smaller scale constituents of flow have higher amplitudes. 1004 

 1005 

The base MSLP and 1000-500 km thickness during day 2 (Figure 5.31) shows three 1006 

cyclones over the North Pacific.  The southernmost has moved away from its associated 1007 

300 hPa low after 36 hours as the latter stagnated, and the two do not interact further. The 1008 

northernmost has been migrating equatorward for the entirety of the simulation, and 1009 

retained favorable baroclinic tilt with its associated upper-level height minimum and 1010 

maintains itself. This brings us to the westernmost low. At that time, the upper-level wave 1011 

is still largely meridionally confined, showing a local minimum in geopotential height 1012 

aligned with a zonal streak of PV. The total precipitation of the simulations (Figure 5.35 1013 

and 5.36) shows, in the middle of day 2, there is precipitation occurring on the eastern and 1014 

northern sides of the low minimum; the former is rain and the latter is snow. Precipitation 1015 

is less concentrated in the coarse simulation than the base simulation, and by proxy there 1016 

would be less concentrated latent heat release from condensation in the coarse simulation. 1017 

The background conditions in both simulations are favorable for precipitation for the 1018 

majority of the area surrounding the low in both simulations (very high RH, not shown), so, 1019 

like during day 1, there must be some perturbation-based cause for the differences in the 1020 

convective outcomes. 1021 
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 1022 

Figure 5.37 is a plot of the domain-scale 350 hPa divergence and 850 mb geopotential 1023 

height anomalies for the base simulation at 36 hours. There is a region of upper-level 1024 

divergence southeast of the 850 hPa low near Japan aiding in the reduction of surface 1025 

pressure and producing favorable conditions for upward motion; the region of divergence 1026 

is in the same location that the MSLP low develops during the next 6 hours. Figure 5.38 1027 

shows the same fields as 5.37, but the upper-level divergence is constructed using the 1028 

zonally elongated nodes only. The divergence and convergence regions are much smaller, 1029 

as would be expected, but there is some overlap between the large isotropic and zonally 1030 

elongated nodes’ divergences in the downstream region of the lower level low. To the 1031 

northeast of the low, isotropic upper-level divergence is approximately offset by small-1032 

scale upper-level convergence. Conversely, to the southeast upper-level isotropic 1033 

divergence is enhanced by upper-level zonally elongated divergence. This produces a net 1034 

divergence to the south, causing the low to migrate southeast quickly. Figures 5.39 and 1035 

5.40 show the coarse large-scale isotropic and zonally elongated spectral divergences, 1036 

respectively, along with the 850 hPa height perturbation. The coarse synoptic scale 1037 

perturbations’ contribution to the 350 hPa divergence is similar in location and intensity to 1038 

the base, but there is a smaller contribution from the zonally elongated features. The lack of 1039 

mutual amplification ahead of the low could explain the heaver precipitation in the base 1040 

simulation during this time. It also provides a mechanism, though indirect, that the 1041 

subsynoptic flow can project onto the synoptic scales. 1042 

 1043 
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By the end of the day, the coarse simulation’s meridionally elongated perturbation energy 1044 

partition has grown larger than the large-scale synoptic components, and the cluster 1045 

variance state of the coarse simulation transitions from cluster state five to cluster state 1046 

two. Figure 5.29 shows that the 𝐷𝑘 for cluster state one is steadily declining throughout the 1047 

day, matching the general increase in meridionally elongated nodes. This is in contrast to 1048 

the base simulation which does not undergo a transition in associated clusters. The base 1049 

simulation maintains a consistent level of zonally elongated flow components while seeing 1050 

a reduction in meridionally elongated components by the end of day 2. 1051 

 1052 

5.4 Day 3 1053 

 1054 

Between days 2 and 3, the largest perturbation node’s contribution to the perturbation 1055 

energy declines after 48 hours. This decline persists throughout day 3, and both 1056 

simulations have similar variance in the large-scale isotropic flow by the end of day 3. This 1057 

decline is concurrent with the expansion of the PV hole at 300 hPa (base: Figure 5.41, 1058 

coarse: Figure 5.42, and difference field Figure 5.43) which splits the upper-level wave. 1059 

Midway through day 3, both simulations undergo transitions in their associated clusters: 1060 

the base simulation transitions from cluster four to cluster three, and the coarse simulation 1061 

transitions from cluster one to cluster six. Both new variance states are characterized by 1062 

large-scale synoptic perturbation energy below ensemble temporal mean and meridionally 1063 

elongated flow components being generally above the ensemble temporal mean. At a 1064 

glance, one would expect that the two simulations would vary primarily in the zonally 1065 

elongated nodes—cluster state six is associated with greater small-scale zonal energy than 1066 
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cluster state three, and thus the coarse simulation should have greater zonality. This, 1067 

however, is not the case. Figures 5.44 and 5.45 show the base and coarse simulation zonally 1068 

elongated nodes, respectively, at 66 hours when each variance state’s 𝐷𝑘 is minimized. The 1069 

base simulation actually appears to have more energy at these levels, and a quick glance at 1070 

the spectral time series suggests that this is entirely plausible. This helps to remind us that 1071 

the describing clusters are not exact matches for the simulation data but approximates of 1072 

the nodal distributions. 1073 

 1074 

Knowing that the zonally elongated features are not the reason for the differing cluster 1075 

identifications, we turn to the meridional nodes, plotted in Figures 5.46 and 5.47. Here it is 1076 

clear that the coarse simulation has more meridionally aligned perturbation energy than 1077 

the base simulation. Also, the coarse simulation, having had persistent above-ensemble-1078 

mean meridional elongation, produced a northern wavetrain of 300 hPa PV with eastward 1079 

propagation of almost 10° that is largely separated from the wave to its south. Congruence 1080 

between zonally and meridionally elongated flow constituents is likely an indicator of wave 1081 

amplification. Between 54 and 66 hours rapid amplification of the 300 hPa wave begins. 1082 

This is concurrent with overlapping zonal and meridional elongation in the storm track, 1083 

which has not occurred prior to this time. Transition from an assigned cluster with a large, 1084 

domain-wide feature and strong zonality to a cluster with small-scale zonal elongation and 1085 

the intensification of meridional flow components occurs as a result.  1086 

 1087 

The rapid transition from the excited cluster three to the low energy partition cluster two 1088 

in both simulations at hour 70 (Figure 5.28 and 5.29) arises due to the rapidity of the 1089 
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transformation of the PV trough shape and the transfer of energy downscale. Both 1090 

simulations are exhibiting nonlinear behavior as the 300 hPa wave amplitude grows to be 1091 

very large and the PV begins to deform into thin filaments. Transition from large-scale 1092 

energy to subsynoptic scale energy is quick and lasts briefly before the energy is then 1093 

cascaded downscale further. 1094 

 1095 

5.5 Day 4 1096 

 1097 

The vorticity and PV fields continue to filament and stretch through the end of the 1098 

simulation (Figure 5.48). The latitudinal span of the trough does not change, but the 1099 

downstream ridge in both simulations extends farther northward until the end of the 1100 

simulation; the coarse simulation sees a lesser northward extent of the ridge (Figure 5.50) 1101 

than the base simulation, which is concurrent with a slower migration of the surface low 1102 

(Figures 5.49, 5.51).  1103 

 1104 

During this day, both models experience a transition from cluster one to cluster four (see 1105 

Figure 5.28 and 5.29). The filamentation of the vorticity in both the zonal and meridional 1106 

directions by the flow during day 4 are the kind of self-organization of PV gradients often 1107 

seen in the atmosphere. During day 3 and 4, there is a high amount of deformation of the 1108 

PV along the southern edge of the upper-level trough, and without any destruction 1109 

occurring this allows the very thin zonal and meridional flow components to accumulate 1110 

PV, resulting in a surge in that scale’s perturbation energy; the transition to a state 1111 

described by cluster five results. 1112 
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 1113 

Finally, there is one final transition very late in the simulation time to cluster six in the base 1114 

simulation. This is due to the fact that the coarse simulation has had persistently strong 1115 

meridionally elongated flow components in the northern Pacific that has propagated 1116 

energy southeast along the northern edge of the ridge. The base simulation does not exhibit 1117 

this behavior, and much of the north Pacific low’s energy remains in the model domain. 1118 

Figure 5.48 shows the amplification of the wave height continues during this time.  It is 1119 

probable that the 300 hPa wave in the base simulation would go on to break if the 1120 

simulation extended beyond 90 hours. 1121 

 1122 

1123 
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Figures 1124 

 1125 

Figure 5.1: Case 1 Base 300 hPa Geopotential Height Anomaly (contours, dashed negative) and PV (filled 1126 

contours), Day 1. Contour intervals are 50 gpm for height anomaly and 1 PVU for PV. From here on, unless 1127 

otherwise noted, figures are of the simulation inner domains. 1128 

 1129 
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 1130 

Figure 5.2: Case 1 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Day 1. Contour intervals are 5 1131 

hPa for pressure and 100 m for thickness. 1132 
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 1133 

Figure 5.3: Case 1 Coarse 300 hPa Geopotential Height Anomaly and PV, Day 1.  Contour intervals are 50 gpm 1134 

for height anomaly and 1 PVU for PV.  1135 
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 1136 

Figure 5.4: Case 1 Differential 300 hPa Geopotential Height Anomaly and PV, Day 1. Contour intervals are 15 1137 

gpm for differential height and 0.5 PVU for differential PV.  Here and elsewhere, a positive difference indicates 1138 

higher values in the coarse simulation. 1139 

 1140 
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 1141 

Figure 5.5: Case 1 Coarse Mean Sea-Level Pressure and 1000-500 hPa Thickness, Day 1. Contour intervals are 1142 

5 hPa for pressure and 100m for thickness. 1143 

 1144 
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 1145 

Figure 5.6: Case 1 Differential Mean Sea-Level Pressure, Day 1. Contour intervals are 2 hPa with the 0 hPa 1146 

contour bolded. 1147 

 1148 
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 1149 

Figure 5.7: Case 1 Base 700 hPa Relative Humidity and Geopotential Height, Day 1. Contour intervals are 100 1150 

gpm for height and 5% for RH. 1151 

 1152 
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 1153 

Figure 5.8: 7 Case 1 Coarse 700 hPa Relative Humidity and Geopotential Height, Day 1. Contour intervals are 1154 

100 gpm for height and 5% for RH. 1155 

 1156 
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 1157 

Figure 5.9: Case 1 Differential 6-hour Total Precipitation Accumulation at 12 Hours. Contours are differential 1158 

MSLP with a 2 hPa interval. Differential precipitation contours are 0.4 mm with the interval -0.4 to 0.4 1159 

appearing white. 1160 
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 1161 

Figure 5.10: Case 1 Column-Integrated Enstrophy at 18 Hours. Panel titles indicate the standard deviation of 1162 

the envelope function and, by proxy, the half-width. Top panels are with no envelope function. The left 1163 

column panels are the base simulation and the right column panels are the coarse simulation. Contour 1164 

intervals are 0.2x10-4 hPa s-1. 1165 

 1166 
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 1167 

Figure 5.11: Case 1 Differential Enstrophy Envelope at 18 Hours. Contour intervals are 10-4 hPa s-1. 1168 

 1169 
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 1170 

Figure 5.12: Case 1 Column-Integrated Enstrophy at 24 Hours. Contour intervals are 2x10-4 hPa s-1. 1171 

 1172 
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 1173 

Figure 5.13: Case 1 Differential Enstrophy Envelope at 24 Hours. Contour intervals are 10-4 hPa s-1. 1174 

 1175 
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 1176 

Figure 5.14: Case 1 Differential 6-hour Total Precipitation Accumulation at 24 Hours. Contours are differential 1177 

MSLP with a 2 hPa interval. Differential precipitation contours are 0.4 mm with the interval -0.4 to 0.4 1178 

appearing white. 1179 

 1180 
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 1181 

Figure 5.15: Case 1 Differential 6-hour Total Precipitation Accumulation at 30 Hours. Differential 1182 

precipitation contours are 0.4 mm with the interval -0.4 to 0.4 appearing white. 1183 

 1184 
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 1185 

Figure 5.16: Case 1 Differential Enstrophy Envelope at 30 Hours. Contour intervals are 10-4 hPa s-1. 1186 

 1187 
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 1188 

Figure 5.17: Case 1 Base Nodewise Total Wind Energy Partition Time Series. Red (blue) lines represent zonal 1189 

(meridional) elongation, with line thickness indicating constituent scale and hue representing degree of 1190 

elongation.  1191 
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 1193 

Figure 5.18: Case 1 Coarse Nodewise Total Wind Energy Partition Time Series. Line color, hue, and thickness 1194 

are the same as in Figure 5.17.  1195 
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 1197 

Figure 5.19: Case 1 Base Tropospheric Perturbation Total Wind Power Spectrum at 6 Hours. Axes highlight 1198 

the maximum and minimum wavelengths resolvable by the model.  1199 
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 1201 

Figure 5.20: Case 1 Base Tropospheric Perturbation Total Wind Power Spectrum at 12 Hours. 1202 
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 1204 

Figure 5.21: Case 1 Coarse Tropospheric Perturbation Total Wind Power Spectrum at 6 Hours.  1205 
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 1207 

Figure 5.22: Case 1 Coarse Tropospheric Perturbation Total Wind Power Spectrum at 12 Hours.  1208 
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 1210 

Figure 5.23 Case 1 Base Total Wind at 300 (filled) and 850 hPa (contours), Zonally Elongated Spectral 1211 

Components. Contour intervals for both are 2 ms-1 1212 

 1213 
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 1214 

Figure 5.24: Case 1 Base Total Wind at 300 (filled) and 850 hPa (contours), Meridionally Elongated Spectral 1215 

Components. Contour intervals for both are 2 ms-1. 1216 

 1217 
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 1218 

Figure 5.25:  Case 1 Coarse Total Wind at 300 (filled) and 850 hPa (contours), Zonally Elongated Spectral 1219 

Components. Contour intervals for both are 2 ms-1 1220 

 1221 
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 1222 

Figure 5.26: Case 1 Coarse Total Wind at 300 (filled) and 850 hPa (contours), Meridionally Elongated Spectral 1223 

Components. Contour intervals for both are 2 ms-1 1224 

 1225 

 1226 
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 1227 

Figure 5.27: Case 1 k-Means Cluster Centroids, Integral Perturbation Total Wind. The black line represents a 1228 

line of isotropy across, with nodes above the line zonally-elongated and those below meridionally elongated.  1229 

 1230 
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 1231 

Figure 5.28: 𝐷𝑘  for the Case 1 base simulation.  1232 

 1233 
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 1234 

Figure 5.29: 𝐷𝑘  for the Case 1 coarse simulation. 1235 

  1236 
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 1237 

Figure 5.30: Case 1 Base 300 hPa Geopotential Height Anomaly and PV, Day 2. Contour intervals are 50 gpm 1238 

for height anomaly and 1 PVU for PV.  1239 

 1240 
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 1241 

Figure 5.31: Case 1 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Day 2. Contours are 5 hPa for 1242 

pressure and 10m for thickness. 1243 
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 1244 

Figure 5.32: Case 1 Coarse 300 hPa Geopotential Height Anomaly and PV, Day 2. Contour intervals are 50 gpm 1245 

for height and 1 PVU for PV. 1246 

 1247 
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 1248 

Figure 5.33: Case 1 Differential 300 hPa Geopotential Height Anomaly and PV, Day 2. Contour intervals are 15 1249 

gpm for differential height and 0.5 PVU for differential PV. 1250 

 1251 
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 1252 

Figure 5.34: Case 1 Differential Men Sea-Level Pressure, Day 2. Contour intervals are 2 hPa with the 0 hPa line 1253 

bolded.  1254 

  1255 

 1256 
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 1257 

Figure 5.35: Case 1 Base 3-hour Total Precipitation Accumulation at 42 Hours. Units are mm. 1258 

 1259 
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 1260 

Figure 5.36: Case 1 Coarse 3-hour Total Precipitation Accumulation at 42 Hours. Units are mm. 1261 

 1262 
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 1263 

Figure 5.37: Case 1 Base 350 hPa Divergence (filled), Largest Isotropic Spectral Component, and 850 hPa 1264 

Height Anomaly (contours) at 36 Hours. Intervals are 10-4 s-1 for divergence and 20 gpm for height. 1265 

 1266 
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 1267 

Figure 5.38: Case 1 Base 350 hPa Divergence (filled), Zonally Elongated Spectral Components, and 850 hPa 1268 

Height Anomaly (contours) at 36 Hours. Intervals are 10-4 s-1 for divergence and 20 gpm for height. 1269 

 1270 
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 1271 

Figure 5.39: Case 1 Base 350 hPa Divergence (filled), Largest Isotropic Spectral Component, and 850 hPa 1272 

Height Anomaly (contours) at 36 Hours. Intervals are 10-4 s-1 for divergence and 20 gpm for height. 1273 

 1274 
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 1275 

Figure 5.40: Case 1 Base 350 hPa Divergence (filled), Zonally Elongated Spectral Components, and 850 hPa 1276 

Height Anomaly (contours) at 36 Hours. Intervals are 10-4 s-1 for divergence and 20 gpm for height. 1277 

 1278 
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 1279 

Figure 5.41: Case 1 Base 300 hPa Geopotential Height Anomaly and PV, Day 3. Contours are 50 gpm for height 1280 

and 1 PVU for PV. 1281 

 1282 
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 1283 

Figure 5.42: Case 1 Coarse 300 hPa Geopotential Height Anomaly and PV, Day 3. Contours are 50 gpm for 1284 

height and 1 PVU for PV. 1285 

 1286 
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 1287 

Figure 5.43: Case 1 Differential 300 hPa Geopotential Height Anomaly and PV, Day 3. Contours are 15 gpm for 1288 

differential height and 0.5 PVU for PV. 1289 

 1290 
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 1291 

Figure 5.44: Case 1 Base Total Wind at 500 (filled) and 850 hPa (contours), Zonally Elongated Spectral 1292 

Components. Contours are 2 ms-1. 1293 

 1294 



106 
 

 1295 

Figure 5.45: Case 1 Coarse Total Wind at 500 (filled) and 850 hPa (contours), Zonally Elongated Spectral 1296 

Components. Contours are 2 ms-1. 1297 

 1298 
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 1299 

Figure 5.46: Case 1 Base Total Wind at 500 (filled) and 850 hPa (contours), Meridionally Elongated Spectral 1300 

Components. Contours are 2 ms-1. 1301 

 1302 
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 1303 

Figure 5.47: Case 1 Coarse Total Wind at 500 (filled) and 850 hPa (contours), Meridionally Elongated Spectral 1304 

Components. Contours are 2 ms-1. 1305 

 1306 
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 1307 

Figure 5.48: Case 1 Base 300 hPa Geopotential Height Anomaly and PV, Day 4. Contours are 50 gpm for height 1308 

and 1 PVU. for PV 1309 

 1310 
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 1311 

Figure 5.49: Case 1 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Day 4. Contours are 5 hPa for 1312 

pressure and 100 m for thickness. 1313 

 1314 
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 1315 

Figure 5.50: Case 1 Differential 300 hPa Geopotential Height Anomaly and PV, Day 4. Contours are 15 gpm for 1316 

differential height and 0.5 PVU for differential PV. 1317 

 1318 
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 1319 

Figure 5.51: Case 1 Differential Mean Sea-Level Pressure, Day 4. Contour intervals are 2 hPa and the 0 hPa 1320 

contour is bolded.  1321 

 1322 

  1323 
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CHAPTER VI 1324 

CASE 2: APRIL 2014 1325 

 1326 

While Chapter 5 provided a physical view of the energy cascade in both directions with a 1327 

focus on direct causal mechanisms from constituent spatial bands, Chapters 6 and 7 will be 1328 

focused more on the perturbations themselves and how the filtering affects their 1329 

generation and propagation. Synoptic diagnosis will still be used for the framework of the 1330 

chapters, but the conclusions will stem more from the statistics and mesoscale analysis 1331 

than the synoptic. 1332 

 1333 

6.1 Synoptic Diagnosis 1334 

 1335 

Figure 6.1 depicts the 300 hPa geopotential height perturbations and PV field for the base 1336 

simulation inner domain at its initialization and for the next three days at 12-hour 1337 

intervals. The inner domain is dominated by a single, large-scale trough with an associated 1338 

PV maximum over southern Canada. The PV trough has already broken by the time of the 1339 

inner domain initialization, and as a result there is a separated PV maximum that extends 1340 

equatorward into the Four Corners region. The southern extent of the PV anomaly is 1341 

partially ejected from the central PV body and is still connected by a filament of PV through 1342 

Wyoming. This filament and extrusion never completely separate from the main PV body, 1343 

instead traveling around the geopotential height trough and re-entering the main body of 1344 

the wave. The wave moves across eastern CONUS and becomes more strongly filamented 1345 

due to deformation and anticyclonic breaking. The outer domain at 48 hours (Figure 6.2) 1346 
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shows the overall structure of the feature: a vortex-like geopotential height minimum with 1347 

multiple filamented breaks along the outer edges—the southernmost extending into the 1348 

inner domain and the westernmost moving toward it. By 78 hours (Figure 6.3), the height 1349 

trough has reshaped into a broad height anomaly of -200 gpm over central CONUS with a 1350 

latitudinal depth that extends to northern Mexico; the PV anomaly at this time is comprised 1351 

of a combination of PV in the outer domain advecting back into the inner domain and new 1352 

PV entering the domain from the Aleutian Islands. Figure 6.3 depicts the same fields as that 1353 

of 6.1, but for the final 3 days of the simulation. As the new PV anomaly travels across 1354 

CONUS, it too experiences distortion, eventually breaking cyclonically. The breaking is most 1355 

prominent after 126 hours, at which point the PV debris has overturned clockwise about 1356 

the height minimum over eastern CONUS. This is in contrast to Case 1, which is largely a 1357 

single upper-level trough that exists in the inner domain for the entire simulation. 1358 

 1359 

The 24-hourly base MSLP and 1000-500 hPa thickness (Figure 6.4, 6.5) shows that there 1360 

are three low pressure systems that develop in the inner domain. A weak front is present 1361 

over the Midwest at initialization, associated with the 300 hPa low, and propagates along 1362 

with it over the course of the first day. A second low, an Alberta Clipper, moves in from 1363 

western Canada after 30 hours and deepens concurrently with the second 300 hPa trough. 1364 

This low remains in the inner domain for several days, moving across the Upper Midwest 1365 

and exiting the inner domain toward the Canadian Shield after hour 78. The remnants of 1366 

the upper-level, post-breaking PV debris help intensity a surface low after 102 hours, 1367 

which pushes across the southern Appalachian Mountains by the end of the simulation. 1368 

Such surface lows are common during the winter and early spring, and typically produce 1369 
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large swaths of thunderstorms that can inject energy into the atmosphere at small spatial 1370 

scales. 1371 

 1372 

6.2 Cluster Analysis 1373 

 1374 

The k-means clusters for Case 2 are shown in Figure 6.6. Unlike Case 1, there is no cluster 1375 

showing an energy state with both isotropic, synoptic scale wind perturbation energy and 1376 

zonally elongated synoptic-scale energy; there is, however, one cluster—cluster four—1377 

which contains isotropic synoptic-scale and highly meridionally elongated synoptic 1378 

energies. This is the only cluster that represents an above ensemble mean energy partition 1379 

at the domain-wide synoptic scale. Cluster one is a good example of an excited cluster first 1380 

mentioned in Chapter 5, where there is above ensemble mean partition energy most or all 1381 

nodes. Cluster two is a low energy cluster, containing near-mean zonally elongated energy 1382 

but well-below mean energy everywhere else. Cluster three is a near mean state, with 1383 

mesoscale energy that is near the zonal mean, but is probably better identified as a lack of 1384 

perturbation energy along the meridionally elongated synoptic scales than energy at the 1385 

mesoscales. Cluster five is also near the mean state, but whereas cluster three has very 1386 

weak meridionally elongated synoptic scale energy, cluster five has very weak zonally 1387 

elongated synoptic scale energy. Finally, cluster six is a mesoscale-excited state, with higher 1388 

than ensemble mean energy at all mesoscale nodes but lacking energy at the largest scales. 1389 

 1390 

With these clusters in mind, we look first at the 𝑃𝑛
∗ time series for the base (Figure 6.7) and 1391 

coarse (Figure 6.8) simulations. Before getting into the specific differences between the 1392 
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associated clusters for each simulation, there are a few trends in the energy partition plots 1393 

that are worth noting—some expected and some not. First is that, like Case 1, there is a lack 1394 

of small-scale energy in both the base and coarse simulations at initialization that is rapidly 1395 

eliminated, and the coarse simulation small-scale nodes have less energy than their 1396 

corresponding nodes in the base simulation. However, the energy partitions at 1397 

initialization are not as far below the ensemble mean in Case 2 as in Case 1. The 1398 

meridionally elongated nodes spend the first 2 days above the ensemble mean for both 1399 

simulations. Both simulations experience a significant drop in node energy between 50 and 1400 

60 hours before all the nodes trend back up and peak around 100 hours.  The two 1401 

simulations then diverge strongly, with the base simulation experiencing another high 1402 

amplitude peak before total decline in energy while the coarse just declines. 1403 

 1404 

The base and coarse 𝐷𝑘 are plotted in Figures 6.9 and 6.10, respectively. As expected, there 1405 

is an overall reduction of total 𝐷𝑘 during the first 6 hours or so in both models, and the 1406 

coarse simulation 𝐷𝑘 is larger than the base initially. Cluster two sees a large increase soon 1407 

after initialization along with cluster three. This is consistent with both simulations 1408 

spending most of the first 24 hours associated with clusters four, five, or six—all excited 1409 

meridional clusters with weak zonally elongated perturbation energy. The simulations 1410 

both start in a highly meridional post-breaking state, and a transition of perturbation 1411 

energy from large-scale synoptic down to the meridionally elongated and isotropic 1412 

mesoscales fits is expected. 1413 

 1414 
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Surprising, perhaps, is the fact that the coarse simulation is largely identical to the base 1415 

simulation in terms of its associated clusters and 𝐷𝑘. Both see large reductions in cluster 1416 

state four 𝐷𝑘 around 30 hours and a minimum around 40 hours. Both experience a cluster 1417 

transition to cluster two around 50 hours which peaks between 55 and 60 hours. It’s not 1418 

until hour 75—when the simulation energy state of the base simulation transitions to more 1419 

closely resemble cluster five and the coarse simulation does not—that the cluster 1420 

identifications differ for a prolonged period. This raises a couple of questions that bear 1421 

investigation before looking into the simulation differences at 75 hours: does small-scale 1422 

variability prior to hour 75 form or propagate similarly between both simulations, and how 1423 

do differences in this variability produce the subsequent differing energy states, if they do? 1424 

 1425 

We start by considering the column-integrated enstrophy. The integrated enstrophy for the 1426 

base simulation at 42 hours during the first distortion minimum is shown in Figure 6.11. 1427 

Most of the enstrophy is associated with the large-scale, deformed upper-level trough 1428 

mentioned briefly in Section 6.1. Very small-scale enstrophy associated with the Rocky 1429 

Mountains does not contribute strongly to the larger enstrophy envelopes. The coarse 1430 

simulation at the same time is very similar, with the majority of its column-integrated 1431 

enstrophy associated with the upper-level trough. Though the two simulations have a 1432 

maximum in enstrophy in central Kentucky, the enstrophy in the coarse simulation extends 1433 

farther south than in the base simulation. On the whole, however, the two are remarkably 1434 

similar at this point and differential small-scale variability caused by the filter is limited to 1435 

broadly weaker enstrophy in the coarse simulation. 1436 

 1437 
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During the transition between clusters five and three at 54 hours, the two simulations 1438 

begin to differ in a minor way that will set up major differences in both their energy 1439 

perturbations and dynamical states later in the simulations. The differential precipitation 1440 

at 54 hours (Figure 6.12) shows a region over the Wyoming/South Dakota border where 1441 

the coarse simulation precipitation is much higher. Persistent heavier precipitation in the 1442 

coarse simulation results in destruction of PV aloft and the generation of a new PV 1443 

gradient. The coarse simulation 300 hPa height and PV field (Figure 6.13) at 54 hours 1444 

shows this: unlike the base simulation at 54 hours, the coarse simulation has developed a 1445 

PV hole, and the advection of the nearby PV maximum is affected. Six hours later, more PV 1446 

is drawn equatorward by the resulting flow than in the base simulation (Figure 6.13, 66 1447 

and 78 hours).  Accumulation of PV along the tongue after 66 hours continues through the 1448 

end of day three, where more PV is ejected out of the wave in the coarse simulation than 1449 

the base. 1450 

 1451 

The mesoscale variability is also impacted by the introduction of the PV hole at 54 hours. 1452 

Figure 6.14 depicts the enstrophy of the two simulations at 60 hours. There is a strong 1453 

maximum over Nebraska and South Dakota with a broad, curved region over the northern 1454 

Great Plains. In the coarse simulation, the maximum is still along the Nebraska/South 1455 

Dakota border, but the shape of the smoothed enstrophy is more discontinuous, as several 1456 

local maxima are present that do not exist in the base simulation.  An effect of the 1457 

continued different precipitation patterns (Figure 6.15) is seen in the 500 hPa/vorticity 1458 

difference fields (Figure 6.16), where most of the differences over the Northern Plains 1459 

manifest at the smallest spatial scales. From this, we can say that differential development 1460 
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of precipitation patterns produced a small scall difference in the upper-level PV, which then 1461 

lead to significant differences between the mesoscale variance of the two simulations and 1462 

eventually the assignment to two different clusters.  1463 

 1464 

Next, we look at hour 78, where the base simulation transitions to an energy state 1465 

described by cluster five while the coarse simulation does not. The enstrophy at this time is 1466 

shown in Figure 6.17. The base simulation has two major enstrophy maxima over Texas 1467 

and Wisconsin and a weak enstrophy feature stretching down along the Rocky Mountains. 1468 

The coarse simulation maxima are both farther west than in the base simulation. The 1469 

shapes of the maxima and the various filaments in the coarse simulation are narrower and 1470 

more zonally aligned in comparison to the base simulation as well. The 300 hPa waves are 1471 

slightly out of phase (Figure 6.18), and the coarse simulation has a much deeper southern 1472 

extent in its geopotential height minimum. It’s seen that, broadly, the coarse simulation has 1473 

less enstrophy than the base simulation, but it has larger peak enstrophy maxima. Like 1474 

Case 1, the development of a new PV gradient is a direct consequence of the latent heat 1475 

release, and in Case 2, regions of nonzero enstrophy preceded the development of heavy 1476 

precipitation. The differences in the enstrophy maxima seem to be a significant enough 1477 

trigger for differences in the two simulations’ development. 1478 

 1479 

The following 40 hours are defined by cluster states one and six, clusters that describe both 1480 

simulations, but part of what we want to know now is why the coarse simulation does not 1481 

experience two separate spikes in 𝐷𝑘 and 𝑃𝑛
∗ as the base does. From Figure 6.18 we see 1482 

there is a substantial difference in the southern extent of the 300 hPa trough and PV fields. 1483 
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In the coarse simulation there is already wave breaking occurring, as evidenced by the 1484 

ejection of PV material out of the wave (Figure 6.13); this ejection accounts for a large 1485 

percentage of the southern half of the wave’s PV. In both simulations, there is a broad 1486 

region of convective rainfall across north Texas and Oklahoma at 102 hours (Figure 6.20) 1487 

when the base simulation has been assigned cluster six again and the two simulations are 1488 

coming down from their peaks in 𝑃𝑛
∗, and so we look again to the enstrophy to see the 1489 

differences in the small-scale variability. The base enstrophy at 102 hours (Figure 6.21) 1490 

shows there is an enstrophy maximum aligning with the regions of maximum precipitation, 1491 

with weaker bands of enstrophy aligned across the U.S./Canada border.  The coarse 1492 

simulation’s enstrophy shows a larger enstrophy maximum equatorward than the base 1493 

simulation, and the broad regions of enstrophy in the northern U.S. are significantly 1494 

weaker. Twelve hours later (Figure 6.22) the base simulation maintains strong 1495 

perturbations along the overturning PV gradient (Figure 6.19), with several regions of high 1496 

column-integrated enstrophy within a broad region. The coarse simulation's enstrophy, by 1497 

contrast, largely dissipates—the separation of the ejected vortical material from the wave 1498 

prevents continued perturbation growth. Recalling the energy partition time series (Figs. 1499 

6.7 and 6.8), this is the cause of the lack of a second peak in perturbation energy in the 1500 

coarse simulation. There is a stronger equatorward ejection of vortical material in the 1501 

coarse simulation, which initially produces a strong enstrophy response. This coincides 1502 

with convective precipitation occurring that is vertically aligned with the coarse 300 hPa 1503 

PV vortex, and latent heat release underneath foments the diabatic destruction of the 300 1504 

hPa PV aloft. The remnants are overturning, which explains the increase in the zonally 1505 

elongated energy partition nodes in the coarse simulation and the more rapid loss of total 1506 
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perturbation energy after breaking in the coarse simulation. Without a favorable upper- 1507 

and lower-level tilt between the post-break remnants, the perturbation dissipates. 1508 

 1509 

Eventually, the coarse simulation transitions into a state resembling cluster five after its 1510 

southern enstrophy extrusion dissipates. It can be seen that there is still some energy at the 1511 

smaller scales, but that energy is small compared to the base simulation. The base 1512 

simulation does eventually transition to this energy state as well, but it occurs later and is 1513 

only a temporary state as the base simulation quickly transitions over to a state described 1514 

by cluster three. As mentioned in the brief synoptic discussion, the last days of the base 1515 

simulation are defined by the filaments of vorticity and PV overturning, and the cluster 1516 

three state most closely resembles the overturning effect as the simulation transitions from 1517 

meridionally elongated, small-scale features to zonally elongated ones with weak energy 1518 

compared to the ensemble mean. The coarse simulation, by comparison, undergoes 1519 

vorticity ejection and overturning much earlier, and this signal is dominated by the energy 1520 

partition described by cluster six. The two simulations end in different states as a result of 1521 

the strong difference in their breaking.  1522 

 1523 

  1524 
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Figures 1525 

 1526 

 1527 

Figure 6.1: Case 2 Base 300 hPa Geopotential Height Anomaly and PV, Days 1-3. Contour intervals for PV are 1 1528 

PVU and 50 gpm for height anomaly. 1529 
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 1530 

Figure 6.2: Case 2 Base 300 hPa Outer Domain Geopotential Height Anomaly and PV at 48 Hours. Contour 1531 

intervals are 50 gpm for height and 1 PVU for PV. 1532 

 1533 
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 1534 

Figure 6.3: Case 2 Base 300 hPa Geopotential Height Anomaly and PV, Days 4-6. Contours are 50 gpm for 1535 

height and 1 PVU for PV. 1536 

 1537 
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 1538 

Figure 6.4: Case 2 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Days 1-3. Contour intervals 1539 

are 5 hPa for pressure and 100 meters for thickness. Blue contours are less than 5400 m. 1540 

 1541 
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 1542 

Figure 6.5: Case 2 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Days 4-6. Contour intervals 1543 

are 5 hPa for pressure and 100 m for thickness. 1544 

 1545 
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 1546 

Figure 6.6: Case 2 k-means Cluster Centroids, Integral Perturbation Total Wind 1547 

 1548 
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 1549 

Figure 6.7: Case 2 Base Nodewise Total Wind Energy Partition Time Series 1550 

𝑃 𝑛
∗
 



129 
 

 1551 

Figure 6.8: Case 2 Coarse Nodewise Total Wind Energy Partition Time Series 1552 

𝑃 𝑛
∗
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 1553 

Figure 6.9: 𝐷𝑘  for the Case 2 Base Simulation. 1554 

 1555 
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 1556 

Figure 6.10: 𝐷𝑘  for the Case 2 Coarse Simulation. 1557 

 1558 
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 1559 

Figure 6.11: Case 2 Column-Integrated Enstrophy at 42 Hours. Contour intervals are 2x10-4 are hPa s-2. 1560 
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 1561 

Figure 6.12: Case 2 Differential 3-hour Total Precipitation Accumulation at 54 Hours. Differential 1562 

precipitation contours are 0.4 mm with the interval -0.4 to 0.4 appearing white.  1563 

 1564 
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 1565 

Figure 6.13: Case 2 Coarse 300 hPa Geopotential Height Anomaly and PV, Days 1-3. Contour intervals 50 gpm 1566 

for height anomaly and 1 PVU for PV. 1567 

 1568 
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 1569 

Figure 6.14: Case 2 Column-Integrated Enstrophy at 60 Hours. Contour intervals are 2x10-4 are hPa s-2. 1570 

 1571 
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 1572 

Figure 6.15: Case 2 Differential 3-Hour Total Precipitation Accumulation at 60 Hours. Differential 1573 

precipitation contours are 0.4 mm with the interval -0.4 to 0.4 appearing white.  1574 

 1575 
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 1576 

Figure 6.16: Case 2 Differential 500 hPa Geopotential Height Anomaly and Vorticity, Day 3. Contour intervals 1577 

are 105 s-1. 1578 

 1579 



138 
 

 1580 

Figure 6.17: Case 2 Column-Integrated Enstrophy at 78 Hours. Contour intervals are 2x10-4 hPa s-1. 1581 

 1582 



139 
 

 1583 

Figure 6.18: Case 2 Differential 300 hPa Geopotential Height Anomaly and PV at 78 Hours. Contour intervals 1584 

are 15 gpm for differential height anomaly and 0.5 PVU for filled PV contours. 1585 

 1586 
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 1587 

Figure 6.19: Case 2 Base 300 hPa Geopotential Height Anomaly and PV, Day 5. Contour intervals are 50 gpm 1588 

for height and 1 PVU for PV. 1589 

 1590 
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 1591 

Figure 6.20: Case 2 Differential 3-Hour Total Precipitation Accumulation at 102 Hours. Differential 1592 

precipitation contours are 0.4 mm with the interval -0.4 to 0.4 appearing white.  1593 
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 1594 

Figure 6.21: Case 2 Column-Integrated Enstrophy at 102 Hours. Contour intervals are 2x10-4 hPa s-1. 1595 

 1596 
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 1597 

Figure 6.22: Case 2 Column-Integrated Enstrophy at 114 Hours. Contour intervals are 2x10-4 hPa s-1. 1598 

  1599 
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CHAPTER VII 1600 

CASE 3: DECEMBER 2014 1601 

 1602 

7.1 Synoptic Diagnosis 1603 

 1604 

Figure 7.1 depicts the 300 hPa geopotential height anomalies and PV for the first four days 1605 

of the base simulation. At the inner domain initialization, there is a strong vortex 1606 

positioned over the southwestern United States made up of a single potential vorticity 1607 

structure that is connected to a large feature in Canada. Over the course of the first day, the 1608 

vortex becomes increasingly deformed, with its upstream flank overturning with respect to 1609 

longitude, becoming anticyclonically tilted, and breaking. This continues through the 1610 

second day, with the PV maintaining its tilt but becoming further filamented and stretched 1611 

as differential advection across the U.S. takes place. By 78 hours, the PV structure is little 1612 

more than a ribbon on the downstream flank of a larger trough that has entered the inner 1613 

domain and has spread over the majority of the central and western United States. During 1614 

day 4 (Fig. 7.2), the larger trough over the U.S. experiences overturning. This overturning 1615 

begins in the outer domain (Figure 7.3) and extends into the inner domain as the 1616 

overturning becomes increasingly extreme. By 126 hours, the PV structure is strongly 1617 

filamented. By the final day of the simulation, PV has separated from the main body of the 1618 

trough and formed a vortex. 1619 

 1620 

The MSLP for the base simulation for the first four days is shown in Figure 7.4. There is a 1621 

weak frontal trough stretching across much of the central United States. This trough 1622 
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persists for several days, sliding across the country very slowly, narrowing over the course 1623 

of the first 4 days while the 300 hPa PV anomaly narrows. Eventually, this low moves 1624 

offshore, deepens, and migrates out of the domain. Afterward (Figure 7.5) it is replaced by 1625 

high pressure that remains in place for the rest of the simulation.  1626 

 1627 

7.2 Cluster Analysis 1628 

 1629 

The clusters for Case 3 are shown in Figure 7.6. Clusters one and two are approximately 1630 

oppositely aligned—cluster one showing above-average node energy where cluster two 1631 

shows negative and vice versa. Cluster two is also one of two clusters with above mean 1632 

domain-scale, isotropic energy, the other being cluster three. Cluster three is another 1633 

example of an excited state cluster, where all nodes show above ensemble mean energy. 1634 

Cluster four is close to the ensemble mean, where almost all node perturbation energy is 1635 

near zero. Cluster six is a somewhat low energy node, where all the mesoscale nodes have 1636 

energy partitions well-below the ensemble mean, but is probably more accurately 1637 

described as a weak synoptic node, as the synoptic meridional nodes are near the ensemble 1638 

mean and there is above mean energy at the zonally elongated synoptic nodes. Cluster five 1639 

lacks large-scale or zonal synoptic energy but has meridional synoptic and weakly zonally 1640 

elongated perturbation energy.  1641 

 1642 

The energy partitions of the base and coarse simulations are shown in Figures 7.7 and 7.8, 1643 

respectively. As with Cases 1 and 2, the coarse simulation begins with less 𝑃𝑛
∗ for all nodes 1644 

than the base simulation. Also like Cases 1 and 2, the energy partition reflects the 1645 

repopulation of small-scale flow constituents after initialization; Case 3 is closer to Case 2 1646 
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in that there is a small increase in energy after initialization rather than the very large 1647 

increase in Case 1. The mid-range meridionally elongated nodes see very little increase in 1648 

energy at all after initialization, but this is consistent with the filtering because the base 1649 

simulation experiences a net reduction in those nodes’ energies. Beyond initialization, 1650 

notable differences include hour 60, where the coarse simulation sees a much larger 1651 

reduction in its domain-wide isotropic perturbations than the base simulation; between 1652 

hours 80 and 100, where the coarse perturbation energies collectively drop below the 1653 

ensemble mean while the base simulation energies form three groups of varying 1654 

magnitudes; at hour 120 where the coarse simulation experiences a broad, collective 1655 

increase of all node energies while the base simulation is much narrower and weaker; and 1656 

beyond hour 140 where the zonally elongated nodes of the coarse simulation contain more 1657 

perturbation energy than the base’s equivalents.  1658 

 1659 

At hour 60, the two simulations are assigned to the same cluster (see Figures 7.9 and 7.10 1660 

for the base and coarse 𝐷𝑘, respectively), having just transitioned from a state described by 1661 

cluster five to one described by cluster one. The base simulation geopotential height 1662 

anomalies and PV throughout day 3 are shown in Figure 7.11, and the difference fields 1663 

between the coarse and base are shown in Figure 7.12. As with Cases 1 and 2, the 300 hPa 1664 

PV experiences a phase difference between the two simulations of around 800 km. The 1665 

column-integrated enstrophy at hour 60 (Figures 7.13) shows that the smoothed enstrophy 1666 

of the two simulations’ large-scale PV are very similar, but the base simulation enstrophy 1667 

tends to be narrower; the enstrophy on the margins of the large-scale wave tends to be 1668 

more zonal and in smaller regions (Figure 7.14). At 72 hours (Figure 7.15), the 300 hPa 1669 
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trough is overtaking the surface front, and both the coarse and base simulation enstrophy 1670 

is diminishing. The coarse simulation has bands of precipitation across the Piedmont of 1671 

Virginia and North Carolina, while the base simulation has most of its precipitation farther 1672 

south in the southern Appalachians. The coarse simulation has more isolated, but stronger, 1673 

enstrophy maxima while the base simulation has weaker enstrophy maxima but greater 1674 

enstrophy over a broader area (Figure 7.16). 1675 

 1676 

Between hours 80 and 100, the two simulations’ energy partitions diverge, and 1677 

subsequently the assigned cluster is different for each. The base simulation is described by 1678 

cluster six, reaching a minimum 𝐷𝑘 around 90 to 95 hours; the coarse simulation is 1679 

described by cluster four at that same time. The enstrophy (Figure 7.17, smoothed 1680 

differential Figure 7.18), and power spectrum ensemble temporal perturbation (Figure 1681 

7.19) at hour 96 shows that the both the base and coarse simulations have little above 1682 

mean perturbation energy anywhere. The differential power spectrum (Figure 7.20) shows 1683 

the coarse simulation has higher mesoscale perturbation energy but less elongated 1684 

synoptic scale energy. The enstrophy suggests that there is a greater variety in the coarse 1685 

mesoscale structure orientations, explaining the higher mesoscale perturbation energy and 1686 

the lower synoptic perturbation energy.  1687 

 1688 

From this point, there is little precipitation in Case 3, though the two simulation’s cluster 1689 

states still differ beyond 100 hours, so we need to try digging in to dry dynamics to see if 1690 

it’s possible they could be the cause. The base simulation 300 hPa kinematic deformation 1691 

field at 90 hours (Figure 7.21) shows that the axes of dilatation along the PV discontinuity 1692 
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are oriented 45° across the PV discontinuity, indicating possible compression of the PV 1693 

contours but little deformation of the broader PV wave. Axes of dilatation on the interior of 1694 

the wave are small, also indicating weak deformation overall. The nonlinear deformation—1695 

the deformation caused by the level 4 approximation node only, because the smaller nodes 1696 

do not project onto the scale of the trough—at 90 hours (Figure 7.22) shows that the 1697 

perturbations are the largest component of deformation, so we can say that most of the 1698 

deformation occurring at this point in the simulation is nonlinear. The coarse simulation 1699 

has very similar axes of dilatation (Figure 7.23), and the differences between the two 1700 

simulations are too small draw a distinct behavioral difference. There is likely no 1701 

dynamical process driven by perturbations at this point in time that would result in 1702 

changes to the PV wave shape. 1703 

 1704 

Around 120 hours, there is a dramatic shift in every cluster 𝐷𝑘 during which both 1705 

simulations are in a state described by cluster three. Their 300 hPa PV troughs on day 5 1706 

(Figures 7.24 and 7.25) show that both have become stretched zonally, though the coarse 1707 

simulation has stretched less than the base. The enstrophy at 108 hours (Figures 7.26) 1708 

shows that the enstrophy maxima are at similar locations, though slightly displaced (Figure 1709 

7.27). Twelve hours later (Figure 7.28), the two maxima are farther apart (Figure 7.29), but 1710 

they still largely occupy the same area, and their large-scale envelopes still overlap. The 1711 

coarse simulation enstrophy maxima at both 114 and 120 hours are larger than the 1712 

corresponding base simulation maxima, which follows from the differences in 𝑃𝑛
∗ (Figures 1713 

7.7 and 7.8). As there is little precipitation at this point within the trough in Case 3, the high 1714 

amplitude spike in 𝑃𝑛
∗ can be viewed as an indicator of the forward energy cascade 1715 
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specifically. Case 2 showed that 𝑃𝑛
∗ would increase during wave breaking, but it did so in 1716 

the context of vorticity ejection in the presence of moist dynamics. Case 3 shows that this 1717 

spike will occur in the absence of moist dynamics, so the increase in energy at smaller scale 1718 

is not from injection of kinetic energy from latent heat but from the turbulent cascade of 1719 

kinetic energy. 1720 

 1721 

The enstrophy at 144 hours (Figure 7.30) shows the coarse simulation vortex has been 1722 

advected over 1000 km eastward, while the base simulation vortex has barely moved 1723 

(Figure 7.31). Similar plots 12 hours later (Figure 7.32 and 7.33) show that the coarse 1724 

simulation vortex has filamented and undergone zonal elongation, unlike the base 1725 

simulation vortex which is still present over the western United States. The two 1726 

simulations still occupy the same cluster state during this period—a consequence of the 1727 

significant amount of filamentation they have both undergone over the past day and a half. 1728 

 1729 

Unfortunately, this case yields less information about the role of subsynoptic flow 1730 

components of flow on the synoptic scale than Cases 1 and 2. As there was a lack of 1731 

meaningful latent heat release beyond the first 2 days and before the final day, there was 1732 

no way for the small-scale flow components to project energy onto the synoptic scale. 1733 

There is clearly some sensitivity to changes to the initial conditions, as the simulation states 1734 

do diverge after 6 days, but there are too many possible factors to place a potential cause. 1735 

The upstream ridge is significantly stronger in the base simulation, so upstream latent heat 1736 

could be a cause of that difference as seen in Case 1. The upstream ridge is also large 1737 

enough to extend beyond the northern boundary of the outer domain, so boundary effects 1738 
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are likely to play a part in the simulation differences as well. There is also the chaos of a 1739 

dynamical system that can be the culprit. While it’s possible to characterize the differences 1740 

between the simulations using 𝑃𝑛
∗ and 𝐷𝑘, it is not possible to make a strong conclusion as 1741 

to why with the current experimental design. 1742 

  1743 
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Figures 1744 

 1745 

 1746 

Figure 7.1: Case 3 Base 300 hPa Geopotential Height Anomaly and PV, Days 1-4. Contour intervals are 50 gpm 1747 

for height anomaly and 1 PVU for PV. 1748 

 1749 
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 1750 

Figure 7.2: Case 3 Base 300 hPa Geopotential Height Anomaly and PV, Days 5-7. Contour intervals are 50 gpm 1751 

for height anomaly and 1 PVU for PV. 1752 

 1753 
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 1754 

Figure 7.3: Case 3 Base 300 hPa Outer Domain Geopotential Height Anomaly and PV at 78 Hours. Contour 1755 

intervals are 50 gpm for height anomaly and 1 PVU for PV (filled). 1756 
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 1757 

Figure 7.4: Case 3 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Days 1-4. Contour intervals 1758 

are 5 hPa for pressure and 100 meters for thickness. Blue contours are less than 5400 meters. 1759 

 1760 
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 1761 

Figure 7.5: Case 3 Base Mean Sea-Level Pressure and 1000-500 hPa Thickness, Days 4-6. Contour intervals 1762 

are 5 hPa for pressure and 100 meters for thickness. Blue contours are less than 5400 meters. 1763 

 1764 
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 1765 

Figure 7.6: Case 3 k-Means Cluster Centroids, Integral Perturbation Total Wind. 1766 

 1767 
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 1768 
 1769 

Figure 7.7: Case 3 Base Nodewise Total Wind Energy Partition Time Series. 1770 
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 1772 

Figure 7.8: Case 3 Coarse Nodewise Total Wind Energy Partition Time Series. 1773 
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 1775 

Figure 7.9: 𝐷𝑘  of the Case 3 Base Simulation. 1776 

 1777 
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 1778 

Figure 7.10: 𝐷𝑘  of the Case 3 Coarse Simulation. 1779 

 1780 
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 1781 

Figure 7.11: Case 3 Base 300 hPa Geopotential Height Anomaly and PV, Day 3. Contour intervals are 50 gpm 1782 

for height and 1 PVU for PV. 1783 

 1784 
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 1785 

Figure 7.12: Case 3 Differential 300 hPa Geopotential Height Anomaly and PV, Day 3. 1786 

 1787 



163 
 

 1788 

Figure 7.13: Case 3 Column-Integrated Enstrophy at 60 Hours. Contour intervals are 2x10-4 hPa s-1. 1789 

 1790 
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 1791 

Figure 7.14: Case 3 Differential Enstrophy Envelope at 60 Hours. Contour intervals are 10-4 hPa s-1. 1792 

 1793 
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 1794 

Figure 7.15: Case 3 Column-Integrated Enstrophy at 72 Hours. Contour intervals are 2x10-4 hPa s-1. 1795 

 1796 
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 1797 

Figure 7.16: Case 3 Differential Enstrophy Envelope at 72 Hours. Contour intervals are 10-4 hPa s-1. 1798 

 1799 
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 1800 

Figure 7.17: Case 3 Column-Integrated Enstrophy at 96 Hours. Contour intervals are 2x10-4 hPa s-1. 1801 

 1802 
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 1803 

Figure 7.18: Case 3 Differential Enstrophy Envelope at 96 Hours. Contour intervals are 10-4 hPa s-1. 1804 

 1805 
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 1806 

Figure 7.19: Case 3 Base Full Troposphere Perturbation Total Wind Power Spectrum at 102 Hours. 1807 
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 1809 

Figure 7.20: Case 3 Differential Full Tropospheric Perturbation Total Wind Power Spectrum at 102 Hours. 1810 

 1811 

103𝑘𝑚 

103𝑘𝑚 

20𝑘𝑚 
20𝑘𝑚 



171 
 

 1812 

Figure 7.21: Case 3 Base 300 hPa Kinematic Deformation Axes of Dilatation and PV at 90 Hours. Units are 105 1813 

s-1. 1814 

 1815 
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 1816 

Figure 7.22: Case 3 Base 300 hPa Kinematic Deformation Axes of Dilatation, Nonlinear Component Only, and 1817 

PV at 90 Hours. Units are 105 s-1. 1818 
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 1819 

Figure 7.23: Case 3 Coarse 300 hPa Kinematic Deformation Axes of Dilatation, Nonlinear Component Only, 1820 

and PV at 90 Hours. Units are 105 s-1. 1821 

 1822 
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 1823 

Figure 7.24: Case 3 Base 300 hPa Geopotential Height Anomaly and PV, Day 5. Contour intervals are 50 gpm 1824 

for height anomaly and 1 PVU for PV. 1825 

 1826 
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 1827 

Figure 7.25: Case 3 Coarse 300 hPa Geopotential Height Anomaly and PV, Day 5. Contour intervals are 50 gpm 1828 

for height anomaly and 1 PVU for PV. 1829 

 1830 



176 
 

 1831 

Figure 7.26: Case 3 Column-Integrated Enstrophy at 108 Hours. Contour intervals are 2x10-4 hPa s-1. 1832 

 1833 
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 1834 

Figure 7.27: Case 3 Differential Enstrophy Envelope at 108 Hours. Contour intervals are 10-4 hPa s-1. 1835 

 1836 



178 
 

 1837 

Figure 7.28: Case 3 Column-Integrated Enstrophy at 120 Hours. Contour intervals are 2x10-4 hPa s-1. 1838 

 1839 
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 1840 

Figure 7.29: Case 3 Differential Enstrophy Envelope at 120 Hours. Contour intervals are 10-4 hPa s-1. 1841 

 1842 
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 1843 

Figure 7.30: Case 3 Column-Integrated Enstrophy at 144 Hours. Contour intervals are 2x10-4 hPa s-1. 1844 

 1845 
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 1846 

Figure 7.31 Case 3 Differential Enstrophy Envelope at 144 Hours. Contour intervals are 10-4 hPa s-1. 1847 

 1848 
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 1849 

Figure 7.32: Case 3 Column-Integrated Enstrophy at 162 Hours. Contour intervals are 2x10-4 hPa s-1. 1850 

 1851 
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 1852 

Figure 7.33: Case 3 Differential Enstrophy Envelope at 162 Hours. Contour intervals are 10-4 hPa s-1. 1853 

  1854 
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CHAPTER VIII 1855 

CONCLUSIONS 1856 

 1857 

This study investigated the cascade of energy from subsynoptic scales to the synoptic 1858 

scales through their influence on moist dynamics. Subsynoptic flow energy was suppressed 1859 

using a two-dimensional wavelet filter algorithm with a filter threshold calculated using 1860 

velocity potential variance. Pairs of WRF simulations of three case studies were carried out 1861 

using standardized initial conditions for all three simulations. A combination of synoptic 1862 

and statistical analysis was done on the simulation output to identify differences in small-1863 

scale variability and precipitation location and intensity that would generate changes to 1864 

upper-level potential vorticity gradients. 1865 

 1866 

The two-dimensional wavelet filter algorithm is a novel take on an existing algorithm in 1867 

Azalinni et al. (2005), and is designed to remove a portion of the energy contained within 1868 

the subsynoptic wavenumber band. Doing so results in synoptic velocity potential and 1869 

stream function power being largely unchanged and a suppression of subsynoptic velocity 1870 

potential and stream function power of 0.5 to 1 orders of magnitude at the largest 1871 

subsynoptic scales to as much as 3 orders of magnitude at smaller scales. This results in a 1872 

reduction in total tropospheric stream function variance of 1-2% and total tropospheric 1873 

velocity potential variance of 2-6%. Variance reduction is larger at lower levels.  1874 

 1875 

For added context, the suppression of energy by the wavelet filter and the evolution of 1876 

energy during the early stages of the simulation run-time can be examined using a 1877 
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convention power spectrum (Errico 1985). We use a Fast Fourier Transform (FFT) 1878 

algorithm for the computation of the power spectra. For the input data, the computation is 1879 

carried out on the stream function and velocity potential mirrored across the poles—doing 1880 

so removes the strong longitudinal trend without introducing false periodicity at the poles. 1881 

For the simulation output, the spectrum is computed using the total kinetic energy of a 1882 

square subset of the inner domain mirrored across both axes.  1883 

 1884 

The two-dimensional and one-dimensional radial projection of the model input data’s 1885 

energy spectrum wavenumber space is shown in Figures 8.1 to 8.4. The magnitude of the 1886 

reduction of power in both the stream function and velocity potential is consistent between 1887 

the conventional spectra and the two-dimensional wavelet spectra of the Case 1 stream 1888 

function and velocity potential pre- and post-filtering (Figures 4.5 to 4.8). The conventional 1889 

spectra also show that the velocity potential sees a reduction in power at a lower 1890 

subsynoptic wavenumber than the stream function. This is an explicit goal of the filter laid 1891 

out in Chapter 3.2: removing constituents of the stream function that produce enstrophy 1892 

but only weakly contribute to the kinetic energy of the mean flow. The conventional 1893 

spectrum does a better job highlighting this successful aspect of the filter than the wavelet 1894 

spectrum does due to the wavelet spectrum’s binning. The conventional spectra 1895 

demonstrate the efficacy of the newly designed wavelet filter and confirms the reduction of 1896 

power of these variables at the desired scales. However, Figure 8.4 also shows an odd 1897 

pattern in the velocity potential high wavenumber range that is not in the other 1898 

conventional spectra nor in the wavelet spectra. This is caused by the false periodicity 1899 

introduced in the coarse data by the wavelet filter near the poles (see Chapter 4). So the 1900 
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conventional spectra also demonstrate the need for further improvement on the 1901 

application of wavelet filters on global geophysical data sets. 1902 

 1903 

All cases shared some commonalities in the nodal distribution of their perturbation energy 1904 

partitions and their trends through the simulations. Model spin-up is identifiable in the 1905 

perturbation energy partition where, for the first 4-6 hours, there is a significant deficit in 1906 

small-scale perturbation energy for both zonally and meridionally elongated nodes 1907 

compared to later simulation times. The conventional spectrum, using Case 1 as a 1908 

representative example (Figure 8.5), demonstrates this as well, despite there being 1909 

artifacts in the wavenumber bands not resolvable by the outer domain. Filtering, as 1910 

expected, introduces a further reduction of energy at subsynoptic scales, especially in the 1911 

wavenumber band corresponding to the wavenumbers targeted by the filtering (Figure 1912 

8.6). The calculated power laws show the simulations are primarily resolving the energy 1913 

injection wavenumbers, as the minimum grid resolution is too large to simulate much, if 1914 

any, of the inertial subrange. During spin-there is a steady growth of power in the upper 1915 

mesoscale wavenumber band (Figure 8.7) which agrees with the observed trends in the 1916 

wavelet spectra and energy partitions. Suppression of subsynoptic energy in the coarse 1917 

simulation results in the mid-range resolvable wavenumber energy being persistently 1918 

weaker than the base simulation for around 24 hours (Figure 8.8). The delay in the 1919 

production of small-scale energy foments a differential development of small-scale 1920 

variability between the two simulations, as demonstrated by their differential enstrophy. 1921 

This behavior can be identified in both the wavelet energy partitions and the conventional 1922 

spectra. 1923 
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 1924 

Zonally elongated perturbations’ kinetic energy is mostly found along the subtropical jet 1925 

where the background zonal flow is the strongest. Meridionally elongated perturbations’ 1926 

kinetic energy is primarily in the northern mid-latitudes, but when there is strong 1927 

perturbation growth along the subtropical jet, the zonal and meridional perturbation 1928 

energy partitions tend to overlap. During wave amplification, there is a reduction in the 1929 

energy of the largest zonally elongated perturbations and an increase in the energy of the 1930 

largest meridionally elongated perturbations, as well as a reduction in the isotropic energy 1931 

at the largest scales. The onset of high amplitude jet-stream waves results in a brief, rapid 1932 

increase in all nodal kinetic energy save for the domain-scale isotropic scales. 1933 

Mesoscale and small-scale variability influences large-scale perturbations through the 1934 

injection of energy via latent heat release and moist dynamics.  Differences in the 1935 

development of small-scale variability between the two simulations contributed to 1936 

differences in precipitation patterns between the two simulations.  It is not clear whether 1937 

small-scale variability drives precipitation differences in these simulations or whether 1938 

chaotic differences in simulation-parameterized precipitation drive the small-scale 1939 

variability. Cases 1 and 2 suggest that it is the former, as broad areas of enhanced 1940 

enstrophy frequently existed prior to the onset of precipitation-amplified variability. The 1941 

locations where small-scale variability develops tend to be similar between simulations, so 1942 

existing subsynoptic scale flow components may limit the spatial distributions of new 1943 

small-scale variability.  1944 

 1945 
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Using assignment of cluster states via 𝐷𝑘 is a convenient way to characterize the behaviors 1946 

described above. When energy at subsynoptic scales is small and energy at synoptic scales 1947 

tends to be large, some combination of synoptic isotropic and elongated perturbations’ 1948 

energy is always present in at least one cluster. As waves amplify, there is a transition to 1949 

clusters with less energy in isotropic perturbations and increased energy in subsynoptic 1950 

and mesoscale partitions. For Cases 2 and 3, rapid deepening that produces very large 1951 

perturbation amplitudes results in the assignment to a cluster best described as an excited 1952 

state, which precedes wave breaking and a transition to an assigned cluster that is strongly 1953 

meridionally elongated; Case 1 does not see such strong perturbation amplitudes until near 1954 

the end of the simulation, but it appears to have been about to undergo cyclonic wave 1955 

breaking. Growth of high amplitude waves and their eventual breaking is a common 1956 

example of the forward energy cascade, but energy partition cluster analysis shows that 1957 

this process is not simply a cascade of energy downscale but a transformation across 1958 

spatial orientations. A possible extension of this method would be to create prototypical 1959 

cluster types, such as a large-scale zonal state, a large-scale meridional state, an excited 1960 

state, etc., to form more generalized cluster assignments typifying various stages of cyclone 1961 

life cycles. 1962 

 1963 

Case 3 featured primarily dry dynamics. The moist dynamics in the early hours of the 1964 

simulation agreed with the behaviors exhibited by the other two cases, namely that 1965 

isolated hourly precipitation rates in the coarse simulation were higher than the base 1966 

simulation, but the base simulation had broad regions of higher enstrophy on average. The 1967 

moist dynamics, however, did not strongly influence the development of the simulated 1968 
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wave breaking, which was instead driven primarily by deformation by the largest 1969 

perturbation scales. Differences between the two simulations were minimal prior to 126 1970 

hours, at which point the coarse simulation deformation ceased to cause filamentation. 1971 

Case 3 suggests that, without a means of triggering moist dynamics, subsynoptic scale 1972 

features do not cascade energy up to larger wavenumbers, as their amplitudes are too 1973 

small to cause large differences in the atmospheric conditions that dictate the behavior of 1974 

synoptic scale waves. This is in line with the existing body of research on the inertial 1975 

subrange. 1976 

 1977 

There is still much that is left unknown about the upscale cascade. We primarily focused on 1978 

perturbation wind energy partitions, identifying their impacts upscale and how those 1979 

changes altered moist dynamics and PV gradients, but one could easily center the analysis 1980 

around PV instead, as it is developing PV gradients and anomalies that are impacted most 1981 

directly by differential precipitation development. Additionally, most of the analysis 1982 

identified isotropic upscale energy synoptically where possible, but all three cases have 1983 

strong moist fronts, highly anisotropic sources of energy straddling the synoptic and 1984 

mesoscales, that strongly impact the shape of large-scale perturbations. Changes to the 1985 

small-scale atmospheric conditions influence frontogenesis.  1986 

 1987 

Separating the role of small-scale variability on precipitation and the role of precipitation 1988 

on small-scale variability is also an open problem. It’s difficult to determine how 1989 

precipitation is influenced by suppressing subsynoptic and other small-scale components 1990 

of flow, given how differences in precipitation between simulations can also be attributed 1991 
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to chaos. One possibility would be to determine the linearity of the response by adjusting 1992 

the filter threshold to change how much energy is removed from the system to see whether 1993 

the simulations diverge more or less quickly, if at all. Another possibility would be to 1994 

examine the evolution of small-scale perturbations in dry simulations.   1995 

  1996 
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Figures 1997 

 1998 
Figure 8.1: Fast Fourier Transform (FFT) Two-Dimensional (right) and Projected One-Dimensional (top left) 1999 

Power Spectra for the Case 1 Initialization Time Base Stream Function. The two-dimensional color contours 2000 

are the log10 of the power of the spatial wavenumbers. Both y-axes of the one-dimensional plots are log10 of 2001 

the power and projection uncertainty, respectively, and the x-axis is the log of 1/pixels, where 1 pixel is 1 2002 

degree latitude or longitude. The synoptic scale cut-off is at approximately -1.0 on the x-axis at the equator, 2003 

shifting toward -1.5 with higher latitude. 2004 

  2005 
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 2006 

 2007 

Figure 8.2: FFT Two-Dimensional (right) and Projected One-Dimensional (top left) Power Spectra for the 2008 

Case 1 Initialization Coarse Stream Function. Axes and contours are the same as Figure 8.1. 2009 

  2010 
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 2011 

Figure 8.3: FFT Two-Dimensional (right) and Projected One-Dimensional (top left) Power Spectra for the 2012 

Case 1 Initialization Time Base Velocity Potential. Axes and contours are the same as Figure 8.1. 2013 

 2014 

  2015 
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 2016 

Figure 8.4: FFT Two-Dimensional (right) and Projected One-Dimensional (top left) Power Spectra for the 2017 

Case 1 Initialization Coarse Stream Function. Axes and contours are the same as Figure 8.1. 2018 

  2019 
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 2020 

Figure 8.5: FFT Two-Dimensional (right) and Projected One-Dimensional (top left) Power Spectra for the 2021 

Case 1 Base Kinetic Energy at 6 Hours. Pixels in the x-axis of the one-dimensional transform are now 20 km, 2022 

the same Δx as the simulation grid spacing. Contour intervals and axes are the same as those of Figure 8.1. 2023 
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 2024 

Figure 8.6: Case 1 Differential Kinetic Energy 1D Fourier Power Spectrum at 6 Hours.  Positive values indicate 2025 

greater energy in the coarse simulation. 2026 
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 2027 

Figure 8.7: FFT Two-Dimensional (right) and Projected One-Dimensional (top left) Power Spectra for the 2028 

Case 1 Base Kinetic Energy at 24 Hours. Contour intervals and axes are the same as those of Figure 8.1. 2029 
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 2030 

Figure 8.8: Case 1 Differential 1D Kinetic Energy Fourier Power Spectrum at 24 Hours.  2031 

 2032 

  2033 
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