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ABSTRACT 

 

The last decade has witnessed the increasing demand for renewable energy and 

new information technology, largely due to the reduction in the conventional non-

renewable energy resources and the von Neumann bottleneck in the classical computing 

architecture for data storage, transfer, and processing. While a wide range of materials 

have been explored for thin-film photovoltaics, each of these solar absorbers suffers from 

different kinds of issues. In contrast, initial neural circuits based on conventional 

complementary metal-oxide-semiconductor processors are energy inefficient for 

neuromorphic computing. Materials with dynamic behavior such as nonlinear 

conductance switch could directly emulate neural elements.  

In this dissertation, the fundamental physical and chemical properties of several 

emerging functional materials were investigated, including quasi-one-dimensional 

antimony chalcogenides as solar absorbers for photovoltaic applications, and strongly 

correlated transition metal oxides and two-dimensional transition metal dichalcogenides 

as phase-change materials for neuromorphic computing. The competing superior 

electronic structure and complex defect chemistry in antimony chalcogenides were 

systematically studied. Furthermore, antimony chalcogenide thin-film solar cell via close 

space sublimation is compatible with the current thin-film manufacturing process. The 

power conversion efficiency of Sb2Se3 with graphite as electrodes has been improved from 

4% to 7% via interfacial engineering.  
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The second part of the dissertation is focused on the fundamental understanding 

and rational design of neuromorphic materials using first-principles approaches. 

Comprehensive study has demonstrated VO2 devices closely emulated neural circuits due 

to the metal-insulator transition (MIT). However, the mechanism of its MIT is still under 

debate and the phase transition temperature is too low for practical applications. To 

understand the MIT in VO2, we studied the structural, electronic and magnetic properties 

of both the semiconducting (M1) and metallic (R) phases based on different DFT 

functionals. We then investigated the intrinsic and extrinsic defects in M1 VO2. Based on 

theoretical findings, we rationalized materials design rule for further modulating its 

transition temperature in VO2. The last part of the dissertation is focused on the theoretical 

study on the few-layer transition metal dichalcogenides, where we revealed the role of 

interlayer sliding in the piezoelectric and ferroelectric effect in 2D semimetals with 

potential application in low-power neuromorphic computing.  
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1. INTRODUCTION  

 

Energy and information technology have continuously improved the quality of life 

of human-beings and accelerated the development of economics and industry. As the 

conventional non-renewable energy resources such as fossil fuels are running out, 

renewable energy such as photovoltaics are expected to provide the next generation of 

safe, sustainable, environmentally friendly and affordable energy. At the same time, we 

are in the era of “big data” and the demand of data collection and analysis has increased 

exponentially. Nevertheless, in the current computing architecture, data are processed and 

stored separately, which is limited by the data transfer speed between the memory and 

processor, i.e. the so-called von Neumann bottleneck. Therefore, a more powerful 

computing paradigm is highly desired for storing, processing and transmitting complex 

information with minimal energy consumption. Inspired by human brain, neuromorphic 

computing has emerged as a promising alternative to conventional binary von Neumann 

computing architecture. 

The development of both photovoltaics and neuromorphic computing relies on the 

discovery and design of novel functional materials. A wide range of materials have been 

explored for thin-film photovoltaics, such as silicon, CdTe, copper-indium-gallium-

selenium (CIGS), copper zinc tin sulfide (CZTS), and perovskites.[1-3] However, each of 

these solar absorbers suffer from different challenges, such as stability in perovskites, high 

cost in Si-based solar cells, toxicity of Cd, and complex defects in CZTS. In recent years, 

emerging photovoltaic technologies, including quantum dots,[4] organic electronics,[5] 
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antimony chalcogenides,[3] and dye-sensitized solar cells[6] have drawn growing interest, 

due to their promise for achieving low cost and high efficiency. In contrast to the 

successful commercialization of photovoltaics, the research of neuromorphic computing 

is in its early stage. Initial neural circuits based on conventional complementary metal-

oxide-semiconductor processors are energy inefficient for neuromorphic computing. 

Materials with dynamic behavior such as nonlinear conductance switch could directly 

emulate neural elements, and circuits built from those materials could outperform the 

nonlinear system made of thousands of transistors. Such materials candidates include 

phase-change materials, resistive-switching oxides, ferroelectric materials, two-

dimensional (2D) materials, and organic materials.[7, 8] 

In this dissertation, we investigated three emerging classes of functional materials, 

including (1) low-dimensional antimony chalcogenides as solar absorbers for photovoltaic 

applications, and (2) correlated transition metal oxides and (3) ferroelectric 2D transition 

metal dichalcogenides as phase-change materials for neuromorphic computing. The main 

focus was placed on the fundamental understanding of electronic structure and defect 

physics using various first-principles theoretical approaches. 

1.1. Thin-Film Solar Cells 

1.1.1. Introduction of Thin-Film Solar Cells 

Photovoltaics, converting solar energy to electric power, provides one of the most 

efficient approaches to harvest renewable, affordable and environment friendly energy. A 

typical solar cell architecture has three components: an absorber layer where photo-excited 

electron-hole pairs are generated, electron and hole transport layers which allow the 
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transport of the separated charge carriers with opposite charges, and an extraction layer to 

collect carriers towards an external circuit (see Figure 1.1). A variety of solar absorbers 

have been used in different commercial thin-film solar cells. For example, silicon-, CdTe- 

and CIGS-based solar cells dominate the commercial photovoltaics production with the 

certified power conversion efficiency (PCE) over 22%, due to the low cost and desirable 

efficiency.[9, 10] In recent years, huge effort has been made to develop new photovoltaics. 

The emerging photovoltaic materials include copper zinc tin sulfide,[11] organic solar 

cells,[12] perovskites,[13]  and quantum dot solar cells.[14] With the rapid progress in 

solar technology, photovoltaics play a more and more important role in the world 

renewable energy industry.   

 

Figure 1.1. A typical thin-film solar cell device structure, with a metal electrode, a hole 

(HTL) and electron transport layer (ETL), and a glass substrate. 

 

1.1.2. Antimony Chalcogenide Thin-Film Solar Cells 

The very first antimony chalcogenide based solar cell device can be traced back to 

1982, where the antimony selenide (Sb2Se3) thin film was deposited by chemical batch 
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deposition, and a 0.06% of PCE was yielded.[15] Then in 1993, an antimony sulfide 

(Sb2S3) solar cell was proposed using same deposition method with a structure of Au-

Al/p-Si/Sb2S3/grid-Cu-graphite and a PCE of 5.1%.[16] In the recent decade, there is an 

obvious increase in antimony chalcogenide solar cell research, and remarkable 

achievements have been made. In 2015, Zhou et al. successfully obtained a PCE of 5.6% 

in Sb2Se3 solar cells by growing the (Sb4Se6)n ribbons vertically with respect to the CdS 

window layer.[17] They further promoted the efficiency above 6% by replacing the CdS 

to ZnO as window layers.[18] The idea of tuning the one-dimensional (1D)  ribbon 

orientation during growth has been proved as a powerful approach to improve the device 

performance. In 2019, a PCE of 9.2% was achieved by Li et al., with the high-quality 

Sb2Se3 nanorods vertically grown along [001]-direction.[19] This year, a highest device 

efficiency of 10% has been reported in antimony selenosulfide (Sb2(S, Se)3) thin film solar 

cells, demonstrating the potential of the alloyed-type solar absorbers based on antimony 

chalcogenides.[20] There is still plenty of room for improvement in these materials. 

Continuous investigation will bring us closer to the future practical uses of antimony 

chalcogenides in next-generation photovoltaic device applications.  

1.2. Neuron-Inspired Computing 

1.2.1. Introduction of Neuromorphic Computing 

In the past decades, the electronic and computing revolution has driven the 

advancement in information technology industry and improved the efficiency in every 

other industry. As the so-called “information age” has arrived, we are facing more data 

intensive tasks than before.[21] Additionally, the reduction of device size improves the 
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fabrication cost and power consumption, impeding the physical limit. Modern computers 

are widely based on von Neumann architecture, where processing and storing data are 

accomplished in separate parts within the computers.[22] And the bus between the 

memory and processor limits the data transfer rate, referred to as von Neumann bottleneck. 

To improve the computing performance in the era of “Big Data”, we need to reshape the 

computing paradigm for better information harvesting, storing, processing and 

transmission.  

The human brain provides a powerful architecture for data-centric computing, 

where the information processing, storing and transmission are performed using the same 

neurons and synapses with minimal energy dissipation.[23, 24] Moreover, a variety of 

data-centric computing methods, such as machine learning (ML) using artificial neural 

networks (ANNs), are considered brain-inspired. In this sense, neuromorphic computing 

will not only outperform conventional von Neumann architectures, but also offers new 

opportunities for artificial intelligence.  

To exploit the functionalities and capabilities of the human brain, we need to 

design the artificial neurons and synapses that mimic the biological ones and exhibit sharp 

spiking behavior. One approach is to build up nonlinearly dynamical devices using linear 

conductance switching, however thousands of transistors with linear conductance 

switching are required. An alternative approach is to develop novel materials with intrinsic 

nonlinearity, based on which new circuit elements can be built. 
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1.2.2. Phase-Change VO2 as Potential Neuromorphic Materials 

Materials for neuro-inspired computing have been gradually expanding, including 

phase-change materials (PCMs),[25-27] resistive-switching oxides,[28-30] spintronic 

materials,[31, 32] ferroelectric materials, 2D and heterostructure materials,[33, 34] and 

organic materials.[35] Among them, phase-change materials are a leading candidate. VO2 

and NbO2 have been favorite materials owing to their pronounced metal-insulator 

transition (MIT) by strong electronic correlation accompanied by a structural phase 

change. Their capability of emulating neural circuits has been demonstrated through both 

experiments and simulations very recently.[36-39] Compared to NbO2 with MIT 

temperature as high as 1081 K, the MIT in VO2 occurs at a more accessible temperature 

of around 340 K. However, the MIT temperature in VO2 is too low for practical device 

application, while the MIT temperature in NbO2 is too high. Hence, there is a critical need 

to explore different modulation methods and understand the microscopic mechanism via, 

for examples, element doping, strain, interfacial charge and external field. 

1.2.3. 2D Materials as Potential Neuromorphic Materials 

The experimental realizations of neural circuits are largely explored in three-

dimensional (3D) systems. Recently, two-dimensional (2D) materials attract more and 

more attention due to their intriguing electronic, photonic, optoelectronic, and mechanical 

properties. As electrical conductance in some of the 2D materials also exhibits nonlinear 

dynamics, they may provide another potential platform for developing neuromorphic 

computing. In principle, 2D materials based neural circuits not only scale down the device 

size, but also improve the tunability. In general, the current 2D-material memristive 
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systems are mainly based on two types of mechanisms: (1) inhomogeneities-induced 

conductance change,[34, 40, 41] and (2) electronically driven spiking behavior.[42] The 

former usually involves in the formation of metallic filament, inhomogeneous stress, and 

ion diffusion, and the latter often relies on conductance change by varying external control 

parameters, such as temperature, voltage, external field, etc. Here we focus on the 

electronically driven memristors as they may provide better control with low energy 

dissipation. 2D transition metal dichalcogenides (TMDCs) and their alloys have shown 

both semiconducting and metallic phases, demonstrated by experiments and first-

principles calculations.[43-46] It was found that the MIT can be triggered via charge 

doping or electrostatic gating.[47, 48] 2D ferromagnetic and ferroelectric materials have 

also attracted tremendous interests in the field of nonvolatile memories and 

memristors.[49] Despite the issues of small polarization value and scalable production, 

they gain advantages over traditional 3D materials, such as the tunability and flexibility. 

Several device models have been proposed recently, such as HfO2 or ZrO2 based thin-film 

ferroelectric field effect transistor (FeFET) and tunnel juctions.[50] In summary, their 

neuroemulative behaviors underpin the nonlinear dynamical property that could be 

utilized for nonlinear switching and memory functions.   
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2. FIRST-PRINCIPLES METHODS FOR POINT DEFECT CALCULATIONS 

 

Defects, especially point defects, play a significant role in both solar absorbers and 

neuromorphic materials. Point defects can involve various types of species with different 

charge states and spin states. Probing and characterizing point defects require extensive 

and careful experimental measurements. In parallel,  first-principles density functional 

theory (DFT)[51, 52] becomes a powerful tool to predict the point defect properties in 

semiconductors and guide the experimental design of semiconductor devices. In this 

chapter, the key concept and first-principles methods will be introduced for point defect 

calculations and analyses. 

2.1. Defect Formation Energy 

The formation energy of charged defect is defined as,  

Δ𝐸𝑓(𝐷, 𝑞) = 𝐸(𝐷, 𝑞) − 𝐸(𝑏𝑢𝑙𝑘) − 𝛴𝑛𝑖𝜇𝑖 + 𝑞𝜖𝐹 + 𝐸𝑐𝑜𝑟𝑟 , 

where 𝐸(𝑏𝑢𝑙𝑘) and 𝐸(𝐷, 𝑞) are the total energy of the pristine host cell and the supercell 

with defect D in the charge state q, respectively.[53] 𝜇𝑖 refers to the chemical potential of 

atomic species 𝑖, and 𝑛𝑖  is the number of atoms added (𝑛𝑖 > 0) or removed (𝑛𝑖 < 0). 𝑞𝜖𝐹 

represents the chemical potential of electron reservoir, where 𝜖𝐹 is the Fermi level. 𝜖𝐹 is 

conventionally referenced to the valence band maximum (VBM) in the perfect cell and 

varies between the VBM and conduction band minimum (CBM). The chemical potential 

corresponds to the energy of exchanging atoms between the defect and the element 

reservoir. 𝜇𝑖  can be split into two parts as 𝜇𝑖 = 𝜇𝑖
𝑜 + Δ𝜇𝑖 . 𝜇𝑖

𝑜  represents the chemical 

potential of the reference, associated with the elemental phases of each species, and Δ𝜇𝑖 
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is the allowed chemical potential variation. Δ𝜇𝑖 is constrained by the rule that our targeted 

compound must be more stable than any other competing phase. For example, in the 

calculations of antimony chalcogenide Sb2X3 (X = Se, S), we only consider two extreme 

cases, i.e. the X rich (Sb poor) and X poor (Sb rich) condition. We therefore have the 

following set of constraints on Δ𝜇𝑆𝑏 and Δ𝜇𝑆𝑒/𝑆: 

Δ𝜇𝑆𝑏 < 0, 

Δ𝜇𝑆𝑒/𝑆 < 0, 

2Δ𝜇𝑆𝑏 + 3Δ𝜇𝑆𝑒/𝑆 = Δ𝜇𝑆𝑏2𝑋3
, 

where Δ𝜇𝑆𝑏2𝑆𝑒3
 is the formation energy of Sb2X3. Here, the formation of Sb and Se/S is 

prohibited.  

𝐸𝑐𝑜𝑟𝑟 is a correction to the formation energy to account for the spurious image 

charge interaction due to the finite supercell formalism for simulating the dilute defect 

limit. Specifically, 𝐸𝑐𝑜𝑟𝑟 addresses two issues: (1) the interaction between the defect and 

its images under periodic boundary condition, and (2) the electrostatic potential alignment 

between the defect supercell and the pristine bulk.[54]  

2.2. Supercell Approach for Dilute Limit 

In first-principles study using plane-wave DFT approach, the calculations are 

conducted in a supercell with the periodic boundary condition. The supercell size depends 

on the characteristics of the system and defects as well as the computational cost. 

However, in reality, the defect is often in the dilute limit. In order to model dilute defects 

using the supercell approach, a posteriori correction for electrostatic potential is necessary 

for each single supercell calculation.  
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Several correction schemes have been proposed in the past decade. Initially, a 

periodic array of point charges was considered, which was associated with a Madelung 

energy.[55] This correction scheme has a simple formula of 

𝐸M =
𝑞2𝛼

2𝜀𝐿
, 

where 𝛼 is the appropriate Madelung constant, q is the point charge, 𝜀 is the dielectric 

constant, and L is the lattice parameter of periodic array. Based on this point charge 

correction, Makov and Payne derived the next leading order term to the interaction 

potential. This results in a term that scales as ( 𝑎𝐿−1 + 𝑏𝐿−3 ).[56] Freysoldt et al. 

developed a correction method which treats the long-range and short-range interactions 

between charged defects separately[57] where an isotropic dielectric constant was used. 

Kumagai and Oba extended this method to anisotropic systems by using full dielectric 

tensor.[58] Given the high anisotropic feature in Sb2X3, we adopt the correction method 

proposed by Kumagai et al. in our study. 

2.3. Transition Levels of Charged Defect 

The formation energy of charged defects can be further used to compute defect 

transition level, 𝜖(𝑞 𝑞′⁄ ), It is defined as the Fermi level for which the formation energy 

of a charge state q is equal to the formation energy of a charge state q’, indicating the 

relative stability of defect in charge state q. It is given by, 

𝜖(𝑞 𝑞′⁄ ) =
𝐸𝑓

𝐷,𝑞(𝐸𝐹=0)−𝐸𝑓
𝐷,𝑞′

(𝐸𝐹=0)

𝑞′−𝑞
. 

Shallow transition levels located near the band edges are associated with n- or p-type 

doping, while deep transition levels usually act as carrier recombination centers, referred 
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to as trap states. These are the transition levels in thermodynamic equilibrium where atoms 

and electrons in defect systems are fully relaxed to their equilibrium state, different from 

the transition levels upon optical absorption where no structural relaxation involves in the 

charge transition process.[59] 

2.4. Equilibrium Fermi Level, Defect Concentration, and Carrier Density  

Based on the defect formation energy, the equilibrium Fermi level at a given 

temperature, charged defect concentration and carrier density can be obtained by solving 

a set of self-consistent equations under the charge neutrality condition.[60] Assuming the 

entropy and pressure contributions to the Gibbs free energy are negligible, then the defect 

concentration in charge state q is given by  

𝑐𝐷,𝑞(𝐸𝐹, 𝑇) = 𝑁𝑠𝑖𝑡𝑒e
− 

𝐸𝑓
𝐷,𝑞(𝐸𝐹)

𝑘𝐵𝑇 , 

where 𝑁𝑠𝑖𝑡𝑒 is the number of sites per volume available for defect D with charge state q, 

and 𝑘𝐵 is the Boltzmann constant. The concentration in this case is determined by the 

Fermi level 𝐸𝐹 and the synthesis temperature T. The charge neutrality condition yields: 

−𝑛𝑒(𝐸𝐹 , 𝑇) + 𝑛ℎ(𝐸𝐹, 𝑇) + ∑ ∑ 𝑞𝐷 ⋅ 𝑐𝐷,𝑞(𝐸𝐹, 𝑇)

𝑞𝐷

= 0. 

Here, 𝑛𝑒 and 𝑛ℎ are free electron and hole concentrations at temperature T. 𝑛𝑒 and 𝑛ℎ can 

be calculated by integrating the product of electron/hole density of states (DOS) and 

electron/hole Fermi-Dirac distribution function: 

𝑛𝑒(𝐸𝐹, 𝑇) = ∫ 𝑔𝑒(𝐸)𝑓(𝐸 − 𝐸𝐹 , 𝑇)𝑑𝐸
+∞

𝐶𝐵𝑀

, 

and 
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𝑛ℎ(𝐸𝐹 , 𝑇) = ∫ 𝑔ℎ(𝐸)(1 − 𝑓(𝐸 − 𝐸𝐹 , 𝑇))𝑑𝐸
𝑉𝐵𝑀

−∞

. 

𝑓(𝐸 − 𝐸𝐹 , 𝑇) is the Fermi-Dirac distribution. 𝑔𝑒(𝐸) and 𝑔ℎ(𝐸) are the DOS of electrons 

and holes, respectively, which are approximated as  

𝑔𝑒,ℎ =
1

4𝜋2
(

2𝑚𝑒,ℎ
∗

ℏ2
)

3
2

√𝐸. 

𝑚𝑒,ℎ
∗  are the electron and hole effective masses and can be obtained from the 

parabolicfitting of the curvature of band energy at the CBM and VBM, that is 

𝑚𝑒,ℎ
∗ = (

1

ℏ2

𝜕2𝐸𝑒,ℎ(𝒌)

𝜕2𝒌
)

−1

. 

For a given chemical potential and synthesis temperature, the Fermi level at 

equilibrium, defect concentrations, and carrier densities are determined as the self-

consistent solution to the above equations. Moreover, as the synthesis temperature is often 

different from operating temperature, we also calculate the corresponding values at room 

temperature (i.e. 300K in the present work) by assuming that the defect concentrations 

remain the same during quenching and only the charge state of defects will re-equilibrate 

under the dilute limit. In this case, the densities of different charge states of the same defect 

type redistribute by following Boltzmann statistics.  
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3. ANTIMONY CHALCOGENIDES THIN-FILM PHOTOVOLTAICS 

 

3.1. Electronic Structures and Defect Chemistry in Antimony Chalcogenides 

3.1.1. Introduction 

Photovoltaics (PV) convert solar energy to electricity and provide renewable and 

environment friendly energy. A variety of solar cells have been developed in the past using 

different absorbers, including silicon, cadmium telluride (CdTe), copper zinc tin sulfide 

(CZTS), copper-indium-gallium-selenium (CIGS), organic/polymer, and perovskite solar 

cells.[1-3] Among them, silicon, CdTe and CIGS based solar cells are dominating the 

current commercial PV market.[9, 10] However, the current PV technologies still face 

some issues. For example, crystalline silicon (c-Si) solar cells suffer from high cost. The 

toxicity of Cd and the scarcity of Te are two notable issues of CdTe solar cell. The 

complexity of defect control hinders the further improvement of power conversion 

efficiency (PCE) in CZTS solar cell.[61] Perovskites have attracted tremendous attention 

in the last decade, and their PCE is approaching 25%, making them promising for 

commercialization.[62, 63] Nevertheless, several challenges such as stability and toxicity 

of Pb-based perovskites need to be addressed.[64] Alternative stable, cost-effective and 

scalable PV absorbers are hence highly desired. 

                                                 
Part of this chapter was reprinted with permission from “Tunable Quasi-One-dimensional Ribbon 

Enhanced Light Absorption in Sb2Se3 Thin-film Solar Cells Grown by Close Space Sublimation” by L. Guo, 

B. Zhang, Y. Qin, D. Li, L. Li, X. Qian, and F. Yan. Solar RRL 2, 1800128 (2018), Copyright © 2018, John 

Wiley and Sons; “Sputtered Oxygenated CdS Window Layers for Sb2Se3 Thin Film Solar Cells with 7% 

Efficiency ” by L. Guo, B. Zhang, A. Montgonery, S. Saurav, L. Li, X. Qian, and F, Yan.. Solar RRL 3, 

1900225 (2019), Copyright © 2019, John Wiley and Sons; and  “Scalable and Efficient Sb2S3 Thin Film 

Solar Cells Fabricated by Close Space Sublimation” by L. Guo, B. Zhang, S. Li, Q. Zhang, M. Buettner, L. 

Li, X. Qian, and F. Yan, APL Materials 7, 041105 (2019), Copyright © 2019, AIP Publishing LLC. 
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Recently, antimony chalcogenides (Sb2X3, where X=Se, S) have attracted great 

attention.[17] Sb2X3 possess quasi-one-dimensional (1D) ribbon-like structures, i.e. 

(Sb4X6)n, which are bonded by weak van der Waals (vdW) interaction. Their suitable 

bandgaps (~1.2 eV for Sb2Se3, ~1.7 eV for Sb2S3), high optical absorption coefficient 

(~105 cm-1), low cost, good stability, and earth abundant Sb and Se/S endow antimony 

chalcogenides with great potential in solar energy applications. Owing to the unique 1D 

vdW structures, antimony chalcogenides have benign grain boundaries with highly 

anisotropic transport property, very different from conventional bulk solar cell materials 

such as CdTe where the untreated grain boundaries often serve as carrier recombination 

centers and significantly limit the device performance. Different growth techniques have 

been employed, such as rapid thermal deposition (RTD),[65] close space sublimation 

(CSS),[66-69] vapor transport deposition (VTD),[70] and atomic layer deposition 

(ALD),[71] to improve the quality of the absorber layer and achieve scalable production 

with controllable synthesis parameters. Besides, various device structures have been 

fabricated to suppress the interfacial diffusion and boost carrier separation.[18, 72] 

Significant progress has been made on improving the device performance. For example, a 

high PCE of 9.2% was recently achieved by tuning Sb2X3 ribbons vertically aligned with 

the substrate.[19] Very recently, Tang et al. achieved a record high PCE of 10% with 

antimony selenosulfide Sb2(S,Se)3 using an optimized hydrothermal deposition 

technique,[20] showing great promise of antimony chalcogenide based solar cells. 

Defect tolerance is a crucial characteristic of excellent photovoltaic absorber. 

Native defects determine the carrier mobility, lifetime, recombination rate, and doping 
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limit. Recently, Savory et al. calculated the formation energies of native defects and found 

that Se-on-Sb (SeSb) antisites with mid-gap transition levels were most likely to form, 

suggesting they may be the major obstacle to further improve the open-circuit voltage 

(Voc).[73] Huang and co-workers demonstrated Sb2Se3 is intrinsically p-type under Se-rich 

condition[74] due to SeSb and even 2Se-on-Sb (2SeSb) antisites, and n-type under Sb-rich 

condition due to the low formation energies of donor defects such as VSe and SbSe antisites. 

In both reports, the calculations were conducted using first-principles DFT[51, 52] with 

HSE06 hybrid exchange-correlation energy functional[75] and D3 Grimme dispersion 

correction,[76] while different approaches were employed to correct the finite size effect 

on the charged defect formation energy calculations within the dilute defect limit. Besides 

the study of intrinsic defects, Stoliaroff et al. suggests several possible dopants in Sb2Se3 

to either enhance the native p-typeness or induce n-type doping.[77] Cai et al. pointed out 

that the compensation of the intrinsic donor and acceptor defects limit the electrical 

conductivity in Sb2S3 and proposed a two-step doping strategy to improve the 

efficiency.[78] These studies revealed that the native defects play critical roles in both 

Sb2Se3 and Sb2S3. Recently, Hobson et al. carried out a deep level transient spectroscopy 

study of deep level defects in Sb2Se3 and revealed the presence of traps in the 358-690 

meV range below the conduction band edge, while the grain boundary is relatively 

benign.[79]  

Using first-principles theoretical calculations, here we demonstrate that quasi-1D 

Sb2Se3 and Sb2S3 possess unique electronic structures and defect chemistry which 

eventually determines their superior optical and dielectric properties. Their important 
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implications on the photovoltaic performance as light absorbers will be discussed. We 

further calculate the formation energies of a variety of intrinsic defects and defect 

transition levels in Sb2X3 and subsequently the equilibrium Fermi level, free carrier 

densities, and defect concentrations. Our results provide a theoretical interpretation of the 

observed p-type conductivity in Sb2Se3 and nearly intrinsic semiconductor behavior in 

Sb2S3. These theoretical findings not only offer microscopic understandings of the 

electronic structure and native defects in Sb2X3 photovoltaic absorber, but also may 

provide valuable guidance to further advance antimony chalcogenides based solar cells. 

3.1.2. Computational Details 

First-principles DFT calculations were performed using the Vienna Ab Initio 

Simulation Package (VASP) .[80] We employed the Perdew-Burke-Ernzerhof (PBE)[81] 

form of exchange-correlation energy functional within the generalized gradient 

approximation (GGA)[82] and a -centered Monkhorst-Pack[83] k-point sampling for 

Brillouin zone integration. A plane wave basis set with a 400eV energy cutoff and a 

4×4×12 k-point grid were used for structure optimization and electronic relaxation. As 

DFT-GGA often underestimates the band gap, we applied the modified Becke-Johnson 

(mBJ)[84, 85] exchange potential for electronic structure and optical property calculations. 

Frequency dependent dielectric function was calculated in the independent particle 

approximation with a dense k-point sampling of 10×10×30. The convergence criteria for 

electronic relaxation was set to 10-6 eV, and the maximal residual force for structure 

optimization was less than 0.01 eV Å-1. 
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As the accuracy of formation energies is important for defect calculations, we 

employed the HSE06 hybrid exchange-correlation functional to further relax bulk and 

defect structures and calculate the total energies. This approach was previously shown to 

provide accurate prediction for the atomic and electronic structures in defective 

systems.[86, 87] Savory et al. and Huang et al. reported that the DFT calculations with 

HSE06 functional yield good agreement with experiments.[73, 74] Different vdW 

corrections were tested and compared, including optB86-vdW non-local correlation 

functional[88-90] and D3 dispersion correction,[76] and the lattice constants of Sb2Se3 are 

best reproduced by HSE06-D3. Therefore, we used HSE06-D3 for all defect calculations 

with a supercell of 1×1×3 containing 60 atoms for both Sb2Se3 and Sb2S3 to mimic the 

dilute defect limit. In addition, spin polarization was considered in our calculations. 

3.1.3. Crystal and Electronic Structure of Quasi-1D Antimony Chalcogenides 

Antimony chalcogenides, Sb2Se3 and Sb2S3, possess a very unique structure, as 

shown in Figure 3.1a. Their ground state structures are formed by quasi-1D ribbons which 

are weakly bonded by vdW interaction, while within the ribbon Sb-Se (or S) are bonded 

by strong valence bonds, forming infinite one-dimensional ribbons (i.e. (Sb4X6)n). Their 

unit cell contains 20 atoms, where there are three symmetry-inequivalent types of Se/S 

atoms and two symmetry-inequivalent types of Sb, as indicated in Figure 3.1a. 

Furthermore, Table 3.1 summarizes the lattice parameters calculated by DFT with 

different exchange-correlation energy functionals as well as the experimental values. 

Hybrid functional HSE06-D3 outperforms other functionals in the relaxed geometry, and 

the obtained lattice constants are in very good agreement with the experiment data. Thus, 
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all the following DFT calculations including electronic and optical properties and defect 

calculations were carried out with the HSE06-D3 relaxed structures. 

 

Figure 3.1. (a) Crystal structure of antimony chalcogenides Sb2Se3 and Sb2S3. (b) and (d) 

Calculated electronic band structures of Sb2Se3 and Sb2S3. Red circles indicate VBM and 

CBM. (c) Calculated optical absorption spectra. 

 

The electronic band structures of Sb2Se3 and Sb2S3 along the high symmetry points 

in the Brillouin zone are shown in Figure 3.1b and d. As DFT-PBE often underestimates 

band gap and DFT-HSE06 calculations are usually expensive, we compute the band 

structures along the full k-paths by using the modified Becke-Johnson (mBJ) exchange 

functional, which is known to provide accurate electronic structures comparable to hybrid 

functional and many-body perturbation theory with GW approximation.[84, 85] The 

electronic bands of Sb2Se3 and Sb2S3 along 𝛤𝑍 are more dispersed than those along 𝛤𝑌 

and 𝛤𝑋, indicating the higher group velocity and more facile electron transport along the 
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ribbons (c axis) than across ribbons (a/b axes). Moreover, the mBJ and HSE06 calculated 

bandgaps of Sb2Se3 and Sb2S3 are summarized in Table 3.2. Both Sb2Se3 and Sb2S3 have 

indirect gaps located along 𝛤𝑋. The calculated band gaps in Sb2Se3 and Sb2S3 are 1.35 

and 1.79 eV, respectively, making them good photovoltaic absorber candidates. The 

results are in reasonable agreement with GW quasiparticle bandgap (1.3 eV for Sb2Se3, 

and 1.5 for Sb2S3).[91] Furthermore, small electron/hole effective mass (e.g. < 0.5 m0, 

where m0 is the free electron mass) is often beneficial for carrier transport.[92, 93] Here 

we calculated electron and hole effective masses using a parabolic fitting at the CBM and 

VBM, and the results are presented in Table 3.4. The calculated hole effective masses of 

Sb2Se3 and Sb2S3 are 0.3m0 and 0.5m0 which are indeed reasonably small and desired for 

p-type semiconductors.  

 

Table 3.1. Lattice constants of Sb2Se3 and Sb2S3 in Pbnm (#62) space group calculated by 

DFT with different exchange-correlation energy functionals. 

 Sb2Se3 Sb2S3 

lattice parameters a b c a b c 

DFT 

PBE+vdW-

optB86 
11.45 11.89 4.01 11.06 11.32 3.86 

PBE+ vdW-D3 11.48 12.02 4.02 11.11 11.43 3.86 

HSE06+ vdW-

optB86 
11.95 12.26 4.01 11.66 11.51 3.85 

HSE06+ vdW-D3 11.50 11.96 3.95 11.17 11.42 3.80 

Exp.[94, 95] 11.62 11.77 3.96 11.23 11.31 3.84 
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Table 3.2. Calculated band gaps of Sb2Se3 and Sb2S3 using different exchange-correlation 

functionals. 

  Direct gap (eV) Indirect gap (eV) 

 

Sb2Se3 

Exp.[67] 1.20 1.15 

DFT-HSE06 1.43 1.39 

DFT-mBJ 1.38 1.35 

 

Sb2S3 

Exp.[66] 1.56 1.71 

DFT-HSE06 1.93 1.79 

DFT-mBJ 1.90 1.79 

 

3.1.4. Anisotropic Dielectric Properties of Quasi-1D Antimony Chalcogenides 

Besides the suitable electronic band gap and small hole effective mass, the 

dielectric constant of Sb2X3 is quite large. A large dielectric constant usually leads to 

strong screening to charges and defects, thereby suppressing carrier scattering and 

recombination. Typically the macroscopic dielectric constant of 10 or higher, including 

the electronic and ionic contributions, will enhance electron-hole pair dissociation, or 

exciton dissociation into free charge carriers in photovoltaics.[92, 96] The electronic 

contribution comes from the polarization by redistribution of electronic density, while the 

ionic part is associated with the polarization by ionic motion. The calculated dielectric 

tensors for Sb2Se3 and Sb2S3 are summarized in Table 3.3, where the ionic part is 

computed by DFT-PBE, and electronic part is computed using the HSE06 functional since 
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it is sensitive to the band gap. The dielectric tensors of both compounds show significant 

anisotropy where the dielectric constants along ribbons are much higher than the other two 

directions. The large dielectric constants of Sb2X3 indicate that the charge carriers are 

subject to enhanced screening when transporting along the ribbons, thereby reducing 

carrier scattering. 

 

Table 3.3. Dielectric constants along three principle directions. Ionic and electronic 

contributions are calculated using DFT-PBE and DFT-HSE06 functionals, respectively. 

 Direction ion elec 

Sb2Se3 

xx 76.97 15.43 

yy 97.56 15.46 

zz 3.94 10.69 

Sb2S3 

xx 66.08 11.06 

yy 90.39 11.63 

zz 4.025 8.28 

 

To understand the large dielectric constants in Sb2X3, we further investigate the 

corresponding Born effective charge (BEC). The BEC tensors of symmetry-inequivalent 

Sb and Se/S atoms are calculated using DFT-PBE. The results are listed in Table 3.5. The 

valence of Sb and Se/S elements are +3 and -2. However, in Sb2Se3, the ions present a 

maximum effective charge of +7.22 e on Sb1, +7.49 e on Sb2, -4.19 e on Se1, -4.01 e on 

Se2, and -4.93 e on Se3, much higher than their nominal ionic charges. A similar trend 

was also observed in Sb2S3, with the BEC of 6.86 e on Sb1, 6.38 e on Sb2, -3.86 e on S1, 

-3.75 e on S2, and -4.59 e on S3. The large BEC implies strong lattice polarization with 

atom displacements. In ionic crystals, the charges of atoms will be close to their nominal 
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charges in the compound formed by ionic bonds. On the other hand, in covalent crystals, 

the presence of covalent bonds leads to significant charge transfer when atoms are 

displaced from their original positions. Therefore, the large BEC reveals the mixed ionic-

covalent Sb-Se/S bonds in Sb2Se3 and Sb2S3, and eventually results in large dielectric 

constants. 

3.1.5. Low Exciton Binding Energy for Efficient Electron-Hole Separation  

Based on the effective mass and dielectric constant, we can estimate the exciton 

binding energy Eb using the hydrogenic model: 

𝐸𝑏 =
𝜇

𝑚0𝜖2
𝑅𝐻, 

where RH is the Rydberg constant of hydrogen atom (13.6 eV), and 𝜖  is the average 

dielectric constant. 𝜇 is the effective reduced mass of the exciton, obtained by  

1

𝜇
=

1

𝑚ℎ
∗ +

1

𝑚𝑒
∗
. 

The calculated effective reduced exciton mass is 0.22𝑚0 and 0.38𝑚0 for Sb2Se3 and Sb2S3, 

respectively. Consequently, the exciton binding energy is low, only 15 meV and 48 meV, 

comparable with the thermal energy (i.e. kBT, 25 meV at room temperature). The low 

exciton binding energy suggests efficient dissociation of photoexcited electron and hole 

pairs into free carriers.  

Finally, we also calculated another important physical property for photovoltaic 

absorber, i.e. optical absorption spectra of Sb2X3 using DFT-mBJ. The frequency-

dependent averaged optical absorption coefficient is shown in Figure 3.1c, and the 

calculated values agree with the experimental measurement of 104~105 cm-1 for Sb2S3 
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and >105 cm-1 for Sb2Se3 in the visible region,[67] demonstrating antimony chalcogenides 

are indeed good solar absorbers. 

 

Table 3.4. Effective masses of holes and electrons in the unit of free electron mass (m0) 

in bulk Sb2Se3 and Sb2S3. 

Effective mass Sb2Se3 Sb2S3 

mh 0.3 0.5 

me 0.8 1.5 

𝜇 0.22 0.38 

 

Table 3.5. Born effective charge for symmetry-inequivalent atoms of Sb2Se3 and Sb2S3 

calculated by DFT-PBE. 

 Ion Zxx Zxy Zxz Zyx Zyy Zyz Zzx Zzy Zzz 

Sb2Se3 

Sb1 4.38 0.00 0.00 0.44 2.63 0.00 0.00 0.00 7.22 

Sb2 7.49 -1.86 0.00 -0.19 2.15 0.00 0.00 0.00 5.80 

Se1 -4.19 -1.19 0.00 -1.04 -1.76 0.00 0.00 0.00 -4.08 

Se2 -3.33 1.51 0.00 0.03 -1.58 0.00 0.00 0.00 -4.01 

Se3 -4.35 -0.06 0.00 -0.18 -1.44 0.00 0.00 000 -4.93 

 

Sb2S3 

Sb1 3.95 0.35 0.00 0.27 2.83 0.00 0.00 0.00 6.86 

Sb2 6.38 -1.47 0.00 0.01 1.96 0.00 0.00 0.00 5.36 

S1 -3.44 -0.83 0.00 -0.84 -2.00 0.00 0.00 0.00 -3.86 

S2 -3.24 1.28 0.00 -0.05 -1.39 0.00 0.00 0.00 -3.75 

S3 -3.65 0.35 0.00 0.37 -1.39 0.00 0.00 0.00 -4.59 

 

The above theoretical investigations of electronic, optical, and dielectric properties 

show that Sb2Se3 and Sb2S3 have several nice characteristics, including suitable bandgap, 

small effective hole mass, small exciton binding energy, large dielectric constants, hence 
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strong screening, and high optical absorption coefficient. These superior electronic 

structures endow Sb2Se3 and Sb2S3 with great potential as light absorbers for thin-film PV 

applications. 

3.1.6. Defect Formation Energy and Transition Levels 

Experiments have shown that Sb2X3 solar cells suffer from low Voc, which is often 

caused by high recombination rate due to the presence of the mid-gap trap states. In order 

to understand the types of defects that may generate mid-gap levels, we conducted a study 

of intrinsic point defects of Sb2X3. Here we consider five types of intrinsic defects, namely 

vacancy (VSb, VSe/S), interstitial (Si, Sei, and Sbi), and Sb and Se/S antisites (SbS and 

SeSb/SSb) for all symmetry-inequivalent atomic sites with different charge states. 

Based on the approach described in Chapter 2, we first investigated the intrinsic 

defects of Sb2Se3. Due to the anisotropic structure, defects behave differently at symmetry-

inequivalent sites. The formation energy as a function of the Fermi level (𝐸𝐹) is plotted in 

Figure 3.2a and b for Se rich and Se poor conditions, respectively. The antisite (SeSb1, 

SeSb2, SbSe1, SbSe2, and SbSe3) and interstitial (Sei and Sbi) defects are likely to act as 

donors/acceptors depending on the Fermi level. When the Fermi level is near VBM, those 

defects donate electrons and exhibit positive charge states. When the Fermi level is close   

to CBM, they accept electrons and are negatively charged. The formation of defects can 

be regulated by controlling the chemical potentials of the associated elements. In Se rich 

condition, acceptor-like defects VSe2 and VSe3 have negative formation energy when the 

Fermi level is located at VBM (i.e. 𝐸𝐹 = 0). In addition, when 𝐸𝐹 = 0, Sb interstitials also 

have low formation energy, and SeSb1, and SeSb2 have formation energy close to zero. 
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Therefore, when the Fermi level is close to VBM, the Se vacancies, Sb interstitials, and 

SeSb antisite defects are the dominant defects in Se rich condition. As shown in Figure 

3.2c, those defects create mid-gap trap states. As 𝐸𝐹 increases, VSb becomes more likely 

to form due to the decrease of its formation energy.  Among all the defects, when the Fermi 

level is close to VBM, the donor defect VSe2 with charge state q=+2 has the lowest 

formation energy, contributing free electrons to the conduction bands and making it n-

type. On the other hand, when the Fermi level is close to CBM, the acceptor defect SeSb2 

with charge state q=-1 and VSb with charge state q=-3 have the lowest formation energies, 

donating free holes to the valence bands and making the system p-type. VSe2 (q=+2) and 

SeSb2 (q=-1) have the same formation energy at 𝐸𝐹 = 0.4 eV  under Se-rich condition. 

Thus, the Fermi level will be pinned at around 0.4 eV. Under Se-poor condition, SbSe, VSe 

and Sbi have even lower formation energy while VSb, SeSb and Sei have higher formation 

energy at 𝐸𝐹 = 0 eV, compared wth Se rich condition. The easier formation of the hole 

killers will restrain the free carriers in the p-type Sb2Se3. Therefore, Se rich condition is 

recommended during growth. The Fermi level in this case is pinned at around 0.7 eV by 

donor defect VSe2 and acceptor defect SbSe1.  

Sb2S3 exhibits the similar behavior as Sb2Se3, as shown in Figure 3.3a-c. The 

antisite (SSb1, SSb2, SbS1, SbS2, and SbS3) defects possess positive charge states when the 

Fermi energy moves towards VBM, while they exhibit accept-like defects with negative 

charges as Fermi energy is close to CBM. VS2, VS3, Sbi, SSb2 and SSb1 are dominant defects 

with negative formation energy at 𝐸𝐹 = 0  under S-rich condition. S-on-Sb antisites 

possess low formation energy, suggesting antisite defects in Sb2S3 are easy to form in the 
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quasi-1D structure. The Sb-on-S antisites can be more easily to form under S poor 

conditions. Comparing the formation energies under two extreme conditions, the donor 

defect concentration is higher under S poor condition, due to the significant decrease of 

the formation energy of Sb-on-S antisites, Sb interstitials and S vacancies. Those defects 

will be detrimental to the free carrier concentration and trap the carriers. The Fermi levels 

are pinned at 0.75 eV by SSb2 (q=+1) and VSb2 (q=-3) in S rich condition, and at 0.85 eV 

by VS2 (q=+2) and VSb2 (q=-3) in S poor condition.  

 

Figure 3.2. Defect formation energy diagrams of Sb2Se3 under (a) Se rich and (b) Se poor 

conditions. (c) Defect transition levels in Sb2Se3. The formation energies of native point 

defects in Sb2Se3 is plotted as a function of the Fermi level with VBM as reference. The 

bandgap adopted here is calculated by HSE06. The slope of each line indicates the most 

favorable charge state at the corresponding Fermi level. Positive and negative charge state 

indicate the donor and acceptor, respectively. The red and blue colors in (c) indicate the 

donor and acceptor transition levels, respectively. 
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To further increase the carrier density of Sb2X3, extrinsic doping is a feasible 

approach. We then investigate the dopability of Sb2Se3 and Sb2S3. Dopability refers to the 

domain of the Fermi energy accessible through doping.[97] When acceptor-like defects 

are doped into the system, the Fermi energy is shifted towards the valence band, and the 

acceptor formation energy decreases with 𝜖𝐹. With increasing hole doping, the Fermi 

energy will decrease and shift towards VBM. Subsequently the formation energy of hole 

killers will also decrease, and at certain point they will form spontaneously. Across this 

point, further doping is inhibited because the formation of the hole killers (e.g. 𝑉𝑆𝑒2
+2) will 

negate the acceptors. As mentioned above, the doping limit of Sb2Se3 occurs at 0.4 eV and 

0.7 eV for Se-rich and Se-poor growth conditions, respectively, and the doping limit of 

Sb2S3 occurs at 0.75 eV and 0.85 eV for S-rich and S-poor growth conditions, respectively. 

The Se/S-rich condition destabilizes the donor defects (hole killers), hence facilitate p-

type doping. Hence, Sb2Se3 has better p-type doping capability than Sb2S3, and the doping 

limit can be further overcome by passivating the killer defects. 
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Figure 3.3. Defect formation energy diagrams of Sb2S3 under (a) S rich and (b) S poor 

conditions. (c) Defect transition levels in Sb2S3. The formation energies of native point 

defects in Sb2S3 are plotted as a function of the Fermi level with VBM as reference. The 

bandgap adopted here is calculated by HSE06. The red and blue colors in (c) indicate the 

donor and acceptor transition levels, respectively.     

 

 

We notice that some of the defects exhibit negative U behavior.[98, 99] For 

example, VSe and VS with +1 charge state are unstable at any value of the Fermi level. Its 

formation energy is always higher than that of 0 and +2 charge states. This character is 

related to strong electron-lattice interaction, which leads to significant atomic relaxation. 

Figure 3.4  illustrates the local lattice relaxations of VSe2 with +1 and +2 charge states, i.e. 

𝑉𝑆𝑒2
+1  and 𝑉𝑆𝑒2

+2 , and the color of the atoms represents charge transfer with respect to 𝑉𝑆𝑒2
0  
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and 𝑉𝑆𝑒2
+1 , respectively, obtained from Bader charge analysis.[100, 101] The formation of 

+2 charge state, 𝑉𝑆𝑒2
+2 , is accompanied by a large outward relaxation away from Se vacancy. 

In fact, the nearest-neighbor Sb atoms relax away from the vacancy by -19%, -5% and 

21% of the equilibrium VSe2-Sb bond length (i.e. the bond between Se vacancy and its 

nearest Sb atom) for the +0, +1, and +2 charge states with respect to the Se-Sb bond length 

in the pristine bulk. The released energy due to large local lattice relaxation 

overcompensates the electron Coulombic interaction energy. Since antimony 

chalcogenides have soft quasi-1D ribbon-like structures with weak interchain interaction, 

they are able to accommodate larger lattice relaxation than conventional 3D bulk crystals, 

thereby exhibiting negative U behavior in these defect structures.  

 

 
Figure 3.4. Atomic structures of VSe2 with +1 and +2 charge states, respectively. The color 

of the atoms indicates the electron depletion (blue) or accumulation (red) with respect to 

VSe2 with +0 and +1 charge states. 
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3.1.7. Defect Concentration, Carrier Density, and Their Implication on p-/n-

Typeness 

Using the method described in Chapter 2, we first calculate the carrier density and 

defect concentrations in Sb2Se3 based on the defect formation energy. Figure 3.5a and d 

show the Fermi level under synthesis temperature (𝐸𝐹,syn) and equilibrium temperature 

( 𝐸𝐹,eq ) as a function of synthesis temperature from 300 to 1000 K. The melting 

temperature of Sb2Se3 is 885 K, below 1000K, as indicated by the dashed line in Figure 

3.5. The corresponding Fermi level is calculated by assuming that the system is quenched 

from synthesis temperature to room temperature, and during annealing the defect 

concentrations remain the same but the charge state of each defect type can change and 

re-equilibrate. The calculated 𝐸𝐹,eq decreases as the temperature increases. Under Se rich 

condition, the equilibrium Fermi level is around 0.3-0.34 eV within the synthesis 

temperature range, which is close to VBM, showing a p-type nature. The dominant carrier 

is hole, as shown in Figure 3.5c, with the concentration on the order of 1013 cm-3, in 

agreement with the experiment, which is majorly contributed by the dominant defect 𝑆𝑒𝑆𝑏1
−1  

(Figure 3.5b).  In Se-poor condition, the equilibrium Fermi level is located near the half 

of the bandgap, suggesting the weak p-typeness and low hole density. It is attributed to the 

formation of donor defects 𝑉𝑆𝑒2
+2   and 𝑉𝑆𝑒3

+2  , although there is still high concentration of 

acceptor defects 𝑆𝑏𝑆𝑒1
−1   and 𝑆𝑏𝑆𝑒3

−1  , as shown in Figure 3.5e. Figure 3.5f shows the 

calculated the hole and electron density. The hole density is only on the order of 107 cm-3 

and increases with the temperature. The electron density is on the order of 106 cm-3 and 
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decreases with the temperature. Our calculations therefore confirm that Sb2Se3 is an 

intrinsic p-type semiconductor, and the Se-rich growth condition is desired. 

 

Figure 3.5. (a) and (c) Fermi level of Sb2Se3 at synthesis and equilibrium temperatures as 

a function of synthesis temperature under Se rich and Se poor conditions, respectively. (b) 

and (e) Electron and hole densities at equilibrium temperature as a function of synthesis 

temperature under Se rich and Se poor conditions, respectively. (c) and (f) The 

concentration of dominant defects as a function of synthesis temperature under Se rich and 

Se poor conditions, respectively. The dashed line indicates the melting temperature of 

Sb2Se3 at 885 K. 
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Figure 3.6. (a) and (c) Fermi level of Sb2S3 at synthesis and equilibrium temperatures as 

a function of synthesis temperature under S rich and S poor conditions, respectively. (b) 

and (e) Electron and hole densities at equilibrium temperature as a function of synthesis 

temperature under S rich and S poor conditions, respectively. (c) and (f) Concentration of 

dominant defects as a function of synthesis temperature under S rich and S poor 

conditions, respectively. The dashed line indicates the melting temperature of Sb2S3 at 823 

K. 

 

The same approach was applied to study Sb2S3. The results are presented in Figure 

3.6. The melting point of Sb2S3 is also indicated by dashed line at 823K. In S rich condition, 

the equilibrium Fermi energy is around 0.7 eV, at which donor defects 𝑆𝑆𝑏1
+1  and 𝑆𝑆𝑏2

+1  have 

high concentrations. However, the acceptor defect 𝑉𝑆𝑏2
−3   also has high concentration but 

possesses higher charge state, thereby donating holes to valence bands and leading to the 

p-type in Sb2S3 with hole density on the order of 107 cm-3. The competition between the 

donors and acceptors in leads to minimal change in the hole density as the temperature 

increases. On the other hand, Sb2S3 is a weak intrinsic n-type under S poor condition, 
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caused by the donor 𝑉𝑆2
+2  and 𝑉𝑆3

+2 . However, 𝑉𝑆𝑏2
−1  , 𝑆𝑏𝑆3

−1  and 𝑆𝑏𝑆1
−1  compete with the 

donors and their concentration increases as the temperature is elevated. Therefore, the 

electron density decreases at high temperature (Figure 3.6f). The Fermi energy is pinned 

above the mid-gap, as seen in Figure 3.6d, reflecting the n-type nature. In general, the 

carrier density in Sb2S3 is significantly lower than that in Sb2Se3, which is consistent with 

experiment findings. Sb2Se3 is intrinsically p-type, while Sb2S3 is almost intrinsic 

semiconductor. Further strategies, such as introducing certain dopants, may be conducted 

to suppress the donor-like defects in order to increase the carrier density. 

3.1.8. Conclusions 

In summary, we systematically investigate the electronic structure and native 

defects in antimony chalcogenides using first-principles DFT. On one hand, the unique 

quasi-1D ribbons in Sb2Se3 and Sb2S3 lead to anisotropic transport with higher group 

velocity along the ribbon. More importantly, they possess suitable bandgap and high 

optical absorption that are desirable for photovoltaics. The large Born effective charge and 

large dielectric constant suggest strong charge screening, thereby reducing carrier 

scattering and recombination. Besides, the dispersed band structure near VBM and CBM 

leads to small hole and electron effective masses. The small effective mass and large 

dielectric constant result in small exciton binding energy, suggesting efficient exciton 

dissociation and formation of free charge carriers in antimony chalcogenides. Since 

antimony chalcogenides have soft quasi-1D ribbon-like structures with weak interchain 

interaction, they are able to accommodate larger lattice relaxation than conventional 3D 

bulk crystals, thereby exhibiting negative U behavior in these defect structures. 
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On the other hand, Sb2Se3 and Sb2S3 exhibit complex defect chemistry competing 

with the above superior electronic structure of pristine Sb2Se3 and Sb2S3. The dominating 

defects include antisite defects, anion vacancies, and interstitial defects. Anion vacancies 

have low formation energy even under anion-rich condition. The weak vdW interlayer 

interaction leads to the low formation energy of interstitial defects between Sb2X3 ribbons. 

These defects can create mid-gap transition levels, which may explain the low Voc 

observed in experiments. In order to improve the Voc, it is necessary to suppress the defects, 

for example, by optimizing growth condition, post-annealing, or introducing extrinsic 

dopant. Regarding the doping limit of Sb2Se3 and Sb2S3, the p-type doping for Sb2Se3 

under Se-rich condition is quite accessible since the pinned Fermi energy is close to VBM, 

but it will be difficult under Se-poor condition due to the low formation energy of Se 

vacancies. In contrast, Sb2S3 has limited p- and n-type dopability under both S-rich and S-

poor condition. From the defect concentration and carrier density calculations, we found 

that Sb2Se3 under Se rich condition is p-type and the dominant defect is SeSb2 with charge 

state of -1. Compared to Sb2Se3, carrier density in Sb2S3 is relatively low, exhibiting 

intrinsic semiconductor behavior. 

Our present work provides microscopic understanding of electronic, dielectric, and 

optical properties of antimony chalcogenides, revealing their great potential for 

photovoltaic applications as well as the challenges to be addressed. The present study 

suggests that effort shall be made in future to mitigate the defects and further boost the 

performance of antimony chalcogenide based solar cells.    
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3.2.1. Introduction 

The anisotropic nature of these ribbon-like chalcogenides, though potentially 

beneficial to solar cell performance, requires careful growth to suspend the needle or flake 

growth. To overcome this challenge, various growth technologies were introduced for 

antimony chalcogenides, such as rapid thermal evaporation (RTE),[17, 18] and solution-

based technology.[102, 103] However, these approaches are not fully compatible with 

high-throughput manufacturing technology. For example, commercial CdTe technology 

from First Solar is based on a VTD process, which is on a par with the CSS process for 

CdTe manufacturing and allows for high-throughput deposition onto moving 

substrates.[104] Meanwhile, CSS technique directly vaporizes the solid raw materials, 

which has been widely used in the lab to achieve the scalability of chalcogenide 

photovoltaics and could greatly reduce the cost.  

In this section, we theoretically investigated the anisotropic electronic and optical 

properties of Sb2Se3, and experimentally demonstrated that the quasi-one-dimensional 

ribbons can be tailored by varying CSS growth conditions. It is demonstrated that [211]-

oriented Sb2Se3 exhibits the best device performance with 4.27% PCE, which is in 

agreement with the theoretical understanding. Through first-principles calculations, we 

not only show the orientation-dependent optical properties of Sb2Se3, but also identify a 

more beneficial ribbon orientation ([211]-orientation) than the previoius reported one 

([221]-orientation).[17] The [211]-oriented ribbons have also been experimentally 

synthesized by CSS in our work, together with other oriented ribbons. In addition, the 

success of CSS technology in the non-cubic anisotropic materials opens up avenues for 

3.2. Impact of Quasi-1D Nature on Photovoltaic Performance 



 

36 

 

integrating these ribbon/layer-like materials into the most successful large-scale 

chalcogenide solar cell manufacturing process.  

3.2.2. Computational Details 

Atomistic, electronic structures, and orientation-dependent optical properties were 

calculated using first-principles DFT as implemented in the VASP.[80] Since van der 

Waals interaction is present between neighboring (Sb4Se6)n ribbons, we adopted optB86-

vdW non-local correlation functional that approximately accounts for dispersion 

interactions. The structural optimization and electronic relaxation were calculated using a 

Γ-centered Monkhorst-Pack k-point sampling grid of 1244.[83] The maximal residual 

force of each atom is less than 0.02 eV Å-1, and the convergence criteria for electronic 

relaxation was set to 10-6 eV. For optical property calculations, a k-point grid of 281212 

is used in the mBJ calculations.  

3.2.3. Orientation-Dependent Transport Behavior and Optical Absorption 

To analyze the ribbon structures along different orientation, we first conduct bulk 

structure optimization using first-principles DFT. The calculated lattice constants for bulk 

Sb2Se3 are in good agreement with the experiments. Then we extracted different ribbon 

configuration from the bulk. As shown in Figure 3.7a-b, the one-dimensional (Sb4Se6)n 

ribbons stack along c axis by strong Sb-Se bonds, while the ribbons are weakly bonded by 

vdW forces along a and b directions, without dangling bonds, in agreement with the results 

of Zhou et al.[17] Figure 3.7c-e illustrate the carrier transport along (Sb4Se6)n chains in 

different orientations. When the (Sb4Se6)n ribbons are grown parallel to the substrate (i.e. 

grown along [120] direction with (120) plane parallel to the substrate, as illustrated in 
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Figure 3.7c), the vdW gap between the ribbons will exert potential barriers for carrier 

transport towards top and bottom substrates where carriers are collected. However, when 

the ribbons are [211]- and [221]-oriented on top of the substrate (Figure 3.7d and e), the 

charge carrier can easily transport along the ribbons, which will reduce photogenerated 

carrier recombination. Obviously, the series resistivity is much higher in [120]-oriented 

grain than in [211]- and [221]-oriented grains.[17] Therefore, to promote the carrier 

transport and improve the device performance, these (Sb4Se6)n ribbons should be grown 

normal to the substrate, e.g. [211]- and/or [221]-direction, as shown in Figure 3.7f and g. 

Additionally, the [211]-oriented grain in principle should be better than that of [221]-

oriented grain in terms of charge transport, because the angle between the ribbon and the 

surface is 52.6 in the [211]- oriented grain, higher than 46.1 in the [211]-oriented grain 

(Figure 3.7f and g).   

To further understand the impact of quasi-one-dimensional (Sb4Se6)n ribbons on 

the optical properties, we calculated the orientation-dependent optical absorption. We 

firstly calculated the frequency dependent dielectric function 𝜖(𝜔), including both the real 

and imaginary parts, within the independent particle approximation implemented in 

VASP. The calculated dielectric function is closely related to the extinction coefficient K 

and refractive index n as 

𝜖(𝜔) = (𝑛 + 𝑖𝐾)2. 

Then the optical absorption coefficient 𝛼 can be obtained from extinction coefficient K,  

𝛼 =
4𝜋𝐾𝜔

𝑐
, 



 

38 
 

where c is the speed of light. The calculated absorption coefficient along different ribbon 

orientation is shown in Figure 3.8a. It clearly demonstrates that the [211]-oriented films 

have higher absorption than that of the [221]-oriented films, providing theoretical 

evidence for higher light absorption when the (Sb4Se6)n ribbons are vertically grown 

against the substrate. Our theoretical findings were further verified by the UV-Vis spectra 

of CSS-deposited Sb2Se3 from optical characterization. The calculated absorption 

coefficient as a function of the grain orientation from the absorbance measurement is 

shown in the Figure 3.8b, which match well with the theoretical predictions (Figure 3.8a).   

 

Figure 3.7. Sb2Se3 van der Waals crystals with tunable ribbons (Sb4Se6)n showing 
anisotropic transport behavior. (a) and (b) Atomic configuration from the side and top 
view, respectively. (c)-(e) Atomic structures of [120]-, [211]-, and [221]-oriented Sb2Se3 
ribbons on the CdS-coated FTO glass substrate. (f) and (g) Comparison between [211]- 
and [221]-oriented grains on CdS substrate. The ribbons in the [211]-oriented grains are 
aligned closer to the plane normal compared to the ribbons in the [221]-oriented ones, 
suggesting a more facile carrier transport along [211]-oriented grains.  
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Figure 3.8. Orientation-dependent optical absorption coefficient from (a) theoretical 

calculations, and (b) UV-vis absorbance spectra for the films with [120]-, [221]-, and 

[211]-oriented grains. 

 

3.2.4. Orientation-Dependent Device Performance 

Next, the dependence of the Sb2Se3 solar cell device performance on the 

orientation of (Sb4Se6)n ribbons has been investigated. The Sb2Se3/CdS heterojunction 

solar cells were fabricated with graphite and Ag electrode (Figure 3.9a). The energy level 

alignment in the device is shown in Figure 3.9b, which is efficient for charge transfer 

(graphite work function of 5.0 eV vs. Au of 5.1 eV). The device performance with different 

ribbon orientation is shown in Figure 3.9c, and the device characteristics are listed in Table 

3.6. Here, we selected the Sb2Se3 films grown at different substrate temperature with 

various (Sb4Se6)n ribbon orientation for device fabrication. The main focus here is the 

orientation dependent device performance, and other contributions to the device 

performance, such as the improved crystallinity and reduced defects at various substrate 

temperature, may not be discussed here. The strong correlation between the device 

performance and the ribbon orientation was established through the J-V measurement. As 
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expected, the film with [211] preferred orientation shows the best device performance with  

4.27% PCE, which is originated from the improved open-circuit voltage Voc and short-

circuit current Jsc. The reduced series resistance (Roc, resistance at Voc) dominates the 

device performance, while the shunt resistance (Rsh) keeps almost constant. This device 

behavior can be explained by the [211]-oriented grain consisting of tilted (Sb4Se6)n ribbons, 

where the carrier transport in the [211]-oriented grains is more facile than in the [221]- 

and [120]-oriented grains (as shown in Figure 3.7c-e and inset of Figure 3.9c with different 

vdW boundaries). This observation is in agreement with the previous RTE devices,[17]  

where better device performance may be achieved using Au electrode with better ohmic 

contact between the metal and semiconductor than graphite paste. The higher intensity of 

(120) peaks indicate more (Sb4Se6)n ribbons parallel with the substrate, which significantly 

increases the serial resistance of the device and thus lowers the device performance (e.g., 

reduce Voc and Jsc). Here, further evidence of the benefit from the ribbon orientation 

dependent light trap is provided by the external quantum efficiency (EQE) measurement 

(see Figure 3.9d). The ribbon orientation dependent light absorption is in agreement with 

the UV-Vis absorption spectra as shown in Figure 3.8c and f. The [211]-oriented grains 

could absorb more light in the range of 400 to 850 nm. In particular, the [211]- and [221]-

oriented film significantly improve the light absorption than that of [120]-oriented film. 

The photocurrent with integrated EQE is consistent with the Jsc determined by the J-V 

curve. 
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Figure 3.9. Device performance of the Sb2Se3 cells. (a) Schematic solar cell geometry. (b) 
Energy level diagram of the layers in the cells. (c) and (d) the current density-voltage (J-
V curve) and EQE spectra of the orientation dependent films. The inset of (c) illustrates 
the films with different ribbon orientation. The inset of (d) shows the histogram of device 
efficiencies from various fabricated devices. 
 

 

Table 3.6. Device performance parameters of champion device with varying ribbon 
orientations.  

Grain 
orientation Voc, V Jsc, mA cm-1 FF, % Roc, W cm2 Rsh, W cm2 PCE, % 

[211] 0.421 21.74 46.65 59.25 1087 4.27 
[221] 0.415 19.26 49.43 66.75 1006 3.92 
[120] 0.386 18.82 39.75 144.57 1025 2.91 

 

 

3.2.5. Conclusions 

In summary, we demonstrate that the tunable (Sb4Se6)n ribbon orientation can 

enhance the light absorption and enable the Sb2Se3 thin film solar cells with 4.27% PCE. 
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The Sb2Se3 thin film can be successfully grown by the low-cost close-space sublimation. 

We found that the light absorption in the Sb2Se3 film was correlated with the ribbon 

direction and the device performance is significantly influenced by the orientation of the 

(Sb4Se6)n ribbons. Our results demonstrate that environment-friendly Sb2Se3 thin film 

solar cells can be manufactured in large scale at a low cost with low energy consumption 

thanks to the earth-abundant elements and the low deposition temperature, and it can be 

directly integrated into the recent vapor transport deposition technology for thin film 

photovoltaics.  

3.3. Interface Engineering via Sputtered Oxygenated CdS:O Window Layer 

3.3.1. Introduction 

We have shown that the (Sb4Se6)n ribbon orientation is significantly impacted by 

the film deposition parameters, such as substrate temperature, source temperature and the 

post-sensitization of the deposited film.[17, 105-107]  Remarkably, a wide range of the 

window layer materials (e.g., ZnO, and CdS) have been utilized to tune the ribbon 

orientation and suspend the device degradation.[18, 107, 108]  However, the champion 

device performance is still far from its theoretical PCE limit (~31%).[109] The 

photovoltaic device performance is severely limited by the low open circuit voltage (VOC) 

of ~0.4 V in contrast to its bandgap of 1.1 eV due to abundant deep defects,[70] although 

the short circuit current density (JSC) was improved to ~ 30 mA cm-2.[110] Given the well-

known CIGS PV technology with PCE of above 22%, although CIGS has similar bandgap 

(~1.1 eV) but its VOC record is as high as ~0.744 V, We believe that there is plenty of room 

to improve Voc and PCE in Sb2Se3 solar cells. In fact, the theoretical limit of Voc and PCE 
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for a solar absorber with a bandgap of 1.2 eV can reach 0.935 V and 32.74%, based on 

Shockley-Queisser limit. The current Sb2Se3 performance is far below from its limit. 

Therefore, it is worth developing effective approaches to lift the VOC in Sb2Se3 solar 

cells.[9]  

Traditionally, oxygen in the chalcogenide thin film solar cells could contribute to 

the improved device performance. For example, oxygen in CdTe solar cells can increase 

the acceptor concentration and lifetime, and oxygen in the CdS/CdTe interface could 

prevent the interdiffusion.[111-113] Sputtered oxygenated CdS (CdS:O) window layer is 

able to improve the VOC in CdTe and other chalcogenide solar cells (such as Cu2BaSnS4) 

due to its high resistivity and transparency.[114-117] The sputtered oxygenated CdS:O 

window layer is composed by CdS and CdSOx with a wide bandgap range (2.4 to 3.7 eV), 

which can be achieved by engineering oxygen composition during the sputtering 

deposition.[116] Moreover, the high resistivity of CdS:O window layers can passivate the 

absorber/CdS interface and suspend the interface recombination.[116] Thus, both VOC and 

JSC can be improved by introducing CdS:O to CdTe devices.[114] Currently, the most 

widely used window layer for Sb2Se3 cells is chemical bath deposited (CBD) CdS window 

layer.[68, 114, 118-121] It was reported that introducing oxygen during the Sb2Se3 

deposition could passivate interface defects and lead to enhanced device performance with 

~4.8% PCE.[118] However, the role of oxygen in the CdS:O/Sb2Se3 interface has not been 

elucidated well.  

We have conducted our first-principles theoretical calculations and experimental 

studies to understand the role of interfacial oxygen in the CdS:O/Sb2Se3 heterostructure. 
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Our first-principles calculations indicate the interdiffusion mechanism and defect 

chemistry associated with the oxygenated CdS:O window layer based Sb2Se3 solar cells. 

Oxygen has a higher diffusion barrier across (Sb4Se6)n ribbons (i.e. perpendicular to the 

ribbon direction) than that along the ribbons inside the vdW gap. Controlling oxygen 

content in the interfacial area of CdS:O/Sb2Se3 can effectively passivate the vdW gap of 

Sb2Se3, thereby blocking the Cd diffusion into Sb2Se3 to form n-type Cdi interstitials. Our 

theoretical study suggests that higher VOC can be achieved in the Sb2Se3 thin film solar 

cells with interface engineering. Following the theoretical prediction, we then propose to 

replace the CBD CdS layer by sputtered oxygenated CdS:O window layer in order to 

passivate the interface between window layer and Sb2Se3. By systematic tuning of oxygen 

concentration in the sputtered oxygenated CdS:O layer, we achieved the highest VOC 

(~0.432 V), JSC (~29.9 mA cm-2) and PCE (~7.01%) in the CSS-grown Sb2Se3 devices 

with the superstrate F:SnO2/CdS:O/Sb2Se3/graphite/Ag device architecture. The 

reactively sputtered CdS:O window layer effectively enhances the bandgap of CdS:O and 

tailors the (Sb4Se6 )n ribbons to [211]-textured orientation. The grain size of Sb2Se3 grown 

on the sputtered CdS:O is larger than that on CBD CdS, suggesting that the oxygen in the 

CdS:O can also impact the Sb2Se3 growth. The interfacial element distribution analysis 

indicates that the interfacial oxygen can suppress the CdS/Sb2Se3 interdiffusion, which 

prevents the Cd interstitial formation in Sb2Se3 absorber layer. In addition, the device 

physics analysis demonstrated that the increased VOC stem from the improved built-in 

voltage, and the improved JSC comes from the thicker depletion region and the reduced 

interfacial recombination in the CdS:O/Sb2Se3 device. This study of extrinsic point defects 
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based on first-principles DFT further proves that oxygen associated defects, substitutional 

defects (OSb) and (OSe) and interstitial defect (Oi), hardly become n-type. However, Cd 

interstitial (Cdi) is donor defect, therefore, to reduce its concentration the Se-rich condition 

is desired. These theoretical and experimental findings demonstrate that the interface 

engineering is an effective approach to improve device performance of Sb2Se3 thin film 

solar cells, which can be used to break the photovoltage limit in Sb2Se3 solar cells.  

3.3.2. Computational Details 

Cd and O diffusion energy barriers in Sb2Se3 were calculated using the climbed 

image nudged elastic band (NEB) method.[122] The total energy calculations were based 

on first-principles DFT[51, 52] as implemented in VASP.[80] The PPBE[81] form of 

exchange-correlation functional within the GGA[82] and a plane wave basis set with a 

400 eV energy cutoff were employed in the DFT calculations. The structural optimization 

of bulk Sb2Se3 was performed with a Γ-centered Monkhorst-Pack k-point sampling grid 

of 4×4×12, maximal residual force of less than 0.01 eV Å-1,[83] and an energy 

convergence criteria of 10-6 eV for electronic relaxation. The optB86-vdW nonlocal 

correlation functional was adopted to account for the weak vdW interactions between 

ribbons.[88-90] The calculated lattice parameters a, b, and c of the unit cell are 11.482 Å, 

11.870 Å and 4.014 Å, respectively. A supercell of 113 was constructed to determine 

the diffusion energy barrier in the dilute limit.  

For defect formation energy and transition levels, we employed the finite-size 

correction scheme proposed by Freysoldt et al.[57] and Oba et al.[58]. The unit cell 

structure was enlarged to 226 supercell, containing 480 atoms, to minimize the errors 



 

46 

 

caused by image charge interaction. The charged defect formation energy is defined by 

𝛥𝐸𝑓 = 𝐸(𝐷, 𝑞) − 𝐸(𝑏𝑢𝑙𝑘) − ∑𝑛𝑖𝜇𝑖 + 𝑞𝜖𝐹 + 𝐸𝑐𝑜𝑟𝑟 . Here 𝐸(𝐷, 𝑞) is the total energy of 

the defect supercell with charge q and 𝐸(𝑏𝑢𝑙𝑘) is the total energy of pristine cell without 

any defect. 𝜇𝑖 represents the chemical potential of species 𝑖 involved in the defect, and 𝑛𝑖 

corresponds to the number of atoms added (𝑛𝑖< 0) or removed (𝑛𝑖 < 0). 𝜖𝐹 is the Fermi 

level using the valence band maximum as the reference. 𝐸𝑐𝑜𝑟𝑟 refers to the correction term. 

It mainly consists of two parts: the electrostatic potential alignment between the defect 

cell and the bulk, and the interaction between the charge and its images due to the periodic 

boundary condition used in the DFT calculations. More details is given in Chapter 2. 

3.3.3. Interdiffusion and Defect Chemistry Associated with CdS:O 

To elucidate the role of oxygen in the interface between CdS and Sb2Se3, we first 

investigate the diffusion behavior using first-principles DFT calculations. Two diffusion 

pathways were considered in the calculations for both Cd and O atoms (Figure 3.10). One 

diffusion pathway is along the (Sb4Se6)n ribbons as shown in Figure 3.10a, and b for Cd 

and O, respectively. The other diffusion pathway is across the (Sb4Se6)n ribbons, as shown 

in Figure 3.10d,e. The calculated diffusion energy barriers are shown in Figure 3.10c,f for 

the diffusion across and along ribbons, respectively. As shown in Table 3.7, the diffusion 

barrier of Cd along ribbons is ~0.6 eV, while Cd diffusion across ribbons is about 0.8 eV. 

The diffusion barrier of O across ribbons is ~1.7 eV, much higher than ~1 eV for O 

diffusion along ribbons. In both cases, Cd has lower diffusion barrier than that of O, 

suggesting that Cd diffusion is relatively faster than O. It may be related to their degraded 
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stabilities due to diffusion.[118]  The high diffusion energy barriers of oxygen suggests 

that oxygenating the CdS/Sb2Se3 interface may fill the vdW gaps and block Cd diffusion.  

 

 
Figure 3.10. Calculated Cd and O diffusion pathways and energy barriers in Sb2Se3. (a) 
Cd and (b) O diffusion along with ribbons. (c) Diffusion energy barrier along with ribbons. 
(d) Cd and (e) O diffusion across ribbons. (f) Diffusion energy barrier across ribbons.  
Symmetrically inequivalent Sb and Se sites are labeled in (e), including Sb1, Sb2, Se1, 
Se2, and Se3. 
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Figure 3.11. Defect analysis of Sb2Se3 thin-film solar cells and interface engineering with 
CdS:O window layer. (a) and (b) The calculated formation energy of point defects as a 
function of Fermi level for Sb-rich and Se-poor condition, respectively. (c) Transition 
levels of potential extrinsic point defects in the Sb2Se3 absorbers. (d) Band alignment 
diagram for interfacial engineering with sputtered oxygenated CdS:O at 0%, 1%, 2%, and 
3% oxygen partial pressure. 
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Table 3.7. Diffusion energy barrier for Cd and O across and along with the (Sb4Se6)n 

ribbons. 

Diffusion 

Element 

Energy barrier (eV) 

across ribbons along with ribbons 

Cd 0.8 0.6 

O 1.7 1.0 

 

 

In experiments, Cd and S could be unintentionally introduced from the buffer layer 

CdS to the absorber layer Sb2Se3. We therefore study the formation energies of three 

potential impurity elements in Sb2Se3, namely O, Cd, and S, and their associated point 

defects, including substitution and interstitial defect types. Two extreme conditions were 

considered: (1) Se-rich condition and (2) Se-poor condition, as shown in Figure 3.11a and 

b, respectively. Since the intrinsic defects in the Sb2Se3 absorbers have been 

investigated,[105] we focus on nine types of extrinsic defects, including three interstitial 

defects Cdi, Si, and Oi and six substitutional defects CdSe, CdSb, SSe, SSb, OSe, and OSb. 

Under the Se-rich condition (Figure 3.11a), OSe, SSe, Oi and CdSb have relatively low 

formation energies below 1.0 eV. For the Cd related defects (e.g., Cdi, CdSe, and CdSb), 

the donor defects Cdi, and CdSe have relatively high defect formation energy, while the 

CdSb substitutional defect is a shallow acceptor defect with transition level of ϵ(-1/0)=0.1 

eV above the VBM (Figure 3.11c). It also shows that CdSb could improve the p-type 

conduction of the Sb2Se3. However, it was recently reported that the Cd atoms diffusing 

into the Sb2Se3 and forming Cdi could produce a buried homojunction and lead to n-type 

conduction in Sb2Se3.[123] Indeed, our results reveals that, when Cd stays in the vdW gap 

between (Sb4Se6)n ribbons as Cdi defect, it becomes shallow donor with a relatively low 
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defect formation energy (0.7 eV). For the S-induced point defects (i.e., Si, SSb, and SSe), 

both Si and SSb have formation energy above 1 eV, but the SSe substitutional defect has 

almost zero defect formation energy, suggesting that S could randomly replace Se in the 

Sb2Se3. This low SSe substitutional defect formation energy can also be explained by the 

complete solid solution of ternary Sb2(S, Se)3.[124] Finally, among three O-related point 

defects (i.e., Oi, OSe, and OSb), OSe has the lowest formation energy, indicating that O tends 

to replace Se. Oi interstitial defect has relatively low formation energy, implying that it is 

very likely that oxygen will be located at the vdW gaps between the (Sb4Se6)n ribbons. 

Under the Se-poor condition, the SSe defects have the lowest defect formation energy, and 

the Cdi defects are also easy to form due to its low formation energy, while the other 

defects associated with CdS:O window layers have higher formation energy (above 1 eV). 

This observation agrees with the reported data that Sb2Se3 under the Se-poor condition has 

poor conductivity and low device performance in general. To improve the device 

performance, it is necessary to perform post-selenization for the deposited films to 

suppress the donor defects like Cdi at the Se-poor condition.[125]  

The above first-principles electronic structure calculations indicate that 

introducing oxygen at the CdS/Sb2Se3 interface can form stable Oi owing to relatively low 

defect formation energy, high O diffusion barrier, and filled the vdW gaps between Sb2Se3 

ribbons with benign transition levels. The latter can effectively reduce Cdi induced n-type 

conduction. More specifically, the oxygenated sputtered CdS:O window layer could also 

provide oxygen to occupy the Se sites (OSe) in the Sb2Se3 where OSe has the lowest 

formation energy without generating detrimental charge defect (Figure 3.11a). Partial 
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oxygen can also enter into the vdW gaps between the (Sb4Se6)n ribbons, which will block 

and suppress the Cd diffusion, thereby preventing the formation of Cdi defect in the bulk 

of Sb2Se3. In fact, the oxygen diffusion barrier across and along ribbons are high (~ 1.7 

and 1.0 eV) as shown in Figure 3.10. Therefore, the oxygen will accumulate at the 

CdS:O/Sb2Se3 interface. Considering that Cdi possesses a shallow n-type transition level 

which is ~ 0.2 eV from CBM (Figure 3.11c), the suppressed Cdi formation will reduce the 

n-type buried heterostructure. Thus, we can expect the enhanced device performance in 

oxygenated CdS:O/Sb2Se3 devices by tuning the interfacial oxygen composition. The 

schematic energy band diagram is shown in Figure 3.11d.  

3.3.4. Improved Device Performance with Sputtered Oxygenated CdS:O 

In light of the above theoretical insights, Sb2Se3 absorbers were deposited on 

sputtered oxygenated CdS:O films at slightly Se-rich condition during the CSS process 

and investigate the impact of oxygen content in the Sb2Se3 solar absorber material. Figure 

3.12a shows the UV-Vis absorption spectra of the sputtered oxygenated CdS:O films. The 

inset shows the optical image of CdS:O films with O2/(O2+Ar) of 0%, 1%, 2%, and 3%. 

The transmittance increases with increasing oxygen partial pressure. The as-deposited 

CdS, i.e., O2/(O2+Ar) ~ 0%,  shows a strong absorption at the blue range (<500 nm). The 

bandgap, indicated by the dashed line in Figure 3.12b, increases from 2.4 eV to 2.85 eV 

as more oxygen was introduced in the CdS:O layer during sputtering, in agreement with 

previous reports.[19] The increased bandgap was attributed to the formation of the Cd 

sulfate (CdSO4) and sulfur compounds (CdSOx) with wide bandgaps.[116] Figure 3.12c 

shows the XRD pattern of CdS:O/Sb2Se3 films deposited at identical CSS conditions by 
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controlling the oxygenated CdS:O window layers only. The Sb2Se3 films show 

orthorhombic structure (space group Pbnm) in agreement with the PDF-0015-0861. To 

inspect the texture effect by the CdS:O window layer, the texture coefficients (TCs) were 

calculated, as shown in Figure 3.12d. It was observed that the TCs gradually change to 

[211]-orientation, while the [120]-orientation was reduced when more oxygen was 

introduced into CdS:O. The increased TCs of [211]-textured orientation with increasing 

oxygen in the oxygenated sputtered CdS:O can be associated with the decreased CdS:O 

grain size and crystallinity. It is known that [211]-textured orientation can benefit the 

device performance with lower series resistivity.[17] 

 

Figure 3.12. (a) UV-Vis absorbance spectra for the oxygenated CdS and the inset shows 

the oxygenated CdS:O samples with increasing oxygen partial pressure of 0%, 1%, 2%, 

3% O2 during deposition. (b) Absorption coefficient extracted from the optical 

transmittance. (c) XRD pattern of the CSS deposited Sb2Se3 films. (d) Texture coefficient 

determined from the Sb2Se3 films grown on oxygenated CdS:O window layer.  
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Figure 3.13a shows the J-V curves of champion Sb2Se3 cells with the CdS:O 

window layers sputtered with varying oxygen partial pressure at ambient temperature. The 

corresponding cell parameters were listed in Table 3.8. The best CdS:O/Sb2Se3 device was 

obtained using the window layer sputtered at 2% O2, where a PCE of 7.01%, a VOC of 

0.432 V, an FF of 54%, and a JSC of ~ 29.87 mA cm-2 were achieved with CdS:O bandgap 

of ~2.6 eV. Figure 3.13b shows that the EQE curves of these CdS:O/Sb2Se3 devices, where 

the blueshift of EQE at short wavelength is originated from the increased bandgap of 

sputtered oxygenated CdS:O window layers, while the EQE response at long wavelength 

(> 900 nm) remains unchanged. Besides the gain at the short wavelength from the 

increased bandgap of CdS:O, the EQE response at shorter wavelength (e.g. from 500 to 

900 nm) is also improved to 90% at 570 nm when oxygen partial pressure is increased 

from 0% to 2%, which can be attributed to the low recombination loss of photoexcited 

carriers (or long carrier diffusion length) in the bulk Sb2Se3 with CdS:O sputtered at 2% 

oxygen partial pressure. 

 

Figure 3.13. (a) J-V curves and (b) EQE curves of FTO/CdS:O/Sb2Se3/graphite/Ag solar 

cells with sputtered oxygenated CdS:O window layers grown in the O2/Ar+O2 ratio at 0%, 

1%, 2% and 3% at ambient temperature. 
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Table 3.8. Device performance parameters of FTO/CdS:O/Sb2Se3/graphite/Ag solar cells 

with sputtered oxygenated CdS:O window layers grown in the O2/Ar+O2 ratio at 0%, 1%, 

2% and 3% at ambient temperature. 

CdS:O VOC, V JSC, mA cm-2 FF, % PCE, % RS,  cm2 RSH,  cm2 

0 % 0.402 26.75 33.27 3.59 163.58 1077.55 

1% 0.419 26.71 40.34 4.52 146.86 1535.97 

2% 0.432 29.87 54.00 7.01 71.26 1916.95 

3% 0.424 28.24 46.32 5.56 117.12 1423.92 

 

To characterize the microstructure origin of the improved device performance in 

CdS:O/Sb2Se3 solar cells, scanning electron microscopy (SEM) is employed to analyze 

the surface morphology and crystallization of Sb2Se3 films. Figure 3.14a and b show the 

top view images of Sb2Se3 with CBD CdS and sputtered CdS:O (2%), respectively. The 

cross-sectional SEM image and EDS elemental mapping are shown in Figure 3.14c for the 

Sb2Se3 grown on sputtered CdS:O film (2%),  suggesting that film thickness around 900 

nm and the Sb/Se elements stabilize in the film. The grain size of the Sb2Se3 film grown 

on the sputtered CdS:O window layer is larger than that of the Sb2Se3 with the CBD CdS 

window layer, although the CSS growth conditions are identical. The grain size 

distributions of the two SEM morphology images are shown in Figure 3.14d. The average 

grain size of Sb2Se3 with CBD CdS window layer is about 290 nm, while that of Sb2Se3 

grown on sputtered CdS:O window layer is about 480 nm. The larger grain size of Sb2Se3 

on the sputtered CdS:O window layer suggests that the grain growth process is kinetically 

faster than that of Sb2Se3 on the CBD CdS. The surface states of the Sb2Se3 grown on the 

sputtered CdS:O layer was characterized using the X-ray photoelectron spectroscopy 
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(XPS). The Sb 3d and Se 3d spectra in Figure 3.14e and f indicate no clear trace of Sb2O3 

and residual Se.    

 

Figure 3.14. (a) and (b) Top view of the SEM images with EDS spectra in the inset of 
Sb2Se3 with the CBD deposited CdS and sputtered oxygenated CdS:O window layer, 
respectively. (c) Cross-sectional SEM images of the oxygenated CdS:O buffered Sb2Se3 
with EDS mapping for the selected area. (d) Histogram distribution of grain size for CBD 
and Sputtered oxygenated CdS buffered Sb2Se3 film. (e) and (f) XPS data for the Sb 3d 
and Se 3d in the oxygenated CdS/Sb2Se3 film; and (g)-(h) SIMS spectra for the sputtered 
oxygenated and CBD CdS based Sb2Se3 devices, respectively. 
 

The local oxygen distribution at the interfacial area of these devices is investigated 

by secondary ion mass spectroscopy (SIMS) measurement. Figure 3.14g-h show the SIMS 

spectra of Sb, Se, Cd, S, and O in CBD CdS/Sb2Se3 and sputtered CdS:O/Sb2Se3 devices, 

respectively. We may rule out the substrate temperature influence since it is identical 

during Sb2Se3 CSS deposition. However, the oxygen level is higher and the Cd level is 
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lower in Sb2Se3 with the sputtered CdS:O window layer than those with the CBD CdS 

window layer, confirming our theoretical results and suggesting that the oxygen from the 

CdS:O layer can suppress the Cd diffusion into Sb2Se3 at the junctions and prevent n-type 

buried homojunction located deep inside the Sb2Se3 absorber due to Cd interstitials.[123] 

Note that the oxygen in the sputtered oxygenated CdS:O window layer is in the SOx
2- 

bonding environments, while the oxygen in the CBD CdS may be in trace level which is 

not incorporated with the Cd and S ions.[126] Thus, higher oxygen concentration gradient 

at the interface of CdS:O/Sb2Se3 will drive a deeper oxygen diffusion in the Sb2Se3 and 

block the Cd diffusion.   

3.3.5. Conclusions 

In summary, through a combined theoretical and experimental study, we have 

demonstrated an effective interface engineering approach to increase the Sb2Se3 

photovoltaic device performance by employing sputtered oxygenated CdS (CdS:O) as a 

window layer. The open circuit voltage, photocurrent, and fill factor are all improved with 

the best PCE of ~7.01% (VOC of 0.432 V, FF of 54%, and JSC of ~ 29.87 mA cm-2) in the 

CdS:O/Sb2Se3 device. The benefit of the sputtered oxygenated CdS:O window layer for 

the Sb2Se3 devices originates from the improved bandgap of CdS:O with high resistivity 

of CdSOx, and the higher transmittance that allows more light absorption in the Sb2Se3 

absorber.  Meanwhile, both theoretical calculations and experimental results show that the 

sputtered oxygenated CdS:O window layer can also prevent the formation of Cd interstitial 

defects in the Sb2Se3 layer owing to the accumulation of the oxygen at the interface 

between CdS:O and Sb2Se3 layers. Our work suggests that the optimization of the window 
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layer can greatly improve the open circuit voltage and enhance the device performance of 

the emerging antimony chalcogenide Sb2Se3 and Sb2S3 thin film solar cells.   

3.4. Sb2S3 Solar Cell Device Performance 

3.4.1. Introduction 

Combined theoretical calculations and experimental characterization, we have 

successfully demonstrated the Sb2Se3 based thin-film solar cells with up to 7% efficiency 

using CSS growth method. Based on the similar approach, the Sb2S3 based device 

performance has also been investigated. As for Sb2S3 solar cells, a variety of growth 

technologies have been developed to achieve high-quality absorber of the ribbons aligned 

with the buffer layer for desired charge transport.[127] For example, Sb2S3 solar cells can 

achieve PCE of 3.5% with RTE.[128] Recently, high efficiency Sb2S3 solar cells using the 

solution-based process were reported. For instance, sensitized solar cells have PCE of 

6.4% using a solution-based technology. Solution processing for highly efficient Sb2S3 

with PCE of 6.78% to 7.5% with varying starting precursors.[129] Sb2S3 solar cell 

fabricated by ALD in planar structure can achieve PCE of ~5.7%.[130] However, it is 

highly desired to employ the physical vapor deposition technologies to integrate the Sb2S3 

into the commercial thin film solar cells manufacturing. In particular, fast deposition 

techniques with independent control of the substrate and sources temperature are highly 

demanded for integrating Sb2S3 into the high-throughput manufacturing technology. The 

CSS technique can greatly reduce the cost and improve the absorber quality.[67] Recently, 

the CSS technology has been successfully applied to Sb2Se3 thin film solar cells with PCE 

of 6.8%.[68] 
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Herein, the performance of CSS-grown Sb2S3 solar cells have been studied. It is 

demonstrated that Sb2S3 can be successfully grown using the CSS technique. The best 

device performance is 3.8% PCE. Theoretical study based on first-principles DFT was 

performed to elucidate its electronic and optical property. This work further paves the way 

of Sb2S3 based emerging cost-effective and earth-abundant thin-film photovoltaics for 

solar energy applications. 

3.4.2. Electronic Structure and Optical Property from First-Principles Calculations 

The crystal structure of Sb2S3 is similar to Sb2Se3, which has the orthorhombic 

structure with Pnma space group, as shown in Figure 3.15a. Figure 3.15b shows the 

calculated electronic structure and orbital-resolved projected density of states (PDOS). 

The PDOS indicates that the valence band is dominated by S-p orbitals and the conduction 

band is dominated by Sb-p and Sb-s orbitals. Moreover, the DFT-mBJ results predicted 

that the indirect and direct bandgap of Sb2S3 are 1.71 and 1.74 eV, respectively, which 

agrees with the experimental optical bandgap (1.56 and 1.71 eV, as shown in Figure 3.15c).  

The optical absorption properties were characterized using UV-Vis spectroscopy. 

The direct and indirect bandgap can be determined as 1.71 and 1.56 eV by extracting the 

Tauc fitting, as shown in Figure 3.15c and the inset. The experimental direct bandgap is 

in good agreement with the theoretical calculation. Figure 3.15d and inset are the 

calculated absorption coefficient of Sb2S3 compared with Sb2Se3. It is shown that both 

materials exhibit excellent light absorption, while Sb2S3 shows slightly better absorption 

than that Sb2Se3 in higher energy range. Overall, the optical absorption calculation 
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demonstrates that Sb2S3 is a promising absorber material for non-cubic chalcogenide solar 

cells.     

 

Figure 3.15. Electronic structure and optical absorption of Sb2S3. (a) Crystal structure of 

Sb2S3 with Pnma space group. (b) Electronic structure and orbital-resolved projected 

density of states calculated by DFT-mBJ functional. (c) The direct and indirect bandgaps 

extracted from the optical spectra. (d) Optical absorption coefficients of Sb2S3 calculated 

by DFT-mBJ functional.  

 

3.4.3. Performance of CSS-Deposited Sb2S3 Solar Cells 

The Sb2S3 solar cell was fabricated in an FTO/CdS/Sb2S3/graphite cell structure, 

and their device performance was measured accordingly. Figure 3.16a-c show the energy 

level alignment, the J-V curve, and the EQE of the device, respectively. The typical device 

performance is listed in Table 3.9. The best device performance is 3.83% with the Voc of 
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0.66 V, Jsc of ~13 mA/cm2 and FF of ~44.65%. Therefore, the CSS-grown Sb2S3 film 

device performance is on par with the thermal evaporation deposited Sb2S3 solar cells, 

though still lower than that of the dye-sensitized solar cells. 

Table 3.9. Sb2S3 solar cell device performance parameters of champion device grown by 

CSS. 

Voc, V Jsc, mA·cm-1 FF, % Rs,  cm2 Rsh,  cm2 PCE, % 

0.66 13.0 44.65 129.25 1787 3.83 

 

 

Figure 3.16. Device performance of the Sb2S3 solar cells. (a) Illustrative energy level 

diagram of the layers in the cells. (b) and (c) The J-V curve and EQE spectra.  

 

3.4.4. Conclusions 

In summary, we demonstrate the Sb2S3 thin film solar cells with 3.8% PCE have 

been successfully fabricated using the scalable close space sublimation deposition 

technique. The microstructure and optical properties of the CSS grown Sb2S3 have been 

characterized experimentally and studied using theoretical approaches. Our results show 

that Sb2S3 is suitable for large-scale manufacturing at low cost using CSS-like fast vapor 

transport technology and it is feasible to integrate Sb2S3 into the conventional 

manufacturing process for thin film solar cells. However, the current device performance 
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is still far below the Shockley-Queisser limit, which has a efficiency of 28.64% for a 

material with electronic bandgap of 1.7 eV. The main challenge remain in the low Voc and 

FF. Two critical issues need to be addressed in the future research: high quality absorber 

layer with less defects and optimal doping density; and high mobility at the interface 

through interfacial engineering.   
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4. PHASE-CHANGE VANADIUM DIOXIDES FOR NEUROMORPHIC 

COMPUTING 

 

4.1. Introduction 

Vanadium dioxide is a strongly correlated electron material, which is well-known 

for its metal-to-insulator transition (MIT) coupled with a structural phase transition (SPT). 

Actually, many compounds in the strongly correlated V-O system, such as VO2, V2O5, 

V3O5, and V8O15,[131] exhibit the typical MIT. However, VO2 has obtained the most 

extensive investigation since its discovery in 1959,[132] owing to its phase transition 

temperature (Tc) located at a conveniently accessible temperature (Tc  340 K) with the 

resistivity change of 3-5 orders of magnitude. A thermal hysteresis occurs upon heating 

and cooling because the transition points of the two processes does not coincide with each 

other. The MIT can be driven not only through heating or cooling, but also by element 

doping[7], electric field gating[133], strain[134], and intense optical field.[135] The sharp 

changes in electrical, optical, magnetic and thermal properties upon MIT endow VO2 with 

great possibility in the applications such as neuromorphic computing, thermometry and 

sensing.   

 

 

                                                 
Part of this chapter is reprinted with permission from “Atomic Hourglass and Thermometer Based on 

Diffusion of a Mobile Dopant in VO2” by D. G. Sellers, E. J. Braham, R. Villarreal, B. Zhang, A. Parija, T. 

D. Brown, T. E. G. Alivio, H. Clarke, L. R. De Jesus, L. Zuin, D. Prendergast, X. Qian, R. Arroyave, P. J. 

Shamberger and S. Banerjee, Journal of American Chemistry Society 142, 15513 (2020). Copyright © 2020, 

American Chemistry Society. 
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4.1.1. Crystal Structure of Vanadium Dioxides 

 

Figure 4.1. Crystal structures of different polymorphs of VO2. (a) Low-temperature 
insulating M1 phase. (b) High-temperature metallic R phase. (c) Intermediate M2 and (d) 
M3 phases with alternating dimerized/undimerized V-V chains. 

 

VO2 can exhibit many different crystal structures upon different growth conditions. 

Among those polymorphs, the M1 and R phases are the major ones due to the reversible 

transition near room temperature. Above Tc, VO2 adopts a tetragonal rutile (R) phase with 

space group P42/mnm; below Tc, the crystal structure is monoclinic (M1) with space group 

P21/C. The semiconducting M1 structure is characterized by a doubling of the unit cell 

volume compared to the rutile, and a dimerization pattern of V chains along the c-direction 

of the parent rutile phase, which shows a zig-zag pattern, as shown in Figure 4.1a. The 

experimentally measured bond lengths of the two V-V chains are 2.65 Å and 3.12 Å, 

respectively.[136]  The highly symmetrical metallic rutile phase, in contrast, shows equal 

V-V bond length (Figure 4.1b), with the bond length of 2.85 Å.[137] By the contrary, the 

oxygen atom positions are only slightly perturbed in the MIT process. The low-

temperature M1 phase has an insulating bandgap of 0.6-0.7 eV. Additional insulating 

T

M1 M2 M3 R(a) (b) (c) (d)
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phases such as M2 and M3 have also been discovered through experiments, which can be 

stabilized under certain conditions. Those phases are characterized by alternating 

dimerized/undimerized V-V chains (Figure 4.1c and d). 

4.1.2. Phase Transition Mechanism: Peierls vs. Mott Scenarios  

The mechanism of the MIT phase transition in VO2 has been a focus of research 

for a few decades. Despite great effort, a complete understanding of the transition 

mechanism remains elusive. Over the years, the controversial issues mainly confront two 

alternate scenarios: a lattice distortion driven (Peierls-like) transition vs. an electron 

correlation driven (Mott-like) transition.   

4.1.2.1. Peierls Scenario 

Peierls’ theorem states that a 1D crystal with a periodic lattice is not stable, and a 

lattice distortion occurs at low temperature. This theorem is espoused by Rudolf Peierls in 

the 1930s.[138] The Peierls instability of a 1D metal is the consequence of strong electron-

phonon coupling. In the absence of electron-electron and electron-phonon interaction, the 

lattice of the ground state 1D metal is a periodic array of atoms with lattice constant a. 

However, due to electron-lattice coupling, a periodic lattice distortion in the 1D metal is 

energetically favorable, and the period 𝜆 is related to the Fermi wave vector 𝑘𝐹  by  𝜆 =
𝜋

𝑘𝐹
, 

where  𝑘𝐹 =
𝜋

𝑎
. Consequently, the distortion opens up a bandgap at the Fermi level, 

thereby lowering the energy of occupied electron states and raising the energy of empty 

states. When the gain by creating energy gaps overcomes the energy cost of Coulomb and 

elastic energy, the energy of the whole system is reduced. Therefore, the transition from a 

conductor to an insulator is self-sustaining.  
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Goodenough attributed the MIT transformation to the lattice distortion, which can 

be interpreted as the result of Peierls transition.[139] In Goodenough’s model, crystal field 

and molecular orbital theories were used. The transition metal vanadium has five d orbitals, 

that is, dxy, dyz, dxz, dx
2

-y
2, and dz

2. When isolated or surrounded by a spherical field, those 

five orbitals are energetically degenerate. In the presence of an octahedral crystal field, 

which is the case for rutile VO2 phase, the 3d orbitals of V are split into three-fold 

degenerate t2g states, contributed by dxy, dyz, and dxz, and two-fold degenerate eg states, 

composed by dx
2

-y
2

 and dz
2 orbitals. Due to the orthorhombic component of the local crystal 

field, the t2g states are further split into two 𝑑𝜋 orbitals and one 𝑑|| orbital. In the phase 

transformation process, V-V chain dimerization lifts up the 𝜋∗ state in energy above the 

Fermi level, and results in the splitting of 𝑑|| into filled bonding and empty antibonding 

states (see Figure 4.2). Finally, a band gap appears as the result of lattice distortion driven 

by the strong electron-phonon interaction. Goodenough’s model later on was supported 

by theoretical calculations using DFT-LDA functional. Wentzcovitch et al. calculated the 

electron and crystal structures before and after the VO2 phase transformation and the 

results indicated V-V bond dimerization resulted in the appearance of the electronic gap 

in M1 phase.[140]  

 The early description of electronic structure based on band theory proposed by 

Goodenough qualitatively explained that the V-V chain distortion and dimerization is the 

cause of the opening of the bandgap, and has provided useful insight. Nevertheless, the 

MIT in VO2 seems to be more complex and Peierls transition fails to explain several 

behaviors. For example, this mechanism is unable to explain a bandgap of 0.6 eV in M1-
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VO2,[140, 141] the magnetic properties for all phases,[142] and the existence of other 

polymorphs besides M1 and R phases.[143] These facts led to an alternative description 

based on electronic correlation rooted in Mott-Hubbard theory. 

 

Figure 4.2. Schematic of the electronic band structures of R-VO2 and M1-VO2 based on 
Goodenough’s model. 
 

4.1.2.2. Mott Scenario 

The conventional DFT calculations assume that the electron-electron interaction 

can be represented by an average periodic effective potential. The electron-electron 

repulsion in the Kohn-Sham equation is based on a single-particle approximation. 

However, when dealing with d and f electrons, the exchange-correlation functional based 

on the single-particle approximation fails to fully take the correlation effect into 

consideration. The on-site Coulomb repulsion between these electrons becomes 

comparable to the single-electron bandwidth, which makes it necessary to include 

additional correction. Therefore, the band diagrams based on traditional single-band 
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theory shows no obvious bandgap, which is contradictory to the experimental bandgap of 

0.6-0.7 eV.  

In 1975, Zylbersztejn and Mott proposed a Mott-Hubbard’s model to interpret the 

phase transition in VO2.[142] In this scenario, VO2 is a Mott insulator, and the electron 

correlations is the primary effect resulting in the opening of the bandgap.  An additional 

Hubbard energy (U) is introduced to take into account the repulsion of d/f electrons. It 

represents the separation of an upper Hubbard band and a lower Hubbard band due to the 

splitting of a half- or partially filled band caused by the Coulombic repulsion. When the 

width of the Hubbard band is greater than U, metallic behavior is observed. On the other 

hand, when the width of the Hubbard band is smaller than U, an electronic bandgap is 

opened up. The formulation of this concept was first proposed by Mott in the form 

𝐸𝑔𝑎𝑝 = 𝑈 −
1

2
(𝐵1 + 𝐵2), 

where U is the Hubbard energy, B1 and B2 are the band widths of the empty upper and 

occupied lower Hubbard bands.  

The bandgap obtained from DFT+U method successfully reproduced the 

experimental value.[144] However, a few questions still remain, such as the failure of 

predictions of the conduction and magnetism in rutile VO2. Fortunately, as the rapid 

development of computational methods, other functionals such as hybrid functionals have 

been employed to this system. Those functionals are more capable of describing the 

electronic and magnetic properties of VO2 due to the more accurate description of 

exchange-correlation energy.[145, 146]  
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4.1.3. Modulation of MIT in VO2 

The uncontrollable phase transition temperature of VO2 (Tc ~ 340 K) limits its 

practical applications. Therefore, multiple approaches have been investigated for the 

modulation of VO2 MIT.  For example, element doping is a common method to tune the 

carrier density in materials, and has been demonstrated as an effective way to regulate the 

phase transition temperature and modify the energy landscape of VO2 in terms of phase 

stabilities and transformation barriers.[147, 148]  Extensive work has been focused on 

extrinsic doping by substituting the vanadium atom with another metal element. Typically, 

a substitutional metal dopant with the valence higher than 4+ of vanadium tends to lower 

the MIT temperature, while dopants with the valence less than 4+ is likely to increase the 

transition temperature. It is because electron donors tend to screen the electron-electron 

correlation in the insulating phase, hence reducing Tc; electron acceptors, on the other 

hand, weakens the screening, thereby promoting Tc. Among those metal dopants, a lowest 

Tc has been achieved in W-doped VO2, in which the heating Tc locates at ~310 K and the 

cooling Tc locates at ~250 K.[149] Ge doping significantly increase the transition 

temperature, and the highest Tc is up to 400 K.[150] Additionally, there are also other 

approaches reported to be powerful for MIT regulation, such as strain engineering,[151, 

152] external electric field,[152] electrical current heating,[153] light irradiation,[154] etc.    

4.1.4. Application of VO2 in Neuromorphic Computing  

VO2 and NbO2 have been favorite materials to emulate neurons in the solid state 

owing to their pronounced MIT by strong electronic correlation coupled with a structural 

phase change. Their capability of emulating neural circuits have been demonstrated 
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through both experiments and simulations very recently.[36-39] Compared to NbO2 with 

MIT temperature as high as 1081 K, the MIT in VO2 occurs at a more accessible 

temperature of around 340 K. Nevertheless, the operating temperature of modern 

computing architectures is around 400 K,[124] which indicates that NbO2 has a transition 

temperature that is too high and consumes too much energy, whereas VO2 has a transition 

temperature that is too low for practical applications of neuromorphic computing. In order 

for these materials to serve better in the devices, it is worth conducting comprehensive 

study of the mechanism of their MIT via different modulation methods, such as element 

doping, strain, interfacial charge and external field. Our research mainly focuses on doping 

for tuning the phase transition in VO2. Using combined theoretical calculations and 

experimental characterization, we systematically investigate the doping mechanism of a 

series of elements.  

4.2. Assessment of DFT Functionals for Predictions of VO2 Properties 

The debate of whether the strongly correlated VO2 could be described by band 

theory is still not settled yet. In order to study the MIT mechanism of VO2, we assessed 

the capability of a variety of DFT functionals for the predictions of VO2 structural, 

electronic and magnetic properties. We first calculated the lattice constants, electronic 

structures and magnetic orders of insulating monoclinic (M1) and metallic rutile (R) VO2 

based on PBE+U method. In strong correlated materials, one reason for the failure of DFT 

is the delocalization or self-interaction error. This can be partially fixed by adding a 

Hubbard U using the DFT+U approach. A Hubbard U of 3 eV is applied here to correct 

the PBE functional as proposed by Dudarev et al.[155] The results are summarized in 
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Table 4.1. Similar results have been reported in a few references.[145, 156-158] PBE+U 

recovers the insulating state of M1 phase (bandgap of 0.7 eV) and metallic R phase upon 

exclusion of spin polarization. It also gives quite accurate results for structural parameters. 

However, the R-M1 energy difference disagrees with experiment. PBE+U with spin 

polarization fails to capture the dimerization of V-V chain in the M1 phase. The 

nonmagnetic M1 phase has a bandgap of 1.1 eV which is larger than the experimental 

value (0.6-0.7 eV). Additionally, PBE+U gives a ferromagnetic state for R phase with a 

bandgap of 0.9 eV. In conclusion, PBE+U functional is not able to describe simultaneously 

the structure, energy, magnetic and electronic properties of the two stable polymorphs.   

 

Table 4.1. PBE+U method calculated lattice constants, electronic bandgaps, and magnetic 

orders of monoclinic (M1) and rutile (R) VO2 with and without spin polarization compared 

to experiments.  

 Methods 
Magnetic 

order 
a b c  

Bandgap 

(eV) 

M1 

Expt.[136] NM   5.75 4.45 5.38 90 122.65 0.6-0.7 

PBE+U N/A 5.45 4.63 5.40 90 117.58 0.7 

PBE+U+spin NM 6.05 4.52 5.44 90 123.77 1.14 

R 

Expt.[137] NM  4.55 4.55 2.85 90 90 metallic 

PBE+U N/A 4.62 4.62 2.77 90 90 metallic 

PBE+U+spin FM 4.51 4.51 3.04 90 90 0.9 

 

Recently, hybrid functionals have attracted a lot of attention as they often provie 

better description of the physical properties of many semiconductors and insulators, 

including VO2. Hybrid functionals provide more accurate description for exchange-
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correlation energy because of the incorporation of a portion of exact exchange. It has been 

demonstrated that Heyd-Scuseria-Ernzerhof (HSE) functional could correctly describe the 

electronic and magnetic structures of VO2 phases.[145] One of the characteristics of M1-

VO2 is the V-V dimerization. According to our HSE calculations, HSE06 functional is 

capable of capturing the dimerization with the bond lengths of 2.87 Å and 3.11 Å, which 

is in agreement of experimental observations. However, upon inclusion of spin 

polarization, HSE functional gives a magnetic ground state for the M1 phase and a 

nonmetallic ground state for R phase. Additionally, the R-M1 energy difference is in 

significant disagreement with experiment.[159]  

 

Table 4.2. Calculated V-V bond lengths compared to experimental data. 

 V-V bond lengths 

Expt.[136] 2.65, 3.12 

PBE-U 3.024, 3.025 

HSE06 2.87, 3.11 

PBE0 2.44, 3.14 

 

Very recently, an unified band theory with modified hybrid exchange functional 

PBE0 was proposed which provides the structure, electronic and magnetic properties of 

the M1, M2 and R phases consistent with experiments.[146] The difference between PBE0 

and HSE06 functionals lies in the exchange-correlation energy functional. The exchange-

correlation energy in PBE0 functional is given by 

𝐸𝑥𝑐
𝑃𝐵𝐸0 =

1

4
𝐸𝑥 +

3

4
𝐸𝑥

𝑃𝐵𝐸 + 𝐸𝑐
𝑃𝐵𝐸, 
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where 𝐸𝑥
𝑃𝐵𝐸  and 𝐸𝑐

𝑃𝐵𝐸  denote the exchange and correlation parts of the PBE energy 

functional, respectively. The exchange-correlation energy in HSE06 functional is written 

as 

𝐸𝑥𝑐
𝐻𝑆𝐸06 =

1

4
𝐸𝑥

𝑆𝑅(𝜇) +
3

4
𝐸𝑥

𝑃𝐵𝐸,𝑆𝑅(𝜇) + 𝐸𝑥
𝑃𝐵𝐸,𝐿𝑅(𝜇) + 𝐸𝑐

𝑃𝐵𝐸 , 

where the electron-electron exchange interaction is separated into a short- and long-ranged 

part, labeled SR and LR, respectively. The range separation is defined by the parameter 

screening factor . Two important parameters are introduced to their approach: (1) harder 

pseudopotentials for both oxygen and vanadium – 13 electrons were treated as valence 

electrons for V (3s23p63d44s1) and 6 electrons were treated for O (2s22p4) with smaller 

core radius; and (2) a tuned mixing parameter for exchange-correlation potential with 7% 

exact exchange. Based on this approach, we successfully reproduced experimental lattice 

constants, electronic structures, and magnetism (see Table 4.3). Additionally, the method 

outperforms DFT+U and HSE06 in terms of the success of capturing dimerized V-V chain 

in M1 phase. Table 4.2 summarizes the V-V bond lengths from different functionals. The 

PBE0 with harder pseudopotentials provides the V-V bond lengths that are in good 

agreement with experimental data.   

In conclusion, our study shows that VO2 exhibits the unusual large coupling 

between magnetic and structural degrees of freedom, that is magneto-elastic coupling, in 

the sense that the initial magnetic state has strong influence on the optimized crystal 

structures.  
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Table 4.3. Lattice constants, electronic bandgaps, and magnetic orders of monoclinic 

(M1) and rutile (R) VO2 calculated by PBE0 with 7% Hartree-Fock exchange functional. 

 
Magnetic 

order 
a b c  

Bandgap 

(eV) 

M1 

NM 

[Expt.][136] 
5.75 4.45 5.38 90 122.65 0.6-0.7 

NM 5.53 4.51 5.28 90 121.93 0.63 

R 

NM 

[Expt.][137] 
4.55 4.55 2.85 90 90 metallic 

FM 4.42 4.42 2.80 90 90 metallic 

 

4.3. Native Defects in M1 VO2 

It is demonstrated that oxygen non-stoichiometry can affect the physical properties 

in VO2.[148] For example, the MIT temperature is sensitive to the stoichiometry. The Tc 

is reduced with oxygen deficiency and increased with oxygen enrichment.[160] The 

carrier density can also increase with oxygen deficiency, as oxygen vacancies are electron-

donor defects and introduce more free electrons to the insulating VO2. Actually, the native 

defects in semiconductors, including vacancy, antisite and interstitial defects, not only 

donate free carriers, but also trap and scatter free carriers, hence playing an important role 

in the materials electrical and thermal conductivities. In this dissertation, based on first-

principles calculations, we systematically investigated the intrinsic defects in insulating 

monoclinic VO2. Our results revealed the dominate defects and their impact on the 

physical properties, and suggested the favorable growth condition to suppress the harmful 

defects formation. We also provided an understanding of the effect of native defects on 

the MIT.  
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The atomistic, electronic structures and total energies were calculated using first-

principles DFT as implemented in the VASP. 51,52 The projector augmented wave (PAW)53 

method was used to describe the electronic configurations of the relevant elements and the 

exchange-correlation energy functional was modeled using the GGA with the PBE form.54 

A plane wave basis set with an energy cutoff of 533 eV was employed. Considering the 

strongly correlated d electrons for vanadium, a Hubbard parameter U is applied to the PBE 

functional in the approach proposed by Dudarev et al.55, with Ueff = 3.4 eV. This value of 

U captures the insulating nature of the monoclinic polymorph and the metallic nature of 

the tetragonal polymorph. We did not use hybrid functional as their computational cost is 

too high for large supercell. The doped 97-atom supercells were generated by replicating 

the monoclinic and rutile unit cells by 2×2×2 and 2×2×4, respectively. The pristine V32O64 

supercells were fully relaxed. The convergence tolerance for electronic relaxation was set 

to 10-7 eV, and the maximum residual force for ionic relaxation was set to <0.01 eV Å–1.  

A Monkhorst-Pack mesh with at least 5000 k-points per reciprocal atom was used for the 

Brillouin zone integration. 

To mimic the dilute limit, the unit cell structure is enlarged to 2×2×2 supercell, 

and due to the high computational cost the k-point sampling is reduced to 2×2×2 

accordingly. Spin polarization is included for all the defect calculations. The defect 

formation energy is defined by Δ𝐸𝑓(𝐷, 𝑞) = 𝐸(𝐷, 𝑞) − 𝐸(bulk) − 𝛴𝑛𝑖𝜇𝑖 + 𝑞(𝜖𝐹 +

𝜖VBM) + 𝐸corr,56 where E(D,q) and E(bulk) refer to the total energy of the pristine host 

cell and the supercell with defect D in charge state q, respectively. 𝜇𝑖  is the chemical 

potential of species i involved in the defect, and 𝑛𝑖 is the number of the atoms added (𝑛𝑖 >
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0)  or removed ( 𝑛𝑖 < 1) . Herein, we consider three types of defects: vacancies, 

substitutional defects, and interstitial defects. 𝑞𝜖𝐹 represents the electron reservoir, and 𝜖𝐹 

is the Fermi level with respect to the valence band maximum 𝜖VBM in the perfect cell. The 

range of the chemical potential for each species is determined by the stability of VO2 

relative to the elemental phases and other competing compounds. The last term 𝐸corr  in 

the above equation is the correction to the formation energy caused by the interaction 

between the defect charge and its images and the potential alignment between the defect 

and host cells under the periodic boundary condition employed in the DFT calculations.57 

More details for point defect calculations is presented in Chapter 2. 

 

Figure 4.3. Native defect diagrams under (a) O-rich and (b) O-poor conditions. The grey 

line indicates where Fermi level is pinned by the native defects. 

 

The results are summarized in Figure 4.3. Each line represents each defect type 

and the slope of the line reflects the charge state. As for the chemical potential, we consider 

two extreme conditions, that is, O-rich and O-poor conditions. The donor defects oxygen 
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vacancies (VacO) and vanadium interstitials (Vi) are dominant in the O-rich condition. 

These two defects have even lower formation energies in the O-poor condition. In both 

cases, the antisite defects VO and OV are difficult to form. To suppress the formation of 

VacO and Vi, o-rich growth condition is recommended. The presence of native donor 

defects contribut electrons to conduction bands, and result in the n-type conductivity in 

M1 VO2. The conductivity can be increased when more native defects are introduced.  

Our results are consistent with experimental observations.[148] It is found that 

when more native defects are introduced, the insulating phase has higher conductivity, 

attributed to more free electrons donated by donor defects. On the other hand, the metallic 

phase becomes less conducting when more native defects are present, owing to the reduced 

mobility of free carriers.[161] Additionally, the native defects can affect the MIT 

characteristics. It is found that the vacancies can serve as new phase nucleation sites in the 

first-order phase transformation.[162, 163] Therefore, the MIT hysteresis can be narrowed 

or widened through introduction of more defects or suppression of defect formation. For 

example, in single-crystal VO2 nanoparticles, the defects created by high-energy ion 

irradiation facilitates the MIT and moderates the super-cooling and super-heating.[163] 

And substitutional incorporation of tungsten in VO2 increases the hysteresis and induces 

greater super-cooling, resulting from a decrease of oxygen vacancy density.[149]  

4.4. Extrinsic Doping in VO2 

For the application of memristor in neuromorphic computing, two characteristics 

of VO2 MIT requires to overcome: the transition temperature that is below the operation 

temperature of modern computing units, and the uncontrollable thermal hysteresis width 
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(c). [124] A smaller hysteresis suggests less energy dissipation and faster dynamics, 

while a larger hysteresis benefits nonvolatile on/off states.[7] Through extrinsic doping, 

deterministic control over c can be achieved. In the following section, we will discuss 

the impact of extrinsic doping in boron- and germanium-VO2 on the MIT from the 

perspective of point defects.  

4.4.1. Extrinsic Defects in B-doped VO2 

Experiments show that incorporation of mobile boron interstitials dopants weakly 

coupled to the crystal lattice provides a means of dynamically modulating the MIT 

temperature in VO2. Specifically, a remarkable time- and temperature-dependent 

evolution of the relative phase stabilities of insulating monoclinic (M1) and metallic rutile 

(R) phases of VO2 in an “hourglass” fashion is observed as interstitial boron species relax 

from high-energy sites wherein they are situated upon a thermally induced phase transition. 

The relaxation process corresponds to a 50°C range of the transition temperature achieved 

within the same sample as a function of residence time and temperature. The dynamic 

modulation of the transition temperature is explicable considering that the most 

energetically favored sites for B atoms vary throughout the transition between the M1 and 

R polymorphs with an intermediate metastable trigonal state (Figure 4.4). Given sufficient 

time and thermal energy, the metastable state can relax through a thermally activated 

process to the lowest-energy quasi-equilibrium state of the M1 phase, which is 

substantially lower in energy as compared to the metastable state and thereby transitions 

at a higher temperature. 
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Given the absence of significant changes in the average structure of the VO2 lattice 

and in light of the relatively long relaxation timescales between metastable and quenched 

states, the specific sites occupied by B atoms warrant further attention and have been 

evaluated with the help of DFT calculations at the GGA+Hubbard U theory level. While 

DFT is limited in its treatment of electron correlated materials, the large supercells 

required to model the low dopant concentrations render the materials here intractable by 

dynamical mean field theory approaches.[164, 165] We have converged on a U parameter 

(U = 3.4 eV) that captures the electronic structure of the two polymorphs (Figure 4.6a-b). 

The use of a large unit cell and a U parameter that accounts for electron correlation enables 

us to use the DFT calculations to guide spectral interpretation and to develop a physically 

intuitive albeit inevitably reductionist (in the absence of accurate determination of 

energetics) model of the phenomena under consideration.  

 

Figure 4.4. Illustration of energy landscape of the MIT transition as a function of 

temperature of the system and diffusion of B atoms between interstitial sites. 

Within their respective unit cells, six M1 and three R unique interstitial sites have 

been identified by applying symmetry operations (defined by the respective space groups) 
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on the 68 geometrically determined sites located using the AFLOW software 

package.[166] The formation energies (Ef) of each unique interstitial site has been 

calculated using DFT such that Ef is defined as: 

Ef = E(BVO2) – E(VO2) – E(B), 

where E(BVO2) is the total energy of a VO2 supercell containing one B atom (BV32O64, 

corresponding to 3.1 at.% B incorporation in VO2), E(VO2) is the energy of an undoped 

VO2 supercell, and E(B) is the energy of a single B atom based on a 36 atom unit cell. 

This supercell size is in the range of experimentally observed B concentrations while still 

being computationally tractable in DFT+U calculations. Upon transition from a rutile state, 

the doped supercell adopts a metastable distortion around the boron atom that does not 

occur when substituting boron into a monoclinic M1 lattice as a starting point. To simulate 

the generation of possible metastable states caused by the boron defect across the R to M1 

phase transition, a rutile-like configuration was used as a starting point for the relaxation. 

This structure was generated by shifting the vanadium atoms of a monoclinic supercell by 

linear interpolation towards the R structure, which increases uniform spacing along the c-

axis and reduces twisting of the vanadium pairs. From this starting configuration, the ions 

were relaxed back to a monoclinic configuration resulting in the metastable M1 

configuration. This metastable state has a different lowest energy configuration for the 

boron position than is found in the relaxed monoclinic M1 phase or the R phase. Figure 

4.5a-c depict the lowest energy interstitial sites for B atoms in the R phase, metastable M1 

phase, and relaxed M1 phase, respectively. Figure 4.5e shows normalized Ef values for the 

interstitial locations of B sites in the R and metastable M1, and M1 supercells where M1(1) 
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and M1(1)*  as well as M1(5) and M1(5)* are the symmetrically equivalent sites with the 

asterisk denoting the metastable M1 distortion. All stable sites have a tetrahedral 

coordination with neighboring oxygen atoms, except the trigonally-coordinated M1(6)*, 

which is the lowest energy boron position of the distorted metastable M1 state shown in 

Figure 4.5c. The three lowest energy sites highlighted in red in Figure 4.5e are posited to 

correspond to the path traversed by boron atoms from the transition from rutile to 

unrelaxed monoclinic to relaxed monoclinic. Notably, a small thermal population of boron 

atoms may occupy higher energy sites, but given the relative energetics the most stable 

sites are expected to be strongly favored. 

To better understand the nature of the interstitial boron atoms, the formation 

energies have been evaluated for different charged states of boron and contrasted to the 

stability of substitutional defects on the cation and anion sublattice. Figure 4.5f and g show 

the defect diagrams of boron associated interstitial and substitutional defects under O-rich 

and O-poor conditions, respectively. The equilibrium Fermi level is determined from the 

native defects (Figure 4.3) at synthesis temperature. The Fermi level under O-rich and O-

poor condition is pinned around 0.5 eV and 0.55 eV at synthesis temperature. In both 

environments the most stable defect is a 3+ charged boron interstitial defect (Bi) although 

a substitutional boron on the vanadium site (BV) may be occupied with some probability 

as a minority defect type. The density of states for the monoclinic and rutile phases are 

shown in Figure 4.6a-b, confirming that the calculations accurately capture the insulating 

nature of the monoclinic phase and the metallic nature of the rutile phase.  
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Figure 4.5. Energetics of boron interstitial sites in VO2 and delineation of spectroscopic 
signatures. (a)−(c) DFT calculated coordination environments for B-doped VO2, 
illustrating the most thermodynamically favorable interstitial sites for B incorporation for 
R (A, R(1)), quenched M1 (B, M1(6)), and relaxed M1 (C, M1(1)). Vanadium atoms are 
depicted as blue spheres, oxygen atoms as red spheres, and B atoms as green spheres. (d) 
Overlay of quenched (inverted) and relaxed (blue/red/green) states to illustrate distortion 
(e) Normalized formation energies of B incorporation into different interstitial location 
within the R (red), metastable M1 (violet), and relaxed M1 (blue) supercells. Panels (f) 
and (g) display the formation energies of charged defects for oxygen rich and oxygen poor 
conditions, respectively. The energies were calculated for substitutional boron defects at 
the oxygen sites (Bo), substitutional boron defects at the vanadium sites (Bv), and 
interstitial boron defects (Bi). For both oxygen-rich and oxygen-poor environments, the 
most stable defect at the calculated Fermi level (Figure 4.3) of ϵF = 0.48 and 0.62 is a 2+ 
interstitial boron defect Bi. 
 

We note in Figure 4.3a and b that (+1/−1) transition levels of BV are located ∼0.2 

eV above the valence band maximum, which is potentially indicative of negative U 

behavior. A similar behavior is observed for substitutional boron atoms in lattice oxygen 

sites (BO). As such, further analysis is warranted to determine the origins of this unusual 

(a) (b) (c)
(d)

(e) (f) (g)
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form. Conventional negative U behavior is often associated with localized charges created 

around defects and the significant local relaxation of the lattice in proximity of the defect. 

In our case, we find neither localized charge states nor large lattice relaxations near the B 

atom. Figure 4.6c and d plots the charge density of the top valence band states for various 

charged BV defects (+2, +1, 0, −1, and −2). The valence electrons are not localized around 

the boron defect but are instead seen to be delocalized across the lattice, as expected in the 

case of shallow defects. Indeed, this is consistent with the orbital-resolved DOS plot in 

Figure 4.6e-h, which reveals that the electronic states associated with the B atom are 

localized deep within the valence band and are thus unlikely to contribute to the 

valence/conduction states near the Fermi level. Hence, the charged defects do not have a 

charged state localized on the defect atom as often observed in the case of deep defects of 

large bandgap insulators. In light of the absence of localized electronic states on the B 

atom, no strong B-related lattice relaxation is expected. Hence, the “negative U” like 

behavior observed in the defect formation energy diagram is not a result of Anderson’s 

lattice relaxation. In other words, although DFT+U captures the essentials of the band gap 

of the M1 and R phases of VO2, it is still challenging to predict the total energy of such 

strongly correlated system accurately, which is beyond the scope of this work. The large 

size of the unit cell renders this system intractable to more accurate dynamical mean field 

theory approaches. 
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Figure 4.6. Density of states for (a) M1 and (b) R phases respectively, using a U value of 
3.4 eV, which captures the insulating nature of the M1 polymorph and the metallic nature 
of the rutile polymorph. Charge density of the highest energy valence states for (c) BV and 
(d) BO defects with various charge states. In all cases, the charge is delocalized on V and 
O atoms instead of being localized around the B atom, which is expected from shallow 
defects. Purple circles indicate the electron density on oxygen atoms in the BV defect cell. 
Analogous to the discussion of the BV defect, the charges associated with BO defect are 
delocalized also indicated in the also the 0 charge state orbital-resolved DOS plots for (e)-
(f) BV and (g)-(h) BO defects. Hence, no significant lattice distortion is observed in 
proximity of the B atom. (f) and (h) are respective magnified views of (e) and (g) orbital-
resolved projected DOS plots. The electronic states associated with the boron atom are 
mainly located within the deep valence band around -8 to -6 eV below the Fermi level, 
making it unlikely to induce significant electron density around the B atom near the Fermi 
level. This is consistent with Figure 4.3 where the top valence electrons are mostly 
delocalized across the V and O atoms instead of the B defects. 
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4.4.2. Extrinsic Defects in Ge-doped VO2 

Ge4+ can raise the MIT temperature to 90 °C,[150] close to the function operating 

temperatures of 80-100°C, which endows Ge-doped VO2 with great potential in 

neuromorphic computing. To better control the MIT temperature and hysteresis, we 

combined experimental characterization and theoretical calculations to study the 

mechanism of Ge doping.     

Our first-principles study was carried out to determine the dominant extrinsic 

defects associated with Ge doping. We consider three types of Ge-doping induced defects, 

including Ge-on-O (GeO) and Ge-on-V (GeV) substitutional defects, and interstitials (Gei). 

As shown in Figure 4.7a-b, the formation energy of GeV is significantly lower than GeO 

and Gei in both O-rich and O-poor growth conditions. It suggests that GeV is the dominant 

defects, consistent with experimental observation.  

Point defects such as oxygen vacancies are known to often serve as nucleation sites 

of new phases in the MIT process.[149, 163] In order to investigate the impact of dominant 

defect GeV on the formation energy of oxygen vacancies (vacO), we calculated the 

formation energies of vacO with and without the presence of GeV (Figure 4.7c-d). When 

there is a single defect in the system, GeV is easier to form than vacO, due to the lower 

formation energy around 0 eV, especially in the O rich condition. The formation energy 

of the complex defect scenario, where vacO and GeV exist spontaneously, is greater than 

GeV or vacO, and increases as the Fermi level shifts towards the conduction band, 

corresponding to n-type semiconductor. Therefore, we conclude that the formation of Ge 

substation defects will reduce the oxygen vacancy density. As such, the nucleation in the 
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phase transformation can be hindered and a greater supercooling is expected. Our 

theoretical findings explain a larger hysteresis width observed in the differential scanning 

calorimetry traces of the heating and cooling processes.   

 

Figure 4.7. (a) and (b) Defect formation energy diagrams of Ge associated extrinsic 

defects under O-rich and O-poor poor growth conditions, respectively. (c) and (d) show 

the impact of GeV on the formation energy of oxygen vacancy (vacO).   

 

4.5. Conclusions 

In summary, based on first-principles calculations, we study the electronic and 

magnetic properties of insulating monoclinic and metallic rutile VO2 phases, and the 

native and extrinsic point defects in the monoclinic phase. By assessing the ability of 

different functionals for descripting the physical properties in VO2, we reveal the 

challenges for PBE+U and HSE06 functionals to recover the structural, electronic, and 

magnetic features of M1 and R phases. Hybrid functionals such as PBE0 with more 

accurate exchange-correlation interaction and meta-GGA functionals such as the Strongly 

Constrained and Appropriately Normed (SCAN) semilocal density functional seem to 

outperform conventional DFT+U approach, which will be examined in future work.[167, 

168] 
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The study of intrinsic defects of insulating VO2 confirms that it is an n-type 

semiconductor with oxygen vacancies and vanadium interstitials as dominant defects. The 

extrinsic doping including boron and germanium has been investigated. Both 

computations and experiments demonstrate that boron dopants tend to stay at interstitial 

sites instead of substitutional sites in VO2, and the dynamical diffusion of boron imbues 

means of dynamically modulating the MIT temperature. Finally, Ge substitutional defects 

will suppress the formation of oxygen vacancies, and enlarge the hysteretic width of MIT. 

Our first-principles study of intrinsic and extrinsic defects in VO2 provides an approach of 

understanding the MIT in VO2 and further modulating its transition temperature. Future 

research will continue to explore the effective methods for phase transition modulation, 

such as co-doping and strain engineering.  
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5. FERROELECTRIC AND PIEZOELECTRIC FEW-LAYER TRANSITION METAL 

DICHALCOGENIDES 

 

5.1. Ferroelectric Materials for Neuro-Inspired Computing 

Ferroelectricity and piezoelectricity have been recently discovered in 2D materials. 

Materials with such behaviors have great potential for applications in electronics, 

optoelectronics, and energy harvesting systems. Compared with conventional bulk 

materials, 2D systems have their own advantages, such as tunability, sizable bandgaps, 

and flexibility, which has drawn growing interest for advanced devices.[169] In this 

chapter, we study the van de Waals stacking induced ferroelectricity and piezoelectricity 

in few-layer transition metal dichalcogenides, and the potential applications in brain-

inspired logic circuits and other electronic and optoelectronic devices.    

The emulation of neuronal logic and memory function is the major target in 

neuromorphic computing. A solid state system with sharp spiking behavior is crucial for 

building artificial neurons and synapses. Other factors such as energy dissipation, 

hysteresis, and state switching magnitude during the phase transformation are also the key 

to the success of mimicking the brain-like behavior. Recent demonstrations show that 

ferroelectric materials can be utilized in neuromorphic computing and neuron network 

hardware, owing to its nonvolatile memory characteristic.[170, 171] The ferroelectric 

neurons have been applied to a variety of devices, in the form of ferroelectric 

transistors,[172, 173] and ferroelectric tunnel junctions.[174] One of the examples is HfO2 

based memristors, which has been demonstrated in various device structures.[175-177]   
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5.2. Ferroelectricity in Few-Layer WTe2 

Ferroelectric materials are a subset of materials that have spontaneous polarization, 

and their ferroelectric polarization can be switched upon external electric field. Despite of 

promising applications in non-volatile memories, the research on 2D ferroelectrics is still 

in infancy stage, compared to the widely used ferroelectric ceramics. Limited 2D 

ferroelectrics have been experimentally demonstrated, including SnTe,[178] CuInP2S6 

(CIPS),[179] HfO2,[180] ZrO2,[181] and In2Se3.[182] As considerable recent attention has 

focused on identification of novel 2D ferroelectric materials, it is believed that many other 

materials with ferroelectricity will be discovered in the near future.  

5.2.1. Origin of Ferroelectricity in Few-Layer WTe2 from Group Theory 

Very recently, ferroelectricity in few-layer semimetal WTe2 has been 

discovered.[183-185] The experimentally measured polarization along out-of-plane 

direction in bilayer WTe2 is ~1.6 × 10-2 nm C/cm2. In order to understand ferroelectric 

transition in few-layer WTe2, previous study analyzed the origin of the spontaneous 

polarization from the viewpoint of group theory.[186]   

As shown in Figure 5.1, monolayer 1T’ WTe2 possesses inversion symmetry (i.e. 

two-fold screw rotation symmetry C2y) with C2h point group. Through vdW stacking, 

bilayer and trilayer WTe2 lose the inversion symmetry because the rotation axes of 

different layers within each layer cannot be related. Hence, multilayer WTe2 only hold My 

symmetry. The breaking of centrosymmetry in bilayer and trilayer WTe2 gives rise to an 

out-of-plane polarization.  
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Figure 5.1. Crystal structures of few-layer 1T’ WTe2. (a) Top view of monolayer WTe2 
crystal structure with My mirror plane. (b) Side view of bilayer and trilayer WTe2 crystal 
structure without inversion symmetry. The red arrow indicates the applied strain. The 
orange arrow indicates the polarization direction, which is out-of-plane. D is the interlayer 
spacing.  
 

The DFT calculated electric polarization (Pz) for bilayer and trilayer WTe2 is 

1.17×10-2 nm µC/cm2 and 1.02×10-2 nm µC/cm2, respectively. It is within the same order 

of the values from previous DFT calculation[186] and experimental measurements.[169] 

The slight difference between our DFT results and the previous calculation by Wang and 

Qian implies the sensitivity of the electric polarization to the crystal structure. Note that 

the total polarization here is obtained by summing the ionic and electronic contributions 

as follows, 

𝑃± =
R
²
(∑ 𝑄4	 × (𝑧4 − 𝑹𝟎)4 − 𝑒 ∫𝜌(𝒓)(𝑧 − 𝑹𝟎)𝑑S𝑟), 

where 𝐴 is the area of the unit cell, 𝑄 is the ionic charge, and 𝜌 is the electronic charge 

density directly output from DFT calculations. 𝑹𝟎 refers to the reference point, which is 

the origin of the unit cell in the present work. The above approach is suitable for evaluating 

the polarization along the out-of-plane direction of 2D materials where it is simply the 

vacuum. In this case, we do not need to use Berry phase approach.  
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5.2.2. Ferroelectric Transition in Few-Layer WTe2 

 

Figure 5.2. Ferroelectric transition in (a) bilayer and (b) trilayer WTe2. The two FE states 

with opposite polarization direction can be transformed through interlayer sliding as 

indicated by the red arrow. The intermediate state with polarization vanishing appears 

when two dashed lines (red and blue) superimposed.  

 

Next we analyze the ferroelectric transition pathway for bilayer and trilayer WTe2. 

As shown in Figure 5.2a and b, the ferroelectric switching is induced by interlayer sliding. 

When the adjacent layer slides by 2dx, a ferroelectric state (FE) can switch to the other FE 

state. The intermediate paraelectric state appears at dx=0. The transition energy profile for 

bilayer WTe2 has also been calculated using NEB, where a barrier of 0.04 meV/unit cell 

occurs along the pathway. Considering the area and thickness of the material in the 

practical experiment, an energy barrier of coherent transition in the order of ~3× 10−4 
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aJ/nm2 can be expected.[183] However, the ferroelectric phase transition in few-layer 

WTe2 is likely to involve many unit cells, hence the true energy barrier for the ferroelectric 

phase transition can be quite different from the above value. 

5.3. Piezoelectricity in Few-Layer WTe2 

5.3.1. Piezoelectricity in 2D Materials 

Piezoelectricity refers to the property of electric polarization upon the applied 

external mechanical stress. It only occurs in the materials without inversion symmetry. 

Materials with piezoelectric response have potential applications in sensors, actuators, 

energy converters and harvesters. Generally, piezoelectricity can be considered as a 

coupling of mechanical and electrical behaviors described by  

𝑆𝑖𝑗 = 𝑑𝑘𝑖𝑗𝐸𝑘, 

where S is the second rank strain tensor, E refers to the electric field, and d represents the 

third rank piezoelectric coefficient. Here Einstein summation convention is adopted. The 

indexes i, j, and k are corresponding to the x, y, and z of the Cartesian coordinates, 

respectively. Consequently, the electric field (or the piezoelectric polarization) can be 

tuned by the externally applied strain (or stress). In other words, the linear piezoelectric 

effect can be viewed as the coupling between the electric displacement along i direction 

(𝐷𝑖) and the stress (𝜎𝑗𝑘) or the strain (𝜖𝑗𝑘) tensors. The third-rank piezoelectric tensors 𝑑𝑖𝑗𝑘 

(strain-charge form) and 𝑒𝑖𝑗𝑘 (stress-charge form) are given by 

𝑑𝑖𝑗𝑘 = (
𝜕𝐷𝑖

𝜕𝜎𝑗𝑘
)

𝐸

= (
𝜕𝜖𝑗𝑘

𝜕𝐸𝑖
)

𝜎

, 
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𝑒𝑖𝑗𝑘 = (
𝜕𝐷𝑖

𝜕𝜖𝑗𝑘
)

𝐸

= − (
𝜕𝜎𝑗𝑘

𝜕𝐸𝑖
)

𝜖

, 

𝑑𝑖𝑗𝑘 and 𝑒𝑖𝑗𝑘 are related to each other via the elastic stiffness tensor 𝐶𝑚𝑛𝑗𝑘, 

𝑒𝑖𝑗𝑘 =
𝜕𝐷𝑖

𝜕𝜎𝑚𝑛

𝜕𝜎𝑚𝑛

𝜕𝜖𝑗𝑘
= 𝑑𝑖𝑚𝑛𝐶𝑚𝑛𝑗𝑘. 

 Since its discovery in 1880, many materials have been reported to exhibit 

piezoelectric response. Among those materials, piezoelectricity in a number of 2D 

materials have been theoretically predicted or experimentally demonstrated. Based on the 

polarization direction, we can classify the piezoelectric 2D materials to two groups: in-

plane and out-of-plane piezoelectrics. Experimentally confirmed in-plane piezoelectric 

materials includes hexagonal transition metal dichalcogenides (h-TMDCs), hexagonal 

boron nitrides (h-BN), and graphene nitrides.[187, 188] There are many other in-plane 

piezoelectric 2D materials that have been identified from first-principles calculations, 

including ML group IV monochalcogenides (MX, M = Sn or Ge, X = Se or S), ML group 

III monochalcogenides (GaS, GaSe and InSe), ML metal dichalcogenides (MX2, M = Cr, 

Mo, W, Nb, Ta, and X = S, Se, Te), Group II metal oxides (MO, M= Be, Mg, Ca, Zn, Cd, 

Zn, Cd, Pb), and Group III-V materials (AX, A = B, Al, Ca, In and X = N, P, As, Sb).[189-

191] On the other hand, the family piezoelectric 2D materials with out-of-plane 

polarization is much smaller. In 2018, theoretical calculations suggested that -In2Se3 

exhibit both in-plane and out-of-plane piezoelectricity, which was verified by 

experiments.[192, 193] 2D Janus TMDCs with broken out-of-plane centrosymmetry also 

shows giant piezoelectric effect in both in-plane and out-of-plane directions.[194] In 

addition to the intrinsic piezoelectricity as in all of the mentioned materials, the so-called 
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“extrinsic piezoelectricity” can be induced by element doping or interface interaction.[195, 

196] While the piezoelectric effect has been discovered in a wide range of semiconductors 

and insulators, piezoelectricity in metals and semimetals remains largely underexplored. 

Here using first-principles DFT calculations, we demonstrate that few-layer topological 

semimetal WTe2 possesses piezoelectricity due to the vdW interlayer sliding induced 

noncentrosymmetry. 

5.3.2. Polarization Change Upon Out-of-Plane Strain 

 

Figure 5.3. Change of out-of-plane polarization with externally applied strain. (a) and (c) 

Relaxed-ion case for bilayer and trilayer, respectively. (b) and (d) Clamped-ion case for 

bilayer and trilayer, respectively.  
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Table 5.1. Piezoelectric coefficient 𝑒33 in the unit of 10-12 C/m for bilayer and trilayer, 

respectively. It is obtained by a linear fitting of the polarization change with respect to 

𝜖33. 

Piezoelectric coefficient 𝑒33  

(10-12 C/m) 
Relaxed-ion Clamped-ion 

Bilayer -0.0466 -0.0286 

Trilayer -0.0533 -0.0263 

 

The piezoelectric effect in bilayer and trilayer WTe2 can be reflected in the 

polarization change with applied out-of-plane strain. The polarization is calculated using 

the same approach as the one described above. The relaxed-ion case refers to the 

polarization with the fully relaxed structure, while the clamped-ion case is when the 

polarization is obtained before the structure is relaxed. As shown in Figure 5.3, both the 

bilayer and trilayer exhibit an out-of-plane polarization that can be generated with a 

compressive strain. The strain 𝜖33 is ranging from ~±1% and ~±2%. More interestingly, 

the relaxed-ion piezoelectric coefficient is larger than the clamped-ion values, which is 

different from 2D group-III monochalcogenides. By linear fitting of the polarization 

change with respect to the strain, the piezoelectric coefficients of relaxed-ion and 

clamped-ion cases are calculated for bilayer and trilayer structures (see Table 5.1). We 

further plot the total energy vs. out-of-plane displacement to confirm that our ground state 

configurations are indeed the most stable (Figure 5.4a and d).   



 

95 

 

 

Figure 5.4. (a) Total energy of bilayer WTe2 with respect to out-of-plane interlayer 

displacement. (b) Total energy of trilayer WTe2 with respect to out-of-plane interlayer 

displacement. (b) and (c) Displacement of W and Te atoms along z direction for bilayer. 

(e) and (f) The displacement of W and Te atoms along z direction for trilayer. 

 

To further understand the different piezoelectric behavior in the clamped-ion and 

relaxed-ion cases, we plot the atomic movement along z direction after atom relaxation. 

In our calculations, the strain is imposed by rigidly shifting the top and bottom WTe2 

layers along the +z and -z direction with equivalent distance, respectively. In the clamped-

ion case, the atomic movement within the same layer is exactly the same. However, after 

fully relaxation by DFT, the lines possessing similar slope, shown in Figure 5.4b, c, e and 

f, deviate with each other, indicating the inequivalent displacement. In fact, we have found 

the calculated polarization is very sensitive to the atomic position in this system. Therefore, 

the inequivalent out-of-plane displacement (dz) may account for the change of the 

piezoelectric coefficient after ion relaxation.  
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Figure 5.5. Charge redistribution analysis for bilayer WTe2. (a) Isosurface of charge 
density difference when the interlayer distance along the z direction is reduced by 0.1 Å 
(i.e. displacement dz = -0.1 Å) and increased by 0.1 Å (i.e. displacement dz = 0.1 Å), 
respectively. The label for each atom is indicated in (a). In (a), blue indicates the charge 
depletion, while yellow indicates the charge accumulation. The isosurface value is 
0.00025 e/Bohr3. (b) 2D (010) cross-section of charge density difference with the 
displacement dz of -0.1 and 0.1 Å along the z direction, respectively. Here the (010) plane 
is cutting through W1 and W3 atoms.  
 

 

Figure 5.6. (a) Bader charge difference between top layer and bottom layer as a function 
of displacement. (b) The change of Bader charge as a function of the displacement of each 
Te atom.  (c) The change of Bader charge as a function of the displacement of each W 
atom. 
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Next, we investigate the charge redistribution upon the applied strain in the bilayer 

case. We first study the charge transfer between the top and bottom WTe2 layers with the 

decreased interlayer spacing. It is obtained by computing the charge density difference Δ𝜌. 

Here. Δ𝜌 = 𝜌(𝑏𝑖𝑙𝑎𝑦𝑒𝑟) − 𝜌(𝑡𝑜𝑝 𝑙𝑎𝑦𝑒𝑟) − 𝜌(𝑏𝑜𝑡𝑡𝑜𝑚 𝑙𝑎𝑦𝑒𝑟). Figure 5.5 a and b show 

the calculated charge density difference with the interlayer displacement of -0.1 Å along 

the z direction (i.e. upon compressive strain) and 0.1 Å (i.e. upon tensile strain), 

respectively. Figure 5.5a shows the isosurface of charge density difference, while Figure 

5.5b displays a 2D (010) cross-section of charge density difference with the displacement 

dz of -0.1 and 0.1 Å along the z direction, respectively. The (010) cross-section plane cuts 

through W1 and W3 atoms. As the interlayer spacing decreases, more charge 

redistribution appears. It can be explained by strong interlayer interaction due to the 

reduced interlayer distance. To quantitively study the charge transfer, we further conduct 

a Bader charge analysis.[100, 101] The Bader charge for the ground state configuration is 

summarized in Table 5.1. Atoms Te2 and Te6 near the interface of the bilayer structure 

have the largest Bader charge, showing the highest charge attraction, while their 

neighboring atoms W1 and W4 have the smallest Bader charge, indicating the highest 

charge depletion. However, there is no clear trend in the change of the Bader charge 

difference between the top layer and the bottom layer (Figure 5.6a) and in the charge 

redistribution on each atom (Figure 5.6b and c) as the strain increases. It implies that in 

few-layer WTe2, the change of polarization upon the out-of-plane strain (i.e. the 

piezoelectric effect) cannot be simply attributed to charge transfer between top and bottom 



 

98 

 

layers. Rather, the piezoelectricity in few-layer WTe2 is originated from the local charge 

redistribution, thereby inducing polarization change upon the applied strain/stress.   

 

Table 5.2. Bader charge of each atom in the optimized bilayer WTe2. 

Label Te W 

1 6.4593 5.0637 

2 6.4740 5.0800 

3 6.4560 5.0745 

4 6.4660 5.0652 

5 6.4623 - 

6 6.4710 - 

7 6.4637 - 

8 6.4638 - 

 

Finally, we also studied the interlayer sliding (dx) induced by 𝜖33 strain. Figure 5.7 

presents the dx as a function of strain. It shows that the out-of-plane strain results in a slight 

glide along the x direction. As the strain varies from negative to positive, dx decreases, 

which agrees with our previous finding that Pz decreases. Additionally, within this strain 

range, the atomic configuration did not reach the intermediate paraelectric state or the 

opposite FE state, as the change of dx is very minimal, around ~0.1 pm for both bilayer 

and trilayer WTe2. This suggests that under small strain along the out-of-plane direction, 

the interlayer sliding is very small. Consequently, the polarization direction will not flip, 

e.g. transitioning into the opposite FE state.   
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Figure 5.7. Interlayer gliding dx along the x direction induced by out-of-plane strain in the 

(a) bilayer and (b) trilayer case. The inset pictures illustrate the interlayer gliding.  

 

5.4. Conclusions and Outlook 

In conclusion, we study the vdW interaction induced ferroelectricity and 

piezoelectricity in bilayer and trilayer 1T’ WTe2. The vdW stacking induced inversion 

symmetry breaking gives rise to the polarization. We have identified the two FE states 

with opposite polarization and calculated the transformation barrier for bilayer, which is 

in the order of 10-2 meV. More importantly, we demonstrate the piezoelectric effect in the 

2D semimetals. Through a linear fitting of polarization change upon strain, we could 

obtain the piezoelectric coefficient for bilayer (𝑒33 = -0.0466×10-12 C/m and -0.0286×10-

12 C/m for relaxed-ion and clamped-ion cases) and trilayer (𝑒33 = -0.0533×10-12 C/m and 

-0.0263×10-12 C/m for relaxed-ion and clamped-ion cases).  

There are still several questions that need to be resolved in future. The present 

calculation only considers the coherent ferroelectric transition, and the corresponding 

energy barrier is very small. There is a great need to understand the microscopic 

mechanism of the ferroelectric transition in reality. For examples, how does the domain 
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wall structure look like? How do domain walls propagate in these vdW materials? Hence, 

it is worth carrying out further investigation to better understand the ferroelectric transition 

in few-layer TMDCs. 
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6. SUMMARY AND OUTLOOK   

 

In this dissertation, we have investigated electronic structures and defect physics 

of photovoltaic and neuromorphic materials using first-principles methods. These 

materials hold great promise for the low-cost renewable energy application and efficient 

information technology. The first chapter highlights the need of discovery and design of 

novel functional materials for the development of photovoltaics and brain-inspired 

advance information technology. In the second chapter, a brief introduction was given 

regarding the first-principles study of point defects in semiconductors. In Chapter 3-4, the 

fundamental physical properties and defect chemistry of two emerging classes of 

functional materials were discussed in detail, including quasi-1D antimony chalcogenides 

as solar absorbers and correlated vanadium dioxides memristors as nonlinear circuit 

elements. Chapter 5 focuses on the study of vdW interaction induced ferroelectricity and 

piezoelectricity in few-layer 2D semimetal WTe2, revealing the underlying critical role of 

interlayer sliding in the ferroelectric and piezoelectric effect.  

Our study of antimony chalcogenides addresses three fundamental questions: (1) 

What is the impact of anisotropic structure and the underlying electronic structure of 

Sb2X3, e.g. exciton binding energy and dielectric screening? (2) What are intrinsic defects 

in Sb2X3 and their implications? (3) What may cause the low open circuit voltage of Sb2X3 

solar cells? How to improve open circuit voltage and PCE? To answer those questions, we 

systematically investigated the atomistic and electronic structures, dielectric and optical 

properties, exciton dissociation and carrier transport, defect physics, and defect 



 

102 

 

concentration and carrier density of Sb2Se3 and Sb2S3. We show that antimony 

chalcogenides possess competing electronic structure and complex defect chemistry, that 

is, suitable electronic bandgaps, excellent optical absorption, and small exciton binding 

energy in contrast to the vacancies and antisite defects induced mid-gap states that limit 

the device performance. To further improve the device performance, future research 

should be conducted to suppress the formation of intrinsic defects by extrinsic doping, 

understand the role of grain boundaries and their impact on the device performance, and 

better control the ribbon orientation during growth.    

We then presented our theoretical study of MIT in strongly correlated vanadium 

dioxides by first-principles electronic structure calculations. Hybrid functional PBE0 with 

an optimized fraction of exact exchange energy is able to provide an accurate description 

for structural, electronic and magnetic properties of VO2 polymorphs. We verified the n-

type conductivity in insulating monoclinic VO2 by inspecting the native defects. The 

higher the native donor defect density is, the more conducting the insulating VO2 will be. 

This originated from the higher density of donated free electrons. On the contrary, more 

native defects will reduce the conductivity of metallic rutile phase, because the defects can 

scatter or trap the free carriers. Since we aim for rational design of neuromorphic 

materials, we also studied the impact of element doping on the MIT mechanism. Two 

dopants have been studied, including boron and germanium. Our defect formation energy 

calculations confirm the experimental finding that boron dopants tend to stay at the 

interstitial sites instead of substituting vanadium atoms. Experiments further demonstrate 

a means of dynamically modulating the MIT temperature in B-doped VO2. Additionally, 
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the combined experimental characterization and theoretical calculations demonstrated that 

the hysteretic width VO2 increases upon Ge doping. This is due to the formation of Ge 

substitutional defects, which suppress oxygen vacancies, thereby reducing the new phase 

nucleation sites. The design of neuro-inspired solid-state circuits that emulate biological 

neuron spiking behaviors requires the deterministic control of MIT transition temperature, 

hysteresis width, conductance switching magnitude, and a desirably small energy 

dissipation. Therefore, further efforts will be made for effectively modulating the MIT in 

VO2 through different approaches, such as extrinsic doping and strain engineering. 

Finally, the vdW interaction induced piezoelectricity was demonstrated in few-

layer WTe2. The broken centrosymmetry in bilayer and trilayer WTe2 and facile interlayer 

sliding give rise to the ferroelectric and piezoelectric behaviors. Interlayer sliding along 

in-plane direction plays an important role on the ferroelectric switching, and can be 

induced under out-of-plane stress. Our findings underline the possibility of piezoelectric 

response in 2D materials, although it is non-polar in monolayer and metallic along the in-

plane direction. We anticipate that other layered 2D materials may exhibit similar behavior, 

e.g. in few-layer MoTe2.  
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