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 ABSTRACT 

 

Process monitoring is a critical component of many industries, required in order to 

maintain product quality and enhance process safety, thereby increasing economic 

benefits. Process monitoring methods provide a means of determining if a process is 

operating as expected, or if it is experiencing faulty or abhorrent conditions, e.g., process 

drifts or disturbances that disrupt the operation, which can result in plant shutdowns and 

economic losses due to down time and maintenance. Process monitoring methods can be 

broadly categorized into qualitative based models, quantitative based models, and data-

based models. A primary objective of this work is to enhance the performance of 

monitoring algorithms by integrating the advantages of various data-driven and model-

based methods. Data-based fault detection methods such as principal component analysis 

(PCA) and its extensions, will be integrated with composite hypothesis tests, such as the 

generalized likelihood ratio (GLR) charts in order to obtain superior fault detection 

performance when compared to conventional methods. The applicability of the developed 

fault detection algorithms will be examined using different illustrative examples, such as 

the Tennessee Eastman (TE) process. Monitoring process drifts and equipment 

degradation is another area of concern in process industries. Therefore, a second objective 

of this work is to develop an algorithm capable of detecting drifts in processes and 

equipment degradation, even when operating under control, by utilizing state estimation 

methods that are able to determine when a process is operating under sub-par conditions. 

The developed algorithm will be applied on an illustrative example of a heat exchanger, 
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using both simulated synthetic and experimental data, to demonstrate its simplicity and 

practical applicability. This should enable the process engineer to make better executive 

decisions regarding the running of the plant. Pipeline flow and leak detection, specifically 

in subsea pipelines is another important issue that needs to be addressed, and therefore a 

third objective of this work is to design and develop an experimental setup to collect 

different sensor measurements, and utilize different fault detection and classification 

algorithms in order to study pipeline flow behavior. 
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1. INTRODUCTION  

 

Statistical process monitoring is an integral component of many process industries. 

Continuous monitoring of these processes is essential in order to maintain product quality 

and enhance process safety, thereby ensuring that the process remains economically 

profitable by minimizing down-time and maximizing profits. Walter Shewhart brought 

attention to the importance of statistical quality control for industrial applications while 

working as an engineer for Bell Systems [1], [2]. Shewhart explained that monitoring 

different stages of a process and carrying out early detection and correction of 

abnormalities is economically beneficial, as opposed to identification and disposal of a 

faulty final product [3]. 

Process monitoring methods can be classified using many different methods. The 

authors in [4]–[6] broadly categorize process monitoring methods into quantitative based 

models, qualitative based models, and data based (or process history based) models. 

Different processes and process units can be defined using fundamental principles, such 

as mass and energy balances. Quantitative model-based techniques utilize these 

definitions to construct process models that can be utilized to determine if process data 

deviates from expected values, i.e., to detect faults. Examples of such models are state 

estimations methods, i.e., Kalman filter methods, and other observer based methods [7], 

[8]. On the other hand, in the absence of well-defined quantitative models, qualitative 

relationships between different variables may be used in order to classify different types 

of data and determine the cause of a fault. Fault trees are examples of qualitative model 
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based techniques [9]. In the event that process data is available, and there is a lack of a 

well-defined process model or if the process model is complex, data-based monitoring 

techniques are often employed [10]. A broad range of data-based process techniques exist, 

and they are often applied to monitor different processes [11], [12]. 

A primary objective of this work is to improve existing data-based process 

monitoring methods, with an emphasis on improving the fault detection and classification 

performance of the widely used principal component analysis (PCA) method, and its 

various extensions. Recently, hypothesis testing methods have grown in popularity within 

the statistical process monitoring industry as they bring in solid theoretical contribution to 

the field [11], [13]. One method that has demonstrated superior fault detection 

performance is the generalized likelihood ratio (GLR) technique, and this work will 

demonstrate how fault detection algorithms can be developed in order to capture its 

advantages and enhance the overall fault detection and classification performance. 

Different fault detection and classification algorithms that were developed through the 

course of this thesis work will be presented, along with applications. The performance of 

the different fault detection algorithms will be evaluated using three fault detection 

metrics: the missed detection rate, the false alarm rate, and the out-of-control average run 

length (ARL1). The missed detection rate quantifies the percentage of observations that go 

undetected in the faulty region, while the false alarm rate quantifies the percentage of 

observations that are incorrectly flagged as faults in the non-faulty region. ARL1 measures 

the number of observations it takes for a particular technique to flag a fault in the faulty 

region, i.e., it measures the speed of detection. 
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Many plants operate continuously and have process controllers in place in order to 

ensure that the desired set point is being achieved, e.g., quality of product, or output 

characteristic (physical parameter), by adjusting the manipulated variable. However, in 

reality, different process can experience a degradation in the process model itself, i.e., 

process drift whose existence and impact might be tough to ascertain when operating a 

system under control. E.g., a heat exchanger can experience different degrees of fouling 

over time for a variety of reasons leading to a change in the process model, but if the 

process is operating under control the manipulated variable (in this case, the amount of 

heating or cooling utility), can be varied in order to ensure that the desired set point is 

being achieved. In such cases a more accurate representation of the current equipment (or 

plant) degradation is required in order to determine the cost associated with operating 

under sub-par conditions. Therefore, a second objective of this work focuses on using 

available quantitative models, namely state and parameter estimation methods such as the 

different available Kalman filters, to demonstrate how they can be utilized in order to 

obtain a more accurate representation of the current operating region of the process and 

equipment degradation [14]. Urgency of required maintenance can then be determined, 

which would in turn increase economic benefits by reducing operational costs as a result 

of carrying out required maintenance. It is important to note that for certain applications 

monitoring equipment degradation can help avert catastrophic incidents with regards to 

safety as well. 

Chronic leak detection, i.e., small pipeline leaks, can lead to significant releases of 

greenhouse gases resulting in substantial environmental pollution. If leaks go undetected 
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and are not addressed in a timely manner, the fracture in the pipeline can propagate, 

leading to larger releases to the environment, which can lead to fires or explosions [15]. 

This highlights the importance of implementing efficient leak detection and localization 

techniques, especially for harsh conditions such as subsea and arctic conditions, as these 

conditions present additional barriers. Therefore, a third objective of this work is to 

critically examine existing leak detection and localization literature, in order to guide the 

design and development of an experimental setup that can be used to study fluid behavior 

in the event of a leak. Since industrial processes provide an abundance of sensor 

measurements, an additional objective is the study of fluid behavior in pipelines to 

examine if redundant pressure sensor measurements can be utilized to predict flow rates 

from different operating conditions, in the absence or malfunctioning of a flow meter. 

The following section will provide a more detailed introduction to data-based 

models, before introducing Principal Component Analysis (PCA), and its various 

extensions, that were developed in order to increase the robustness of the PCA model. 

 

1.1. Principal Component Analysis (PCA) and its extensions 

Data-based models can be further classified into univariate monitoring methods, 

i.e., where only trends within a single variable are monitored, and multivariate monitoring 

methods, i.e., where trends within a variable and correlation between variables are 

monitored. Once a data-based process model has been developed, the current observation 

can be compared to its expected value, resulting in the production of process residuals 

[16]. The Shewhart chart was one of the first univariate charts developed, and functions 
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by observing process residuals and determining if they exceed acceptable limits [17]. The 

Shewhart chart is only concerned with the process residual at the current time instant, and 

is therefore mainly efficient at detecting only fairly large deviations in the process 

residuals [16], [18]. Therefore, incorporating process memory to fault detection charts 

may allow trends in the data to be observed, like in the case of process drifts or sustained 

faults. This led to the development of the exponentially (or geometric) weighted moving 

average (EWMA) and cumulative sum (CUSUM) charts so that that a broader range of 

faults, i.e., deviations, could be detected [19]–[22].  

Multivariate extensions of the above univariate charts have also been developed 

[23]–[25]. However, these multivariate extensions ignore possible cross correlation that 

might be present between the different variables. Since industrial processes may contain 

process variables that are correlated, it is important to utilize techniques that model or 

capture the cross-correlation present. All multivariate techniques require collection of vast 

amounts of data from multiple sensors monitoring the different process variables. 

Computational efficiency is required when dealing with vast amounts of data collection. 

Dimensionality reductions techniques have been developed in order to reduce the 

computational load experienced when analyzing data from complex processes that require 

the monitoring of multiple variables [26]. They can be of two types: input-output based 

models, or input-based models. Partial Least Squares (PLS) is an example of an input-

output based model, and these techniques are often used if there are many explanatory 

variables, that are possibly correlated, and relationships can be drawn between the input 

and output variables [27]. On the other hand, input based models utilize the input variables 



 

6 

 

in order to observe correlations between different variables [28]. One example of an input-

based model is Principal Component Analysis (PCA). Many process industries utilize 

PCA due to its computational simplicity and efficiency for most processes [29], [30]. The 

following section introduces the conventional PCA model. 

 

1.1.1. Principal Component Analysis (PCA) 

PCA is a linear dimensionality reduction technique that performs well for many 

linear and approximately linear processes [11], [31]. PCA is still a popular choice for use 

by many engineering and process industries due to its computational simplicity. A given 

data matrix X, of m process variables, and n observations can be represented utilizing a 

linear sum of the given variables [29]: 

T=X TP      (1) 

where, T and P, represent the principal component (PCs), and loading vectors, 

respectively. The loading vectors are orthogonal and can be obtained from the covariance 

matrix ( )Σ  of X as shown [29]:  

T T T1
 with 

1
m

n
= = =

−
Σ X X PΛP PP I    (2) 

where, ( )1 2, , , mdiag   =Λ  is the diagonal matrix made up of the eigenvectors 

provided by the m PCs, and Im is the identity matrix. Dimensionality reduction is carried 

out in order to improve the computational efficiency of PCA. This is accomplished by 

capitalizing on the correlation between the different process variables, and using a lower 

number of PCs to represent the original data set. A number of methods can be utilized in 
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order to decide on the appropriate number of PCs to retain, e.g., cumulative percent 

variance (CPV), scree plot, cross validation [32], [33]. CPV is utilized by many authors 

as it is computationally simple [28]: 

( )
( )
1 100

l

iiCPV l
trace


== 


Σ

.          (3) 

The choice of the number of PCs to retain depends on the number it takes to 

achieve a certain CPV value, e.g., 95%. The original data matrix can now be expressed 

using retained (l) PCs, and the ignored (m-l) PCs as follows [29]: 

T
T ˆ ˆ   = =

   
X TP TT PP ,        (4) 

where ˆ n lT , 
( )n m l −

T , ˆ m lP , and 
( )m m l −

P . Expanding this 

expression [29]: 

( )
ˆ

T T T Tˆ ˆ ˆ ˆ ˆ ˆ
m= + = + −

EX

X TP PT XPP X I PP ,      (5) 

where, X̂  and E represents the data modeled using just the retained ( )l  PCs, and 

model residuals, respectively. 

Once the PCA model has been constructed using the fault-free (training) data, 

which are collected under normal operating conditions, fault detection charts can then be 

applied in order to determine if a process is experiencing faults. Two indices are often 

utilized in order to detect faults: the Hotelling’s T2 statistic, which focuses on faults in the 

PC space, and Q statistic, which focuses on faults in the residual space [34], [35]. Authors 

have shown that the Q chart is better able to detect smaller faults than the T2 chart [36]. 
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The T2 statistic can be computed as follows [37]: 

2 T 1 Tˆˆ ˆT x x−= PΛ P .           (6) 

The fault detection (or control) limits can be computed using a 95-99% confidence 

interval applied on the distribution of the T2 statistic computed using training data. 

Alternatively, the fault detection limits can also be computed theoretically using formulae 

widely available in literature [34]. 

The Q statistic is also known as the squared prediction error (SPE), which 

measures the projection of the observation on the residual space, and is computed as 

follows [11]: 

TQ e e= .      (7) 

Like the T2 chart, the fault detection limits for the Q statistic can be computed 

either empirically or theoretically [36]. 

The PCA model is widely used as it is computationally simple, and function well 

for linear and approximately linear process. However, industrial process might not always 

be approximately linear. Therefore, a more robust technique is required in order to handle 

the nonlinearity of certain processes. One such technique based on extending the 

application of PCA to nonlinear process will be described in the next section. 

 

1.1.2. Kernel Principal Component Analysis (KPCA) 

A popular extension of PCA to nonlinear applications is the KPCA algorithm. The 

KPCA algorithm functions by transforming the nonlinear data to a high-dimensional 

feature space, where linear PCA becomes applicable [38]. It is difficult to know the exact 
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nonlinear transformation that forces the nonlinear data matrix to be linear in the feature 

space. According to Mercer’s theorem, an orthogonal semi-definite function can be used 

in order to map the data in the feature space, rather than knowing the explicit function. 

This nonlinear function is referred to as the kernel function and is the dot product of the 

mapped data in the feature space  denoted as follows [39]: 

( ) ( ) ( ),i j i jK = X X X X .        (8) 

A number of different kernels have been utilized in order to facilitate the nonlinear 

mapping [39]: 

• Radial basis function (RBF): ( )
2

, expK
c

 − −
=  

 
 

X Y
X Y , 

• Polynomial function: ( ), ,
d

K =X Y X Y , 

• Sigmoid function: ( ) ( )0 1, tanh ,K  = +X Y X Y , 

where, c, d, 0 , and 1  are parameters that need to be tuned for the different 

nonlinear kernel transformations in order to ensure that the transformed data matrix is 

approximately linear. PCA seeks to find the PCs by minimizing the information loss in 

the input space, while KPCA does this is the hyper-dimensional feature (F) space. The 

covariance in the feature space is computed as follows [39]: 

( ) ( )
1

1
Φ Φ

n
T

F

j j

jn =

= C X X      (9). 

Like PCA, the PCs can be found by diagonalizing the covariance matrix. This is 

accomplished by solving the following eigenvalue problem in the feature space [39]: 
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F =v C v ,      (10) 

where, λ ≥ 0 and represent the eigenvalues. This is solved by the deriving the 

following equation [39]: 

n K = ,      (11) 

where, K and α are the n × n kernel matrix and eigenvectors, respectively. For 

testing data vector X, the PCs (t) are extracted by projecting ( )Φ X onto the eigenvectors 

vk in the feature space where k = 1,…l [39]: 

 ( ) ( ) ( )
1

,
N

k

k k i i

i


=

=  =  t v X X X .           (12) 

Before the KPCA model is constructed, the data in the high dimensional space 

needs to be mean centered as follows [39]: 

1 1 1 1n n n n= − − +K K K K K  where, 

1 1
1

1

1 1

n n

n R
n

=  .            (13) 

 The fault detection charts for the KPCA model can be computed similar to their 

conventional counterparts. The variation in the KPCA model is captured by the T2 statistic 

as follows [39]: 

   2 1

1 1,..., ,...,
T

l lT −= t t t t .       (14) 

Like its linear counterpart the fault detection limits of the 2T  chart can be computed 

empirically or computationally [39]. 
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For the Q statistic to be computed, the feature vector ( )Φ X  needs to be 

reconstructed. This is accomplished by projecting kt  into the feature space utilizing kv  

[39]: 

( )
1

ˆ
n

n k k

k=

 =X t v .         (15) 

The Q statistic can now be computed [39]: 

( ) ( )
2

ˆΦ ΦlQ = −X X .             (16) 

Once again the fault detection limits for the Q statistic can be computed either 

empirically or computationally [39]. 

 Measurement residuals collected from process industries may contain high levels 

of noise, deviate from normality, and can be autocorrelated, and these might adversely 

affect the performance of the conventional methods [16], [35]. Bakshi developed a 

multiscale principal component analysis (MSPCA) model in order to address these issues 

[35], [40], [41]. Due to the multiscale nature of the wavelet coefficients, MSPCA has 

shown to be an appropriate mechanism to model behavior changes over time and 

frequency, and the following section will briefly describe multiscale wavelet based 

representation of data and the MSPCA model [36]. 
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1.1.3. Multiscale Principal Component Analysis (MSPCA) 

1.1.3.1. Wavelet-based multiscale representation of data 

Wavelet-based representation of data is a powerful signal processing tool, that is 

capable of providing efficient separation of stochastic and deterministic features in 

available data [16], [35], [41]–[43]. Utilizing the time-domain data, i.e., measurements 

collected from sensors, a courser approximation of the given data can be obtained by 

convoluting the original data using a low pass filter (h), derived from a scaling basis 

function that has the following form [36]: 

( ) ( )2 2j j

ij t t k − −= − ,     (17) 

where, j and k are the discretized dilation and translation parameters, respectively. 

The difference between the original and approximated data, also known as the detail 

signal, is obtained by convoluting the original data using a high pass filter (g), derived 

from a wavelet basis function of the following form [36]: 

( ) ( )2 2j j

ij t t k − −= − .     (18) 

 This approximation can be repeated multiple times on the subsequent scaled data, 

and the original data can be reconstructed using the sum of the last scaled signal, and all 

details signals [36]: 

( ) ( )
2 2

1 1 1

J Jn J n

Jk Jk jk jk

k j k

x t a d t 

− −

= = =

= +  ,           (19) 

where, n , and J , are the number of observations and the maximum possible 

decomposition depth, respectively. A schematic illustration of the wavelet-based 

multiscale representation procedure is provided in Figure 1. 
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Figure 1. Schematic illustration of wavelet-based multiscale representation of 

data. 

 

1.1.3.2. MSPCA model description 

The MSPCA model was developed by Bakshi in order to combine the ability of 

PCA to extra cross-correlation between different process variables, with the ability of the 

orthonormal wavelets to separate deterministic features from stochastic ones, i.e., denoise 

data, and also its ability to approximately decorrelate autocorrelated data [16], [35]. A 

schematic illustration of the MSPCA algorithm is provided in Figure 2. 
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Figure 2. Multiscale PCA model. 

 

The data matrix is first decomposed into multiple scales, after which PCA is 

carried out on all detail signals, and the final scaled signal. A training data matrix (of 

observations collected under normal operating conditions), is utilized in order to determine 

the thresholds at each scale, and these thresholds are applied on the wavelet coefficients 

obtained through decomposition of the testing data matrix. PCA is once again carried out 

after thresholding, in order to produce a final fault detection chart that utilizes the 

information at all scales. Application of the PCA model at different scales is advantageous 

as the wavelet coefficients (detail) at every scale satisfy the fundamental assumptions 

under which PCA performs best, i.e., low levels of noise, independence (uncorrelated), 

and normality [35], [40]. 

Most of the models used in this section model available training data, after which 

fault detection charts can then be applied in order to determine if subsequent testing data 

contain faults. Statistical quality control has seen the integration of hypothesis testing 

methods with effective process models in order to further enhance fault detection 
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performance. The following section provides an introduction to statistical hypothesis 

testing methods and how they have been utilized in order to carry out both fault detection 

and classification. 

 

1.2. Statistical hypothesis testing methods  

Hypothesis testing methods are recently being used more frequently as they bring 

in solid theoretical contributions to the area of statistical process monitoring [37]. 

Hypothesis testing is defined as the use of statistics to determine if a particular hypothesis 

is true or false [44]. For process monitoring or fault detection purposes, this would mean 

determining if a given observation falls under normal operating conditions, or is faulty. 

 Hypothesis testing is carried out by first establishing the value of a process 

parameter, e.g., mean or variance, for a particular set of observations collected under 

normal operating conditions, i.e., the null hypothesis. Statistical limits are obtained from 

the training data, which are then applied on process data obtained under test conditions to 

determine if the parameters are statistically different to normal operating conditions, i.e., 

alternate hypothesis. 

 The generalized likelihood ratio (GLR) technique is a hypothesis testing technique 

that has been utilized by different authors, and different versions and implementations will 

now be presented. 
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1.2.1. Generalized Likelihood Ratio (GLR) – Chi-square implementation (to 

monitor changes in mean) 

The GLR technique seeks to maximize the detection probability for a given false 

alarm rate, and has been utilized for model-based fault detection purposes [29], [36]. An 

early version of the GLR chart used for model-based detection purposes can be found in 

literature, and focuses on detecting shifts in the mean [29]. 

Given an observation vector 
ny  formed by one two possible Gaussian 

distributions:  

( )  ( )

( ) 

2

0

2

1

~ 0, , null hypothesis ,

~ , , (alternate hypothesis)

n

n

H y N I

H y N I



 

=

=
,      (20) 

where, θ and 
2  are the mean and variations, i.e., parameters of the different 

distributions. Since the training data is standardized to zero-mean, unit variance, the mean 

of the null hypothesis is zero. The mean of the alternate hypothesis,  , is unknown, and 

therefore has to predicted using its maximum likelihood estimate (MLE). The GLR 

decision function is defined as follows [36]: 

( )
( )

( )

     

sup  exp
2 2sup

2 2

2 2

0
    

min 2 22 2 2

2 2 22 2 2 2 2

2log 2log /
2 2

1 1 1ˆ ˆ        

y yf y
T y

f y

y y y y y

 








 

 
  



=

    −    
= = − −    

        

= − + = − + =

,            (21) 

where, 
argmin 2

2

ˆ y y


 = − =  is the MLE of  , the probability density function 

(PDF), of Y  is ( )
( )  2

2
2

1

2 exp
N

N

f y

y


  

=

−

, and the Euclidian norm is 
2

 . . 
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Maximizing the likelihood function in the derivations shown above is equivalent 

to maximizing the natural logarithm, where the logarithmic function is monotonic [36]. 

As the noise is assumed to follow Gaussian distribution, the GLR statistic will follow a 

non-central chi-square distribution [36]: 

  ( )  2 2

2 2

1
~ nT y y 


= ,     (22) 

with n  representing the degrees of freedom (dof). This version of the GLR statistic 

computed the norm utilizing only the current observation so that it could be applied online, 

and therefore the GLR statistic follows a chi-square distribution with dof=1, 2

1 . 

 Although, the GLR technique has shown improved performance, only the current 

observation is used in order to compute the GLR statistic. Many techniques have improved 

performance when process memory has been incorporated. This motivated the extension 

of the GLR to one that utilizes a moving-window scheme, and this will be described next. 

 

1.2.1.1. Moving-Window GLR (MW-GLR) 

The moving window GLR statistic is computed as follows [36]: 

( )

( )0

2log
f Y

MW GLR
f Y



 =

− = ,     (23) 

where, ( )( ) ( ) ( )1    1Y y i w y i y i = − − −  , and w and i are the length of the 

moving window and the observation number, respectively. As with the GLR chart, the 

threshold for the MW-GLR chart needs to be computed, and this can also be done utilizing 

the distribution of the statistic. 
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 The moment generating function is another means by which a particular 

distribution can be described. The moment generating function for a chi-square 

distribution with dof=1, can be represented as follows [36]: 

( ) ( ) 21 2
i

r

yM t t
−

= − ,           (24) 

where, r represents the dof of a chi-square distribution being described. The 

moment generating function for the MW-GLR statistic can now be derived as follows 

[36]: 

( ) ( )

( ) ( ) ( )

( )

1 2

1

2 2 2

2

1 2 1 2 1 2

1 2

i i

w

w

Y yi

rr r

w

M t M t

t t t

t

=

− − −

−

=

= −  −   −

= −



.         (25) 

The derived expression demonstrates that the MW-GLR technique follows a chi-

square distribution with dof equal to that of the length of the window being utilized, w 

[36]. 

 Although, the above implementation of GLR has shown improved performance, it 

does not make complete use of the idea of parameter estimation utilizing maximum 

likelihood estimates, and it is also only designed to detect shifts in the mean. Reynolds 

developed a different algorithm for the implementation of the GLR technique, and has 

designed different versions depending on the type of the fault to be detected, i.e., a shift 

in the mean, a shift in the variance, or a one that is capable of simultaneously monitoring 

shifts in the mean and/or variance [13], [45], [46]. This implementation of the GLR 

technique will be described next. 
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1.2.2. Generalized Likelihood Ratio (GLR): General algorithm (applicable to 

different fault types) 

This implementation of the GLR for different fault scenarios follows the following 

general procedure: 

1. The null and alternate hypotheses are both defined for the given fault scenario, and 

the respective likelihood functions are subsequently derived. 

2. For unknown parameters in the alternate hypothesis, the maximum likelihood 

estimates (MLEs) are computed, i.e., the mean or variance parameters. 

3. According to statistical theory, the best possible detection rate for a given false 

alarm rate, is given by the log-likelihood ratio of the alternate hypothesis to the 

null hypothesis, and its maximum value and corresponding parameter values are 

obtained. 

The null hypothesis for all cases, i.e., assuming no shift in the mean and variance 

is defined as follows [13]: 

( ) ( ) ( ) ( )
/2/2 22

0 1 2 0 02
10

1
, | , ,..., 2 exp

2

k
kk

k i

i

L x x x x   


−−

=

 
 = − − 

 
 ,  (26) 

where,   and 
2  represent the mean and variance of the data, respectively. 
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1.2.2.1. GLR designed to detect a shift in the mean 

The likelihood function of the alternate hypothesis for a shift in the mean from 0  

to 1 , at time   is defined as follows [13]: 

( ) ( ) ( )

( ) ( )

/2/22 2

1 0 1 2 0

2 2

0 12
1 10

, , | , , , 2

1
                                             exp

2

kk

k

k

i i

i i

L x x x

x x




    

 


−−

= = +

=

  
− − + −  

  
 

.     (27) 

As the magnitude of the mean value for a testing data set is unknown, its MLE has 

to be computed using the following equation [13]: 

( )
1, ,

1

1
ˆ

k

k i

i

x
k





 = +

=
−

 .              (28) 

Substituting the MLE for the mean into the likelihood function for the alternate 

hypothesis, and taking the log-likelihood ratio of the alternate to the null hypothesis the 

following GLR statistic is derived [13]: 

( )
( )

2max

0 1, , 02

0

ˆ 
2

k k k

k
R  


 


 

− 
= − 

 

.           (29) 

Reynolds states that the all previous samples do not need to be used in order to 

maximize the detection rate, and a smaller window size may be used in order to decrease 

the computational demand of the GLR technique [13], [37]. 

 

1.2.2.2. GLR designed to detect a shift in the variance 

The likelihood function of the alternate hypothesis for a shift in the mean from 2

0  

to 2

1 , at time   is defined as follows [45]: 
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( ) ( ) ( ) ( )
/2/2 22 2

0 1 1 2 1 02
11

1
, , | , , , 2 exp

2

k
kk

k i

i

L x x x x


     


−−

= +

 
= − − 

 
 .    (30) 

From a standpoint of quality control, an increase in the variance is of concern, as 

a larger variance would imply that the product quality is decreasing. As the magnitude of 

the variance value for a testing data set is unknown, its MLE has to be computed using the 

following equation [45]: 

( )
( )

22 2

1, , 0 0

1

1
ˆ max ,

k

k i

i

x
k




  
 = +

 
= −  − 

 .    (31) 

Substituting the MLE for the variance into the likelihood function for the alternate 

hypothesis, and taking the log-likelihood ratio of the alternate to the null hypothesis the 

following GLR statistic is derived [45]: 

( ) 2 2

1, , 1, ,max

0 2 2

0 0

ˆ ˆ
 1 ln

2

k k

k k

k
R

 



 

 
 

   −
 = − −     

   

.      (32) 

The GLR techniques described thus far have been developed and implemented in 

order to monitor a single parameter, i.e., the mean or the variance. However, for certain 

applications simultaneous monitoring of the mean and variance may be important. 

Reynolds developed such a method, which will be described next  [46]. 

 

1.2.2.3. GLR designed to detect a shift in the mean and/or variance 

The likelihood function of the alternate hypothesis that is designed to detect a 

either a shift in the mean from 0  to 1 ,  and/or a shift in the variance from 2

0  to 2

1 , at 

time   is defined as follows [46]: 
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( ) ( ) ( ) ( )
( )

( ) ( )

/2 /2/22 2 2

1 1 1 2 0 1

2 2

0 12 2
1 10 1

, , | , , , 2

1 1
                                exp

2 2

kk

k

k

i i

i i

L x x x

x x

 





     

 
 

− − −−

= = +

=

    
− − − −    

    
 

.       (33) 

The variance also needs to include the MLE for the mean as follows [46]: 

( )
( )

22

, 1, ,

1

1
ˆ

k

k i k

i

S x
k

 



 = +

= −
−

 .      (34) 

As only an increase in the variance is of a concern, the MLE for the variance can 

be updated as follows [46]: 

 1 2 2

1, , 0 ,
ˆ max ,k kS  = .            (35) 

Substituting the MLEs for the mean and the variance into the likelihood function 

for the alternate hypothesis, and taking the log-likelihood ratio of the alternate to the null 

hypothesis the following GLR statistic is derived [46]: 

( ) 2 2 2

max 0, , , 1, ,

0 2 2 2

0 1, , 0

ˆ
 ln

ˆ2

k k k

k k

k

S Sk
R   







  
 

   −
= − −     

   

.        (36) 

The techniques described thus far do not require pre-defined models obtained from 

fundamental principles, and rely solely on data collected under normal operating 

conditions, in order to establish a baseline of expected behavior. However, many chemical 

processes already have pre-defined models that they can utilized in order to formulate 

quantitative models, and state estimators such as the various Kalman filters can be utilized 

in order to continuously predict the value of given process variables and/or parameter 

online. These can also be utilized in order to predict if a process is deviating away from 

normal operating conditions. Most chemical processes are kept in check through the use 



 

23 

 

of various controllers, and even though a process may be experiencing drifts away from 

normal operating conditions, the controller can take measures in order to ensure that the 

desired set point is being met. Unfortunately, this could be at the expense of other factors, 

like increased utility cost in the case of a heat exchanger. Therefore, a method of 

determining if a process is deviating away from optimal operating conditions, while under 

control is required, i.e., deterioration in the process model itself. The following section 

introduces the different state and parameter estimations methods, which can be utilized in 

order to carry out the estimation of different process variables and parameters. A more 

detailed description of how these tools will be used be provided in Section 3. 

 

1.3. State estimation methods 

Several state estimation methods have been developed over time, from the Kalman 

filter which is applicable primarily to linear processes, to the Extended Kalman Filter 

(EKF) and Unscented Kalman Filter (UKF), which can be used to solve state estimation 

problems for nonlinear models [5], [47], [48]. Recently, the Particle Filter (PF) has also 

shown promise when applied to highly complex biological models, induction machine 

applications, and leak detection in pipelines [48]–[50]. For the purpose of this thesis, the 

EKF and UKF have shown sufficiently adequate performance and will be utilized in this 

work. 

A given nonlinear state space model can be described as follows [48]: 

( )

( )

, , ,

, , , v

x g x u w

y l x u





=

=
,           (37) 
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where, nx  is the state variable vector, pu  is the input variable vector, 

q   is the unknown parameter vector, 
my  is the measurement variable vector, and 

g  and l  are nonlinear differentiable functions, nw , and mv , are the process and 

measurement noise, respectively. The process and measurement noise quantify the level 

of randomness in the process, and the variation in the collected measurements, 

respectively. 

The discrete model can be obtained by discretizing the state space model [48]: 

( )

( )

1 1 1 1, , ,

, , ,

k k k k k

k k k k k

x f x u w

y h x u v





− − − −=

=
,     (38) 

where, the state variables are described at time (k), using their values from the 

previous time step (k-1). The process and measurement noise have the following 

properties:  

  0kE w = , 
T

k k kE w w Q  =  ,    0kE v = ,  and 
T

k k kE v v R  =  .   (39) 

As the parameter , k , needs to be estimated along with the state vector, kx , the 

parameter vector can be assumed to be defined by the following model [48]: 

1 1k k k  − −= + ,        (40) 

where, 1k −  is white noise. In order to simultaneously estimate both the state and 

parameter vectors, a new state vector needs to be defined, where the parameter vector is 

augmented with the state vector [48]: 

( )1 1 1 1

1 1

, , ,k k k k k

k

k k k

x f x u w
z



  

− − − −

− −

  
= =   

+   
.    (41) 
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Now defining the augmented noise vector [48]: 

1

1

1

k

k

k

w




−

−

−

 
=  
 

.         (42) 

The nonlinear state space model can be rewritten as [48]: 

( )

( )

1 1 1, ,

, ,

k k k k

k k k k

z z u

y z u v

− − −= 

= 
.            (43) 

The objective of state estimation is to find an estimate for ˆ
kz , for the state vector 

kz  such that the weighted covariance matrix of the estimation error is minimized, i.e., 

( ) ( )ˆ ˆ
T

k k k kE z z M z z − −
 

, where M is a symmetric nonnegative weight defining matrix. 

M is an identity matrix if all states are equally important, and this reduces the covariance 

matrix to ( ) ( )ˆ ˆ
T

k k k kP E z z z z = − −
 

. The required minimization is accomplished by 

minimizing the following objective function [51]: 

( )( )( )1
ˆ ˆ

2

T

k k k kJ Tr E z z z z = − −
 

.              (44) 

Minimizing the objective function the Extended Kalman Filter (EKF), and 

Unscented Kalman Filter (UKF), estimate the state vector kz  using a two-step algorithm, 

that involves a prediction step and estimation or update step. 
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1.3.1. Extended Kalman Filter (EKF) 

For the EKF algorithm the two steps are as follows. 

 

1.3.1.1. Prediction step for EKF 

It is a prediction of the augment state vector and measurement vector using their 

values from the previous time step using a nonlinear model [52]: 

( )

( )

| 1 1| 1 1

|

ˆ ,

ˆ ,

k k k k k

k k k k

z z u

y z u

− − − −= 

=
.             (45) 

 

1.3.1.2. Estimation step for EKF 

An update to the augmented state vector is then made after obtaining values of the 

measurement vector, ky , as follows [52]: 

( )
( )

( )

| 1 1 1| 1 1 1 1

1

| 1 | 1

| | 1

| | 1
ˆˆ ˆ

T T

k k k k k k k k

T T T

k k k k k k k k k k

k k k k k k

k k k k k k k

P A P A G QG

K P C C P C H RH
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where, 
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 are the matrices 

of the linearized model at every time step. 

One disadvantage of the EKF is that it functions my approximating the mean and 

covariance of the nonlinear state vector by linearizing the nonlinear model, and therefore 
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may not be able to provide an accurate approximation. The unscented Kalman filter was 

developed in order to overcome to limitation. 

 

1.3.2. Unscented Kalman Filter (UKF) 

The unscented Kalman filter (UKF) functions by relying on an unscented 

transformation, which is a method that was developed in order to calculate the statistics of 

a random variable that undergoes a nonlinear mapping [53]. This is accomplished by first 

defining sigma vectors of the state, and then propagating them through the nonlinear 

model [54]. The mean and covariance matrix can now be approximated as the weighted 

sample mean and covariance of the transformed sigma vectors. Improving the estimation 

of the mean and covariance of the state vector subsequently enhances the estimation 

accuracy of the UKF algorithm. The UKF algorithm is implemented as follows. 

Let nz R  be a random variable with mean z  and covariance P .  If ( )y f z=  

the mean and covariance can now be computed through the following steps [54]: 

1. Define ( )2 1n+  sigma points, iZ :  

( )( )
( )( )

0

        1,...,

        1,..., 2

i
i

i
i

z z

z z n P i n

z z n P i n





=

= + + =

= − + =

,    (47) 

where,   is the scaling parameter. 

2. Propagate all the sigma points through the nonlinear function, i.e., ( )i iY f Z=  

3. Estimate the mean and covariance matrix as:  
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( )( ),    
T

i i y i i iy WY P W Y y Y y= = − −  .    (48) 

Like the EKF algorithm, the UKF algorithm is also carried out through a prediction 

step and an update step. 

 

1.3.2.1. Prediction step for UKF 

As with the EKF algorithm, it is a prediction of the augment state vector and 

measurement vector using their values from the previous time step using a nonlinear 

model using the transformed sigma vector [54]: 

( )

( )
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| 1,

| 1 | 1, 1 1

| 1,

,

Define        0,..., 2  sigma points

             , ,
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y WY
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− − − −

−
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=
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=

 .   (49) 

 

1.3.2.2. Update step for UKF 

Once again an update to the augmented state vector is made after obtaining values 

of the measurement vector [54]: 
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ˆ
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 This subsection has demonstrated how state and parameter estimation methods can 

be implemented once a nonlinear model is available, and measurements have been 

collected from a given process. An example of how these techniques can be utilized in 

order predict process drifts and determine equipment wellness will be provided in Section 

3. 

 

1.4. Research objectives 

The main objectives of this work are threefold:  

• Development of improved fault detection and classification algorithms by 

successfully integrating different process monitoring models and 

techniques, and presentation of their applications. 

• Development of a straightforward algorithm that can be utilized in order to 

track process degradation (despite being under control) in multiple 

operating regimes through the utilization of different state and parameter 

techniques. The novelty, ease of implementation, and practical 

applicability of the developed algorithm will be demonstrated through both 

simulated synthetic data, and real data from a heat exchanger. 

• Literature review of existing leak detection and localization techniques, 

with a focus on subsea and arctic conditions, to guide the design and 

development of an experimental laboratory set up that can be utilized in 

order to study fluid behavior in pipeline, particularly in the event of leaks. 
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2. STATISTICAL PROCESS MONITORING ALGORITHMS FOR FAULT 

DETECTION AND CLASSIFICATION * 

 

The previous section presented many conventional fault detection algorithms 

described in literature, that are often used in practice. Since an objective of this work is to 

develop improved fault detection and classification algorithms by successfully integrating 

different process monitoring models and techniques, this section will present algorithms 

that were developed as part of this objective and explain their novelty. 1 

 

2.1. Multiscale PCA-based Generalized Likelihood Ratio (GLR) algorithms 

Two MSPCA-based GLR algorithms were developed through the course of this 

work. The first, an MSPCA-based moving-window (MW) GLR fault detection algorithm 

sought to combine the advantages of the MSPCA model, with the detection capabilities of 

the GLR technique. The second, an improved MSPCA-based GLR fault detection 

algorithm sought to address deficiencies in the original model that was developed. 

  

                                                 

1 Part of this chapter is reprinted with permission from “Process monitoring using PCA-based GLR methods: 

A comparative study” by M. Ziyan Sheriff, M Nazmul Karim, Hazem N Nounou, Mohamed N Nounou, 

2018. Journal of Computational Science, 27, 227-246, Copyright 2018 by Elsevier. 
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2.1.1. Multiscale PCA-based Moving-Window (MW) Generalized Likelihood Ratio 

(GLR) algorithm 

The MSPCA-based MW-GLR fault detection algorithm that was developed sought 

to extract the advantages of the MSPCA model, and its ability to handle data that deviate 

from fundamental assumptions of conventional process models, and also integrate the 

superior fault detection capabilities of the GLR chart. As the initial work of the GLR chart 

used for process monitoring purposes focused only on shifts in the process mean, only this 

type of fault was examined in this work. In addition to integrating the MSPCA model with 

the GLR fault detection technique, the initial GLR technique that utilizes only a single 

observation in order to evaluate the GLR statistic at a given time instant, was extended to 

a moving window technique. The theoretical derivation of the resulting distribution of the 

MW-GLR statistic was also presented. The resulting detection statistic for the MW-GLR 

technique shows that it equals the norm of the residuals in a given window, and this is 

equivalent to applying a mean filter on the squares of the residuals. 

A schematic illustration of the developed algorithm is presented in Figure 3. The 

MSPCA model is utilized in order to model data that may violate fundamental 

assumptions of conventional models, i.e., deviate away from normality, be autocorrelated, 

and contain high levels of noise. The MW-GLR chart is then applied on the residuals from 

the MSPCA model, in order to detect faults. The performance of the developed MSPCA-

based MW-GLR technique was evaluated using a simulated synthetic example, and the 

Tennessee Eastman process [10], [36], [55]. In order to maintain conciseness of this work, 
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the results for the Tennessee Eastman process are not included, but are available in 

literature [36]. 

 

 

Figure 3. MSPCA-based MW-GLR algorithm. 

 

The simulated example utilized the same model to generate data that was used in 

the original MPSCA paper [35]. The model is composed of four variables, where the first 

two variables are generated using independent normal distributions, and the third and 

fourth variables are summations and difference of the first two variables, respectively, as 

follows [35]: 

( ) ( )

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

1

2

3 1 2

4 1 2

0,1

0,1

=

=

= +

= −

x t N

x t N

x t x t x t

x t x t x t

.      (51) 
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The data matrix, X , is then contaminated with white noise, uncorrelated Gaussian 

error of zero mean and unit variance as follows [35]. 

( ) ( ) ( )X X 0.2 0,1t t N= + .       (52) 

 For the simulated synthetic example, two different fault sizes were examined, 

added between observations 1001:1300 (highlighted in light blue in all figures). In order 

to keep the presentation of the results concise in this section, only one fault, i.e., a fault of 

magnitude 0.3, will be discussed. More details on the simulation results can be found in 

published work [36]. The results for the conventional and multiscale PCA charts, along 

with the MSPCA-based MW-GLR chart are provided. Published work also examines 

additional charts as well [36]. A fault magnitude of 0.3 is sufficiently small that the 

conventional PCA-based techniques T2 and Q fail as seen in Figure 4 (a) and Figure 5 (a), 

respectively. Although, the MSPCA-based Q chart is able to perform better with a slightly 

lower missed detection rate, it is unable to detection a majority of the fault as seen in 

Figure 5 (b). 
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Figure 4. Monitoring a fault of magnitude 0.3 using PCA and MSPCA-based 

T2 charts. 

 

 

Figure 5. Monitoring a fault of magnitude 0.3 using PCA and MSPCA-based 

Q charts. 

 

Examining the MSPCA-based MW-GLR chart for two different window lengths 

show that the technique is able to significantly lower the missed detection rate, especially 

for a longer window length of 50 as shown in Figure 6 (b). 
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Figure 6. Monitoring a fault magnitude of 0.3 using MSPCA-based MW-GLR 

charts. 

 

The results for the given examples are presented in Table 1. The results show that 

the MSPCA-based MW-GLR chart is able to provide the lowest missed detection rate 

when compared to the other conventional fault detection techniques. 
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Table 1. Summary of fault detection results - Simulated synthetic example  

   (monitoring a fault of magnitude 0.3). 

 Missed Detection 

Rate (%) 

False Alarm Rate 

(%) 

ARL1 

Conventional 

PCA-based T2 

99.7477 0.1889 131.3441 

MSPCA-based T2 99.6412 0.3169 138.3850 

Conventional 

PCA-based Q 

97.3838 0.7939 37.3126 

MSPCA-based Q 89.0601 1.4075 50.8664 

MSPCA-based 

MW-GLR 

(window length = 

4) 

84.6234 3.9759 13.8600 

MSPCA-based 

MW-GLR 

(window length = 

50) 

27.6300 5.4000 8.0200 
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2.1.2. Improved Multiscale PCA-based GLR fault detection algorithm 

The MSPCA model utilized in developed algorithm and presented in published 

work thus far constructs the PCA model on every scale and applies Q statistic in order to 

monitor characteristics. This is the same procedure followed by Bakshi [35]. However, 

recent work has shown that the GLR chart is able to provide better results over the Q chart 

in the time domain, therefore applying the GLR chart instead of the Q chart on every scale 

should produce improved fault detection results [11], [37]. 

A schematic illustration of the developed algorithm is presented in Figure 7. The 

new algorithm that was developed, i.e., the Improved Multiscale PCA-based GLR 

algorithm is advantageous due to the following design features: 

• The Improved MSPCA-based GLR technique does not require extensive trial-and-

error in the selection of the window length for different applications and fault sizes, 

as the generalized implementation of the GLR technique used a fixed window size 

when compared to the chi-square implementation. This increases the range of 

applicability of the new algorithm. 

• Better noise feature separation is obtained on every scale by applying GLR on 

residuals from the PCA model instead of T2 and Q charts, thereby improving the 

detection on every scale. 

• The generalized implementation of the GLR provides the opportunity for different 

fault types to be monitored, i.e., sustained shifts in the mean, sustained shifts in the 

variance, slow drifts etc. as demonstrated by the authors in [37]. 
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Figure 7. Improved MSPCA-based GLR algorithm. 

 

The effectiveness of the developed algorithm was assessed by applying the 

Improved MSPCA-based GLR technique on the same simulated synthetic example 

utilized in Section 2.1.1. A summary of a Monte-Carlo simulation of 1000 realizations is 

presented in Table 2. 
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Table 2. Summary of fault detection results (revised) - Simulated synthetic example 

(monitoring a fault of magnitude 0.3). 

 Missed Detections 

(%) 

False Alarms (%) ARL1 

MSPCA-based 

MW-GLR 

27.63 5.40 8.02 

Improved 

MSPCA-based 

GLR 

10.63 5.21 5.01 

 

 

From the results it can be observed that the Improved MSPCA-based GLR 

algorithm is able to provide a significantly lower missed detection rate, and lower ARL1 

value, when compared to the previously developed MSPCA-based GLR algorithm, thus 

motivating its application in practice. 

 

2.2. Monitoring using PCA-based GLR algorithms – A comparative review  

Although the chi-square implementation of the GLR chart show reasonable results, 

only shifts in the mean were considered as the type of fault present [36]. In reality process 

can experience a wide variety of fault types. Reynolds has developed versions of the GLR 

technique that are capable of monitoring shifts in just the variance, and simultaneous shifts 

in the mean and/or variance [13], [45], [46]. However, most of Reynolds work focused on 
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the out-of-control average run length (ARL1) [13]. Depending on the application, it might 

be necessary to examine the performance of different GLR techniques keeping the missed 

detection rate, and false alarm rate in mind as well. Therefore, a comprehensive review of 

different fault scenarios, and the performance of the different GLR charts was required.  

 This was accomplished by developing different PCA-based GLR charts, that 

utilized PCA in order to model the data, after which the different GLR techniques were 

applied in order to examine their performance under different fault scenarios. The 

performance was first assessed utilizing data from a simulated synthetic model, and the 

following three fault scenarios were examined: 

• A shift in the mean, with no shift in the variance. 

• A shift in the variance, with no shift in the mean. 

• A simultaneous shift in both the mean and variance. 

From the results it was observed that the GLR charts designed for specific 

purposes, i.e., to just detect a shift in the mean, or to just detect a shift in the variance, 

were able to outperform the GLR designed to simultaneously monitor both shifts in the 

mean and variance. Their superior performance can be attributed to the fact that only a 

single parameter needed to be estimated when maximizing the GLR statistic [37]. 

The simulated model used to demonstrate these results is the same as what was 

used in the previous section [35], [37]. 2000 observations of training data are generated 

using the model, and another 2000 observations are generated as testing data. The different 

fault types described earlier are generated using the testing data, and the fault is added 

between observations 1001:2000. The faulty region is highlighted in light blue in all 
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figures. The GLR charts designed to monitor different types of faults were applied on 

residuals from a PCA model. 

 

2.2.1. Scenario I – A shift in the mean, with no shift in the variance 

For a scenario where only a shift in the mean was expected, a fault of size unity 

was utilized as the shift in the mean for demonstrative purposes. Examining the 

conventional PCA-based charts, we can see that the PCA-based T2 (see Figure 8 (a)) is 

unable to detect most of this fault, while the PCA-based Q chart (see Figure 8 (b)) is able 

to do significantly better and detect most of the fault. 

 

 

Figure 8. Scenario I - Conventional PCA-based charts (T2 and Q) (Reprinted 

with permission from [37]). 

 

From the PCA-based GLR designed specifically to detect a particular fault type 

we can see that the GLR designed to detect a shift in the mean is able to flag most of the 
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fault (see Figure 9 (a)), while the GLR chart designed to detect a shift in the variance is 

unable to detect this fault (see Figure 9 (b)). 

 

 

Figure 9. Scenario I - PCA-based GLR charts designed specifically to detect 

particular fault types (Reprinted with permission from [37]). 

  

From the PCA-based GLR chart designed to simultaneously monitor a shift in the 

mean and/or variance, we can see that the cart is able to detect most of the fault (see Figure 

10). However, upon further inspection many missed detections can be observed. 
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Figure 10. Scenario I - PCA-based GLR chart designed to simultaneously 

monitor a shift in the mean and/or variance (Reprinted with 

permission from [37]). 

 

 The fault detection results for Scenario I are summarized in Table 3, and they show 

that the in order for a process expected to only experience a shift in the mean, the PCA-

based GLR chart designed specifically to detect a shift in the mean is able to outperform 

all other fault detection charts with the lowest missed detection rates. 
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Table 3. Summary of fault detection results - Scenario I (Reprinted with permission 

from [37]). 

 Missed Detections 

(%) 

False Alarms (%) ARL1 

Conventional 

PCA-based T2 

80.05 5.02 5.01 

Conventional 

PCA-based Q 

1.49 5.06 4.52 

Conventional 

PCA-based GLR 

(to monitor mean) 

0.41 5.04 4.55 

Conventional 

PCA-based GLR 

(to monitor 

variance) 

94.16 5.06 94.82 

Conventional 

PCA-based GLR 

(to monitor mean 

and/or variance) 

29.10 5.07 4.64 

 

  



 

45 

 

2.2.2. Scenario II – A shift in the variance, with no shift in the mean 

For a scenario where only a shift in the variance was expected, an increase in the 

standard deviation from 1 to 2 was utilized for demonstrative purposes. Examining the 

conventional PCA-based charts, we can see that both the PCA-based T2 (see Figure 11 

(a)) and Q (see Figure 11 (b)) charts are unable to efficiently detection most of the fault as 

there are many missed detections. 

 

 

Figure 11. Scenario II - Conventional PCA-based charts (T2 and Q)  

(Reprinted with permission from [37]). 

 

From the PCA-based GLR designed specifically to detect a particular fault type 

we can see that the GLR designed to detect a shift in the variance is able to flag most of 

the fault (see Figure 12 (b)), while the GLR chart designed to detect a shift in the mean is 

unable to detect a majority of this fault (see Figure 12 (a)). 



 

46 

 

  

Figure 12. Scenario II - PCA-based GLR charts designed specifically to detect 

particular fault types (Reprinted with permission from [37]). 

 

 From the PCA-based GLR chart designed to simultaneously monitor a shift in the 

mean and/or variance, we can see that the cart is able to detect most of the fault (see Figure 

13). However, once again upon further inspection we can observe that there are many 

missed detections. 
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Figure 13. Scenario II - PCA-based GLR chart designed to simultaneously 

monitor a shift in the mean and/or variance (Reprinted with 

permission from [37]). 

 

The fault detection results for Scenario II are summarized in Table 4, and they 

show that the in order for a process expected to only experience a shift in the variance, the 

PCA-based GLR chart designed specifically to detect a shift in the variance is able to 

outperform all other fault detection charts, with the lowest missed detection rate. 
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Table 4. Summary of fault detection results - Scenario II (Reprinted with permission  

from [37]). 

 

Missed Detections 

(%) 

False Alarms (%) ARL1 

Conventional 

PCA-based T2 

52.68 5.06 4.21 

Conventional 

PCA-based Q 

52.64 5.05 3.31 

Conventional 

PCA-based GLR 

(to monitor mean) 

14.79 5.04 3.34 

Conventional 

PCA-based GLR 

(to monitor 

variance) 

0.25 5.06 2.94 

Conventional 

PCA-based GLR 

(to monitor mean 

and/or variance) 

18.09 5.07 3.61 
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2.2.3. Scenario III – A simultaneous shift in the mean and variance 

For a scenario where both a shift in the mean and variance were expected, a fault 

size of unity for shift in the mean, and an increase in the standard deviation from 1 to 2 

was utilized for demonstrative purposes. Examining the conventional PCA-based charts, 

we can see that the PCA-based Q chart (see Figure 14 (b)) is able to perform better than 

the PCA-based T2 chart (see Figure 14 (a)). 

 

 

Figure 14. Scenario III - Conventional PCA-based charts (T2 and Q) 

(Reprinted with permission from [37]). 

  

For the PCA-based GLR chart designed specifically to monitor either a shift in the 

mean or a shift in the variance, it can be observed that both GLR charts are able to detect 

the shift (see Figure 15).  
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Figure 15. Scenario III - PCA-based GLR charts designed specifically to  

detect particular fault types (Reprinted with permission from 

[37]). 

  

However, when observing the PCA-based GLR chart designed to specifically 

simultaneously monitor shifts in the mean and variance (see Figure 16), we observe the 

same trend as in Scenarios I and II, where missed detections are present. 

 



 

51 

 

 

Figure 16. Scenario III - PCA-based GLR chart designed to simultaneously  

monitor a shift in the mean and/or variance (Reprinted with 

permission from [37]). 

 

The fault detection results for Scenario III are summarized in Table 5, and they 

show that the in order for a process expected to experience both shifts in the mean and 

variance, the PCA-based GLR charts designed to specifically monitor one parameter, 

either the mean or variance, both need to be implemented in parallel, as they are both able 

to provide significantly lower missed detection rates than the PCA-based GLR chart 

designed to simultaneously monitor both parameters at the same time. This can be 

attributed to the fact that the simultaneously monitoring requires the computation of two 

maximum likelihood estimations, i.e., two parameters, meaning that the optimum solution 

might not be obtained. 
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Table 5. Summary of fault detection results - Scenario III (Reprinted with permission 

from [37]). 

 Missed Detections 

(%) 

False Alarms (%) ARL1 

Conventional 

PCA-based T2 

45.53 5.03 2.84 

Conventional 

PCA-based Q 

8.98 5.05 2.19 

Conventional 

PCA-based GLR 

(to monitor mean) 

0.18 5.09 2.13 

Conventional 

PCA-based GLR 

(to monitor 

variance) 

0.18 5.03 2.13 

Conventional 

PCA-based GLR 

(to monitor mean 

and/or variance) 

13.85 5.01 2.13 
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2.2.4. Application to the Tennessee Eastman process 

The performance of the PCA-based GLR chart was also evaluated utilizing the 

Tennessee Eastman process, and these results will be highlighted next. The Tennessee 

Eastman process is a benchmark process that has been utilized by many to evaluate the 

performance of different fault detection algorithms [10], [55]–[57]. The process consists 

of five process units: reactor, condenser, stripper, compressor, and separator, as shown in 

Figure 17. 

 

 

Figure 17. Tennessee Eastman process flow diagram (Reprinted with 

permission from [37]). 
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Process data from the Tennessee Eastman process model is available for training 

and testing purposes [58]. A large bank of faults has been utilized in order to examine the 

performance of various techniques [10], [58]. For this particular example, in order to 

demonstrate the practical applicability of the different PCA-based GLR charts, one of the 

faults will be examined, i.e., a step fault in the mean of the condenser cooling water inlet 

temperature (IDV 5). This fault was selected as conventional techniques are unable to 

detect most of this fault. As the previous example demonstrated that the PCA-based GLR 

charts designed specifically to monitor the different parameters, i.e., the mean, and the 

variance, need to be implemented in parallel, this will be followed for Tennessee Eastman 

process example. 

 The training data is composed of 800 samples collected under normal operating 

condition, representing 8 hours of operation. The fault starts after 8 hours of normal 

operation, and is sustained for the remainder of the testing data set, from observations 801 

to 2000, i.e., hours 8-20. The faulty region is shaded in light blue in all figures.  

 From the conventional PCA-based charts (see Figure 18) we can see that both the 

T2 and Q charts are unable to efficiently detect most of the fault. From the PCA-based 

GLR charts we can observe that the GLR chart designed specifically to detect a shift in 

the mean (see Figure 19 (a)) is able to detect most of the fault, while GLR chart designed 

to detect a shift in the variance (see Figure 19 (b)) is unable to efficiently detect most of 

the fault. 
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Figure 18. IDV(5): Shift in the mean - Conventional PCA-based charts 

(Reprinted with permission from [37]). 

  

 

Figure 19. IDV(5): Shift in the mean - PCA-based GLR charts designed 

specifically to detect particular fault types (Reprinted with 

permission from [37]). 

 

 Table 6 summaries the fault detection results for the Tennessee Eastman process. 

We can observe that the PCA-based GLR chart designed specifically to detect a shift in 
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the mean in able to provide the significantly lower missed detection rates that then rest of 

the charts. Although, the PCA-based T2 is able to provide a low ARL1 value, that can be 

attributed to random noise, as most of the fault cannot be detected by the PCA-based T2. 

These results also show that using both PCA-based GLR charts in parallel allows the 

process engineering to determine what class of fault has occurred, i.e., a shift in the mean, 

or a shift in the variance. 

 

Table 6. Summary of fault detection results: IDV(5): Shift in the mean (Reprinted 

with permission from [37]). 

 Missed Detections 

(%) 

False Alarms (%) ARL1 

T2 97.58 3.75 1.00 

Q 92.75 0.50 86.00 

GLR (to monitor 

mean) 

7.92 5.00 96.00 

GLR (to monitor 

variance) 

70.92 6.38 84.00 

 

 

Both illustrative examples presented in this section demonstrate that in order to 

detect a particular type of fault the GLR chart designed specifically to detect that fault 

needs to be utilized. If a process is expected to experience different types of faults GLR 
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charts designed to detect each type faults need to be implemented and run in parallel, rather 

than a GLR chart designed to simultaneously track multiple parameters. When tracking 

changes in multiple parameters simultaneously, values of these parameters have to be 

estimated and computed simultaneously, thereby making it harder to maximize the GLR 

statistic. This could lead poorer fault detection and classification results. 

Although results presented in this section are promising, the algorithms presented 

thus far are primarily for data that are approximately linear. In practice, industrial 

processes may be nonlinear and complex. The following section presents an example of 

how a nonlinear model can be used in order to carry out effective detection for nonlinear 

data. 

 

2.3. Application of Kernel Principal Component Analysis (KPCA) to chemical 

processes 

Although PCA has been extended to handle data from nonlinear models, there was 

limited application to chemical processes. Therefore, a goal of this work was to 

demonstrate the applicability of KPCA to a nonlinear chemical process, i.e., a continuous 

stirred tank reactor (CSTR), to demonstrate its effectiveness in detecting different process 

faults [59].  

 The dynamic model for the CSTR that was utilized in order to generate nonlinear 

data is defined as follows [60]: 
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where, F, V, k0, and E represent the flow rate, reactor volume, reaction rate 

constant, and activation energy, respectively. The temperature and concentration of the 

different fluids are given by T and C, respectively. ΔH, ρ, and Cp represent the heat of 

reaction, densities, and heat transfer coefficients, respectively. 

 The training data set is composed of four process variables. The first two process 

variables are the flow rates of the coolant and feed, respectively. The third and fourth 

process variables are the outlet concentration and temperature, respectively. Dynamic data 

was then generated using the CSTR model. Zero mean Gaussian noise with a signal to 

noise ratio (SNR) of 20 was then added to the data.  The training data used to train the 

KPCA model is shown in Figure 20. A fault of 3σ was then added to the temperature and 

concentration variables at 3 locations: 101:150, 251:350, and 401:450 in the testing data, 

and this is shown in Figure 21. 

 Comparing the conventional and kernel PCA-based Q statistic, it can be observed 

that the KPCA-based Q statistic (see Figure 22 (b)) is able to provide significantly lower 

missed detection rates than the conventional PCA based Q statistic (see Figure 22 (a)). 

The improved results of the KPCA-based Q charts can be attributed to the kernel 

techniques being able to effectively capture the nonlinearity of the data in the 
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hyperdimensional feature space, thus demonstrating the practical applicability of the 

kernel techniques for nonlinear chemical processes. 

 

 

Figure 20. CSTR model: Training data. 
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Figure 21. CSTR model: Testing data. 

 

 

Figure 22. Conventional and kernel PCA charts (CSTR). 
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This section has presented numerous data-based process monitoring methods, that 

improved fault detection and classification performance. Additional algorithms that were 

developed through the course of this work, but that were not included or discussed can be 

found in literature [61]–[66]. In practice different processes may experience degradation 

in the process model itself, i.e., process drifts whose existence and impact can be tough to 

ascertain when operating under control, such as the case of fouling in a heat exchanger 

operating continuously under control. Since heat exchangers and other process units are 

designed to function under different operating conditions (or regimes), this adds additional 

complexity to monitoring. The following section develops a novel dynamic contour-based 

monitoring scheme in order to track equipment degradation in multiple operation regimes. 
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3. TRACKING EQUIPMENT DEGRADATION IN MULTIPLE OPERATING 

REGIMES USING A DYNAMIC MODEL-BASED MONITORING SCHEME  

 

Several process industries require monitoring and control in order to ensure that 

quality variables of different streams are adhering to strict limits. This is essential in order 

to maintain product quality and safe operation, while being economically feasible. 

Monitoring is carried out in two phases: fault detection and diagnosis, during which faults 

are initially flagged, and then classified. A broad number of monitoring techniques are 

available, and these can be categorized using different schemes. Isermann highlights the 

importance of model-based methods for fault detection and diagnosis, and provides a 

review on these techniques [47], [67]. The authors in [4], [5] further classify model-based 

techniques into quantitative model-based techniques and qualitative-model based 

techniques. However, they also highlight the importance of developing models based on 

process history and available data, i.e., data-based models [6]. 

Although processes operate at steady state for long periods of time, they are 

dynamic in nature, and operating regimes can change depending on the operating 

conditions. Many authors have explored the classification of operating regimes for various 

applications [68], [69]. Unfortunately, it is often assumed that there is no degradation in 

the process model itself, i.e., possible degradation in the equipment is neglected.  

In practice many processes operate under control in order to ensure that deviations 

in quality variables are managed, despite fluctuations in the input or disturbance variables, 

so that the physical properties of these streams can adhere to strict production standards. 
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Therefore, when equipment experiences degradation that leads to drifts in the process 

model, these controllers continuously adjust levels of the manipulated variable in order to 

ensure that desired set-points of the controlled (quality) variables are being achieved. 

Increased levels of manipulated variable lead to increased operating costs even when 

production standards are being satisfied, implying that the process is operating at sub-par 

conditions. Monitoring only the output variables is insufficient, as these remain unchanged 

despite changes in the process model. Model parameters often cannot be directly measured 

in practice, e.g., overall heat transfer coefficient to track fouling in heat exchangers. It is 

therefore essential to develop an efficient algorithm and means to monitor process drifts, 

including the model parameters as well. Hence, a primary objective of this work is to 

develop such an algorithm, capable of tracking equipment degradation by monitoring 

changes in the process model in multiple operating regimes. 

Equipment degradation, more commonly referred to as condition monitoring, has 

been a popular independent topic of research. Various fault detection and diagnosis 

methods have been employed by numerous authors in order to detect degradation in model 

conditions for a wide variety of applications, e.g., electrical machines, agricultural 

machinery, gas turbines, hydropower plants [70]–[73]. Literature has mainly focused on 

equipment health, and often neglects to simultaneously monitor overall plant dynamics 

(including operating and related costs). This further validates the need for an integrated 

method capable of simultaneously tracking both deviations in the process model 

(equipment degradation) and drifts in the operating conditions/regimes, as they are 

invariably linked. Therefore, a second objective of this work is to ensure that the 
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developed algorithm is able to provide a process engineer with a simple algorithm to 

monitor both equipment degradation and process drifts online, while enabling decision-

making with respect to the urgency of maintenance, and cost involved with operating 

under sub-par conditions. This work will demonstrate how a novel model-based algorithm, 

that integrates state estimation techniques with a contour profile can be utilized to achieve 

the proposed goals. In 1982 A conservative estimate of the cost of fouling in heat 

exchangers in the US was predicted to be close to $180 million [74]. This cost was 

projected to be closer to $14 billion per year in 2014 [75]. Therefore, a third objective of 

this work is to apply the developed algorithm to track fouling in heat exchangers, and 

reduce related economic losses through early detection and maintenance [76]. 

The remainder of this section is organized as follows. Section 3.1 provides a 

critical review of existing fault detection and diagnosis methods to monitor changes in the 

operating regime, and equipment degradation. Section 3.2 discusses the development of 

the proposed model-based algorithm, including design aspects and features. In Section 3.3 

the proposed algorithm is applied on two illustrative examples, including one that utilizes 

real data from a double-pipe heat exchanger to demonstrate its practical applicability when 

tracking fouling online for a continuous process. Concluding remarks and future directions 

for this work are also presented with the illustrative examples. 
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3.1. Existing fault detection and diagnosis methods 

Fault detection and diagnosis methods to monitor changes in the operating regime, 

and equipment degradation have shown broad interest. Unfortunately, these tasks have 

been examined independently. This section will review popular existing methods for both. 

 

3.1.1. Monitoring changes in operating regimes 

Although the goal of most industrial process is to operate at steady state to ensure 

streams and process variables adhere to expected standards, these processes are inherently 

dynamic in nature. Therefore, most processes will have multiple operating modes or 

regimes, and classification of these regimes by their features or properties is of interest. 

In chemical processes, multiple operating conditions often result in different 

values for the output variables. For a given application, if a certain set of operating 

conditions is desired, then other operating conditions are often considered to be faulty. For 

these cases it would be essential to efficiently classify process data belonging to different 

operating conditions. The authors in [77] utilize Hidden Markov Model (HMM) and a 

Back-Propagation Neural Network (BPNN) in order to carry out classification of 

abnormal operating conditions. HMM and BPNN are both data-based techniques that can 

draw on vast amounts of available plant data to identify whether a process is operating 

under normal or abhorrent conditions. Potential disadvantages of these models are their 

requirement for large amounts of data and general model complexity when it comes to 

model training, which make their implementation tricky in practice. 
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The authors in  [69], [78], [79] provide a detailed guide on how to utilize an 

operating regime based approach for nonlinear modeling and control for chemical, 

biochemical and petroleum applications. However, their main contribution is the 

partitioning of different operating regimes based on how the fundamental principles and 

models vary in each regime, i.e., thermodynamics, kinetics, physics etc. The goal is to 

then utilize the models in each regime to design better controllers. Unfortunately, the 

authors neglect to incorporate possible equipment degradation in their modeling work, 

which is essential for many chemical processes. 

Automatic control of the slag regime in a blast-furnace smelting process is an 

example of a process that requires control strategies to be adjusted in order to ensure that 

material and energy resources are efficiently utilized  in different operating regimes [80]. 

Additionally, classification work using self-organizing maps have been utilized by authors 

to identify multiple regimes for semiconductor applications [68]. Alternatively, Gaussian 

mixture models (GMM) have also been used in order to classify data from multiple 

regimes [81]. Unfortunately, for both SOM and GMM to be reliable the authors 

acknowledge that there needs to be necessary and sufficient data to obtain reliable 

classification results. Once classification has been carried out, models such as PCA may 

be utilized in each regime in order to carry out regime-specific monitoring [36], [37], [82]–

[85]. 

The authors in [86] provide a fault detection and isolation scheme based on an 

adaptive filter to monitor a hydraulic process with multiple operating models. However, 

the authors assume that the dynamic behavior of the system at different operating points 
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can be approximated by a set of multiple linear time invariant (LTI) models) so that an 

adaptive linear Kalman filter for fault detection and isolation can be applied. Chemical 

processes may be nonlinear in nature, therefore, nonlinear versions of the Kalman filter 

such as the extended Kalman filter (EKF) and unscented Kalman filter (UKF) that are able 

to handle the non-linearity in a given process should be utilized instead [48]. Although the 

authors include the degradation of a pump as one of their fault cases, they are mainly 

concerned with fault detection and isolation, and fail to evaluate the potential economic 

losses incurred by operating at sub-par conditions.  

Similar work has been completed in order to design multi-linear fault detection 

methods that account for the transition region between operating regimes including model-

based methods that utilize parity space [87], [88]. Although reasonable results are 

obtained, the authors state that model tuning is required for each of the sub models, adding 

increased complexity. Additional work that attempts to monitor processes during the 

transition phase between different operating regimes is available is literature [89]–[92]. 

 

3.1.2. Monitoring equipment degradation / Condition monitoring 

Equipment degradation or condition monitoring has been a topic of interest for a 

wide range of industrial applications. Regular maintenance is required in order to improve 

the life cycle of existing equipment, and to decrease capital costs [76]. Regular 

maintenance also ensures that the efficiency of process equipment is being maintained, 

thereby decreasing operating costs. A few different applications of condition monitoring 

are presented in this section. 
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In mechanical applications, model-based techniques such as Artificial Neural 

Networks (ANNs) have been applied to predict film thickness levels in spur gears using 

acoustic emission data. These methods provides an indication of tooth wear and tear of 

the gears [93]. However, this work focuses only on estimation accuracy, and does not 

provide an insight into a potential maintenance schedule. More recently acoustic emission 

data has been used to develop damage indicators based on power spectral entropy (PSE) 

for strain-hardening cementitious composites [94]. Iintegrating similar indicators with 

continuous chemical processes could prove advantageous.  

Probabilistic approaches for condition monitoring have also been developed for 

other mechanical applications such as gas turbines [73]. However, the authors state that 

the quality of statistical data that is received determines the effectiveness of the approach. 

Qualitative methods have also been applied for gas turbine condition monitoring, where 

health of the individual components are examined [95]. However, the introduction of a 

metric to quantify the urgency of maintenance could prove beneficial. More recently 

nonlinear state estimation methods have been employed in order to examine the turbine 

blade health, and has demonstrated conceptual simplicity and high accuracy, with clear 

physical interpretation [14].  

For a hydropower plant application the authors in [72] developed a condition 

monitoring and fault diagnosis method based on Support Vector Machines (SVM), a 

supervised learning method. Unfortunately, fault diagnosis mainly focused on sensor 

failure, rather than model degradation, i.e., process unit malfunction. 
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Similar conclusions are made in condition monitoring literature for agricultural 

machinery, where unsupervised learning methods, such as SOM and ANN have been 

utilized for steady state data [71]. The authors in [71] identify condition monitoring for 

dynamic data, and the potential development and use of hybrid diagnostic models as two 

future research ideas. 

The authors in [70] examine the feasibility of using unsupervised learning 

methods, e.g., ANN, for electrical applications, such as those with multiple transducer 

inputs. Although they are capable of providing improved results over feature maps that 

have been utilized, there are two notable disadvantages, i.e., decision ambiguities at the 

boundaries of different regions, and the amount of data required for model training. 

The literature surveyed thus far examining techniques that monitor changes in the 

operating regime and equipment degradation provide the following notable conclusions: 

• State estimation methods have shown promise in tracking changes in operating 

regimes as well as equipment degradation. They are conceptually simple, highly 

accurate, and easy to physically interpret.  

• Although there is work that aims to quantify equipment degradation through 

damage indicators, there is a lack of literature that examines the economic impact 

of operating at sub-optimal operating conditions, i.e., in the presence of equipment 

or model degradation. 

• Due to the abundance of monitoring techniques available, a technique that 

combines efficiency and simplicity could prove to be an effective solution. 
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3.2. Model-based equipment degradation monitoring algorithm 

In order to proceed with the design and development of an effective monitoring 

algorithm its purpose needs to be clearly defined.  Motivating factors behind the design of 

the algorithm are initially discussed. The proposed monitoring algorithm is then presented, 

including how contours can be utilized in order to carry out monitoring of equipment 

degradation in multiple operating regimes. 

 

3.2.1. Design discussion 

Design and development of the algorithm was guided by the following needs and 

requirements: 

• An algorithm capable of identifying equipment degradation despite changes in the 

input and/or desired set-points, i.e., different operating regimes. 

• A user-friendly algorithm enabling easy implementation and comprehension for 

process engineers, to enhance and simplify maintenance decisions. 

• An algorithm capable of identifying the economic impact of operating in different 

regimes, with and without degraded equipment. 

From the literature surveyed for continuous processes, monitoring of changes 

using the linear and nonlinear state estimation techniques have shown promise. Therefore, 

state estimation techniques should be incorporated in the developed algorithm. 

Methods that utilize classification and clustering methods to indicate where data 

lies, i.e., for different operating regimes, often use a graphical representation to do so. 
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Therefore, a graphical representation such as a contour profile could prove an efficient 

method to identify the operating point, degree of degradation, and respective cost. 

 

3.2.2. Monitoring algorithm 

 The algorithm developed in this work is implemented in three phases: design 

variable definition, contour profile generation, and dynamic contour-based monitoring. 

• Design variable definition – The details for this stage vary depending on the 

process and specific equipment being monitored. In this stage the process model 

is identified, along with the possible model parameter(s) that can be utilized in 

order to track equipment degradation, e.g., overall heat transfer coefficient in a 

heat exchanger. 

• Contour profile generation – In this stage contour profiles are constructed by 

running the process at different steady states for different values of the design 

variables, i.e., varying degrees of degradation, and/or input conditions. This 

produces a profile like the one illustrated in Figure 23. 

• Dynamic contour-based monitoring – In this stage dynamic data and 

measurements are collected and fed into the state estimation algorithm, in order to 

determine the exact operating point on the contour profile. The process engineer 

can utilize the contour to determine if the process equipment requires maintenance, 

and if process drifts need to be addressed or corrected based on economic, 

environmental or safety costs. 
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3.2.3. Dynamic process monitoring through contour profiles 

An example of the contour profile described in the contour profile generation phase 

is illustrated in Figure 23. The contour profile is constructed utilizing information gathered 

from multiple steady state runs at varying degrees of model degradation. A nominal 

operating point can be defined as a point of low relative cost, while the regime around this 

nominal operating point can be defined as the nominal operating regime. The regions 

outside the nominal operating regime can be denoted as sub-par and undesirable operation 

regimes, respectively. The cut-offs for the different regimes can be defined and adjusted 

by the process engineer and will be application dependent. 

Most industrial processes are designed to operate at steady state for long periods 

of time, although they must be able to operate at different steady states as and when 

required. Therefore, during continuous operation it is essential to determine the exact 

operating point, and this can be accomplished through state estimation techniques. 

It is important to note that the parameter choices for either axis of the contour 

profile would depend entirely on the application. For example, for a continuous stirred 

tank reactor (CSTR) that operates with a catalyst and contains a cooling jacket, the process 

has two main model parameters that can experience change or degradation, i.e., possible 

degradation in catalyst quality, and possible decrease in efficiency of the cooling jacket 

through fouling.  

Similarly, if a process engineer is required to monitor only one process unit, e.g., 

a heat exchanger, one model parameter could monitor the decrease in efficiency of the 

heat exchanger, while the second parameter could be the input parameter, e.g., one of the 
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inlet flow rates to the heat exchanger. Alternatively, if the process engineer needs to 

operate the heat exchanger at a different set-point (outlet temperature of one of the 

streams), an additional contour profile can be generated and made available, in order to 

carry out monitoring due to the introduction of the third parameter. This could also be 

represented as a 3-dimensional surface plot. However, in order to illustrate the 

applicability of the developed algorithm while maintaining its simplicity this work will 

focus on 2-dimensional contour profiles. Future work will demonstrate the applicability 

of the algorithm for more complex industrial applications. As should be noted through the 

two examples of applications described thus far, there is a broad potential for monitoring 

of different dynamic chemical processes, and the design of the contour profiles depends 

entirely on the concerned application. 

The goal of the contour is to evaluate the cost with regards to operating at a 

particular point. Determination of the operating point on the contour profile is provided 

by state estimation, during the dynamic contour-based monitoring stage. The cost does not 

necessarily have to be a monetary value, i.e., the operating cost, but other factors such as 

environmental or safety factors could also be evaluated using these profiles. Safety limits 

may also be integrated and added to the operating cost contours in order to identify if a 

process is operating under safe conditions, e.g., the inlet temperatures of streams to a given 

process unit do not exceed the temperatures that the equipment can handle. 
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Figure 23. Illustration of cost contour profile. 

 

Although the algorithm presented in this work has broad applicability, its practical 

implementation will be studied using the example of monitoring fouling in heat 

exchangers. Therefore, it is essential to provide a summary of current state of the art 

methods to monitor fouling in heat exchangers.  A primary area of active research is the 

modeling of fouling, that seeks to verify and validate the type of fouling deposition in heat 

exchangers [96]–[99]. Such models aid in the development of computational fluid 

dynamic (CFD) models that can study changes in flow behavior when fouling is present 

[100], [101]. Unfortunately, in practice it is possible for a heat exchanger to experience 

different types of fouling [102]. Therefore, a more general procedure to monitor 

equipment degradation (fouling) such as the algorithm proposed in this work is preferred 

to eliminate rigidity in the modeling of fouling. Heuristic models are often developed and 

utilized by process industries [103], [104]. Such models require experienced process 
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engineers with knowledge of the process to help design these algorithms, thereby 

decreasing the range of practical applicability. The authors in [105] propose a dynamic 

thermo-hydraulic model to track fouling in multiple operating regimes. Although 

promising, this method is limited in application to only heat exchangers, and assumes that 

all measurements and physical properties are available. Our proposed algorithm is broadly 

applicable, capable of monitoring degradation in different types of process equipment. 

The developed algorithm can also function in the event that physical properties are 

unavailable (or unmeasurable) due to the use of state and parameter estimation techniques, 

making it particularly novel and advantageous. 

Assessment of the proposed algorithm is required in order to encourage its 

application in practice, and this will be examined and evaluated in the next section through 

two illustrative examples that seek to study fouling in heat exchangers. 

 

3.3. Illustrative examples 

In this section, the performance of the developed monitoring algorithm will be 

assessed.  The algorithm will first be applied on data from a simulated synthetic model of 

a heat exchanger in Simulink, and then on real data from a double-pipe heat exchanger to 

monitor model degradation, i.e., fouling in a heat exchanger. The dynamic model of a heat 

exchanger is obtained from the energy balance for the hot and cold streams, which is 

nonlinear and denoted as follows [106]: 



 

76 

 

( )
( )

( )
( )

, ,,

,

, ,,

,

h h i h oh o

lm

h h h h p h

c c i c oc o

lm

c c c c p c

m T TdT UA
T

dt V V C

m T TdT UA
T

dt V V C

 

 

−
= − 

−
= + 

,    (54) 

where, Th,o, Th,i, Tc,o, and Tc,i represent the outlet and inlet temperatures of the hot 

and cold streams, respectively. m  and ρ denote the mass flow rates and densities of the 

respective streams, while V, A, U, and lmT , represent the volume of each side of the heat 

exchanger, the heat transfer area, overall heat transfer coefficient, and log-mean 

temperature, respectively. 

The heat exchangers in both illustrate examples were designed as counter-flow, 

and hence the log-mean temperature difference ( lmT ) is defined as follows [106]:  
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3.3.1.  Simulated synthetic example: Simulink 

The heat exchanger simulated in this section is available in literature [107]. It is a 

shell-and-tube floating-head heat exchanger, that utilizes cooling water as the utility 

(available at 21.1 oC). Pressurized gas, with properties equivalent to air, needs to be cooled 

from 65.6 oC to 37.8 oC. The heat exchanger is expected to handle loads of approximately 

9072 kg/hr. More details are available in the text [107]. Since the overall heat transfer 

coefficient (U) provides an indicator of the efficiency of the heat exchanger, and 

conversely its state of degradation, it will be one of the model parameters in the contour 
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profile. It should be noted that a decrease in the overall heat transfer coefficient indicates 

degradation in performance. As the outlet temperature of the hot stream is fixed (according 

to the problem definition), and the manipulated variable is the cooling utility, the inlet 

flow rate of the hot stream can be used as the second parameter on the contour profile. A 

proportional-integral-derivative (PID) controller is setup in Simulink in order to ensure 

that the process is operating under control, with the outlet temperature of the hot stream 

as the controlled variable, and the cooling utility as the manipulated variable. 

A contour profile is then constructed utilizing information gathered from multiple 

steady state simulations at varying degrees of degradation and varying inlet flow rates of 

the hot stream, and is illustrated in Figure 24. As operating cost is of primary interest in 

the examples presented in this work it should be noted that the flow rate of utility required 

directly corresponds to the operating cost. The utility is generally provided at a fixed rate 

from suppliers, and can be directly multiplied using total required utility in order to 

determine the actual operating cost. If the heat exchanger is operating at inlet flow rate of 

approximately 2250 kg/hr for the hot stream, assuming there is no fouling, i.e., 335.8 

W/m2K, the required utility is expected to be approximately 4224 kg/hr. This may be 

identified as the nominal operating point for this particular inlet flow rate. Assuming there 

are no changes in the inlet flow rate of the hot stream, if the equipment undergoes 

degradation, when the next contour is intercepted the required cooling utility increases to 

5597 kg/hr, which is a 33% increase in the cooling utility from the nominal operating 

point. Similarly, once again assuming that there are no changes in the inlet flow rate of the 

hot stream, if the equipment undergoes further degradation, when the next two contours 
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are intercepted the required cooling utility increases to 6971 kg/hr, and 8344 kg/hr, 

respectively. These contours correspond to an increase in cooling utility of approximately 

66%, and 100% from the nominal operating point. If implemented in practice, the process 

engineer can utilize the 33% and 66% increase in the cooling utility as two warning signals 

for equipment maintenance, while the 100% increase in the cooling utility can serve as a 

definite signal for required maintenance. These limits can be set by the process engineer 

depending on the application and their knowledge of the process. 

 

 

Figure 24. Contour profile - Operating cost (simulated heat exchanger 

illustration). 
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Dynamic data is required in order to test the prediction capabilities of the state and 

parameter estimation methods during the dynamic testing phase. A simulated heat 

exchanger operating under control can be used in order to obtained dynamic sensor 

measurements of the physical parameters of the different streams being monitored, i.e., 

temperature and mass flow rates. The inlet temperature of the hot stream is still assumed 

to be 65.6 oC, while the cooling utility is available at 21.1 oC. The desired outlet 

temperature of the hot stream is still 37.8 oC. 

For the dynamic simulation the heat exchanger is expected to start with an inlet 

flow rate of 9072 kg/hr for the hot stream, with the overall heat transfer coefficient at 

335.8 W/m2K. In the simulated model a ramp function with a gradient of -5.68 (W/m2K)/hr 

is introduced after the third hour. In reality fouling might not necessarily influence the 

overall heat transfer coefficient through a negative ramp function, and this will be explored 

further in the example using real data in the following section. Additionally, in order to 

test the estimation capabilities a ramp function with a gradient of +45.4 (kg/hr)/hr is 

introduced to the inlet flow rate of the hot stream (the input variable) after the sixth hour. 

The state and parameter estimation results for the dynamic simulation are 

presented in Figure 25 and Figure 26, respectively. As Simulink provides measurements 

that are noise-free, Gaussian noise of zero-mean, unit variance is added in order to 

replicate real data as shown in Figure 25 (a). The state estimation results show that both 

estimation methods EKF and UKF are able to accurately predict the states in Figure 25 

(b), and (c), respectively. Due to the efficiency of the heat exchanger decreasing from the 

third hour as it experiences degradation, it is expected that the outlet temperature of the 
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cold stream decreases. The flow rate of the manipulated variable, i.e., mass flow rate of 

the cold stream is adjusted by the controller in order to ensure that the outlet temperature 

of the hot stream is being met. The outlet temperature of the cold stream will decrease due 

the decreased residence time in the heat exchanger caused by the increased flow rate of 

the coolant. 

 

 

Figure 25. State estimation (simulated heat exchanger). 

 

Figure 26 (a) provides the true values of the overall heat transfer coefficient 

utilized by the model during the simulation. The parameter estimation results show that 

both estimation methods EKF and UKF are able to accurately predict the change in the 

parameter (U), using only the measurable values, i.e., temperatures and flow rates being 
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fed into the estimation algorithm. It should be noted that in reality it could take much 

longer for a process to experience fouling, and the accuracy of the parameter estimation 

in this illustrative example for short time periods is encouraging. 

 

 

Figure 26. Parameter estimation (simulated heat exchanger). 

 

Progression of this particular dynamic simulation on the contour profile is 

illustrated in Figure 27. In this particular case, the nominal operating point required a 

cooling utility of 2824 kg/hr, which increases to 3421 kg/hr by the end of the simulation 

as the process experiences both degradation (through fouling), and a change in the input 

(increase in the inlet flow rate of the hot stream). If no corrective action is taken the 
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efficiency of the heat exchanger would decrease further, crossing multiple contour lines, 

clearly identifying an increase in the required cooling utility due to fouling. 

 

Figure 27. Contour profile - Operating cost (simulated heat exchanger in 

practice). 

 

Although this illustrative example has demonstrated how the proposed algorithm 

can be implemented to efficiently track equipment degradation in multiple operating 

regimes, it needs to be applied on real data in order to assess its practical applicability and 

determine if any modifications of the algorithm are required. 
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3.3.2. Practical application – Double-pipe heat exchanger 

In order to demonstrate the practical applicability of the developed algorithm a U-

tube double-pipe heat exchanger available at Texas A&M University at Qatar was utilized. 

For this case, the outlet temperature of the cold stream needed to be maintained at 25 oC, 

with heating utility available at 40 oC. A proportional-integral (PI) controller ensures that 

the process is operating under control, with the outlet temperature of the cold stream as 

the controlled variable, but with the heating utility as the manipulated variable in this case. 

It should be noted that the PI controller was adequately tuned prior to conducting the 

experiment. 

In practice fouling could take weeks, months or years. Unfortunately, in order to 

overcome this limitation and to replicate fouling and its impact, heat shrink tubes were 

used to coat the outside of the inner tube of the available U-tube double pipe heat 

exchanger. 

It should be noted that the applicability of the model presented in Equation (56) 

for the U-tube double-pipe heat exchanger was confirmed by feeding in the estimated 

parameter values obtained from experimental data into a model constructed in Simulink. 

The outlet temperatures that were obtained from this simulation were in the same range as 

the experimental data, thus confirming model validity. 

Utilizing data collected from multiple steady state experimental runs, the contour 

profile illustrated in Figure 28 is obtained. It should be noted that three levels of fouling 

were examined: 
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• Minimum fouling (no coating with heat shrink tube). 

• Medium fouling (with quarter length of the U-tube coated with heat shrink). 

• Maximum fouling (with half length of the U-tube coated with heat shrink tube). 

 

 

Figure 28. Contour profile - Operating cost (heat exchanger real data with U). 

 

A few observations and conclusions can be made from Figure 28. The contours are 

not as smooth as those obtained in the simulated example (see Figure 24). This can be 

attributed to a few reasons. First, due to limitations with equipment it is only possible to 

obtain a limited number of levels of fouling i.e., three. Second, it should be noted that in 

the simulated example it was assumed that there was no limitation on the maximum flow 
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rate of the coolant. In practice, it would be necessary to incorporate these limitations. Most 

importantly, Figure 28 illustrates that rough contours are obtained, with large variability 

in the overall heat transfer coefficient. This can be attributed to the fact that the overall 

heat transfer coefficient is not only influenced by fouling that might be present, but also 

the convective heat transfer coefficient of the two fluids. The variation in the convective 

heat transfer coefficient is primarily due to varying bulk velocities of both streams (for 

different input conditions). Therefore, it might be necessary to modify the model 

parameter used to directly track the equipment degradation. Decoupling the convective 

heat transfer coefficient from the overall heat transfer coefficient may enable smoother 

contours to be obtained.  

The state and parameter estimation results for the dynamic data are presented in 

Figure 29 and Figure 30, respectively. The true measurement values of the two outlet 

streams are shown in Figure 29 (a). The state estimation results show that both estimation 

methods, EKF and UKF, are able to accurately predict the states as seen in Figure 29 (b), 

and (c), respectively. Due to the efficiency of the heat exchanger decreasing as the level 

of fouling increases, it is expected that the outlet temperature of the hot stream increases. 

The flow rate of the manipulated variable (mass flow rate of the hot stream) is adjusted by 

the controller in order to ensure that the outlet temperature of the cold stream (the 

controlled variable) is being meant. The outlet temperature of the hot stream will decrease 

due the decreased residence time in the heat exchanger caused by the increased flow rate 

of the heating utility. 
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Figure 29. State estimation (heat exchanger real data). 

 

Unlike the simulated example the true value of the overall heat transfer coefficient 

is unknown. The parameter estimation results in Figure 30 show that both estimation 

methods, EKF and UKF, are able to predict the change in the parameter (U) using only 

the measurable variables, i.e., temperatures and flow rates of the heat exchanger, being 

fed into the estimation algorithm. Although, it can be observed that the maximum value 

of the overall heat transfer coefficient decreases with an increase in the level of fouling, 

large fluctuations in the overall heat transfer coefficient can also be observed. As discussed 

previously, this can be attributed to the change in the input condition and subsequently the 

manipulated variable, i.e., changes in the flow rate of the heating utility required due to 
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changes in input condition (inlet flow rate of the cold stream) every 4 minutes, which 

influence the convective heat transfer coefficients of the fluids. This in turn causes changes 

in the overall heat transfer coefficient. Therefore, it might be necessary to modify the 

model parameter used to directly track the equipment degradation. Decoupling the 

convective heat transfer coefficient from the overall heat transfer coefficient appears to be 

a logical first step in order to improve the estimation of the level of fouling. 

 

 

Figure 30. Parameter estimation - U (heat exchanger real data). 

 

Due to the large variation in the overall heat coefficient seen in the contour profile 

(see Figure 28) and the parameter estimation results (see Figure 30) it can be assumed that 
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an average process engineer might have difficulty interpreting the results to monitor 

equipment degradation in real time. Therefore, the proposed model parameter needs to be 

changed to one capable of monitoring the equipment degradation more effectively. 

As previously noted, the overall heat transfer coefficient has a number of 

contributing factors, which can thus be broken down further as shown [106]: 
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where, Uo, ho, hi, are the overall heat transfer coefficient, and the convective heat 

transfer coefficients of the fluid in the outer and inner tubes, respectively. Do and Di 

denoted the outer and inner diameters of the tube’s heat exchange area, while k, L, and Rf 

represent the thermal conductivity of the heat exchanger material, length of heat exchange 

area, and fouling resistance, respectively. The values of most parameters are known, or 

can be computed as in the case of the convective heat transfer coefficients, and the only 

unknown is the fouling resistance. Therefore, the model parameter that could 

appropriately quantify the degradation in performance of the heat exchanger is the fouling 

resistance. 

Seider-Tate equations have been utilized in order to design heat exchangers in 

multiple industries for the last few decades, and were employed in this work to compute 

the convective heat transfer coefficients (h) of the two fluids experiencing turbulent flow 

[108]: 
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where, k,  , and D denote the thermal conductivity and dynamic viscosity of the 

fluid (in bulk and at the wall (w)), and characteristic diameter, respectively. Re and Pr are 

the Reynolds and Prandtl numbers, respectively. 

Using the steady state experimental runs that were available, the contour profile 

illustrated in Figure 31 is obtained. It can now be noted that the contours are much 

smoother, as the two model parameters have been decoupled (no correlation to one 

another). The contours show that an increase in the level of fouling requires more heating 

utility in general, while an increase in the inlet flow rate of the cold stream requires an 

increase in the heating utility. 

The state estimation results are identical to those shown in Figure 29. Furthermore, 

the parameter estimation results in Figure 31 show that both estimation methods, EKF and 

UKF, are able to predict the change in the parameter (Rf), using only the measurable 

variables, i.e., temperatures and flow rates being fed into the estimation algorithm. These 

results are much simpler to interpret for the process engineer, as they can clearly track 

model degradation by monitoring the trend in the fouling resistance. Figure 32 clearly 

demonstrates that the value of the fouling factor is approximately 0.0002 m2K/W in the 

case of minimal fouling, which increases to 0.0003 m2K/W, and 0.0004 m2K/W for the 

cases of medium and maximum fouling, respectively. These values are consistent with 

those available in literature [106]. The impact of fouling can clearly be interpreted from 

the contour profile in Figure 31 as well. For a step change in the inlet flow rate of the cold 

stream from 4 L/min to 5.2 L/min in the case of minimum fouling, the required heating 

utility increases from approximately 2 L/min to 6 L/min (see (1) in Figure 31). For the 
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same step change in the cold in flow rate from 4 L/min to 5.2 L/min the case of maximum 

fouling, the required heating utility increases from approximately 4 L/min to over 13 

L/min (see (2) in Figure 31). This highlights the significant increase in demand in heating 

utility caused by the presence of fouling. Designation of warning lines on the contour plot 

is recommended, to inform process engineers on site about the urgency of maintenance. 

This allows potential increased operational costs to be addressed before they become a 

burden on the plant. e.g., two warning contours lines for maintenance can be set at 7 L/min 

and 10 L/min of required heating utility, while essential maintenance can be signaled at 

13 L/min of required heating utility. 

Once again, it should be noted that in reality it could take much longer for a process 

to experience fouling, but the accuracy of parameter estimation for short time periods is 

extremely encouraging. 
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Figure 31. Contour profile - Operating cost (heat exchanger real data with  

 Rf). 
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Figure 32. Parameter estimation - Rf (heat exchanger real data). 

 

The illustrative examples presented in this section highlight the practical 

applicability of the proposed technique. The double-pipe heat exchanger demonstrates the 

need for the process engineer to have an understanding of the process before selecting the 

model parameter to monitor and quantify the degradation in the process model.  

In this section, a model-based algorithm was developed in order to track equipment 

degradation in multiple operating regimes was proposed. This was accomplished by using 

state and parameter estimation to track the exact state of the process and degradation 

experienced by the process model by monitoring the model parameters. This information 

can then be utilized to determine the operating point on the cost contour profile, and to 
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also determine if continued operation is justified. Furthermore, as demonstrated Section 

3.3.1, the contour lines can be utilized by the process engineer in order to determine the 

urgency of equipment maintenance. The performance of the developed algorithm was 

assessed and evaluated using two illustrative examples, using simulated data, and real data 

from a double-pipe heat exchanger. The examples demonstrate the practical applicability 

of the developed algorithm and highlights the importance of picking the correct model 

parameters to monitor process drifts and model degradation. The novelty of the developed 

algorithm is threefold. First, it provides the process engineer with a simple chart to track 

equipment degradation in multiple operating regimes while the process is operating under 

control by monitoring changes in the model parameters. Second, it provides a numerical 

value for the cost associated with the current operating point, and the recommended 

corrective action that would be required in order to bring the process back to a more 

desirable operating region. Third, this work has demonstrated the potential to mitigate 

extensive losses due to fouling in heat exchangers faced industries in the US, and the rest 

of the world. 

Although the results presented in this section are promising, there is room for 

further work. The physical parameters of the fluids in this work were assumed to be 

constant. For other processes and applications, it is possible that the temperature ranges 

are larger, which leads to larger differences in the values of the physical parameters. 

Therefore, improving the accuracy of underlying model is one direction for future work. 

Additionally, there are a number of applications and equipment that have two model 

parameters that can experience degradation over time. This increases the model 
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complexity, which can require three-dimensional plots to interpret the current state of the 

process, operating regime and equipment degradation. Therefore, exploring such models 

and applications is a direction for future work. 

This section has presented a means of tracking equipment degradation in multiple 

operating regimes using computationally efficient monitoring methods. Chronic leak 

detection, i.e., small pipeline leaks, can lead to significant releases of greenhouse gases 

resulting in substantial environmental pollution, as well as substantial economic and 

reputational losses to the manufacturing and pipeline transportation industries. The 

following section critically examines existing leak detection and localization literature, in 

order to guide the design and development of an experimental setup that can be used to 

study fluid behavior in the event of a leak. Since industrial processes provide an abundance 

of sensor measurements, an additional objective in the study of fluid behavior in pipelines 

is to examine if redundant pressure sensor measurements can be used to predict flow rates 

from different operating conditions, in the absence or malfunctioning of a flow meter. 
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4. LEAK DETECTION: COMPREHENSIVE REVIEW, EXPERIMENTAL DESIGN

AND CLASSIFICATION OF SENSOR DATA*

Detection of leaks from transportation pipelines has been an existing problem for 

several decades. Leaks from small cracks or pinholes are termed chronic leaks, as they can 

go unnoticed for extended periods of time, leading to both economic loss and 

environmental damage. Literature lacks a comprehensive review of chronic leaks, 

particular under arctic and subsea conditions. Therefore, an objective of this section is the 

review of existing leak detection technology, especially under these conditions. Once 

promising methods for future work have been identified, a second objective of this section 

is the design and development of an experimental leak detection setup that can be used to 

study leak detection behavior before extension to multiphase flow under harsh conditions. 

A third objective is the study of fluid behavior in pipelines is to examine if redundant 

pressure sensor measurements can be used to predict flow rates from different operating 

conditions, in the absence or malfunctioning of a flow meter. 

2 Part of this chapter is reprinted with permission from “Chronic leak detection for single and multiphase 

flow: A critical review on onshore and offshore subsea and arctic conditions” by Niresh Behari, M. Ziyan 

Sheriff, M. Azizur Rahman, Mohamed Nounou, Ibrahim Hassan, Hazem Nounou, 2020. Journal of Natural 

Gas Science and Engineering, 81, 103460, Copyright 2020 by Elsevier. 



4.1.1. Introduction 

Chronic or small pipeline leaks can be a significant contributor to Greenhouse Gas 

(GHG) emissions resulting in global warming, and environmental pollution [109]. If these 

leaks go unattended and are not addressed within prescribed time limits, the pipeline 

fracture can propagate causing large scale environmental releases, fires or explosions [15]. 

For offshore deep water or arctic conditions chronic leaks need to be repaired in the 

shortest possible time possible due to the large-scale environmental impact and potential 

for the leak to escalate to a catastrophic rupture.  

Leak detection methods in pipelines can be broadly classified into three categories: 

methods based on signal processing, methods based on state estimation, and methods 

based on knowledge, as illustrated in Figure 33. Methods based on signal processing 

involve analysis of the different types of measurements collected from different sensors. 

Methods based on state estimation generally utilize dynamic pipeline models in order to 

compute and monitor the different states, e.g., flow rates, and pressures, to determine if a 

leak has occurred. Knowledge based methods utilize the abundant data collected from 

numerous sensors to distinguish normal (no-leak) conditions from various faulty (leak) 

scenarios and conditions  

A primary objective of this section is the critical analysis of the current state of 

leak detection technology, especially under subsea and arctic conditions. A detailed 

introduction to leak detection for both single phase and multiphase flow is provided, after 

which promising methods that warrant further exploration are highlighted. 
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Figure 33. Leak Detection Techniques - Common Classification Hierarchy 

(Reprinted with permission from [110]). 
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4.1.2. Overview of existing leak detection techniques 

Any process equipment has a given life cycle, after which maintenance is required. 

Off-shore (subsea) pipelines may also experience damage or decrease in strength over 

time. Leaks from these subsea pipelines can result in different oil and gas fluids 

contaminating the environment, leading to undesired economic and environmental losses. 

Therefore, early detection and localization of such leaks is critical to maintain process 

safety, and minimize economic losses. Leak detection methods based on signal processing 

methods were some of the earliest monitoring techniques developed for detection and 

localizations purposes, and a few of the more popular techniques will be discussed next. 

 

4.1.2.1. Methods based on signal processing 

4.1.2.1.1. Negative pressure wave 

During the event of a leak in a pipeline, the liquid density experiences a sharp drop 

at the leak point due to both loss of fluid medium and a drop in the pressure. This pressure 

wave spreads from the leak point to locations across the pipeline segment. Once the 

pressure reaches the end of a pipeline, the negative pressure wave will be noticed first 

through the station inlet pressure, and then through the station outlet pressure. Since leaks 

occur at different locations, different time differences can be noted when the negative 

pressure wave is captured [111]. Therefore, utilizing the time difference when both sides 

of the pipe detect the negative pressure wave, along the length of the pipeline and wave 

velocity, the leak location can thus be determined. Unfortunately, this technique mainly 
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detects abrupt leaks. Slow or chronic leaks may be difficult to detect, as a clear negative 

pressure wave may not be generated in these cases [112]. Using pressure waves for leak 

detection is also reported to be impractical for long-range pipelines [113]. 

Many authors have applied filtering techniques such as wavelet filtering, and 

moving average filter  to smoothen, i.e., filter out noise from the signal obtained before 

carrying out leak detection [114]–[116]. High false alarm rates are observed when the leak 

is small, i.e., smaller than 0.5% of the nominal flow value [117]. The authors in [118] aim 

to tackle the issue of high false alarms experienced by this technique by supplementing 

the negative pressure wave method, with measurements of flow taken at the extreme ends 

of the pipe. The differences in flow signal can also be utilized to determine if a leak has 

occurred. The authors use wavelet transform to extract significant features from the 

negative pressure wave, and reduce the false alarm rate. One performance index used to 

evaluate capability of a given leak detection and localization technique is the smallest 

detectable leakage flow rate (SDLFR), and the authors in [119] state that the leakage 

position, pressures at inlet and outlet, flow rate, density, wave speed in the pipeline, and 

precision of the instruments are all factors that affect the SDLFR. 

 

4.1.2.1.2. Mass balance methods 

The mass balance method utilized to detect leaks is based on fundamental 

principles. In the event of a leak, the mass balance equation shows a systematic deviation. 

However, the line pack term can experience large variance. The authors  [120] discuss the 

importance of the packing term, and explain that since the packing term is tied to the wave 
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velocity, it is poorly defined in the transient stage thus causing the increased variance. 

Other authors have also tried to conduct  leak detection during  absence of recorded feed 

rates, but have stated that leak detection accuracy is an issue that needs to be addressed 

[121]. The mass balance method is therefore not as effective in practice, especially during 

transient operational stages. Since this method is sensitive to pipeline dynamics and 

arbitrary disturbances, high false alarms can occur, making the utilization of this technique 

impractical. Most of the work related to mass balance methods have only focused on single 

phase liquid systems. 

 

4.1.2.1.3. Optical methods 

Optical methods for leak detection and localization can be categorized into active 

and passive methods. Active methods require the use of a radiation source to illuminate 

the area of concern, while passive methods do not require such a source. The advantage 

of optical methods is their portability, and ability to carry out remote detection and 

localization. Active methods include light detection and ranging (LIDAR), diode laser 

absorption, millimeter wave radar, and backscatter imaging [122]–[125]. Passive methods 

include thermal imaging, multi-spectral imaging, and gas filter correlation radiometry 

[126]–[128]. Optical fiber can be used to monitor physical and chemical properties. 

However, the authors in [129] state that applying this method might be tricky for existing 

pipelines, as a few pipelines might need to be dug up, to place the optical fiber sensors 

and cables. The authors also state that high cost, and stability over time of the fiber 

chemical coating are causes for concern when implementing this technique. 
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4.1.2.1.4. Pressure point analysis (PPA) 

PPA is one of the more popular leak detection and diagnosis methods [130]. The 

PPA method functions by monitoring pipeline pressure at a single point on the pipeline, 

and comparing it to previous pressure measurements by examining the running statistical 

trend. The PPA method only requires pressure signals from one or more points, and can 

be combined with selective filtering and software thresholds to determine whether there 

is a leak by examining successive measurements. PPA is advantageous as it is cost 

effective and easy to maintain, and can detect small or chronic leaks [111], [130], [131]. 

It is important to note that it might be difficult to diagnose the fault point using this 

method. 

 

4.1.2.1.5. Acoustic correlation analysis 

This method utilizes the sound waves generated by the presence of leak as the 

signal source. Acoustic sensors need to be installed along the length of the pipeline to pick 

up the sound of the leak point. Signal processing technology is then used to detect and 

localize the leak point [132], [133]. This method is able to detect small leaks, and has the 

advantage of both high detection and localization accuracy as well. The authors in [134] 

apply acoustic correlation analysis to a pipeline network, and state that this method   

distinguishes between different features in the pipeline, e.g., bends, leaks etc., with fewer 

sensors than more traditional methods. Most of the work that uses acoustic correlation 

analysis has been for single phase liquid systems. The authors in [113] demonstrate the 



 

102 

 

use of acoustic correlation methods pipeline in a vapor-soil environment, and state the 

acoustic method is only good for lower flow rates, as higher flow rates are contaminated 

with too much noise. The authors in [112] carry out an evaluation of acoustic and mass 

balance methods, to assess their performance at a multiphase laboratory, however, only 

using water as the working fluid. The authors conclude that the acoustic method is quick, 

and able to locate the leak precisely provided that the leak is abrupt enough, while the 

mass balance method, quantifies the leak flow rate and detects any progressive leaks. 

Unfortunately, this method is not recommended for pipeline transport in the oil and gas 

industry, as subsea pipelines may operate at high flow rates, and will be contaminated with 

too much noise to make this technique effective. 

 

4.1.2.1.6. Spectral analysis response 

When a leak occurs, it generates leak signals such as ultrasonic waves. 

Examination and extracting characteristic parameters of these leak signals for further 

analysis, allows the user to derive a relationship between the ultrasonic spectrum and leak 

parameters. The parameters can include the aperture of the leak point, the inner pressure 

of the pipeline that can be used in order to judge the state of the leak point, which in turn 

enhance the accuracy of detection. These methods are usually based on Fast Fourier 

Transform (FTT) [135], [136]. The accuracy of this method depends very highly on the 

eigenvalue problem, which can be addressed using a filter diagonalization method (FDM) 

[137]–[139]. Spectral analysis generates large amounts of data, limiting the ability of this 

technique to be applied in real time [140]. 
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Most of the methods thus far focus on utilizing measurements collected from 

different sensors, along with the application of different analytical techniques to detect 

and localize faults. Methods based on other model-based methods will now be discussed. 

 

4.1.2.2. Methods based on state estimation 

4.1.2.2.1. State observers 

For state estimation methods that use observers, the equations for pressure and 

flow are initially set up. Two pressure extremes are used as inputs, and algorithms are then 

developed to carry out leak detection and localization using the error signal that measures 

the difference between the measured and observed values [141]. The authors in [141] 

utilize a Luenberger type observer, and examine two different cases, one with oil as the 

fluid, and another with gas. Both cases only included a single phase. Unfortunately, this 

method assumes that two pressure extremes are not affected by the size of the leak and 

can only be used in the event of small leaks. Therefore, an effective leak detection 

technique needs to have a broader working range, and capable of a wide range of leak 

sizes. 

 

4.1.2.2.2. System identification 

This method functions by comparing the actual values from the pipeline with a 

model to determine if a leak has occurred [111]. Both fault-free and fault sensitive models 

are constructed. For the fault sensitive models, correlation analysis is used to determine if 

a leak has occurred, and for the fault free model, algorithms are introduced to localize the 
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fault. Similar to the method used in state observers, this method also assumes that leak 

size does not affect both pressure extremes, which is not ideal as effective leak detection 

techniques need to have broader working ranges. 

 

4.1.2.2.3. Kalman filter 

The Kalman filter method requires discrete state space models of flow and pressure 

to be set up [8]. The pressure and flow at the either end of the pipeline (start and end) are 

used as inputs, and the pipeline is divided into multiple sections, and three states are 

monitored (flow, pressure, and amount of leakage) for each section [142]. A suitable 

criterion is utilized to detect and localize a leak. This method requires that the mean and 

variance of the process noise be determined in advance, and is therefore sensitive to 

unexpected disturbances. There is also a link between the number of sections utilized and 

the degree of the detection and localization. 

 

4.1.2.2.4. Particle filter 

A shortcoming of the traditional Kalman filter methods, such as the Extended 

Kalman Filter (EKF), is that they require the nonlinear pipeline model to be linearized. 

However, these transformations are only reliable if it is possible for the error propagation 

to be approximated by a linear function, which does not work for gas pipeline model. 

Fortunately, the particle filter is a sequential Monte Carlo method that is based on point 

mass, i.e., particle, representation of the probability density functions, and can utilized to 

estimate state in both non-Gaussian and nonlinear systems without the need for 
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linearization [50]. The authors in [50] demonstrate how an adaptive particle filter 

algorithm can be applied to detect and isolate faults for a model where time-varying 

parameter estimation is required. The algorithm is able to detect small leaks as well. 

 

4.1.2.2.5. Impedance methods 

The hydraulic impedance is the ratio of head fluctuation to discharge, while the 

characteristic impedance is defined using the pipe parameters and the propagation 

constant. When the friction in the pipe is neglected, the final pipe impedance in the 

presence of a leak is a function of the hydraulic impedance. The leak point position can 

then be determined by calculating the hydraulic impedance at different points where a leak 

can be detected [143]. This method is often used for linear pipelines, as the calculation of 

characteristic impedance may encounter many uncertainties for more complex structures. 

 

4.1.2.2.6. Standing wave difference methods (SWDM) 

SWDM is a method that has been used for water transmission in pipelines. An 

oscillator is used to create sinusoidal excitation at one end of pipeline and measure the 

head and discharge simultaneously [144]. Every discontinuity of pipeline impedance, 

which is the ratio between head fluctuation and discharge causes the reflection of incident 

waves, which create residual standing waves. The distance between the site of the 

excitation, and discontinuity of pipeline is calculated by examining the respective 

resonance frequencies. More studies are required for different situations, e.g., with 
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multiphase flow, unsteady friction, as the pressure response diagrams adds complexity to 

the model. 

Most of the techniques introduced thus far have focused on developing and 

applying models based on fundamental principles, in detect and localize leaks. 

Fortunately, over recent decades due to the abundance of continuous measurements 

collected from different types of sensors, artificial intelligence methods, i.e., those based 

on machine learning, popularly known as knowledge based methods were developed to 

monitor pipeline leaks, and a few of these is described next. 

 

4.1.2.3. Methods based on knowledge 

4.1.2.3.1. Support vector machine (SVM) 

The goal of SVM is to monitor the available parameters values at a number of 

sensors along the length of the pipeline, to determine if they have deviated from their 

normal values [131], [145]. The SVM is trained using data collected from leaks of varying 

sizes at different locations. 

 

4.1.2.3.2. Pattern recognition 

This method involves extracting the transient features and recognizing the patterns 

produced by negative pressure waves during a leak in the pipeline [146]. The features and 

patterns produced different pumps and valves in the process, is different to those of a leak, 

and therefore it is easy to classify normal operation to a periods of leaks. This method is 

also said to provide lower missed detection rates and false alarms. The authors in [147] 
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demonstrate how the pattern recognition can be utilized to detect leaks in a municipal 

water supply network, using cluster analysis, and fuzzy pattern recognition. 

 

4.1.2.3.3. Expert system 

This system is based on a complex nonlinear distributed parameter control system 

[148], [149]. The method tries to combine all known data on the process, leak events, and 

determines when a leak is present. Known data may include experience knowledge, leak 

patterns, the leak mechanism model, and laws of physics. A breadth search is done to 

identify the most severe phenomenon, after which a depth-first search is done, completing 

qualitative diagnosis using experience knowledge to find out when a leak has occurred. 

 

4.1.2.3.4. Artificial Neural Network (ANN) 

Another well-known knowledge based technique is ANN. The authors in [150] 

combine an observer-based method with ANN using a real time transient model (RTTM) 

composed of partial differential equations, to detect leaks in pipelines. However, they state 

that this technique is not suitable for multiphase flows, due to their complexity. 

A majority of the techniques described thus far were initially designed in to detect 

leaks in systems that experienced chronic leaks. A discussion on multiphase flow leak 

detection will now be provided. 
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4.1.3. Discussion on multiphase flow leak detection 

A wide majority of current literature available analyzes leak detection for systems 

that contain single phase flow. The earliest work that provides a comprehensive review of 

the different techniques, and also discusses if they are capable of detecting leaks in systems 

that contain multiphase flow was provided in [151].  

 

4.1.3.1. Concerns associated with multiphase flow 

With the increase in the transport lines due to an increase in deep water activities, 

leak detection in subsea pipelines is an important research area. Multiphase flow contains 

several issues that make it significantly harder to detect leaks than flowlines that only 

contain single phase flow. With multiphase flow, density differences between the different 

phases cause phase separation and different shear stresses on the wall of the pipe, and 

these flowlines also experience an expansion of the compressible gas phase resulting in a 

decrease in the pressure. Multiphase flow also experiences an exchange of mass between 

the different phases. Different flow patterns emerge from the different phases, and 

understanding the flow pattern is critical to understanding and predicting the pressure 

gradient along the length of the pipeline. 

Fluids produced at the reservoirs, like those in the Gulf of Mexico are subject to 

an array of conditions. These include multiphase pipelines with high gas-to-oil ratios 

(GOR), brine, hydrogen sulfide, carbon dioxide, hydrates, paraffin, asphaltene, and sand 

as well. These variables make it tough to model and study pipelines that experience 

multiphase flow [152]. 
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4.1.3.2. Extension of single-phase techniques to multiphase flow 

The authors in [151] claim that the range of leak sizes detectable by pressure drop 

and mass balance methods is greatly reduced as the system is highly flow pattern 

dependent for multiphase flowlines. The report states that leak detection using ultrasonic 

flow meters in multiphase flowlines is limited to higher gas volume fractions. Multiphase 

flowlines that utilize vapor-monitoring systems detect leaks, however, these are limited to 

shallow water depths, and may be unsuitable for subsea flowlines. Multiphase flowlines 

that utilize mass balance methods are not able to detect and localize leaks, while RTTM 

and PPA methods seem to perform sufficient well for multiphase flowlines [151]. A recent 

literature review states that leak monitoring using fiber-optic cables might be the best 

option currently available. However, they do state that it might not be fiscally conceivable 

or realistic to expect installation on all pipelines [152]. 

A demonstration of how a mechanistic model can be developed for leak detection 

purposes using pressure traverse calculations using the change in inlet pressure, and a 

change in the outlet flow rate is available [153]. Beggs and Brill’s correlations can be 

utilized to decipher complicated gas-oil two flow mechanism in subsea pipelines. The 

paper states that outlet flow rate provides a better indicator of a leak than the inlet flow 

rate, however, the inlet pressure provided better performance with increasing gas 

compressibility [153]. Gas compressibility studies are also included, and the paper 

concludes that leaks that occur further upstream, and with larger leak openings are easier 

to detect using either metric [153]. 
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The authors conclude that for multiphase flowlines there is a need for larger scale 

experiments, and the use of pressure and temperatures sensors through fiber optic cables 

for multiphase flowlines shows promise [151]. This conclusion is similar to that reached 

by the authors in [152] where a hybrid system for through the use of fiber optic cables and 

computational pipeline monitoring (CPM) may be the most effective method of 

monitoring leaks in subsea pipelines.  

Several conclusions can be made from the works discussed thus far. The selection 

of the best leak detection technique is application dependent. Multiple authors state that 

leak detection using fiber optic cables shows promise, but state that installing these along 

the entire length of the pipeline might not be feasible. Therefore, selection of fiber optic 

density, i.e., locations to place these fiber optic cables is an area that needs to be 

investigated further, to ensure reliability in results, while being as cost effective as 

possible. Reliability in results can be further improved by implementing hybrid monitoring 

systems. E.g., pressure and temperature measurements and similar data collected through 

fiber optic cables can be combined with multivariate statistical models and techniques 

such as PCA, to determine if a process has deviated from normal operating conditions. 

Akinsete demonstrates how a hybrid model based on real time transient monitoring 

(RTTM) methods can be combined with intelligence methods based on Big Data analytics 

in order to detect leaks of 0.1% of nominal flow within two hours [154]. Similarly, Fidaner 

demonstrates how fiber optic measurements can be combined with neural networks and 

wavelet transform in order to monitor and analyze multiphase data in real time by 

calculating flow rates and flow patterns in a wellbores [155]. Worsley compares the leak 
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detection performance of multiple hybrid methods for both single and multiphase flow, 

but does highlight the requirement for more testing in the field [156]. 

 

4.1.4. Potential methods for multiphase flow leak detection and localization 

From a broad overview of existing leak detection and localization technology, 

several key issues can be identified. Additionally, the development and implementation of 

a pipeline repair strategy for subsea conditions (more than 3000 m) or in sub-zero 

temperature arctic conditions near ice formations is challenging. Therefore, it is critical to 

detect small hydrocarbon leaks in the shortest possible time using effective leak detection 

and localizations systems. A comprehensive review of recent technologies that show 

potential for leak detection and localization for metallic pipeline leaks include the 

following: 

• Fiber optic cable including distributed temperature sensing (DTS), 

distributed acoustic sensing (DAS), and distributed strain sensing (DSS). 

• Negative or dynamic pressure wave technology with effective signal to 

noise ratio (SNR), or statistical methods. 

• Real time transient monitoring (RTTM), with sequential probability ratio 

testing (SPRT). 

• Subsea vapor monitoring chronic leak detection. 

• CFD modeling supporting leak detection technology. 
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The three types of fiber optic cable leak detection and localization technology have 

mainly been applied to pilot experiments and new pipelines, and [157] highlight key risks 

using DTS or DAS for arctic or subsea conditions. Dynamic pressure wave methods rely 

on customized SNR filters, and characterize the type of flow, environmental properties, 

and pipe damping properties [157]. SPRT and RTTM is used for complex pipeline 

networks for any type of flow conditions and is suited for onshore and offshore 

applications. 

Large or catastrophic leaks greater than 10 mm can be detected using dynamic 

pressure sensing, whereas medium to small leaks between 4 to 8mm is suited to RTTM 

and SPRT leak detection and location technology [157]. Pipeline leaks greater than 4 mm 

for onshore, arctic and subsea conditions were investigated by [157]–[159]. However, 

there is no published field data available which fully addresses chronic leaks less than 3 

mm. The literature shows that no field studies describing complex pipeline networks is 

available, which uses fiber optic leak detection technology to address deep water pipeline 

leaks for depths greater than 3000m or in arctic conditions. 

The capital expenditure (CAPEX) for fiber optic leak detection and location is high 

compared to existing leak detection systems, and risk is higher since there are key 

installation risks related to amplification or repeater units required for strengthening of the 

reflected light signal as well as provision for maintenance of the pipeline when the fiber 

optic cables are installed. Additional installation costs for larger pipe bridges are required 

due to spacing requirements of the fiber optic cable. Dynamic pressure wave technology 

is ideal to monitor low hazard pipelines e.g. safe water transport and monitoring of large 
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to medium scaled leaks. SPRT and RTTM has similar accuracy at lower risk compared to 

fiber optic DTS and is a cheaper alternative to retrofit existing pipeline networks however 

there is uncertainty for locating or detecting leaks less than 3 mm for deep water conditions 

greater than 3000 m or arctic conditions. 

 

4.1.5. Concluding remarks on leak detection for multiphase flowlines 

The authors conclude that for multiphase flowlines there is a need for larger scale 

experiments, and the report does state that the use of pressure and temperatures sensors 

through fiber optic cables for multiphase flowlines shows promise [151]. This conclusion 

is similar to that reached by the authors in [152] where a hybrid system for through the 

use of fiber optic cables and computational pipeline monitoring (CPM) may be the most 

effective method of monitoring leaks in subsea pipelines. 

A number of conclusions can be made from the literature examined thus far. The 

selection of the best leak detection technique is application dependent. Multiple authors 

state that leak detection using fiber optic cables shows promise, but state that installing 

these along the entire length of the pipeline might not be feasible. Therefore, selection of 

fiber optic density, i.e., locations to place these fiber optic cables is an area that needs to 

be investigated further, to ensure reliability in results, while being as cost effective as 

possible. Reliability in results can be further improved by implementing hybrid monitoring 

systems. E.g., pressure and temperature measurements and similar data collected through 

fiber optic cables can be combined with multivariate statistical models and techniques 
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such as PCA, in order to determine if a process has deviated from normal operating 

conditions. 

Although the use of fiber optic sensors does show a lot of promise in the area of 

multiphase flow leak detection, due to limited project budget a simpler low-cost 

alternative that serves a similar purpose is required. The next section covers design and 

development of an experimental setup detailing equipment selection, piping and 

instrumentation diagram (P&ID) and budget. 

 

4.2. Design and Development of Leak Detection Setup 

A primary objective of this section was to utilize literature review to guide the 

design and development of a leak detection setup that could be used to study flow behavior 

in the event of leaks. The long-term goal of this project is to utilize the experimental leak 

detection setup as a preliminary tool in assessing applicability of any developed algorithm 

to transportation pipelines in subsea or arctic conditions. This section presents the 

experimental design, i.e., equipment selection, piping and instrumentation diagram 

(P&ID), and budget. 

 

4.2.1. Experimental Design – Equipment Selection 

This section will detail the experimental design procedure explaining the reasoning 

behind the selection of the different components. 
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4.2.1.1. Pipeline 

Pressure drop calculations for a series of different pipeline diameters need to be 

assessed in order to determine the dimensions of the pipeline to be used. 

Pressure drop calculations for the following conditions will be examined: 

• Three operating pressures: 2 bar, 3 bar, and 4 bar. 

• Four pipeline inner-diameters: 0.5 in, 0.75 in, 1 in, 2 in. 

• Two volumetric flow rates: 5 L/s, 10 L/s. 

It is important to note that the pipeline inner diameters were selected for 

preliminary analysis. The final pipeline inner and outer diameters that will be selected will 

vary depending on the availability in Qatar, and also after analysis of the different 

scenarios as shown in Section 4.2.1.1.1. The Reynolds number for the above scenarios 

vary from ~63000 to ~254000 as will be demonstrated shortly. 

 

4.2.1.1.1. Choice of pipeline length 

The pressure drop will be measured across a length of 1 meter. The length of the 

pipeline is directly proportional to the expected pressure drop, i.e., a longer length will 

correspond to a higher pressure drop. A length of 2 meters was initially proposed, 

however, due to space limitations in the laboratory, this size was reduced to 1 meter. The 

total length of the setup is expected to be approximately 4 meters, and this will be further 

discussed in further detail in Section 4.2.2. 
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4.2.1.1.2. Differential pressure transducer availability 

The choice of the differential pressure transducer has to be carried out in parallel 

to the selection of the pipeline dimensions, as the dimensions of the pipeline will need to 

be adjusted in order to fit within the ranges of the differential pressure transducers that are 

available for use. A list of the available differential pressure transducers and their ranges 

are provided in Table 7 in both bar and Pascal. 
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Table 7. List of available differential pressure transducers. 

Ranges Choice 

0 25 mbar 0 2500 Pa A 

0 70 mbar 0 7000 Pa B 

0 170 mbar 0 17000 Pa C 

350 mbar 35000 Pa D 

1 bar 100000 Pa E 

2 bar 200000 Pa F 

3.5 bar 350000 Pa G 

7 bar 700000 Pa H 

10 bar 1000000 Pa I 

17.5 bar 1750000 Pa J 

35 bar 3500000 Pa K 

50 bar 5000000 Pa L 

70 bar 7000000 Pa M 

 

The expected pressure drop for 3 different operating pressures: 2 bar, 3 bar, and 4 

bar, are shown in Table 8,   



 

118 

 

Table 9, and Table 10, respectively. A smooth pipeline was assumed for the 

friction factor. For each operating pressure range, three different pipeline diameters are 

examined: 0.5 inch, 0.75 inch, and 1 inch. Calculations for 2 inch pipelines were also 

carried out. However, since the expected pressure drop is too low for detection by 

available differential pressure sensors, these results were not included. For each pipeline 

diameter two different volumetric flow rates were examined as shown. For each scenario 

at each operating pressure, a match to suitable differential pressure transducer shown in 

Table 7 was made. 

 

Table 8. Differential pressure calculations (Operating pressure: 2 bar). 

Volumetric Flow Rate (L/s) 5 10 5 10 5 10 

Reynolds Number 63397 126794 42265 84529 31698 63397 

Development Length (m) 0.3529 0.3961 0.4947 0.5553 0.6287 0.7057 

Operating Pressure (bar) 2 

Air Density (kg/m3) 2.3384 

Diameter (in) 0.50 0.75 1.00 

Mass Flow Rate (kg/hr) 42.09 84.18 42.09 84.18 42.09 84.18 

Fluid velocity (m/s) 39.47 78.94 17.54 35.08 9.87 19.74 

Friction factor 0.031 

Differential pressure (Pa) 4446 17785 586 2342 139 556 

Sensor Choice B D A A/B A A 
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Table 9. Differential pressure calculations (Operating pressure: 3 bar). 

Volumetric Flow Rate (L/s) 5 10 5 10 5 10 

Reynolds Number 95095 190191 63397 126794 47548 95095 

Development Length (m) 0.3775 0.4238 0.5293 0.5941 0.6727 0.7551 

Operating Pressure (bar) 3 

Air Density (kg/m3) 3.5077 

Diameter (in) 0.50 0.75 1.00 

Mass Flow Rate (kg/hr) 63.14 126.28 63.14 126.28 63.14 126.28 

Fluid velocity (m/s) 39.47 78.94 17.54 35.08 9.87 19.74 

Friction factor 0.031 

Differential pressure (Pa) 6669 26678 878 3513 208 834 

Sensor Choice B/C D A B A A 
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Table 10. Differential pressure calculations (Operating pressure: 4 bar). 

Volumetric Flow Rate 

(L/s) 

5 10 5 10 5 10 

Reynolds Number 126794 253587 84529 169058 63397 126794 

Development Length (m) 0.3961 0.4446 0.5553 0.6233 0.7057 0.7921 

Operating Pressure (bar) 4 

Air Density (kg/m3) 4.6769 

Diameter (in) 0.50 0.75 1.00 

Mass Flow Rate (kg/hr) 84.18 168.37 84.18 168.37 84.18 168.37 

Fluid velocity (m/s) 39.47 78.94 17.54 35.08 9.87 19.74 

Friction factor 0.031 

Differential pressure (Pa) 8893 35571 1171 4684 278 1112 

Sensor Choice C E A B A A 

 

 

From these results we can observe that a 1 inch pipeline might be too large, as the 

expected pressure drop values are on the lower end for low flow rates. For a 0.5 inch 

pipeline a wide range of differential pressure drops are expected for the different flow 

rates, meaning that multiple differential pressure transducers might need to be purchased. 

However, for the 0.75 inch pipe, 2-3 differential pressure transducer would cover most of 

the proposed volumetric flow rates. Therefore, a pipeline diameter closer to 0.75 inches 

(inner diameter) would seem a reasonable choice to proceed. 
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4.2.1.1.3. Selection of pipeline and material 

Different materials of pipeline exist: brass, copper, stainless steel. In order to 

obtain results that might be relatable to subsea conditions, stainless steel needs to be 

selected. Swagelok provides a different pipeline tubing options, and was examined to see 

if a suitable match could be obtained.  

After examining pipeline tubing available from suppliers in Doha, Qatar, a revision 

in the proposed pipeline inner diameter was made from 0.75 to 0.62 inch. A pipeline of 

0.75 inch outer diameter, with tube wall thickness 0.065 inch can be sourced locally in 

Qatar, and the resulting pipeline inner diameter is 0.62 inches obtained using the following 

equation: 

( )Pipeline Inner Diameter Pipeline Outer Diameter 2 Tube Wall Thickness= − .    (58) 

Taking into consideration the revised pipeline diameters, the pressure drop 

calculations were reassessed at operating pressure 2 bar, 3 bar, and 4 bar, and are presented 

in Table 11, Table 12, and Table 13, respectively. 
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Table 11. Revised differential pressure calculations (Operating pressure: 2 bar). 

Volumetric Flow Rate (L/s) 5 10 

Reynolds Number 51126 102253 

Development Length (m) 0.4221 0.4738 

Operating Pressure (bar) 2 

Air Density (kg/m3) 2.3384 

Diameter (in) 0.62 

Mass Flow Rate (kg/hr) 42.09 84.18 

Fluid velocity (m/s) 25.67 51.34 

Friction factor 0.031 

Differential pressure (Pa) 1517 6067 

Sensor Choice A B 
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Table 12. Revised differential pressure calculations (Operating pressure: 3 bar). 

Volumetric Flow Rate (L/s) 5 10 

Reynolds Number 76690 153379 

Development Length (m) 0.4516 0.5070 

Operating Pressure (bar) 3 

Air Density (kg/m3) 3.5077 

Diameter (in) 0.62 

Mass Flow Rate (kg/hr) 63.14 126.28 

Fluid velocity (m/s) 25.68 51.34 

Friction factor 0.031 

Differential pressure (Pa) 2275 9100 

Sensor Choice A C 
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Table 13. Revised differential pressure calculations (Operating pressure: 4 bar). 

Volumetric Flow Rate (L/s) 5 10 

Reynolds Number 102243 204506 

Development Length (m) 0.4738 0.5319 

Operating Pressure (bar) 4 

Air Density (kg/m3) 4.6769 

Diameter (in) 0.62 

Mass Flow Rate (kg/hr) 84.18 168.37 

Fluid velocity (m/s) 25.67 51.34 

Friction factor 0.031 

Differential pressure (Pa) 3033 12133 

Sensor Choice B C 

 

 

4.2.1.2. Choice of differential pressure transducer  

From the revised pressure drop calculations a decision to purchase choice B for 

the differential pressure sensor was made using Table 7. Choice B covers a working 

pressure range of 0 to 7000 Pa, which will cover experimental runs for up to around 10 

L/s at 2 bar operating pressure, and a lower flow rates for the higher operating pressures. 

From literature the difference in pressure drop between no leak and leak condition is 

around 20-25%, and this was taken into account when deciding which differential pressure 
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transducer to purchase [160]. The product detail of the selected differential pressure 

transducer is presented in Table 14. 

 

Table 14. Differential pressure transducer choice. 

Product Differential pressure transducer 

Model PXM409-070HDWUUSBH (Omega) 

Range 0 to 70 mbar 

Accuracy  0.08 % 

Instrument Design Pressure 35 bar 

 

 

4.2.1.3. Choice of dynamic pressure transducer 

In addition to the differential pressure measurements, obtaining dynamic pressure 

measurements on either side of the pipeline leak is of interest, in order to examine if these 

readings can also be utilized in order to determine if a micro-leak has occurred. Dynamic 

pressure sensors take high frequency pressure measurements (in the range of kHz). The 

product detail of the selected dynamic pressure transducer is presented in Table 15. 
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Table 15. Dynamic pressure transducer choice. 

Product Dynamic pressure transducer 

Model UPS-HSR-B02P5-N (Stork Solutions) 

Range -1 to 2.5 bar 

Accuracy 0.15 % FS 

Instrument Design Pressure 5 bar 

 

 

4.2.1.4. Leak modeling: Choice of needle valve 

A decision was made to model the leak using a safe high-precision regulating stem 

tip needle valve. This should allow the engineer running the apparatus to adjust the leak 

size as desired. Since Swagelok was chosen for tubing, the needle valve was selected from 

the same company, in order to make it easier to find appropriate fittings to connect the 

needle valve to the rest of the setup. The needle valve model selected was a “Stainless 

Steel Integral Bonnet Needle Valve”, Swagelok Part Number: SS-18RM8-F8. Appropriate 

fittings were also selected. In order to safely dispose of the compressed gas venting 

through this needle valve flexible piping will be utilized.  

 

4.2.1.5. Choice of pressure regulator with general purpose filter and oil filter 

The compressed air available in the laboratories at Texas A&M University at Qatar 

is contaminated with oil particulates due to the compressors being used. Therefore, an oil 

filter is required in order to eliminate the presence of these oil particulates, so that the 
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results that are obtained from the experimental setup are not adversely affected. Most oil 

filters are generally combined with a general purpose filter. Certain vendors provide a 

combined unit that includes both filters and a pressure regulator as well. Incorporating a 

pressure regulator with the setup should enable us to obtain different operating pressures.  

The following units were purchased: 

• Model Number: B84G-6AK-AD1-RMG 

o This is a general purpose filter (5 micron) with a pressure regulator. 

• Model Number: F84C-6AD-ADO 

o This is the oil removal filter. 

• Model Number: 840014-51KIT 

o This is a quick clamp required to connect the general purpose filter with 

regulator and the oil removal filter units. 

 

4.2.1.6. Choice of flow and temperature sensor 

As it is necessary to determine the density of the gas flowing through the set up, 

and also to obtain the flow rates to provide a quantitative analysis, flow sensors are 

required. Instead of having multiple units that measure the temperature and flow 

throughout the setup, it is possible to have one sensor that measures both. The flow sensor 

measures the fluid velocity, which can be used to determine the volume flowing through, 

as the dimensions of the tubing are known. 

This sensor will be connected to the rest of the rest up using a cross union and 

other relevant fittings. The opposite port of this cross union will have a pressure gauge in 
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order to determine the pressure at that particular point, so that the density of the gas can 

be calculated. 

Two flow and temperature sensors will be installed, one at the start of the pipeline, 

in order to determine the initial velocity, and a second one at the end of the pipeline in 

order to determine the final velocity, and flow rate, in order to examine if the leak volume 

can be identified using the difference between the two volumetric flows. The product 

detail of the selected dynamic pressure transducer is presented in Table 16. 
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Table 16. Choice of flow and temperature sensor. 

Product Flow and temperature sensor 

Model FMA1003 (Omega) 

Range 0-50.8 m/s (velocity) & -40-121oC (temperature) 

Accuracy 1.5% FS (velocity) & 0.5% FS (temperature) 

Instrument Design Pressure 4.13 bar 

 

 

4.2.1.7. Choice of pressure gauges 

In order to compute the density at the start of the pipeline, in addition to the flow 

and temperature sensor, a pressure gauge is also required. As with the flow sensor, two 

pressure gauges will be installed, one at the start of the pipeline, and one at the end of the 

pipeline. The product detail of the analog pressure gauge is presented in Table 17. 

 

Table 17. Choice of analog pressure gauge. 

Product Pressure gauge (analog) 

Model PGC-25B-[*] (Omega) 

Range 0 to 60 psi 

Accuracy 3% (over first and last 10% of range), 

2% over remainder 

Instrument Design Pressure 6.20 bar 
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Additionally, digital pressure gauges was purchased. The product detail of the 

selected dynamic pressure transducer is presented in Table 18. 

 

Table 18. Choice of digital pressure gauge. 

Product Pressure gauge (digital) 

Model DPG8001-60 (Omega) 

Range 0 to 60 psi 

Accuracy 0.25% FS terminal point 

Instrument Design Pressure 33 bar 

 

 

4.2.1.8. Choice of additional needle valves for pressure build up and flow 

management 

A needle valve after the pressure regulator is required in order to control the 

amount flowing through the pipeline. A valve at the end of the pipeline is required in order 

to build up pressure in the pipeline. Therefore, two additional needles will be purchased 

in order to accommodate these requests. The model for these needle valves is Swagelok 

Part Number: SS-18RS12. 
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4.2.2. Piping and Instrumentation Diagram (P&ID) 

The proposed experimental setup is 4.3 m in length, with 0.62 in inner diameter, 

and 0.75 in outer diameters for most of the flowline. The pipeline and most fittings are 

stainless steel Swagelok components. 

The compressed air supply in the laboratory at Texas A&M University at Qatar 

will be connected to the developed pipeline utilizing flexible piping. A pressure relief 

valve will be installed right after the tap from the building supply, set at 7.1 bar. The first 

unit at the start of the pipeline will be the pressure regulator, with the general-purpose 

filter, and oil filter. Another pressure relief will be installed right after this combination 

unit, set at 2.2 bar. This will be followed by a needle valve to adjust the flow rate of the 

compressed air through the pipeline. After 90 cm a flow/temperature sensor and a pressure 

gauge will be connected to the flowline using a cross union. After a development length 

of 90 cm, a dynamic pressure sensor will be utilized to collect high frequency pressure 

measurements. The differential pressure drop across the proposed length of pipeline (1 m) 

will be measured using a high frequency differential pressure sensor. Midway through the 

1m length, a needle valve will be connected to the setup using a T-union, in order to model 

the leak and control the amount leaking from the pipeline. The current plan is to quantify 

the leak using a bubble flow meter, but other options are also being investigated. When 

the bubble flow meter is not in use, flexible piping will most like be used in order to vent 

the leaked gas to the fume hood. An additional dynamic pressure sensor will be connected 

to the pipeline in order to take measurements after the differential pressure sensor. This 

will be followed by a second temperature/flow sensor with a pressure gauge connected to 
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the pipeline using a cross union. The final component on the pipeline will be a second 

needle valve, in order to build up pressure if and when required. A short length of pipeline 

will then be available at the end of the pipeline before being connected to flexible piping 

in order to return the compressed air to the fume hood for safety. The piping and 

instrumentation diagram (P&ID) and general arrangement drawing for the experimental 

leak detection setup are provided in Figure 34 and Figure 35, respectively.
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Figure 34. Piping and instrumentation diagram (P&ID) - Experimental leak detection setup. 
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Figure 35. General arrangement drawing - Experimental leak detection setup.
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4.2.3. Budgeting and expenses 

The previous sections listed the different components and the required 

arrangement. A budget is required in order to illustrate how much such a project would 

cost. 

 

4.2.3.1. Total estimated budget 

Table 19 provides a budget breakdown of the total budget. It should be noted that 

transportation and import costs have not been included, and therefore an approximate 

buffer of around 30% might be required. It is also possible that additional fittings may be 

required, and flexible piping also needs to be purchased. Therefore, the total actual budget 

could be closer to ~$12000. 
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Table 19. Budget breakdown of total estimated budget. 

Setup Cost (USD) 

Dynamic pressure setup 1413.86 

Differential pressure setup 1497.26 

Needle valve setup (leak) 388.55 

Tubing (2 6m length pipelines) 1049.86 

Temperature / flow meter setup 3239.40 

Pressure regulator with filters setup 750.00 

Additional needle valves (for flow control 

/ pressure build up) 

800.00 

Total (without transport/duty) 9138.93 

 

 

As the setup is still under construction, the following section presents a study on 

flow behavior carried out using data obtained from an existing multiphase flow-loop.  

 

4.3. Classification of sensor measurements from non-Newtonian fluids using batch 

and continuous analysis of data 

Due to technological advancements, industrial processes and transportation 

pipelines are able to collect an abundance of data from sensors. Although the abundant 

availability of data is beneficial, interpreting these measurements and using them for 

process monitoring purposes is essential in order to ensure fluid characteristics are being 
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maintained within expected limits. Statistical process monitoring methods provide an 

increasingly reliable means of achieving this goal [18]. 

Like all equipment, sensors can fail over time, and therefore it is crucial for 

measures to be in place to ensure that processes are being efficiently monitored. For 

example, redundancy can be created, and measurements from differential pressure sensors 

can be utilized in order to track changes in flow rate, in the absence or malfunction of a 

flow meter. However, these sensors can often be masked by noise, making it difficult to 

classify the flow rate. Therefore, one objective of this work is to investigate the possibility 

of using only differential pressure measurements to classify non-Newtonian fluids despite 

noisy sensor measurements. The classification will be carried out using batch and online 

data analysis methods. 

In order to examine if differential pressure measurements from two different 

batches, i.e., flow rates, have significant differences in the mean and/or variance, different 

statistical tests can be employed. The two-sample t-test has often been used in order to test 

for differences in the mean, while F-test for equality of variances has been used to test for 

differences in variance [44]. For the case of online analysis of data from continuous 

processes, a number of monitoring charts are available, and for this work the generalized 

likelihood ratio (GLR) and exponential likelihood ratio (ELR) charts were chosen as they 

have shown promising detection and classification capabilities in recent literature [13], 

[36], [37], [45], [161]. 

The multiphase laboratory at Texas A&M University at Qatar contains a 

multiphase flow-loop, capable of running fluids under a number of different conditions: 
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single phase, multi-phase, and at inclinations as well, in order to replicate actual drilling 

scenarios [162]. The flow-loop contains a number of different sensors that allow flow 

rates, temperatures, and pressures to be measured. 

The classification of measurements will be carried out in two parts: treating the 

measurements from different flowrates as data from different batches, and treating the 

measurements as online data from a continuous process with transitions also available 

from one flow rate to the next. The non-Newtonian fluid is Flowzan biopolymer which is 

frequently used in oil and gas field drilling and production operations [163]. 

The remainder of this section is structured as follows. A brief introduction to 

methods used to classify the differential pressure measurements using batch and 

continuous analytical methods is initially provided. Illustrative examples using non-

Newtonian fluid Flowzan are the presented, including a discussion on the results and 

findings. Concluding remarks are then presented. 

4.3.1. Statistical tests to classify data using batch analysis and continuous analysis  

 

4.3.1.1. Statistical tests for batch analysis 

For the first case, where differential pressure measurements are obtained from 

different batches, two tests will be utilized. The two-sample t-test is a well-established test 

that compares two population means to establish if they are significantly different, while 

the F-test for equality of variances is used in order to determine if two populations have 

significantly different variances [44]. 
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For a case where the null hypothesis is defined as 
0 1 2 0H  = − =  , where a test 

statistic is required to determine if there is a significant difference in the population means 

the two-sample t-test can be used [44]: 
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where, X , 2S , and n represent the sample mean, sample variance, and sample size, 

respectively. Similarly, the F-test for equality of variance can be utilized in order to 

determine if two populations have significantly different variances [44]: 
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For both tests thresholds available in literature are used to determine if the null 

hypothesis is rejected, i.e., there is a significant difference in the mean or variance. 

 

 

4.3.1.2. Statistical tests for continuous analysis 

For the second case, where differential pressure measurements are collected under 

continuous operation there are a number of statistical control charts that can be utilized. 

Shewhart developed a control chart in the 1920s in order to monitor and identify changes 

primarily in the process mean [16], [17]. The Shewhart chart only takes into account 

sensors measurements at a given time instant [18], [164]. For online analysis, control 

charts taking into account process memory have shown improved performance, and these 

include the exponentially weighted moving average (EWMA), and cumulative sum 
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(CUSUM) chart [165]–[167]. More recently, the generalized likelihood ratio (GLR) and 

exponential likelihood ratio (ELR) charts, based on statistical hypothesis testing 

fundamentals, have demonstrated vastly improved fault detection performance [13], [37], 

[45], [46]. 

Statistical hypothesis testing methods function by utilizing training data in order 

to establish what the distribution, and relevant parameters, i.e., process mean and variance 

are expected to be under normal conditions. In statistical theory, measurements collected 

under these conditions fall under the null hypothesis and can be used to establish detection 

thresholds or limits for the different parameters. Observations assumed to be significantly 

different to the parameters established by the null hypothesis, are assumed to follow an 

alternate hypothesis. GLR methods function by utilizing the concept of maximum 

likelihood estimates (MLEs), in order to estimate the parameters of the observations 

collected under testing conditions, as these parameters are unknown. The GLR method is 

said to provide the best detection rate, for a fixed false alarm rate, and this has been 

demonstrated through different works in literature [13], [36], [168], [169].  

In this work the GLR technique will be utilized in order to train a model by using 

differential pressure measurements collected under different operating flow rates to 

compute thresholds for the different operation regions (flow rates). The model is then 

utilized in order to classify data collected under test conditions by running multiple GLR 

charts with the different thresholds in parallel. The GLR chart will only be used to 

determine if there are changes in the mean. As the variance of a single observation is 

undefined, the GLR chart designed to detect shifts in the variance performs poorly and 
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cannot be utilized. Literature demonstrates that a likelihood ratio chart that incorporates 

process memory (exponentially weighted) is capable of detecting shifts in the variance 

when only single observations are available at a given time instant, and will therefore be 

utilized to track differences in the variance [161]. The exponential likelihood ratio (ELR) 

technique will be utilized in order to train a model to detect changes in the variance of the 

differential pressure measurements in the same way the GLR technique was used to train 

a model to detect changes in the mean. 

The ELR test statistic designed to detect shifts in the variance is defined as follow 

[161]: 

( )ln ,      1,2,...t t tELR v v t= − = ,         (61) 

where, ( )*2

11t t tv S v  −= + − , ( )*2

0 0 01
,  0,  1

n

t tjj
S x u u v

=
= − = = , and λ is the 

smoothing parameter that can be assigned a value between 0 and 1. The threshold for the 

ELR chart can also be computed empirically using training data, or through look up tables 

available in literature [13]. 

The illustrative example presented in this section will be analyzed using two data 

sets using differential pressure measurements collected under single phase flow conditions 

and multiphase phase flow sections in Sections 4.3.2.1 and 4.3.2.2, respectively. Batch 

and continuous analysis will be presented for either flow condition. 
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4.3.2. Illustrative Example 

4.3.2.1. Single phase flow conditions 

A sample of the differential pressure measurements utilized in order to train the 

statistical model and charts for both batch and continuous flow cases for single phase flow 

is illustrated in Figure 36. The flow rates of Flowzan (0.075% wt) in the different regions 

are 208, 219, and 229 kg/min, respectively. The increases in the flow rate are 

approximately 5%, and as can be noted from Figure 36 for certain regions it is difficult to 

visually tell the difference with certainty if there are changes in the mean and variance, as 

certain observations from two different regions (see Region 1 and 2) sometimes cover the 

same range. 
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Figure 36. Time series evolution of differential pressure measurements for 

single phase flow. 

 

 

4.3.2.1.1. Batch analysis – Single phase flow 

Treating measurements collected from three different regions as batch data from 

different operating flow rates, the two-sample t-test is used in order to determine if the 

batches have means that have a statistically significant difference, and the F-test for 

equality of variance is used in order to determine if the batches have variances that that 

have a statistically significant difference. Utilizing testing data from each region in order 

to compute mean and variance values for all three regions, they can be compared to the 
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mean and variance for observations collected under training conditions, i.e., the null 

hypothesis, in order to determine if they have a statistically significant difference. The 

results for the two-sample t-test are demonstrated in Table 20, where a value of 0 indicates 

that the null-hypothesis was not violated, and a value of 1 indicates that the alternate 

hypothesis is true, i.e., meaning that the means are signficantly different. Similarly, the 

results for the F-test for quality of variances is demonstrated in Table 21. 

 

Table 20. Decision matrix - Two-sample t-test (single phase flow). 

Region 

Training 

1 2 3 

Testing 

1 0 1 1 

2 1 0 1 

3 1 1 0 

 

 

Table 21. Decision matrix - F-test for equality of variance (single phase flow). 

Region 

Training 

1 2 3 

Testing 

1 0 1 1 

2 1 0 1 

3 1 1 0 
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Utilizng only the differential pressurement measurements, Table 20 shows that the 

two-sample t-test is able to conclude that there are significant differences in the mean for 

data collected under different operating flow rates, while Table 21 shows that the F-test 

for equality of variances is able to conclude that there are significant differences in the 

mean for data collected under different opereating flow rates. This indicates that both tests 

are able to efficiently classify differential pressure measurements according to their 

operating flow rate for single phase flow despite noisy sensor measurements. 

 

4.3.2.1.2. Continuous analysis – single phase flow 

Similar to the batch analysis, for continuous operation training data is used from 

each region to train the GLR and ELR chart to monitor changes in the mean and variance, 

respectively. The performance of the GLR chart used to monitor changes in the mean is 

illustrated in Figure 37. Figure 37 (a) shows the GLR threshold obtained when using 

training data from Region 1, while the GLR thresholds in Figure 37 (b) and (c) are trained 

using data from Regions 2 and 3 respectively. If a violation in a particular threshold is 

present, the data does not belong to the class used to train that particular threshold. A zoom 

of each plot is included to demonstrate if and when the threshold is violated. Although, 

there is a delay in detection in the transition region between different flow rates, the GLR 

chart is able to reasonably determine which class of flow rate a particular differential 

pressure reading belongs to by only monitoring the shift in the mean. 
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Figure 37. GLR chart to monitor changes in the mean (single phase flow). 

 

Similarly, the performance of the ELR chart used to monitor changes in the 

variance is illustrated in Figure 38. Figure 38 (a) shows the ELR threshold obtained when 

using training data from Region 1, while the ELR thresholds in Figure 38 (b) and (c) are 

trained using data from Regions 2 and 3, respectively. A zoom of each plot is included to 

demonstrate if and when the threshold is violated. The ELR chart is able to reasonably 

determine which class of flow rate a particular differential pressure reading belongs to by 

only monitoring the shift in the variance. 

 

Figure 38. ELR chart to monitor changes in the variance (single phase flow). 
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These results deomonstrate that both the GLR and ELR tests are able to efficiently 

classify differential pressure measurements according to their operating flow rate for 

single phase flow despite noisy sensor measurements. 

 

4.3.2.2. Multiphase flow conditions 

A sample of the differential pressure measurements utilized in order to train the 

statistical model and charts for both batch and continuous flow cases for multiphase flow 

is illustrated in Figure 39. As in the single-phase flow condition, the flow rates of Flowzan 

(0.075% wt) in the different regions are 208, 219, and 229 kg/min, respectively, with a 

fixed flow rate of air introduced to all regions. The increases in the liquid flow rate are 

approximately 5%, and as can be noted from Error! Reference source not found. for c

ertain regions it is difficult to visually tell the difference with certainty if there are changes 

in the mean and variance, as certain observations from two different regions (see Region 

2 and 3) cover the same range. 
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Figure 39. Time series evolution of differential pressure measurements for 

multiphase flow. 

 

4.3.2.2.1. Batch analysis – Multiphase flow 

The results for the two-sample t-test are demonstrated in Table 22, where a value 

of 0 indicates that the null-hypothesis was not violated, and a value of 1 indicates that the 

alternate hypothesis is true, i.e., meaning that the means are signficantly different. 

Similarly, the results for the F-test for quality of variances is demonstrated in Table 23. 

Utilizng only the differential pressurement measurements, Table 22 shows that the two-

sample t-test is able to conclude that there are significant differences in the mean for data 

collected under different operating flow rates, while Table 23 shows that the F-test for 

equality of variances is able to conclude that there are significant differences in the mean 
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for data collected under different opereating flow rates. As with the batch analysis case 

for single phase flow. This indicates that both tests are able to efficiently classify 

differential pressure measurements according to their operating flow rate for multiphase 

flow despite noisy sensor measurements. 

 

Table 22. Decision matrix - Two sample t-test (multiphase flow). 

Region 

Training 

1 2 3 

Testing 

1 0 1 1 

2 1 0 1 

3 1 1 0 

 

 

Table 23. Decision matrix - F-test for equality of variances (mulitphase flow). 

Region 

Training 

1 2 3 

Testing 

1 0 1 1 

2 1 0 1 

3 1 1 0 
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4.3.2.2.2. Continuous analysis – Multiphase flow 

The performance of the GLR chart used to monitor changes in the mean is 

illustrated in Figure 40. Figure 40 (a) shows the GLR threshold obtained when using 

training data from Region 1, while the GLR thresholds in Figure 40 (b) and (c) are trained 

using data from Regions 2 and 3 respectively. A zoom of each plot is include to 

demonstrate if and when the threshold is violated. Although, there is a delay in detection 

in the transition region between different flow rates, the GLR chart is able to reasonably 

determine which class of flow rate a particular differential pressure reading belongs to by 

only monitoring the shift in the mean. 

 

 

Figure 40. GLR chart to monitor changes in the mean (multiphase flow). 

 

Similarly, the performance of the ELR chart used to monitor changes in the 

variance is illustrated in Figure 41. Figure 41 (a) shows the ELR threshold obtained when 

using training data from Region 1, while the ELR thresholds in Figure 41 (b) and (c) are 

trained using data from Regions 2 and 3, respectively. A zoom of each plot is include to 

demonstrate if and when the threshold is violated. Once again, although, there is a delay 
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in detection in the transition region between different flow rates, the ELR chart is able to 

reasonably determine which class of flow rate a particular differential pressure reading 

belongs to by only monitoring the shift in the variance. 

  

 

Figure 41. ELR chart to monitor changes in the variance (multiphase flow). 

 

These results deomonstrate that both the GLR and ELR tests are able to efficiently 

classify differential pressure measurements according to their operating flow rate for 

single phase flow despite noisy sensor measurements. 

 

4.3.2.3. Discussion on the effect of contamination of noise and/or use of low quality 

sensors 

Although, for the illustrative example utilized in this particular work, classification 

of flow rates using just the differential pressure measurements provided reliable results, 

in certain cases it may be possible that the use of low-quality or low-frequency sensors 

contaminates the data with excessive amounts of noise, making classification problematic. 

For such cases the authors propose using noise filtering methods such as multiscale 
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wavelet-based methods, in order to pre-treat the data, before employing the approach 

presented in this work [35]. 

 

4.3.3. Concluding remarks on the classification of sensor measurements from non-

Newtonian fluids using batch and online analysis of data 

Different statistical methods were utilized in this work in order to assist with the 

classification of different operating flow rates using only differential pressure 

measurements. For batch analysis, it was demonstrated that the two-sample t-test and the 

F-test for equality of variances was sufficient in determining if there was a statistically 

significant difference in the mean and variance in differential pressure measurements for 

different operating flow rates, for both single phase and multiphase flow conditions. 

Similarly, for online analysis of data, it was demonstrated that the GLR and ELR charts 

could be utilized to classify different operating flow rates of the non-Newtonian fluid 

using only the current differential pressure measurements to monitor the mean and 

variance, respectively. These results were obtained despite the presence of noise in the 

measurement data. 

This is advantageous as the redundancy in measurements enables the process 

engineer to utilize additional sensor measurements, such as differential pressure, in order 

to determine if there are changes in the flow rate. This redundancy is useful in process 

monitoring as it enables the process engineer to observe changes in the process when 

sensors and meters, such as the flow meter are malfunctioning. These results were 

obtained for an increase in the flow rate of approximately 5%. Although this change is 



 

153 

 

relatively small, one direction of further work is the exploration of the limitations of the 

different statistical monitoring charts, such as the GLR technique and other control charts. 

It is possible that non-Newtonian fluids can have behavior that is unpredictable 

under different flow conditions, therefore, a potential direction for future work is to 

explore the applicability of the proposed techniques for a wider range of operating flow 

rates, and working fluids. 

In this work sensor readings from only a differential pressure sensor were utilized. 

In reality, for different processes a variety of different sensors can be utilized to measure 

different quality variables, i.e., temperature etc. The different quality variables are often 

correlated, and models that utilize the correlation between different variables, e.g., 

principal component analysis (PCA), can be developed in order to build classification 

models. 

 



154 

 

5. CONCLUSIONS 

 

5.1. Summary of contributions 

This dissertation sought to design and develop monitoring algorithms for fault 

detection, diagnosis, and classification, and equipment degradation tracking. 

In Section 2, multiple hybrid data-based monitoring algorithms were developed to 

provide enhanced fault detection, diagnosis, and classification performance. Multiscale 

principal component analysis (MSPCA) based Generalized Likelihood Ratio (GLR) 

algorithms were developed to combine the ability of MSPCA to handle data that are noisy, 

correlated, and non-Gaussian through multiscale wavelet-based representation, with the 

superior fault detection and classification capabilities of the GLR technique. Fault 

detection of nonlinear data was accomplished through the utilization of kernel principal 

component analysis (KPCA) based GLR algorithms that were able to model the 

nonlinearity through utilization of a high dimensional feature space. Principal component 

analysis (PCA) based GLR algorithms were developed to highlight the importance of 

designing and selecting the appropriate GLR technique for your particular monitoring 

application. 

In Section 3, a novel state estimation driven dynamic contour profile-based 

monitoring algorithm was developed in order to track equipment degradation in multiple 

operating regimes. The computational simplicity and practical applicability were 

demonstrated through illustrative examples, both simulated and experimental, to monitor 

fouling in heat exchangers. This section provided an efficient solution to mitigate 
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economic losses that cause industries in the United States and the world to lose billions of 

dollars per annum. 

In Section 4, a detailed literature review of chronic leak detection and diagnosis 

methods for subsea and arctic conditions was used in order to guide the design and 

development of an experimental setup for leak detection. Dynamic pressure sensor 

measurements of a non-Newtonian fluid were then utilized in order to classify and 

distinguish data from multiple operating regimes, i.e., flow rates, using different statistical 

techniques for batch and continuous analysis of data. 

 

5.2. Future research directions 

In Section 2 of this dissertation multiple hybrid data-based monitoring algorithms 

were developed for fault detection, diagnosis, and classification purposes. Although, each 

algorithm demonstrated superior performance over existing conventional algorithms, 

more work is required in order to develop more generalized algorithms, with 

computational simplicity and decreased complexity, to encourage implementation by 

broader engineering industries. 

In Section 3 of this dissertation an efficient algorithm to monitor equipment 

degradation was developed. Although, the practical applicability of the algorithm was 

highlighted through both simulated and real data to track fouling in heat exchangers, this 

work can lead to a number of interesting contributions with regards to equipment 

degradation tracking and maintenance for the broader engineering industry. One possible 

avenue for further work includes the extension of the algorithm to track catalyst 
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deactivation in multiple operating in a fluidized bed reactor. Another possible avenue for 

further work includes extension of the algorithm to track equipment degradation in 

multiple process units, such as heat exchanger networks and carbon capture, utilization, 

and sequestration (CCUS) networks. Extension of the algorithm to such applications 

would enable the design and development of optimal maintenance and cleaning schedules 

considering a number of factors, including economic (operational and capital), safety, and 

environmental related costs. 

In Section 4 of this dissertation the design and development of an experimental 

setup for chronic leak detection was presented. As this setup was designed to monitor 

single phase flow it needs to be modified in order to monitor flow for multiphase flow 

conditions. 

Finally, it is important to note that the monitoring algorithms developed in this 

dissertation have been applied for a wide variety of applications. The development of a 

software package with a simple graphical user interface (GUI) would increase popularity 

and interest from the broader academic and industrial communities, thereby encouraging 

and ensuring implementation in practice. 
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