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ABSTRACT 

 

Recently, single-molecule microscopy techniques have increasingly been used to study 

the subcellular trafficking of biomolecules due to their nanometer-scale resolution and 

multicolor imaging capabilities. These techniques rely on the accurate localization of 

single molecules. Therefore, calibrating the microscope and its optical components is 

important in the field of single-molecule microscopy because accurate and careful 

calibration helps guarantee a high level of accuracy that is often required in the analysis 

of single-molecule image data. In this study, we develop an approach for calibrating 

single-molecule microscopy systems at the nanometer scale. Using this approach, we 

assess the performance of single-molecule microscopes and their optical elements by 

detecting geometric aberrations in the emission light path. 

Another contribution that we make in this dissertation is that we develop a method for 

evaluating and optimizing remote-focusing multifocal plane microscopy (rMUM). 

Generally, rMUM is an imaging technique that allows the acquisition of single-molecule 

trajectories in three dimensions while simultaneously acquiring z-stack images of the 

cellular context. However, in practical implementations of rMUM, it is challenging to 

evaluate and optimize rMUM data with a high accuracy because of the complex image 

data set generated by the rMUM experiments. Therefore, in this study, we develop an 

experimental protocol for evaluating and optimizing the performance of rMUM. This 

protocol relies on determining the localization accuracy of single molecules, measuring 
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the spatial registration accuracy, and correcting for the focal shift due to the refractive 

index mismatch. 
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1. INTRODUCTION  

 

Optical microscopes are an essential tool in biological research. Since the invention of the 

first compound microscope by Leeuwenhoek three centuries ago, significant 

advancements have been made in this field [1]. One of the main discoveries that boosted 

the popularity of optical microscopes was fluorescence microscopy, which was introduced 

in the 19th century by David Brewster. A fluorescence microscope is an optical 

microscope that uses fluorescent labels, such as quantum dots (QDs), fluorescent proteins 

(FPs), and organic dyes [2]. These fluorescent labels can be attached to the proteins of 

interest with high specificity in a non invasive manner, providing a high-intensity contrast 

in the microscopic image [3]. Such advantages make fluorescence microscopy an 

attractive tool for studying molecular dynamics in living cells. 

However, there are two significant reasons why classical fluorescence microscopy 

limits the study of interactions between individual protein molecules in cells. The first 

reason is that the diffraction properties of light limit the optical resolution to several 

hundred nanometers, a phenomenon that was fully described and formularized by Ernst 

Abbe in 1873 [4]. The second reason is that classical fluorescence microscopy often 

requires a considerable number of fluorescent molecules to produce a detectable signal, as 

each fluorescent molecule emits only a limited number of photons [5]. These two reasons 

can hamper the discovery of heterogeneous molecular processes at the level of individual 

molecules.  
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1.1. Single-molecule microscopy 

Single-molecule microscopy is an imaging technique that allows the detection of single 

fluorescent molecules [5]. In 1989, William E. Moerner and L. Kador performed single-

molecule detection in condensed matter for the first time [6]. In classical fluorescence 

microscopy, generally, the signal emitted by each single fluorescent molecule is typically 

too low to be detected above the noise level of the detector. In the 1990s, highly sensitive 

cameras capable of detecting a single molecule were developed, paving the way for single-

molecule microscopy. In 1990, Michel Orrit succeeded in detecting the emitted 

fluorescence at room temperature [7]. 

One of the main discoveries that popularized fluorescence microscopy was the labeling 

technology based on green fluorescent protein (GFP). Notably, GFP was first isolated 

from a jellyfish by Osamu Shimomura in 1962 [8]. Generally, the ability to incorporate 

the expression of an FP into a protein of interest in living cells allows studying biological 

processes in a minimally perturbative and a highly specific manner. 

Over the last two decades, single-molecule experiments have been widely used in the 

field of biology for a broad range of applications [9]. Two of the essential types of single-

molecule experiments are localization-based super-resolution imaging and single-

molecule tracking. Both techniques rely on a concept that allows determining the position 

of an individual molecule with high precision [9], and they are discussed in more detail 

below. 

 

  



 

3 

 

1.2. Single-molecule tracking experiment 

Studying the molecular dynamics is of fundamental importance for understanding cellular 

processes. In the 1970s, Axelrod first introduced fluorescence recovery after 

photobleaching (FRAP) to study the kinetics of fluorescent molecules on the cell surface 

[10]. This method allows measuring the averaged behavior of an ensemble of molecules, 

such as diffusion coefficients [11]. However, it is essential to study the molecular 

dynamics at the single-molecule level to obtain a detailed understanding of many 

biological processes.  

Single-molecule tracking experiments can provide important information about the 

subcellular trafficking pathway of individual molecules within cells. One of the examples 

is the tracking of IgG and FcRn molecules. Generally, IgG transport in cells is essential 

for effective humoral immunity, and FcRn plays a significant role in IgG transport [12]. 

Therefore, understanding the intracellular trafficking pathway of IgG and FcRn is critical 

for investigating the mechanisms that maintain the IgG level in the body [13–15]. 

Three critical issues need to be considered through in single-molecule tracking 

experiments. The first one is the crowding problem, which occurs when molecules are 

placed too close to each other, making them indistinguishable when imaged by an optical 

microscope. This problem can be solved by labeling only a few representative molecules 

rather labeling all of them. 

Photobleaching of fluorescent labels is one of the most severe problems in single-

molecule tracking. Most organic dyes and FPs are susceptible to photobleaching, a 

phenomenon in which a fluorophore loses its fluorescence after a certain number of 
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excitation and emission cycles [16]. Moreover, the rate of photobleaching strongly 

depends on the excitation power. This is particularly critical in live-cell microscopy 

experiments given the tradeoff between the need to minimize the photobleaching of 

organic dyes or FPs for long-term imaging and the need to obtain images with a high 

signal-to-noise ratio using high excitation power [17]. Given their high photostability and 

brightness, QDs are generally ideal for these applications. Therefore, when using QDs, 

cells can be imaged for longer times and at reduced laser power. However, some issues 

still need to be overcome when QDs are used in single-molecule experiments, such as non-

specific binding and QD blinking [18–20]. 

In addition, highly sensitive cameras with high frame rates are often required to capture 

the rapid dynamics of individual molecules. The location of a molecule in consecutive 

images is usually estimated by fitting a PSF model (e.g., 2D Gaussian or Airy profile) to 

the region of the image that contains the molecule [21]. Each trajectory is then obtained 

by connecting the estimated position of the molecule in consecutive images and is often 

quantified by analyzing the mean squared displacement [22]. This approach can 

differentiate between different diffusion behaviors, such as Brownian diffusion, directed 

motion, and confined motion [23–25]. 

 

1.3. Techniques for single-molecule imaging 

Widefield imaging technique has been widely used in live-cell imaging applications, for 

imaging of multiple single molecules in specimens. This technique allows capturing an 

entire specimen at once, thereby providing spatial information with fast temporal 
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resolution [26]. Standard widefield fluorescence microscopes usually consist of a light 

source, an objective lens, optical filters (e.g., excitation, emission, and dichroic filters), a 

microscope, and a camera. All fluorophores in the sample are illuminated with light of a 

specific wavelength, and the light emitted from these fluorophores is captured by a camera 

that supports high-sensitivity imaging with high frame rates, such as charge-coupled 

devices (CCDs), electron-multiplying charge-coupled devices (EMCCDs), or scientific 

complementary metal-oxide semiconductors (sCMOSs) [27]. Notably, the type of camera 

used needs to be chosen with great care. Generally, sCMOS cameras can provide much 

faster frame rates for imaging acquisition than those of CCD and EMCCD cameras. 

However, since the offset and readout noise levels vary from one pixel to another, it is 

difficult to calibrate the camera [28]. In addition, EMCCD cameras should be used only 

when the photon count per pixel is very low (i.e., low-light imaging) [29].  

Sanderson [30] described the basic principle of widefield fluorescence imaging system 

as follows. First, the excitation light by a laser, lamp, or light-emitting diode (LED) 

reaches the specimen through an objective lens after being reflected by a dichroic filter. 

However, before being reflected by the dichroic filter, the excitation light must pass 

through an excitation filter so that only light with the desired wavelength reaches the 

specimen. Then, the light emitted from the fluorophores in the specimen is collected by 

an objective lens, passes through a dichroic filter, and is focused onto a camera. Emission 

filters are often used to ensure that only light with the desired wavelength reaches the 

camera and to avoid scattered light and other background light. 
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A major problem in widefield microscopy is the significant background noise due to 

out-of-focus fluorescence. Therefore, In 1980s, total internal reflection fluorescence 

microscopy (TIRFM) was first introduced to overcome the limitations in measuring the 

molecular interactions of surface-associated fluorescent molecules [31]. Generally, 

TIRFM is a widefield imaging technique that selectively excites part of the cells (close to 

the cover glass) using an evanescent wave generated by focusing a light source on the 

back focal plane of an objective lens. This significantly decreases the noises due to the 

out-of-focus fluorescence in comparison to conventional widefield microscopy, providing 

excellent signal-to-noise ratios near the excitation plane (~200 nm) [32]. 

Although TIRFM is considered very suitable for imaging subcellular trafficking events 

close to the plasma membrane, it has some limitations in studying subcellular dynamics 

in three dimensions (3D). Therefore, several approaches have been introduced to 

overcome these limitations. One of these approaches is based on sequentially scanning a 

sample along with the optical axis. However, this approach has speed related limitations 

for studying fast dynamics in cells. Another approach is based on encoding 3D information 

into a point spread function (PSF) profile, also called PSF engineering, such as 

astigmatism [33,34] and double helix [35,36]. Compared to these techniques, multifocal 

plane microscopy (MUM) [37–39] offers significant advantages for implementing single-

molecule imaging. For example, MUM can be easily combined with other configurations 

to overcome or improve the challenges of the current configurations. Generally, MUM is 

a widefield microscopy technique that allows simultaneously collecting images at 

different focal planes within a specimen [40]. Earlier, we implemented a MUM 
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configuration that enables 3D subcellular trafficking of single Transferrin molecules 

conjugated with QDs in a 10 μm thick live cell [38]. 

 

1.4. Challenges of single-molecule microscopy 

1.4.1. Calibration of single-molecule imaging systems 

Accurate localization of individual molecules plays a critical role in the applications of 

single-molecule tracking and localization-based super-resolution imaging. Recent studies 

[41,42] have shown that the accurate localization of single molecules is routinely 

achievable in single-molecule microscopy experiments. This leap in resolution is 

considered promising and may provide novel insights into the study of intracellular 

trafficking of individual molecules at the nanometer level. Notably, this technique has 

been used to obtain quantitative information at the nanoscale about the molecular 

processes within a cell [43,44].  

Generally, when imaging at the level of single molecules, a well‐calibrated microscope 

needs to achieve highly accurate measurements of the quantities of interest. Various 

studies have shown that the performance of a microscope can be assessed with 

commercially available calibration samples and analysis tools [45,46]. However, these 

methods lack accuracy because of the simplistic assumptions made about the calibration 

sample. Calibration with nanometer-level accuracy is critical for single-molecule 

microscopy, as even a slightly miscalibrated microscope can result in significant 

misinterpretations of data. Moreover, the current methods do not provide an accurate 

evaluation of dichroic filters and objective lenses, even though the geometric and 
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chromatic aberrations introduced by these optical elements can cause severe issues in 

multicolor imaging applications. 

 

1.4.2. Imaging of a single-molecule trajectory and its 3D cellular context 

Generally, single-molecule tracking experiments in 3D are considered to be promising and 

may provide novel insights into the study of intracellular trafficking of single molecules 

in live cells [37,47]. As mentioned earlier, MUM is an optimal imaging technique that can 

accurately estimate the 3D location of single molecules over a large depth at a high 

temporal resolution [38]. However, this technique has an issue: the visualization of 

detailed subcellular structures in 3D with which the single molecules interact. Therefore, 

this technique is considered to be limited in its usefulness as it provides little or no 

information about the cellular context in which the dynamics occur. Generally, the 

trajectory of a single molecule is of little use if the context of the subcellular compartments 

within which the trajectories occur cannot be determined. 

An initial prototype of remote-focusing multifocal plane microscopy (rMUM) has been 

established by incorporating both MUM and a remote-focusing configuration [48,49]. 

Specifically, the MUM-module images the 3D trajectories of single molecules, and the 

remote-focusing module performs sequential scanning of the specimen without moving 

the objective lens or the sample. This imaging system allows imaging single molecules at 

high spatial and temporal resolutions and imaging detailed cellular structures in which 

molecules interact. However, currently, there is a lack of methods for evaluating and 

optimizing the performance of rMUM, such as localization accuracy or precision of single 
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molecules and spatial registration error between r- and MUM-modules. Multicolor 

imaging experiments using rMUM produce very complex multi-dimensional data sets, 

which require accurate and careful calibration, control experiments, and data processing 

approaches.  

 

1.5. Overview of the dissertation 

This dissertation is organized as follows. In Section 2, we develop a new method for 

calibrating a single-molecule microscopy system at the nanometer scale. The performance 

of a microscope is evaluated with nanometer-level accuracy by determining the deviations 

between the measured locations of points in the imaged calibration sample and their 

corresponding reference locations. Furthermore, to provide support for multicolor 

imaging, some procedures are included to accurately evaluate the geometric aberrations 

caused by dichroic filters and the axial chromatic aberrations introduced by objective 

lenses. 

In Section 3, we introduce a calibration approach to evaluate the performance of 

rMUM. This method entails an experimental pipeline that includes control data 

acquisition/arrangement, spatial registration, 3D single-molecule localization, and focal 

shift correction. 
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2. A MICROSCOPE CALIBRATION PROTOCOL FOR SINGLE-MOLECULE 

MICROSCOPY* 

 

2.1. Introduction 

Single-molecule wide-field microscopy experiments have been widely used for a broad 

range of investigations in cell-biological studies [9]. Two of the most important types of 

such single-molecule experiments are single-molecule tracking and localization-based 

super-resolution experiments. Single-molecule tracking experiments hold the promise to 

reveal fundamental insights into dynamic molecular processes in live cells that remain 

difficult to uncover using classical microscopy approaches [13,34,50,51]. Localization-

based super-resolution microscopy can yield quantitative information on the spatial 

distribution of a molecule of interest and the spatial characteristics of cellular structures 

smaller than the diffraction limit [52–55]. Both types of experiments importantly depend 

on the estimation of the position of single molecules with a low level of uncertainty (i.e., 

a small variance or standard deviation) [56]. 

Localization of single molecules with statistical uncertainties of tens of nanometers is 

routinely achievable in single-molecule microscopy [41,57], and sub-nanometer 

uncertainty is even possible when using fluorophores that emit large numbers of photons 

[58,59]. Being able to achieve sub-nanometer uncertainty is critical for our current 

 

* This chapter contains the content of an article that is accepted for publication: S. You, J. Chao, E. A. K. 

Cohen, R. J. Ober, and E. S. Ward, “A microscope calibration protocol for single-molecule microscopy,” 

Opt. Express (2020) 
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purposes, as we seek to assess the performance of microscopes and optical components 

by determining differences in the positional estimates of imaged point sources that will 

typically be on the order of nanometers. 

The complexity of advanced microscopy setups, optical imperfections, and possible 

misalignments of mirrors or lenses can all contribute to geometric aberrations in the image 

produced by a microscope. Errors due to such non-ideal conditions can lead to erroneous 

answers to biological questions, even when they are on the nanometer scale. For example, 

when imaging the dynamics of a single molecule that interacts with an endosome, the 

position of a single molecule may be determined to be inside rather than outside of the 

endosome, or vice versa, when the localization error is on the order of only nanometers. 

Errors of this nature can obviously lead to vastly different interpretations of the biological 

phenomenon. Therefore, to ensure that data of reliably good quality is produced, the 

performance of the imaging system must be routinely assessed prior to performing single-

molecule imaging experiments. This assessment requires defined samples that can be used 

as standards and calibration methods that are suited for single-molecule localization 

microscopy. The calibration methods should be system-independent and yield 

reproducible results, such that the same standards can be used to calibrate different 

microscopes. 

Several calibration standards have been introduced over the years to characterize the 

performance of an imaging system, including ones that utilize fluorescent beads [60,61] 

and DNA origami [62,63]. In approaches that make use of beads, the samples are typically 

prepared by mounting randomly distributed small fluorescent beads (0.1 µm in diameter) 



 

12 

 

onto the cover glass. For example, 0.1 µm TetraSpeck fluorescent beads (Thermo Fisher 

Scientific) are one of the common standards for fluorescence microscopy and have four 

well-separated pairs of excitation and emission peaks located at 350/440 nm (blue), 

505/515 nm (green), 575/585 nm (orange) and 655/685 nm (dark red). Their ability to 

produce fluorescence of different colors makes them a particularly good calibration 

standard for multicolor applications. However, fluorescent beads can form aggregates, 

leading to quenching and altered spectroscopic properties. An approach using beads also 

has limited sampling uniformity in terms of the size and distribution of the beads. Unlike 

with fluorescent beads, with DNA origami the distribution of the fluorophores can be 

controlled on the sub-micrometer level. However, the emitter intensity and stability are 

limited and, furthermore, it may be challenging to create a DNA origami sample 

occupying a field of view that is large enough to capture at least an entire biological cell 

of interest (i.e., at least tens of micrometers per lateral dimension). 

To overcome the various limitations of approaches that use beads or DNA origami, in 

recent years techniques have been developed to create slides imprinted with defined 

patterns for system calibration. For example, Argolight uses a laser to induce into glass 

substrates fluorescent materials that are stable and have a broadband emission spectrum. 

An example of an Argolight slide contains different fluorescent patterns in two and three 

dimensions, the elementary structure of which is an empty cylinder with a diameter of 

about 0.7 µm. A second technique is the lithography system used by Miraloma Tech to 

produce calibration slides containing defined patterns. A particularly useful pattern 

consists of an array of regularly spaced sub-wavelength-sized apertures, allowing for 
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uniform sampling of the imaging field. These apertures are empty and imaged using trans-

illumination. Hence the imaging of these slides is not affected by fluorophore 

photobleaching and can produce extremely high signal-to-noise ratio images even with 

short exposure times. 

Recent studies have used arrays of regularly spaced points (i.e., small apertures or 

fluorescent features) or other patterns or features to evaluate the performance of 

fluorescence microscopes in terms of lateral resolution, field distortion, chromatic 

aberration, etc. In [64], arrays of small apertures, fabricated using electron-beam 

lithography and filled with fluorescent dyes, are used to measure field-dependent 

variations in the three-dimensional (3D) point spread function of a microscope, which 

have direct implications on the accuracy of the 3D localization of single molecules. In 

[65], laser-written fluorescent patterns are utilized for evaluating microscope properties 

such as illumination uniformity and chromatic alignment. In [66], arrays of circular 

apertures, fabricated using electron-beam lithography, are used to determine the field 

curvature, assess chromatic aberration, and evaluate other aspects of a microscope. 

We will similarly make use of an array of sub-wavelength-sized apertures in this study. 

The basis of our microscope calibration method is the evaluation of geometric aberrations 

by way of determining the difference between the true and the measured positions of the 

apertures. An important issue we take into account is that there can be manufacturing 

errors associated with the positions and sizes of the apertures. Our method determines the 

true aperture positions as a set of reference positions, as relying on the nominal aperture 

positions would make it difficult to determine whether the geometric aberrations observed 
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in the acquired images are due to defects in the optical system or manufacturing errors in 

the calibration sample. 

Recently, simultaneous multicolor single-molecule tracking has been widely used for 

the observation of the fast dynamics of individual molecules in living cells [13,67,68]. For 

these experiments, the imaging system requires the use of dichroic filters to separate 

signals of different colors. However, previous studies have not evaluated how much the 

image quality is affected by geometric aberrations due to the surfaces of the dichroic filters 

being insufficiently flat. In addition, few methods have been introduced to evaluate the 

objective lens in terms of the chromatic aberration that it introduces. 

Therefore, the calibration method that we present here is optimized for multicolor 

single-molecule microscopy. This method couples the use of a lithographically fabricated 

aperture array with novel analysis algorithms to evaluate the performance of the 

microscope and its optical components with high accuracy. 

The proposed method comprises two major components. The first component concerns 

the assessment of the performance of a microscope by determining the level of geometric 

aberration in its optical path. As the extent of the aberration is reflected in the deviation of 

the imaged positions of microscopic apertures in the calibration sample from their true 

positions, the key here, as mentioned above, is to establish a set of accurately determined 

reference aperture positions that serve as a benchmark for comparison in subsequent 

calibrations of a microscope using the same sample. The approach, therefore, entails 

procedures for the accurate estimation of imaged aperture positions and the determination 
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of the similarity between a given set of aperture position estimates and the reference 

aperture positions. 

The second component of the proposed calibration method comprises approaches for 

evaluating two critical microscope components, namely the objective lens and the dichroic 

filter. The quality of the objective lens is evaluated based on how well it corrects for 

chromatic aberration along the optical axis. This assessment is important because there is 

no guarantee that even apochromat objectives will be able to fully correct for the 

aberration over a wide spectral range. The performance of the dichroic filter is evaluated 

by investigating the deviation between corresponding aperture positions estimated from 

images simultaneously acquired of the filter’s transmitted and reflected light paths. This 

type of evaluation is of particular importance because it is often the case that suboptimal 

properties of a dichroic filter lead to distortions in the light that it reflects. 

The proposed calibration method is supported by a core set of analysis tools for 

carrying out a number of important tasks. These tasks comprise the determination of the 

in-focus position of a 3D data set, the registration of images in two dimensions, the 

estimation of the position of an aperture, the assessment of the horizontality of the 

microscope stage and calibration sample, and the quantitative comparison of two data sets. 

To demonstrate the evaluation of the performance of a microscope, we apply our 

calibration method to both a microscope of poor quality (one with a damaged objective 

thread adapter) and a microscope of good quality. Our results show that our method is 

capable of distinguishing between the two microscopes in terms of the level of geometric 

aberration. 



 

16 

 

In addition, we apply our method to an apochromat objective lens to evaluate its axial 

chromatic aberration over a wide spectral range. We also demonstrate the ability of our 

method to distinguish between dichroic filters that differ in terms of their flatness. 

The proposed method enables meaningful and repeatable calibration data acquisitions 

that are reproducible across different microscopes. Also, our approach provides useful 

insights into the selection of an appropriate microscope and suitable optical elements for 

a given application. It allows researchers, ranging from novice microscope users to expert 

microscopists, to evaluate their microscopes and optical elements with high accuracy. 

 

2.2. Methods 

We describe in this section the type of sample, instrumentation, and data that are required 

by our calibration method, as well as the specific implementations that are used in Section 

2.3 to demonstrate the method. We also detail here the protocols that comprise our method, 

including a core set of analysis tools on which the protocols rely. Although it is not a part 

of the calibration method, we additionally present here a procedure to simulate data sets 

for the investigation of a measure that we introduce for the comparison of two data sets. 

 

2.2.1. Calibration sample 

A NanoGrid slide (Miraloma Tech, LLC) is used as a calibration standard for the 

microscope performance evaluation. The slide consists of a 20 by 20 array of sub-

wavelength-sized apertures with a regular spacing of 4 μm between adjacent apertures. 

The apertures, which we will also refer to as holes, are approximately 200 nm in diameter. 
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The numbers for the spacing and diameter are taken from specifications provided by the 

manufacturer. Of the 20 by 20 array of holes, only the center 10 by 10 holes are used for 

the proposed analyses (except for the determination of the in-focus image of a z-stack 

(Section 2.2.4), which is carried out using the whole image). The field of view 

corresponding to the center 10 by 10 holes is large enough to capture a single cell of 

interest in its entirety (which is typically all that is needed in single-molecule imaging), 

and yet small enough to help speed up the rate of image acquisition. 

 

2.2.2. Microscope setups 

We use the following three microscope configurations for the current study. The first 

microscope configuration (“microscope 1”) consists of a standard inverted microscope 

(Axio Observer A1, Carl Zeiss) and an EMCCD camera (iXon Ultra, Andor) operated in 

CCD readout mode. The camera exposure time is set to 0.1 s. The plan-apochromatic 

objective lens (Cat. No. 420782-9900-000, Carl Zeiss) has a 63× magnification and a 

numerical aperture of 1.4 and is used with an immersion medium with an index of 

refraction of 1.51. A piezo objective positioner (P-721, Physik Instrumente) is used to 

translate the objective lens in the z direction. This device has a positioning repeatability 

(i.e., the precision for attaining a target position under identical conditions) of ±5 nm. A 

microscope objective thread adapter (Cat. No. 000000-1095-168, Carl Zeiss) is installed 

between the objective lens and the piezo objective positioner. This adapter allows 

microscope objectives with RMS (Royal Microscopical Society) objective mounts to be 

used on piezo objective positioners with M27 (metric 27-millimeter) threads. To provide 
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an example of a microscope with geometric aberrations, the adapter that is installed is 

replaced with one whose thread is damaged. The damaged thread causes the objective lens 

to deviate from its alignment with the optical axis, resulting in aberrations in the image 

formed. 

The second microscope configuration (“microscope 2”) consists of a standard inverted 

microscope (Axio Observer Z1, Carl Zeiss) and a CCD camera (ORCA-ER, Hamamatsu 

Corporation). The camera exposure time is set to 0.2 s. The plan-apochromatic objective 

lens (Cat. No. 420782-9900-000, Carl Zeiss) has the same magnification and numerical 

aperture as the objective lens for the first setup and is used with the same immersion 

medium. A motorized focus drive included in the microscope stand is used to translate the 

objective lens along the optical axis. For chromatic aberration analysis, microscope 2 is 

equipped with filter sets for FITC (Filter set 38, Carl Zeiss), Cy3 (Filter set 43, Carl Zeiss), 

and Cy5 (Filter set 50, Carl Zeiss). 

The third microscope configuration (“microscope 3”) is assembled by adding an 

emission image splitter (Cat. No. 1058640000, Carl Zeiss) to microscope 1. Two identical 

EMCCD cameras (iXon Ultra, Andor), both operated in CCD readout mode, are connected 

to the output ports of the image splitter unit. The exposure time is set to 0.1 s for each 

camera. For the evaluation of dichroic filters, either a standard flatness dichroic filter 

(FF625-SDi01, Semrock Inc) or an improved flatness dichroic filter (FF560-FDi01, 

Semrock Inc) is mounted in a filter cube and placed in the image splitter unit. 

Briefly, after adding the image splitter to the microscope and attaching the two cameras, 

the following procedure is performed to align the in-focus positions of the two cameras. 
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A filter cube with a 50:50 beam splitter is inserted into the image splitter, and a NanoGrid 

slide is positioned so that its image is placed in the center of the field of view of the camera 

in the transmitted light path. If necessary, the xy position of the camera in the reflected 

light path is then adjusted (using position adjustment knobs that are part of the image 

splitter) so that the image of the slide is also centered in its field of view. To check whether 

the two cameras share a focal plane, z-stacks of the NanoGrid sample are simultaneously 

acquired using the cameras, and the procedure of Section 2.2.4 is used to analyze each z-

stack to determine the in-focus position of its respective camera. If the in-focus positions 

of the two cameras do not match well, then the z position of the camera in the reflected 

light path is adjusted as needed, again using the adjustment knobs. The z-stack acquisition 

and analysis are repeated until the two cameras are found to share a focal plane. 

The image splitter used in microscope 3 is a discontinued product. A similar product 

that could be used is the Double Adapter Duolink (Cat. No. 426143-9000-000, Carl Zeiss) 

[69]. 

In all three microscope setups, the NanoGrid calibration slide is trans-illuminated with 

a light-emitting diode (LED) (M810L3-C4, Thorlabs Inc). Also, the mechanical stage 

(Mechanical stage 130x85 R/L with short coaxial drive, Carl Zeiss) is equipped with a 

mounting frame (Universal Mounting Frame K, Carl Zeiss) that can hold a petri dish (max. 

diameter 68 mm) or a sample slide (max. length 120 mm). The mounting frame can be 

detached from the stage and rotated 180 degrees. 
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2.2.3. Acquisition of calibration data 

In this paper, three types of calibration data sets are utilized. The first type (“calibration 

data set 1”) consists of a z-stack of the NanoGrid slide, the second type (“calibration data 

set 2”) comprises multicolor z-stacks of the slide, and the third type (“calibration data set 

3”) consists of 200 in-focus images of the slide. 

Calibration data set 1 is acquired as follows. The aperture array on the calibration slide 

is placed at the center of the imaging field. A z-stack is then acquired by moving the 

objective lens along the optical axis to obtain a series of images centered about the visually 

determined in-focus position. More specifically, the z-stack is obtained by moving the 

objective lens with a piezo nanopositioner or a motorized focus drive in 50-nm steps and 

acquiring an image at each position of the objective lens. Calibration data set 2 is acquired 

using the same procedure, except an image of each of the color channels is taken per z-

step using a motorized filter cube turret. 

Calibration data set 3 is acquired as follows. A z-stack is first acquired using the 

procedure for the acquisition of calibration data set 1. The in-focus frame number of the 

z-stack is determined as described in Section 2.2.4, and the in-focus position of the 

objective lens is obtained as the product of this frame number and the step size used to 

acquire the z-stack. The objective lens is then moved to the in-focus position, and 200 

images are acquired sequentially. 

 

2.2.4. Determination of the in-focus position of a z-stack 

The Brenner gradient method [70,71] is used to determine which image amongst a z-stack 

of images (i.e., from calibration data set 1 or 2) is closest to being in-focus. The method is 
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a computationally efficient edge detector that measures the intensity difference between a 

pixel and a neighboring pixel. When plotted as a function of the frame number in a z-

stack, the Brenner gradient exhibits a sharp peak at the in-focus position and drops rapidly 

away from the in-focus position. For each image in a z-stack, the Brenner gradient is 

computed as 

𝐹𝐵𝑟𝑒𝑛𝑛𝑒𝑟 = ∑ ∑[𝐼(𝑖, 𝑗) − 𝐼(𝑖 + 𝑚, 𝑗)]2

𝑁

𝑗=1

,

𝑀−𝑚

𝑖=1

 

where 𝐼(𝑖, 𝑗) is the intensity of pixel (𝑖, 𝑗), 𝑀 and 𝑁 are the height and width of the image 

in pixels, and 𝑚 =  2. Each Brenner gradient value 𝐹𝐵𝑟𝑒𝑛𝑛𝑒𝑟  is normalized using the 

formula 

𝐹𝑛𝑜𝑟𝑚 = (𝐹𝐵𝑟𝑒𝑛𝑛𝑒𝑟 − 𝐹𝑚𝑖𝑛) ×
1

𝐹𝑚𝑎𝑥 − 𝐹𝑚𝑖𝑛 
, 

where 𝐹𝑚𝑖𝑛 and 𝐹𝑚𝑎𝑥 are the smallest and largest of the gradients calculated for all images 

in the stack. The Brenner gradient for each frame in the z-stack is therefore converted to 

a value between 0 and 1. To find the in-focus frame number, the normalized gradient 

values 𝐹𝑛𝑜𝑟𝑚 are plotted as a function of the frame number in the z-stack. The plot is 

smoothed by interpolating the data points around the maximum of the plot with a fourth-

order polynomial. The frame number closest to the maximum of the interpolating 

polynomial is taken to be the in-focus frame number of the z-stack. 
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2.2.5. 2D image registration 

The image registration employed by our calibration method is concerned with affine 

transformations such as translation, scaling, and rotation. We assume that there exists, 

between two different images, an affine transformation 

𝔗: ℝ2 → ℝ2, 𝑥 ⟼ 𝐴𝑥 + 𝑑, 

where 𝐴 ∈ ℝ2×2 is a square invertible matrix and 𝑑 ∈ ℝ2×1 is a translation vector. We 

assume that 𝐴 can be written as 

𝐴 = 𝑐𝑅, 

where 𝑅 ∈ ℝ2×2  is a rotation matrix and 𝑐 > 0 is a scale factor. Here 𝑅  is rigid (i.e., 

𝑅𝑇𝑅 = 𝐼 ) and there is no reflection (i.e., 𝑑𝑒𝑡(𝑅) = 1). The translation vector 𝑑  and 

rotation matrix 𝑅 are explicitly given by 

𝑑 = [
𝑑𝑥 
𝑑𝑦

] , 𝑅 = [
𝑐𝑜𝑠 𝜙 − 𝑠𝑖𝑛 𝜙
𝑠𝑖𝑛 𝜙 𝑐𝑜𝑠 𝜙

], 

where 𝑑𝑥  and 𝑑𝑦  are the translations in the x and y directions and −𝜋 < 𝜙 ≤ 𝜋 is the 

angle of the rotation. To determine the transformation from a source image to a target 

image, our task is to estimate the parameter vector 𝜃 = (𝜙, 𝑑𝑥, 𝑑𝑦, 𝑐). Generalized least 

squares is the correct and optimal statistical procedure for estimating  𝜃  [72], as it is 

unbiased and has minimum variance. For rigid transformations this gives the estimate 𝜃 

of 𝜃 to be 

𝜃 = (𝜙̂, 𝑑̂𝑥, 𝑑̂𝑦, 𝑐̂ ) = arg min
𝜃

𝑡𝑟(𝑊𝑊𝑇), 

where 𝑊 = (1 + 𝑐)−1/2(𝑡 − 𝑑1𝑛
𝑇 − 𝑐𝑅(𝜙) 𝑠), 𝑛 is the number of source points as well as 

the number of target points used to determine the transformation, 1𝑛 is an 𝑛 × 1 vector of 
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ones, 𝑠 = [
𝑥1,𝑠𝑟𝑐 ⋯ 𝑥𝑛,𝑠𝑟𝑐

𝑦1,𝑠𝑟𝑐 ⋯ 𝑦𝑛,𝑠𝑟𝑐
] ∈ ℝ2×𝑛  is a matrix of the estimated 2D positions 

(𝑥1,𝑠𝑟𝑐 , 𝑦1,𝑠𝑟𝑐), (𝑥2,𝑠𝑟𝑐 , 𝑦2,𝑠𝑟𝑐), … , (𝑥𝑛,𝑠𝑟𝑐 , 𝑦𝑛,𝑠𝑟𝑐) of the 𝑛  points from the source image, 

and 𝑡 = [
𝑥1,𝑡𝑟𝑔𝑡 ⋯ 𝑥𝑛,𝑡𝑟𝑔𝑡

𝑦1,𝑡𝑟𝑔𝑡 ⋯ 𝑦𝑛,𝑡𝑟𝑔𝑡
] ∈ ℝ2×𝑛  is a matrix of the estimated 2D positions 

(𝑥1,𝑡𝑟𝑔𝑡, 𝑦1,𝑡𝑟𝑔𝑡), (𝑥2,𝑡𝑟𝑔𝑡, 𝑦2,𝑡𝑟𝑔𝑡), … , (𝑥𝑛,𝑡𝑟𝑔𝑡, 𝑦𝑛,𝑡𝑟𝑔𝑡)  of the 𝑛  points from the target 

image. In the context of our calibration method, the source and target points are the 

NanoGrid apertures used for analysis. 

 

2.2.6.  Estimation of hole positions 

To estimate the axial position of each hole in calibration data set 1 or 2, the in-focus image 

of the z-stack is first determined as described in Section 2.2.4. From the in-focus image, 

the imaged holes are detected by a wavelet-based segmentation algorithm [73]. For each 

detected hole, the region of interest (ROI) is defined as a sub-region centered on the 

brightest segmented pixel. The ROIs defined in the in-focus image are applied to the other 

images in the z-stack. To avoid overlap between adjacent ROIs, the ROI size is designed 

according to the camera pixel size and the distance between two adjacent holes. At the 

same time, one must also make sure that the ROI size is sufficiently large, such that the 

images of the NanoGrid holes are well within their confines in every frame of the z-stack. 

To calculate the axial position of each hole, the same analysis as described in Section 2.2.4 

is applied to the ROI corresponding to each hole. However, the z position of the maximum 

of the interpolating polynomial is taken to be the axial position of the hole in this analysis. 

Assuming the number of the first frame of the z-stack is set to 1, the z position of a hole 
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is estimated as 𝑧𝑝𝑜𝑠 = (𝑓𝑚𝑎𝑥  − 1) × 𝑧𝑠𝑡𝑒𝑝, where 𝑓𝑚𝑎𝑥 denotes the frame number of the 

maximum of the interpolating polynomial and 𝑧𝑠𝑡𝑒𝑝  is the step size of the piezo 

nanopositioner or motorized focus drive. 

The lateral positions of the holes in calibration data set 1 or 2 are estimated by the least-

squares fitting of a 2D Gaussian model [74] to the ROIs in the in-focus image of a z-stack. 

For calibration data set 3, the lateral positions are determined using all 200 in-focus images 

of the NanoGrid slide. Here, however, sample drift represents a more prominent effect due 

to the time required for the sequential acquisition of the 200 repeat images. Therefore, it 

needs to be corrected for in order to accurately determine the lateral hole positions. To 

correct for sample drift, the lateral positions of the holes are first estimated from each 

frame of the data set using the same fitting approach as for calibration data sets 1 and 2. 

Spatial transformations are then determined between the estimated hole positions for the 

first image and the corresponding estimated hole positions for the other images using the 

registration method of Section 2.2.5. The hole positions for each frame are then spatially 

transformed into the coordinate system of the first frame using the calculated 

transformation matrices. For each hole, the mean and standard deviation of its 200 

spatially transformed coordinates are taken to be its lateral position and localization 

precision, respectively. 
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2.2.7. Measurement and adjustment of microscope stage and calibration sample 

horizontality 

The tilt angle of the microscope stage is measured and adjusted as follows. The calibration 

sample is placed on the microscope stage for 30 minutes before imaging. This is to allow 

for temperature equilibration between the sample and the microscope to reduce sample 

drift. Applying the location estimation method of Section 2.2.6 to calibration data set 1 or 

a z-stack of calibration data set 2, the 3D position of each hole is estimated with high 

precision. A linear surface model is fitted to the estimated 3D positions using the least-

squares criterion. The angle between the fitted plane 𝑧 = 𝑎𝑥 + 𝑏𝑦 + 𝑐 and the horizontal 

plane 𝑧 =  0 is then calculated using their normal vectors. Furthermore, the difference 

between the highest and lowest estimated z positions is taken to be the maximum z position 

difference of the plane in the field of view. Using both the calculated angle and maximum 

z position difference, the horizontality of the stage is easily adjusted by inserting layers of 

paper or tape between the mounting frame and the stage at appropriate corners. 

The above description, however, requires that the sample itself is flat. Otherwise, this 

method needs to be adjusted so that the stage is only horizontal if after a 180-degree 

rotation of the mounting frame with the sample, the measured angle has the same 

magnitude, but reversed sign. 

Using the same approach, the horizontality of the calibration sample is measured and 

adjusted similarly by attaching layers of paper or tape on the bottom of the slide. 
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2.2.8. Comparison of data sets 

The following analysis is carried out to measure the difference, in terms of the estimates 

of hole positions, between two calibration data sets acquired of the same NanoGrid sample 

under different conditions, including the use of different microscopes, different sample 

orientations, different illumination angles, and different detectors. In this analysis, 

calibration data set 3 is acquired using each setup and analyzed for comparison. The lateral 

position of each hole is estimated from each data set as described in Section 2.2.6 and the 

estimated positions are pair-matched to generate a spatial transformation matrix between 

the two data sets. For 𝑘 = 1, … , 𝐾, where 𝐾 is the number of pairs of pair-matched holes, 

denote the kth pair-matched coordinates from the first data set (source data set) as 𝑠𝑘 ∈

ℝ2and the 𝑘th pair-matched coordinates from the second data set (target data set) as 𝑡𝑘 ∈

ℝ2. Using these pairs of hole positions, the parameters of the affine transformation matrix 

(i.e., the square invertible matrix 𝐴̂ and the translation vector 𝑑̂) are estimated as described 

in Section 2.2.5. The difference between the kth pair of hole positions is then defined as 

 𝑒𝑘 = 𝑡𝑘 − [𝐴̂(𝑠𝑘) + 𝑑̂], 𝑘 = 1,  2,  … ,  𝐾. 

For visualization of the difference pattern, the differences between all 𝐾 pairs of hole 

positions are represented with arrows as illustrated in the top panel of Figure 2.1. The 

arrows in the difference map indicate the difference between each pair of hole positions, 

in terms of both direction and magnitude. The size of each arrow is chosen to be 200 times 

larger than the measured magnitude of the difference to allow for a straightforward visual 

inspection of the difference pattern. In addition, for a representation of the actual 
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differences, the x and y components of the difference between each pair of hole positions 

are plotted as in the bottom panel of Figure 2.1. 

Finally, the root mean squared difference, which we call the “quality score” in this 

paper, is defined as 

𝑄 = (𝐾−1 ∑‖𝑒𝑘‖2

𝐾

𝑘=1

)

1
2

 , 

where ‖·‖ denotes the Euclidean norm on ℝ2. In some cases, a hole position estimate 

returned by the fitting of the 2D Gaussian model may be inaccurate. To make sure that 

these outlying estimates do not bias the score, we use a robust version of the quality score, 

obtained by excluding the two largest absolute positional differences from the calculation 

of 𝑄. The quality score represents the overall difference between the two data sets in terms 

of the deviations between the positional estimates obtained for the NanoGrid holes. If there 

are significant deviations between corresponding hole positions from the two data sets, 

the quality score will be high. Conversely, if there are only small deviations between the 

corresponding hole positions, the quality score will be low. 
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Figure 2.1 Illustration of difference analysis between pairs of hole positions. (a) 

Visualization of the difference map between two data sets. (b) Line plots of the differences 

along the x and y axes. 

 

2.2.9. Simulation of calibration data sets 

The following simulation is carried out to generate simulated calibration data sets. We 

first generate 100 points that form a 10 by 10 grid with a uniform spacing of 4 μm between 

adjacent points (Figure 2.2). Let 𝑠𝑘 ∊ ℝ2, 𝑘 = 1, … ,100, denote the position of the 𝑘th 

grid point. The randomly distorted true position 𝑡𝑘 ∊ ℝ2  of the 𝑘th grid point is then 

modeled as 

𝑡𝑘 = 𝑠𝑘 + 𝑒𝑘, 𝑘 = 1, … ,100, 

where 𝑒𝑘 = (𝑒𝑘,𝑥, 𝑒𝑘,𝑦) with 𝑒𝑘,𝑥 and 𝑒𝑘,𝑦 the realizations of independent normal random 

variables with mean 0 and variance 𝛼2. The constant 𝛼 indicates the overall geometric 

aberration level. 
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Subsequently, 200 repeat measurements of each distorted grid point position are 

generated from a normal distribution. Specifically, for 𝑘 = 1, … ,100 and 𝑗 = 1, … ,200, 

the 𝑗th repeat measurement 𝑡̂𝑘,𝑗 of the distorted position 𝑡𝑘 is given by 

𝑡̂𝑘,𝑗 =  𝑡𝑘 + 𝜖𝑘,𝑗 , 

where 𝜖𝑘,𝑗 = (𝜖𝑘,𝑗,𝑥 , 𝜖𝑘,𝑗,𝑦)  represents the measurement error, with 𝜖𝑘,𝑗,𝑥  and 𝜖𝑘,𝑗,𝑦  the 

realizations of independent normal random variables with mean 0 and variance 𝜎2. The 

constant 𝜎  represents the localization uncertainty. The generation of a simulated 

calibration data set is carried out with a specific choice of the aberration level 𝛼 and the 

localization uncertainty 𝜎. 

 

Figure 2.2 Schematic of the simulated 10 by 10 grid points. 
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2.2.10. Accounting for experimental errors through repeat data acquisitions 

Experimental errors intrinsic to the performance of repeat data acquisitions, such as errors 

associated with the focusing of a sample before each acquisition, places a practical limit 

on the best (i.e., the lowest) quality score that is attainable for a given microscopy setup. 

To determine this best quality score for a microscope, the following procedure is carried 

out. The horizontality of the microscope stage and the calibration sample is first 

determined and adjusted as described in Section 2.2.7. After acquiring 200 in-focus 

images of the NanoGrid slide (calibration data set 3), the precise lateral positions of the 

holes are estimated as described in Section 2.2.6. The sample is shifted along the x- or y-

axis, and moved back to its original position. After refocusing, the lateral positions are 

again estimated after acquiring 200 more in-focus images of the NanoGrid slide. The 

quality score 𝑄 is then determined for the two data sets as described in Section 2.2.8. 

Importantly, the quality score 𝑄  determined for data from such repeat experiments is 

considered the lowest score 𝑄𝑚𝑖𝑛  that can be experimentally achieved for the given 

microscope configuration. It is used as a criterion in the determination of reference hole 

positions (Section 2.2.12). 

Note that in the calculation of 𝑄𝑚𝑖𝑛, the determination of the affine transformation that 

registers the two sets of lateral hole positions includes the estimation of an angle of 

rotation, even though the sample is imaged with no change in its orientation after it is 

returned to its original position. The estimation of the rotation angle is justified, however, 

by the fact that the repositioning of the sample could potentially introduce a small rotation. 

Similarly, the estimation of the scale factor is justified by the fact that the refocusing of 



 

31 

 

the sample after repositioning could potentially result in a slightly different magnification. 

To ensure the validity of the value obtained for 𝑄𝑚𝑖𝑛, one could always verify that the 

estimates for the rotation angle and the scale factor are reasonable for the given imaging 

setup. 

 

2.2.11. Independence of estimated NanoGrid hole positions from the illumination 

angle 

Two sets of 200 in-focus images of the NanoGrid slide (calibration data set 3) are acquired 

with two different angles of the illuminating light source, namely 0 and 45 degrees. The 

independence of the estimated hole positions from the illumination angle is then assessed 

by comparing the two data sets according to the procedure of Section 2.2.8. If the quality 

score 𝑄 is low enough, the estimated hole positions are considered independent from the 

illumination angle.  

 

2.2.12. Determination of NanoGrid reference hole positions 

Reference positions are accurately determined positions of the holes of a NanoGrid 

calibration sample that are used as a benchmark for comparison with other sets of 

positional estimates obtained for the same sample. To determine the reference positions, 

the horizontality of the microscope stage and the calibration sample is first determined and 

adjusted as described in Section 2.2.7. The precise lateral positions of the NanoGrid holes 

are then estimated as described in Section 2.2.6 after acquiring 200 in-focus images 

(calibration data set 3). The sample is rotated 180 degrees. Subsequently, the lateral 
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positions are again estimated after acquiring 200 more in-focus images of the NanoGrid 

slide. The quality score 𝑄 is then determined for these two data sets using the procedure 

of Section 2.2.8. Whether this microscope is suitable for determining reference hole 

positions is evaluated using the quality score. If 𝑄 is low enough (i.e., close to 𝑄𝑚𝑖𝑛 or 

some value deemed acceptable for the intended use), the system is considered accurate 

enough for the determination of reference hole positions, and the hole positions estimated 

either before or after the 180-degree rotation can be used as reference positions for 

subsequent calibration analyses.  

In addition to the rotation test, it is highly recommended that quality scores are 

determined for different positions of the NanoGrid slide in the field of view (occupied by 

the center 10 by 10 holes) to verify the absence of any significant field-dependent 

aberrations. Specifically, the slide should be positioned at locations that well sample the 

field of view. In each case, the quality score 𝑄 should be calculated with respect to the 

position at which the rotation test is performed, using the subset of holes that are within 

the bounds of the field of view for the translated slide position. The value of 𝑄 should 

satisfy a reasonable criterion in all cases in order to consider the system suitable for the 

determination of reference hole positions. A possible criterion for assessing a given score 

𝑄 is its closeness to 𝑄𝑚𝑖𝑛 that is calculated with the same subset of holes. 

Reference hole positions could alternatively be determined using higher-resolution 

imaging techniques such as atomic force microscopy and electron microscopy. The 

approach presented here, however, relies solely on an optical microscope and therefore 

has the advantage that no additional instrumentation is required. 
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2.2.13. Evaluation of optical components 

2.2.13.1. Axial chromatic aberration analysis for an objective lens 

To analyze axial chromatic aberration for an objective lens, calibration data set 2 is 

acquired with three different color channels whose wavelengths approximately cover the 

range 400 nm to 700 nm. For example, the three channels commonly employed in 

fluorescence imaging experiments, namely the FITC, Cy3, and Cy5 channels used in 

microscope 2 (Section 2.2.2), are suitable choices. The horizontality of the calibration 

sample and the microscope stage is first determined and adjusted as described in Section 

2.2.7. Using a motorized filter cube turret, an image of each of the three color channels is 

taken per z-step. A z-stack for each color channel, i.e., a total of three z-stacks, is thus 

acquired. To minimize mechanical drift after each z-step taken by the objective lens or 

each filter cube turret rotation, the acquisition software waits three seconds before 

acquiring the image. Given the three z-stacks, the axial positions of the NanoGrid holes 

are estimated as described in Section 2.2.6 for each channel. The axial hole positions for 

each channel are averaged, and the distance between the average axial hole positions for 

a pair of channels is taken to be the axial chromatic aberration between the two channels.  

 

2.2.13.2. Assessment of beam splitter/dichroic filter set performance 

The performance of a dichroic filter/dichroic filter set or a beam splitter is assessed by 

comparing images acquired of its transmitted and reflected light paths. The simultaneous 

acquisition of the two data sets is carried out using two detectors, as illustrated in Figure 

2.3. Specifically, the performance of a dichroic filter/dichroic filter set or beam splitter is 

analyzed as follows. The horizontality of the calibration sample and the microscope stage 
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is first determined and adjusted as described in Section 2.2.7. After mounting the filter set 

or beam splitter in the emission image splitter, the precise lateral positions of the NanoGrid 

holes are independently estimated, as described in Section 2.2.6, from 200 in-focus images 

of the calibration slide (calibration data set 3) acquired by camera 1 (in the path of the 

transmitted light) and camera 2 (in the path of the reflected light). The quality score 𝑄 is 

then computed for the two data sets using the procedure of Section 2.2.8. The performance 

of the dichroic filter/dichroic filter set or beam splitter is then assessed based on the quality 

score. A low enough value for 𝑄 indicates little difference between the images produced 

by the transmitted and reflected light paths, and the dichroic filter/dichroic filter set or 

beam splitter is considered to be of high quality. Note that it is important for this analysis 

that in-focus images are simultaneously acquired by the two cameras. Even though the 

cameras have been aligned so that they share a focal plane (Section 2.2.2), it is advisable 

to verify that the in-focus positions for the two cameras, determined by applying the 

Brenner gradient method separately to z-stacks acquired by the cameras, are in fact the 

same. This verification should be done before moving the objective lens to the common 

in-focus position and carrying out the simultaneous acquisition of the 200 images by the 

two cameras. 
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Figure 2.3 Illustration of a microscope setup for dual-color single-molecule imaging. 

 

2.2.14. Software 

In the acquisition of data sets for the demonstration of our calibration method, components 

such as the camera, the piezo nanopositioner, and the filter cube turret were controlled and 

synchronized using custom software written in the C programming language. The acquired 

data were processed and analyzed using custom programs written in MATLAB (The 

Mathworks, Inc) as well as the image analysis software Lumio (Astero Technologies 

LLC).  

 

2.3. Results 

In this section, we demonstrate our calibration method by applying its constituent tools 

and protocols to specific microscope setups and optical components. Details pertaining to 
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the calibration sample, the instrumentation, the data sets, and the tools and protocols are 

all as provided in Section 2.2. 

 

2.3.1. Acquisition of z-stack images of a calibration sample 

The process of acquiring a z-stack of a NanoGrid sample (Section 2.2.1) is essential for 

obtaining the three types of calibration data described in Section 2.2.3. Microscope 1 

(Section 2.2.2) was used to acquire, in steps of 50 nm, a z-stack of a NanoGrid slide 

consisting of 50 images (calibration data set 1, Section 2.2.3). In this data set, the center 

10 by 10 NanoGrid holes to be used for analysis occupy a field of view of 44.7 μm × 44.7 

μm. Since human microvascular endothelial (HMEC-1) cells cultured on coverslips are 

typically not larger than 45 μm, this cropped field of view is large enough to capture an 

entire HMEC-1 cell, as shown in Figure 2.4.  

 

Figure 2.4 Full camera field of view capturing an entire NanoGrid slide. The image shown 

is the in-focus image from a 50-image z-stack acquired using microscope 1. The red box 

delineates the cropped field of view that is used for analysis. 
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2.3.2. Determination of the in-focus image of the sample 

Determining an in-focus position is important for precisely estimating the lateral positions 

of the NanoGrid holes. This is because the closer the image is to focus, the higher the 

localization precision [75]. The determination of the in-focus image of the z-stack from 

Section 2.3.1 was carried out using the method based on the Brenner gradient (Section 

2.2.4). Figure 2.5a shows the plot of the normalized Brenner gradient versus the z-stack 

frame number, smoothed by a fourth-order polynomial fitted around the maximum of the 

plot. Since the frame number closest to the maximum of the interpolating polynomial is 

32, the 32nd image of the z-stack, shown in Figure 2.5b, is taken to be the in-focus image 

of the sample. 

 

Figure 2.5 Determination of the in-focus image of the sample. (a) A polynomial fit of the 

normalized Brenner gradient as a function of the z-stack frame number. (b) In-focus image 

of the sample. 
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2.3.3. Estimation of lateral hole positions 

Our calibration method entails analyses that rely on the precise estimation of the positions 

of NanoGrid holes. In order to estimate the lateral position of the holes with high precision, 

we need to acquire a significant number of photons. Therefore, using microscope 1, 200 

images of the NanoGrid slide (calibration data set 3) were acquired at the in-focus position 

determined in Section 2.3.2 with high image brightness. Using the procedure specified in 

Section 2.2.6, we then estimated the lateral positions of the NanoGrid holes. Due to the 

time it takes to sequentially acquire 200 images, correction for sample drift represents an 

important part of the position estimation procedure. Figure 2.6 shows, for a randomly 

selected hole, the x and y positions estimated from the 200 frames by the fitting of a 2D 

Gaussian model, before and after drift correction. The standard deviations of the x and y 

positions before and after drift correction are [1.34 nm, 1.95 nm] and [0.78 nm, 0.64 nm], 

respectively. This demonstrates that the lateral hole position can be estimated more 

precisely, by about 41.8% and 67.2% for x and y in this particular case, after drift 

correction. 

 

Figure 2.6 Plots showing the estimated x and y positions of an arbitrarily chosen hole over 

200 frames, before and after drift correction. 
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Figure 2.7 shows histograms of the standard deviations of the x and y estimates for all 

100 holes. We can see that, for this data set, the localization precision for each hole is less 

than 1.05 nm and 0.9 nm in the x and y directions, respectively. In addition, the differences 

between the minimum and maximum standard deviations of the x and y estimates are 0.25 

nm and 0.24 nm, respectively, showing that the localization precision is relatively uniform 

throughout the cropped field of view. 

 

Figure 2.7 Histograms of the standard deviations of the x and y positional estimates for all 

100 holes analyzed. 

 

2.3.4. Estimation of axial hole positions 

As described in Section 2.2.7 and Section 2.2.13.1, from a calibration data set consisting 

of one or more z-stacks (i.e., calibration data set 1 or 2), the axial positions of the NanoGrid 

holes are estimated and used to determine the tilt angle of the stage and sample and the 

chromatic aberration of an objective lens. To demonstrate the task of estimating axial hole 

positions, we followed the procedure of Section 2.2.6 and began by extracting as many 

ROI z-stacks as there are holes from the z-stack data set of Section 2.3.1. This extraction 

of ROI z-stacks is illustrated in Figure 2.8a. For each hole, the axial position was 
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estimated, as explained in Section 2.2.6, by applying the Brenner gradient-based method 

for in-focus frame determination to the hole’s ROI z-stack. As shown in Figure 2.8b for 

an arbitrarily chosen hole, since the maximum of the interpolating polynomial from the 

Brenner gradient-based method occurs at 30.04 frames, the hole’s z position is estimated 

to be 1452 nm, the product of (30.04 – 1) and the piezo nanopositioner step size of 50 nm. 

 

Figure 2.8 Estimation of axial hole positions. (a) An example of an ROI z-stack for a hole. 

(b) Estimation of the axial position of a hole. 

 

The 3D position of each hole was then given by its estimated z position and its lateral 

position. As specified in Section 2.2.6, the lateral position was estimated by fitting a 

Gaussian model to the hole’s ROI from the in-focus frame of the z-stack. A wireframe 3D 

mesh plot showing the 3D positions of all 100 holes is presented in Figure 2.9. 
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Figure 2.9 A wireframe 3D mesh plot determined by the 3D positions of 100 NanoGrid 

holes. The blue dots represent the estimated positions of the NanoGrid holes. The 

wireframe mesh facilitates the visualization of the differences between the z positions of 

the holes. It is obtained by linearly interpolating the hole positions using a finer grid. 

 

2.3.5. Horizontality adjustment of microscope stage and calibration sample 

Wide-field microscopy typically requires the microscope stage to be perpendicular to the 

optical axis. Therefore, it is necessary to determine the horizontality of the microscope 

stage and make any needed adjustments. The horizontality of the stage on microscope 1 

was measured as described in Section 2.2.7. Figure 2.10a shows, from different 

viewpoints, the 3D positions of the NanoGrid holes (blue dots) and the fitted plane. The 

angle between the fitted plane and the horizontal plane and the maximum z difference of 

the plane in the field of view were determined to be -0.1142˚ and 108.3 nm, respectively. 

As we could not assume the NanoGrid slide to be flat, we performed the same analysis 

after a 180-degree rotation of the mounting frame with the sample. The results are shown 

in Figure 2.10b, and in this case, the angle and the maximum z difference were found to 

be 0.0702˚ and 66.1 nm, respectively. 
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Figure 2.10 Estimated 3D positions of 100 holes (blue dots) and the fitted plane before 

horizontal adjustments when (a) the NanoGrid slide is in its original position and (b) the 

NanoGrid slide is in its 180-degree-rotated position. 

 

The above results show that while the sign of the tilt angle was reversed after the 180-

degree rotation of the mounting frame, the magnitude of the angle had decreased. This 

indicated that the stage or the sample or both were not horizontal. Therefore, we adjusted 

the horizontality of the stage and sample as described in Section 2.2.7 and repeated the 

same analysis. Figure 2.11a shows the results for the data acquired in the original 

orientation of the sample after adjustment. The angle between the horizontal plane and the 

plane fitted to the 3D positions of the NanoGrid holes was found to be 0.0257˚ and the 
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maximum z difference of the plane in the field of view was determined to be 24.3 nm. 

Figure 2.11b shows that for the data acquired in the 180-degree-rotated orientation of the 

NanoGrid slide, the angle and the maximum z difference were found to be 0.0088˚ and 

8.3 nm, respectively. These results show that, after adjustment, the slopes before and after 

rotating the sample are similar and close to zero. In other words, both the microscope stage 

and the calibration sample can now be considered to be horizontal. 

 

 

Figure 2.11 Estimated 3D positions of 100 holes (blue dots) and the fitted plane after 

horizontal adjustments when (a) the NanoGrid slide is in its original position and (b) the 

NanoGrid slide is in its 180-degree-rotated position. 
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2.3.6. Simulation study investigating the dependence of the quality score Q on the 

extent of geometric aberration and localization uncertainty 

In this section, we investigate the dependence of the quality score 𝑄 (see Section 2.2.9) 

on the uncertainty in repeat measurements of a NanoGrid hole position (i.e., the 

localization precision) and the overall level of geometric aberration in the microscope 

system. 

We carried out two simulation studies.  For the first simulation study (simulation study 

1), two calibration data sets were generated as described in Section 2.2.9 for each scenario 

considered. The scenarios differ in terms of the position measurement uncertainty 𝜎 and 

the level of geometric aberration 𝛼, the values of which are given in Table 2.1. For each 

scenario, the first data set was simulated with no geometric aberrations (i.e., 𝛼 = 0 for the 

first data set). Geometric aberrations were simulated only in the second data set. Both data 

sets were generated with the same position measurement uncertainty. 

 

Simulation parameter Range Increment 

Uncertainty of position measurements 𝜎 (nm) 0 – 20 2 

Level of geometric aberration 𝛼 (nm) 0 – 9 1 

Table 2.1 Parameter values used for simulation study 1. 

 

Figure 2.12 summarizes the quality score 𝑄 for all scenarios considered. The x-axis of 

the plot represents the overall geometric aberration level 𝛼 and the y-axis represents the 

calculated quality score 𝑄. Different colors are used to denote different values of the 
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localization uncertainty 𝜎. We see from the plot that the quality score 𝑄 increases with the 

overall geometric aberration level 𝛼. This is as expected, since larger values of 𝛼 result in 

larger deviations between the hole positional estimates obtained for the two data sets. The 

plot also indicates that for a given aberration level 𝛼, 𝑄 increases with the localization 

uncertainty 𝜎 . In particular, when 𝛼  is small, comparatively large values of the 

localization uncertainty can increase the value of 𝑄 significantly. Also shown in the plot 

is the line 𝑦 = √2𝑥. This line is intended as a reference for comparison, since for the data 

model assumed here, the quality score 𝑄 is effectively an estimate of √2𝛼 when there is 

no localization uncertainty (i.e., when 𝜎 = 0) and when one of the data sets is without 

geometric aberration. Specifically, under these conditions, 𝑄 is an estimate of the quantity 

√𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) = √𝛼2 + 𝛼2 = √2𝛼, where 𝑋 and 𝑌 are Gaussian random variables 

with variance 𝛼2. Indeed, for the data sets analyzed here, we can see that, especially for 

smaller values of 𝛼, 𝑄 is relatively close to √2𝛼 when 𝜎 is small. 

 

Figure 2.12 Results of simulation study 1, illustrating the dependence of the quality score 

𝑄 on the level of geometric aberration  𝛼 and localization uncertainty 𝜎. 
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The second simulation study (simulation study 2) was carried out the same way as the 

first study, but with a different range of localization uncertainties. For the second study, 

the localization uncertainty 𝜎 was varied over a more realistic, small-valued range based 

on what we have observed with our experimental data (see Table 2.2). For the data sets 

analyzed in this simulation study, we can see that 𝑄 is very close to the √2𝛼 benchmark 

for all values of 𝛼 considered. 

 

Simulation parameter Range Increment 

Uncertainty of position measurements 𝜎 (nm) 0 – 1.4 0.2 

Level of geometric aberration 𝛼 (nm) 0 – 9 1 

Table 2.2 Parameter values used for simulation study 2. 

 

Similar to Figure 2.12, Figure 2.13 demonstrates, for simulation study 2, that as the 

overall geometric aberration level 𝛼  increases, the quality score 𝑄  also increases. 

However, Figure 2.13 shows that when the localization uncertainty 𝜎  is small, it has 

negligible effect on the value of 𝑄. 

The results of our simulation studies indicate that in order to obtain quality scores that 

accurately reflect the difference in the level of geometric aberration between two data sets, 

it is important that the NanoGrid hole positions are estimated with high precision (i.e., low 

localization uncertainty) in both data sets. 
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Figure 2.13 Results of simulation study 2, which considers significantly smaller but more 

realistic localization uncertainties 𝜎 than simulation study 1. 

 

2.3.7. Accounting for experimental errors with baseline quality score 

To demonstrate the calculation of the baseline quality score 𝑄𝑚𝑖𝑛 , we carried out the 

analysis procedure described in Section 2.2.10. First, we acquired 200 in-focus images of 

the NanoGrid slide (i.e., calibration data set 3) using microscope 1. We then moved the 

sample about 40 μm to the right and then back to its original position. Following this 

repositioning, we refocused the sample and again acquired 200 in-focus images using the 

same acquisition settings as before. We then determined the baseline quality score 𝑄𝑚𝑖𝑛 

according to the procedure described in Section 2.2.8. Note that the effects of geometric 

aberration are solely related to the positional coordinates of the NanoGrid holes. For both 

data sets, since the same sample was imaged in the same position, through 𝑄𝑚𝑖𝑛 we can 

account for experimental errors that are intrinsic to the acquisition of data, unmingled with 

the effects of geometric aberration. The left panel of Figure 2.14 shows a plot of arrows 
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indicating the differences between all 100 pairs of corresponding hole positions estimated 

from the two data sets. The right panel of Figure 2.14 shows plots of the differences in the 

x and y directions for each pair of corresponding positions. Based on these positional 

differences, the quality score 𝑄𝑚𝑖𝑛 between the repeat acquisitions was determined to be 

1.34 nm. This value is considered the lowest score (i.e., the best score) that can be achieved 

with the microscope configuration used. 

 

Figure 2.14 Difference analysis for data sets acquired before and after repositioning of the 

NanoGrid slide. 

 

2.3.8. Independence of NanoGrid hole position measurements from the illumination 

angle 

As the NanoGrid slide was illuminated with a LED light source, we wanted to make sure 

that specifics of the illumination did not impact the results. We therefore imaged the same 



 

49 

 

slide using two different illumination angles of the light source and compared the hole 

positions estimated from the two data sets. 

The procedure followed is as described in Section 2.2.11. In-focus images of the sample 

were first acquired using microscope 1 with a 0-degree illumination angle (i.e., the 

illumination light rays traveled parallel to the optical axis and perpendicular to the 

microscope stage). This was followed by another acquisition of in-focus images of the 

sample using the same microscope, but with a 45-degree illumination angle. The two data 

sets were then analyzed as described in Section 2.2.8. The left panel of Figure 2.15 shows 

a plot of arrows representing differences between the corresponding hole positions 

estimated from the two data sets. The right panel of the figure shows line plots of the 

differences in the x and y directions for each pair of corresponding positions. 

The quality score 𝑄  for the two data sets is 0.96 nm, which is lower than 𝑄𝑚𝑖𝑛 

measured in Section 2.3.7. This can be explained by the fact that the second data set here 

was acquired without first repositioning the sample or the stage. The baseline score 𝑄𝑚𝑖𝑛, 

however, accounts for the experimental error that is necessarily introduced when the 

sample is moved and refocused between acquisitions, and therefore reflects a poorer but 

more realistic benchmark for what can typically be expected in practice. The result 

indicates that the overall positional deviation between the two data sets is less than 1 nm, 

and therefore that the angle of illumination does not impact the measurement of the 

NanoGrid hole positions. 
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Figure 2.15 Difference analysis for data sets acquired with 0-degree and 45-degree 

illumination light. 

 

2.3.9. Determination of reference positions of NanoGrid holes 

We propose the use of a NanoGrid slide as a calibration standard to evaluate the 

performance of a microscope system or optical components such as the objective lens and 

the dichroic filter. The approach is to determine whether the microscope or optical 

component in question causes geometric aberrations in the light path that are reflected in 

deviations of hole position estimates from their true positions. As we can expect 

manufacturing errors in the positions of the NanoGrid holes, we cannot take the holes’ 

nominal positions to be their true positions. Instead, it is necessary for us to determine 

accurate locations of the holes ourselves, and use them as a reference for comparison. 

Specifically, we need to be able to very precisely estimate the positions of the holes using 

a “high-quality” microscope. A high-quality microscope is one that does not introduce 
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significant distortions in the measured hole locations. Therefore, the hole position 

estimates obtained using such a microscope can be used as reference hole positions for 

subsequent calibration analyses. 

The approach used to establish whether a microscope is suitable for the determination 

of reference hole positions is as follows. Suppose the calibration sample is imaged before 

and after a rotation or translation. Any specific pattern associated with the sample should 

move with the sample, but a geometric aberration pattern should not change with the 

position or orientation of the sample. This is because geometric aberrations are caused by 

defects or misalignments in the optics, and not due to variations in the sample. Provided 

that we use a high-quality microscope, the imaged pattern after the rotation or translation 

should coincide with the pattern before the rotation or translation. On the other hand, when 

we use a microscope that distorts the measured locations of the holes, the imaged patterns 

before and after the rotation or translation will not match well. 

Using this concept, the reference positions of the NanoGrid holes were determined as 

described in Section 2.2.12. Specifically, we acquired 200 in-focus images of the 

NanoGrid slide (calibration data set 3) using microscope 1, before and after rotation of the 

sample by 180 degrees. We then compared the two data sets using the procedure of Section 

2.2.8. Note that here we omitted the tests described in Section 2.2.12 that involve the 

translation of the slide to sample different locations of the field of view. 

The left panel of Figure 2.16 shows a plot of arrows indicating the differences between 

the corresponding hole positions estimated from the two data sets, while the right panel 

shows plots of the x and y components of the differences. The quality score 𝑄 for the two 
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data sets is 1.42 nm, which is very close to the baseline score 𝑄𝑚𝑖𝑛 measured in Section 

2.3.7. To be precise, it is just 1.06 times larger than 𝑄𝑚𝑖𝑛. We therefore conclude that 

microscope 1 is suitable for determining reference hole locations, and we take the 

estimated positions before rotation of the sample as reference hole positions for 

evaluations of a microscope system or optical component that utilize the same NanoGrid 

slide. 

 

Figure 2.16 Difference analysis for data sets acquired before and after slide rotation using 

microscope 1. 

 

2.3.10. Detection of geometric aberration in the light path 

Many microscope imaging systems make use of an objective thread adapter that allows an 

objective lens to be used on a microscope with a mounting thread that is not of the same 

pitch or diameter as the objective lens. Such adapters are also often used to increase the 

axial position of the objective lens. If an inappropriate adapter, such as one that is damaged 
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or one whose thread is incompatible with the thread of the objective lens, is used in a 

setup, geometric aberrations could be introduced. 

To illustrate the analysis of a microscope configuration that exhibits geometric 

aberration (i.e., a “poor quality” microscope), we installed a damaged thread adapter for 

use with the objective lens on microscope 1. The evaluation of the microscope system was 

then carried out as follows, using the reference NanoGrid hole positions determined in 

Section 2.3.9. The horizontality of the sample and microscope stage was first determined 

and adjusted using the procedure of Section 2.2.7. We then acquired 200 in-focus images 

of the NanoGrid slide (calibration data set 3) using this poor quality microscope, and 

precisely estimated the lateral positions of the NanoGrid holes according to Section 2.2.6. 

Subsequently, the analysis of the difference between the estimated hole positions and the 

reference positions was carried out as described in Section 2.2.8. 

An arrow plot showing the differences between the estimated hole positions and their 

corresponding reference positions is provided in the left panel of Figure 2.17. The right 

panel of the figure shows line plots of the x and y components of the differences. The 

quality score 𝑄 for the two sets of lateral positions is a large 8.67 nm, indicating that the 

microscope configuration indeed produces significant geometric aberrations. 
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Figure 2.17 Difference analysis for two data sets, one acquired using a reference 

microscope, the other acquired using an inadequate microscope. 

 

We carried out the same analysis to evaluate a different microscope configuration 

(microscope 2, Section 2.2.2) and verified that the microscope introduces only a very 

minor distortion of the hole positions. The much improved results are shown in Figure 

2.18, and the quality score 𝑄 for the two sets of lateral positions is a significantly smaller 

1.76 nm. The small quality score confirms that this microscope configuration introduces 

only minor geometric aberrations. 
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Figure 2.18 Difference analysis for two data sets, one acquired using a reference 

microscope, the other acquired using a comparable microscope. 

 

2.3.11. Evaluation of optical components 

2.3.11.1. Evaluation of axial chromatic aberration of an objective lens 

Axial chromatic aberration occurs due to light of different wavelengths refracting 

differently when propagating through the optical path of a microscope. Even expensive 

objective lenses may not be fully corrected for wide spectral ranges. It is therefore 

necessary to analyze an objective lens for axial chromatic aberration. We evaluated the 

objective lens of microscope 2 using filter sets for three different wavelength ranges, 

following the procedure detailed in Section 2.2.13.1. The axial and lateral positions of the 

NanoGrid holes were estimated as described in Section 2.2.6 for each of the three different 

wavelength ranges considered. Figure 2.19 shows the wireframe mesh plots of the 3D hole 

positions estimated for the three color channels. The red, green, and blue colors correspond 

to the results obtained with the FITC, Cy3, and Cy5 filter sets, respectively. The distance 
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between the averages of the axial hole positions for two channels represents the axial 

chromatic aberration between those channels.  As we can see in Figure 2.19, the axial shift 

between channel 1 (FITC) and channel 2 (Cy3) is 37.89 nm, and the axial shift between 

channel 2 and channel 3 (Cy5) is 325.54 nm. These results show that the objective lens is 

not fully corrected when working across a wide spectral range. The aberration is especially 

severe between the near-infrared range and the blue and green ranges. The axial shift of 

37.89 nm between channel 1 and channel 2 cannot be ignored in studies requiring short 

distance measurements between the two different color probes. The significantly larger 

axial shift of 325.54 nm between channel 2 and channel 3 could lead to even more serious 

consequences in any multicolor experimental application. It is therefore important to 

measure such axial shifts and to take them into consideration when analyzing data 

acquired in a multicolor experiment. 

 

Figure 2.19 Analysis of the axial chromatic aberration introduced by an objective lens. 
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2.3.11.2. Performance assessment of a dichroic filter set 

Cubes pre-mounted with a filter set are available that can be easily integrated into an 

emission image splitter unit to separate signals of interest by wavelength. A filter set 

placed in the image splitter typically consists of a dichroic filter and two emission filters. 

Unlike conventional microscopy, single-molecule imaging systems are very sensitive 

to optical wavefront distortions that are potentially caused by a non-flat dichroic filter. 

The flatness of the dichroic filter has no effect on the light transmitted through the filter, 

but an insufficiently flat dichroic filter often distorts the wavefront of the light it reflects. 

Dichroic filters with improved flatness may minimize geometric aberrations in the 

reflected beam that are obtained with standard dichroic filters. The geometric aberrations 

caused by a dichroic filter can be detected using the difference between the image 

transmitted through the filter and the image reflected by the filter. We describe here an 

application of the approach to dichroic filters of two different types of flatness, standard 

and improved. 

 

2.3.11.2.1. Standard flatness dichroic filter set 

The concept used to determine the quality of a dichroic filter is as follows. Suppose that 

the calibration sample is imaged with camera 1 in the path of the transmitted emission 

beam and camera 2 in the path of the reflected emission beam, as shown in Figure 2.3. 

Provided that the dichroic filter is “perfect”, the imaged pattern from camera 2 should 

match the imaged pattern from camera 1. On the other hand, if an imperfect dichroic filter 
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is used, the imaged pattern from camera 2 will not coincide with the imaged pattern from 

camera 1 due to distortions introduced by the filter. 

Using this concept, the evaluation of the standard flatness dichroic filter set was carried 

out using microscope 3 as described in Section 2.2.13.2. After mounting the standard 

flatness dichroic filter set, 200 in-focus images of the NanoGrid slide (calibration data set 

3) were separately but simultaneously acquired by camera 1 and camera 2. Two sets of 

lateral positions were estimated from the two data sets, and the difference between them 

was analyzed according to Section 2.2.8. Note that by applying the Brenner gradient 

method of Section 2.2.4 to z-stacks acquired by the two cameras, the cameras’ in-focus 

positions were found to differ by just 0.18 frames, or 9 nm given the z-stack step size of 

50 nm. The simultaneous acquisition of the 200 images by the two cameras was therefore 

carried out at a common in-focus position. 

Figure 2.20 illustrates the differences between the lateral hole positions obtained from 

the data acquired by the two cameras. The quality score 𝑄 for the two sets of lateral 

positions is 6.58 nm, which in this case indicates the overall aberration level in the 

reflected light path. The relatively large value of 𝑄 indicates that this standard flatness 

filter set is of insufficient quality for nanometer-scale dual color imaging. 



 

59 

 

 

Figure 2.20 Difference analysis for data sets acquired of the transmitted and reflected light 

paths of a standard flatness dichroic filter. 

 

2.3.11.2.2. Improved flatness dichroic filter set 

We carried out the same analysis again using microscope 3, but for a dichroic filter with 

improved flatness. (In this case, the in-focus positions of the two cameras were also 

verified to differ by just 9 nm.) The results are shown in Figure 2.21. In this case, the 

quality score 𝑄 for the two sets of estimated lateral hole positions is 2.62 nm. This quality 

score is significantly smaller than that for the standard flatness dichroic filter, indicating 

that the improved flatness dichroic filter introduces some distortion in the reflected light 

path, but to a lesser extent than the standard flatness dichroic filter. Therefore, the 

improved flatness dichroic filter set should be preferred for experiments that require, for 

example, nanometer-scale distance measurements between two probes of different colors. 
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Figure 2.21 Difference analysis for data sets acquired of the transmitted and reflected light 

paths of an improved flatness dichroic filter. 
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3. REMOTE-FOCUSING MULTIFOCAL PLANE MICROSCOPY 

 

3.1. Introduction 

Studying biological molecules at the single-molecule level is considered to be paramount 

interest in several fields of inquiry, including subcellular trafficking. Single-molecule 

fluorescence microscopy is a standard method used in such studies. Studying single-

molecule dynamics at the nanoscale requires highly accurate localization of molecules 

over time. However, the background noise resulting from out-of-focus fluorescence 

excitation makes it challenging to achieve the desired accuracy. Therefore, to overcome 

this limitation, selectively illumination of a portion of the sample, such as total internal 

reflection fluorescence [76,77] and highly inclined and laminated optical sheet [78] 

microscopy, has been widely used to study the dynamics of individual molecules. 

However, the majority of significant biological events are inherently 3D fast dynamic 

processes, which pose significant challenges for imaging their subcellular trafficking 

using conventional fluorescence microscopy. 

Therefore, various 3D single-molecule tracking techniques have been introduced in 

several studies [34,37,51]. In particular, MUM allows simultaneous imaging of widely 

spaced focus levels and monitoring of fast-moving single molecules with cellular 

structures [37]. In this configuration, as the number of focal planes increases, the number 

of photons detected by each camera decreases, making it harder to perform an accurate 

3D reconstruction of small intracellular organelles, such as endosomes and lysosomes, in 

which individual molecules of interest interact. Hence, to overcome this limitation, our 
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laboratory has demonstrated a new 3D imaging modality called rMUM [48,49]. This 

imaging system consists of two imaging modules: a MUM-module and a remote-focusing 

module (r-module). The MUM-module images the trajectories of single molecules in 3D, 

whereas the r-module performs 3D volumetric imaging of the cellular context. Volumetric 

contextual imaging is achieved by sequentially scanning the specimen along the optical 

axis without having to physically move the specimen. 

Generally, rMUM is a complex imaging system that consists of several optical 

compartments and mechanical devices and generates a complex array of microscopy 

image datasets. Such an intricate and sophisticated system warrants detailed calibration 

protocols and data analysis to perform meaningful biological studies at the nanoscale 

level.  

Therefore, in this section, we describe a calibration protocol for assessing the 

performance of a microscope, including 3D localization accuracy and spatial registration 

error between two different color channels, to address the various points raised above. 

This approach is based on imaging a lithographically fabricated aperture array and analysis 

algorithms, such as the estimation of the 3D position of imaged apertures, spatial 

registration, and focal shift correction between two different color channels.  

 

3.2. Calibration protocol 

3.2.1. Microscope setup 

Generally, an rMUM setup comprises an excitation module, a standard microscope, and 

two emission modules: a MUM-module and an r-module. To perform calibration, a 
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commercially available standard NanoGrid slide (Miraloma Tech, LLC) is trans-

illuminated with an LED (M810L3-C4; Thorlabs). An illustration of the light path of the 

rMUM setup is shown below in Figure 3.1. In live-cell imaging, the specimen is 

illuminated with two different lasers: a 488 nm diode laser (Toptica) and a 635nm diode 

laser (OptoEngine). Then, the excitation light is filtered using a quad-band dichroic filter 

(Di01-R405/488/561/635-25x36; Semrock) before illuminating the specimen. The light 

emitted from the specimen is first captured by a 63×/1.4 numerical aperture (NA) Zeiss 

Plan-Apochromat objective lens (O1) and then filtered by a quad-band emission filter 

(FF01-446/523/600/677-25; Semrock). Then, the light is separated into two light paths by 

a dichroic filter set (FF01-731/137-25; Semrock). The light reflected by the dichroic filter 

set is directed toward the MUM-module that is implemented with three 50:50 beam 

splitters (21014; Chroma), which further split the light into four identical EMCCD 

cameras (iXon DU897-BV; Andor). These cameras are used in conventional readout 

mode. Each camera is placed at a certain distance from the tube lens of the microscope 

and configured such that the inter plane distances are 1.21, 1.24, and 1.27 µm. Then, the 

light transmitted through the dichroic filter set is directed toward the r-module, which 

consists of two identical objective lenses 40×/0.95 NA Zeiss Plan-Apochromat. These 

objective lenses (O2, O3) are placed against each other, with the first lens facing the 

camera and the other one facing the microscope’s body. The first objective lens projects a 

replica of the specimen onto an intermediate focal plane, and the second objective lens 

projects a magnified image of the replica onto an sCMOS camera (Zyla 4.2; Andor). The 

second objective lens is mounted on a piezo nanopositioner which moves it along the 
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optical axis to image different focal planes within the specimen’s replica. The cameras are 

used in conventional readout mode. All components, including the cameras, lasers, 

shutters, and piezo nanopositioners, are controlled and synchronized using software that 

is custom-written in C programming language. All the acquired data are processed and 

analyzed as detailed in the next sections. 

 

 

Figure 3.1 Illustration of the light path of the rMUM setup. 

 

 

3.2.2. Acquisition of calibration data 

Highly accurate calibration data are essential to obtain reliable experimental data. 

Calibration data sets are acquired as follows. First, a NanoGrid sample is placed on a 
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primary imaging objective lens and left undisturbed for 10-min to avoid thermal drift 

before imaging. The sample is then moved along the optical axis using a MUM-piezo 

nanopositioner in increments of 200 nm, over a total depth of 10 µm. A total of 25 images 

are acquired for every increment by four cameras in a MUM-module, resulting in four sets 

of z-stack images. At each level of the piezo nanopositioner, a z-stack of the NanoGrid is 

acquired by an sCMOS camera of an r-module. Then, z-stack acquisition in the r-module 

is achieved by moving the r-piezo nanopositioner in increments of 300 nm, over a total 

depth of 14.7 µm, wherein a single image is acquired for every increment (Figure 3.2). 

 

 

Figure 3.2 Illustration of the acquisition of calibration datasets. The upper plot shows the 

axial positions of both the MUM- and r-piezo nanopositioners at each acquisition frame. 

The r-module acquires images two times faster than the MUM-module. The bottom plot 

shows a zoomed-in region of a small window in the upper plot (shown as a black dashed 

box). 
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3.2.3. Arrangement of calibration data 

The calibration data set in Section 3.2.2 is arranged in a multistep process, as shown in 

Figure 3.3. The acquired calibration data set (“ImageSet1”) consists of all the images 

acquired by the four MUM-module cameras (C1-C4) as well as all the images acquired 

by the r-module camera (C5). First, two image sets called 'MUM-sorted' and 'r-sorted' are 

created from the initial ImageSet1.The first set contains all the MUM-images, and the 

second set contains all the r-images. The MUM-sorted image set is arranged such that one 

can view four independent z-stacks images taken at a 200 nm increment by displacing the 

main objective lens over a depth of 10 μm, for how many ever repeat as mentioned while 

acquiring. On the other hand, the r-sorted image set is arranged such that one can view an 

entire z-stack of relay scans taken at a 300 nm increment over a depth of 14.7 μm for every 

200 nm axial displacement of the sample (using main objective piezo motion). This type 

of data arrangement allows the user to visualize images effectively and aids in the data 

analysis of experimental data sets. 
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Figure 3.3 Illustration of the arranged datasets. The upper panel shows the 'MUM-sorted' 

data set and the bottom panel shows the ‘r-sorted’ data set. The acquired images are 

represented as rectangles, and the number in each image indicates the acquisition frame 

number (Figure 3.2).  

 

3.2.4. Focal shift correction for the r-module 

In the rMUM configuration, we used objective lenses with distinct properties in the r-

module and MUM-module. For example, the MUM-module uses an oil immersion 

objective lens with a magnification of 63× and an NA of 1.4, whereas the r-module uses 

two identical air objective lenses with a magnification of 40× and an NA of 0.95. If we 
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assume that the two objective lenses in the r-module have the same magnification and that 

all of the tube lenses used in the rMUM setup have the same focal length, then the total 

lateral magnification of the image obtained by camera C5 in the r-module is given by the 

following formula [79]: 

𝑀𝑡𝑜𝑡𝑎𝑙 = 𝑀1 ×
𝑛2

𝑛1
, 

where 𝑀1 denotes the lateral magnification of MUM-objective lenses (O1) and 𝑛1 and 

𝑛2 denote the refractive indices of immersion media corresponding to the MUM-

objective lens (O1) and r-objective lenses (O2, O3). The theoretically calculated lateral 

magnification (𝑀𝑡𝑜𝑡𝑎𝑙) of our rMUM configuration is 41.5 (𝑀1 = 63, 𝑛1 = 1, and 𝑛2 =

1.5).  

However, because of the differences in the immersion media between the MUM-

objective lens and the r-objective lenses, displacement of the r-piezo nanopositioner along 

the optical axis often results in a displacement of the focal plane of a different magnitude. 

This phenomenon is generally known as “focal shift” and is typically corrected by 

multiplying 𝑛1/𝑛2 by the displacement of the focal plane [80]. It should be noted that 

theoretical calculations are often not accurate when applied to practical settings. For 

example, during the acquisition of calibration data, when the r-piezo is moved in 

increments of 300 nm for the axial scanning of the sample, the focal plane is moved in 

increments that are less than the predicted value ( 300 𝑛𝑚 × 𝑛1/𝑛2 = 300 𝑛𝑚 × 1/

1.515 = 198 nm). If not accounted for, this step size mismatch may negatively impact 

the accuracy of the 3D reconstruction of the data collected by the r-module. In order to 
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correct this mismatch, we propose an approach for determining the factor that converts 

between the r-piezo nanopositioner and focal plane displacement. 

This approach is outlined as follows. In the MUM-module, a z-stack is acquired by 

moving the MUM-piezo 50 steps in increments of 200 nm, as described in Section 3.3.2. 

As there are four focal planes and one detector per focal plane, four such z-stacks are 

acquired by the MUM-module. For each z-stack, the index of the frame that contains the 

in-focus image of the sample is determined as described in Section 2.2.3. Let 

Ip1
MUM, Ip2

MUM, Ip3
MUM, and Ip4

MUM denote the in-focus frame indices of the first, second, third, 

and fourth focal planes, respectively, of the MUM-module. In the r-module, for each 

MUM-piezo step, a z-stack is acquired by moving the r-piezo 51 steps in increments of 

300 nm, as described in Section 3.2.2. The r-module, therefore, acquires a total of 50 z-

stacks. The in-focus frame index of each z-stack is determined in the same way as for a 

MUM-module z-stack. 

 

Figure 3.4 Determination of in-focus frame indices of MUM- and r-module. 
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In Figure 3.4, the x- and y-axes represent the frame indices of a z-stack acquired by the 

MUM-module and r-module, respectively. The red lines indicate the in-focus frame 

indices for the z-stacks acquired by the MUM-module, whereas the blue circles indicate 

the in-focus frame indices for the z-stacks obtained by the r-module at each MUM-piezo 

step. 

When the sample comes into focus with respect to each MUM-module cameras, the in-

focus frame index of a hypothetical r-module z-stack is determined as follows. A 

piecewise linear function is fit into the in-focus frame indices for the 50 acquired r-module 

z-stacks (i.e., the blue circles in Figure 3.4). The in-focus frame index of a hypothetical r-

module z-stack corresponding to an in-focus position of the MUM-module is then 

obtained as the value of this piecewise linear function at the frame index for the MUM-

module in-focus position. With this interpolation approach, when the sample comes into 

focus with respect to the four MUM-module cameras, the in-focus frame indices for the 

four hypothetical r-module z-stacks are determined as the value of the piecewise linear 

function at the four in-focus frame indices for the MUM-module (i.e., at 

[Ip1
MUM, Ip2

MUM, Ip3
MUM, Ip4

MUM] = [34.7, 28.0, 21.6, 15.1]). For the example shown in Figure 

3.4, this method yields in-focus frame indices of 32.3733, 37.7361, 42.8589, and 48.0616 

for the hypothetical r-module z-stacks corresponding to the in-focus frame indices of the 

first, second, third, and fourth focal planes, respectively, of the MUM-module. We denote 

these indices by Ip1
r , Ip2

r , Ip3
r , and Ip4

r , respectively. 



 

71 

 

Using the first and second focal plane positions of the MUM module, the focal plane 

displacement 𝑠𝑓𝑝12
𝑟  in the r-module, corresponding to the r-piezo step size spiezo

r  = 300 

nm, is then given by 

𝑠𝑓𝑝12
𝑟 =

(𝐼𝑝1
𝑀𝑈𝑀 − 𝐼𝑝2

𝑀𝑈𝑀) × 𝑠𝑝𝑖𝑒𝑧𝑜
𝑀𝑈𝑀

(𝐼𝑝1
𝑟  − 𝐼𝑝2

𝑟 )
 

where spiezo
MUM = 200 nm denotes the MUM-piezo step size. We assume that the MUM-piezo 

step size is the same as the corresponding focal plane displacement (s𝑓𝑝
MUM) in the MUM-

module. The same calculation is also performed using the other pairs of adjacent focal 

plane positions (i.e., the second and third focal plane positions, as well as the third and 

fourth focal plane positions). The final focal plane displacement (sfp
r ) is then determined 

by averaging the three values. To convert between r-piezo displacement and focal plane 

displacement, the factor α is given as follows: 

𝛼 =  
𝑠𝑓𝑝

𝑟

𝑠𝑝𝑖𝑒𝑧𝑜
𝑟 . 

From the calibration data acquired in Section 3.2.2, the conversion factor α is 0.5337. 

 

3.3. Performance evaluation of rMUM 

3.3.1. Spatial registration accuracy 

Our microscope system consists of two different modules that generate 3D single-

molecule trajectories and contextual data simultaneously using five different cameras. In 

our experiments, two different proteins in cells were tagged with different fluorophores 

and imaged using two different coordinate systems (i.e., Qdot 705 for the MUM-module 
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and GFP for the r-module). To analyze these images, the two different coordinate systems 

need to be spatially registered into one coordinate system with a high level of accuracy. 

In the case of the MUM-module, four identical cameras are used to image four distinct 

focal planes simultaneously. To facilitate data mining and 3D localization using the image 

data sets, we need to spatially transform the coordinate systems of the four different 

cameras into one reference coordinate system. 

Spatial registration is performed as follows. The calibration data set is first acquired, 

as described in Section 3.2.2. For example, in the case of the MUM-module, a z-stack 

acquired from each camera is generated by moving the MUM-piezo nanopositioner in 

increments of 200 nm (i.e., a total of four z-stacks). For the r-module, when the sample 

comes into focus with respect to the first MUM-module camera, a z-stack is acquired by 

moving the r-piezo nanopositioner in increments of 300 nm. The in-focus images from 

each z-stack are determined by the in-focus frame index calculated as described in Section 

2.2.4.  

The imaged holes are detected using a wavelet-based segmentation algorithm [73]. The 

region of interest (ROI) is defined as a subregion around the brightest segmented pixel for 

each imaged hole. Lateral hole positions are estimated by least-squares fitting of a 2D 

Gaussian model [21] to the ROIs containing a hole in the in-focus image of a z-stack. 

Let the 𝑛𝑡ℎ-pair-matched estimated hole positions in the coordinate system of Cameras 

1 and 2 denote (𝑥𝑛
𝑐1, 𝑦𝑛

𝑐1) and (𝑥𝑛
𝑐2, 𝑦𝑛

𝑐2), n = 1, …, N, where N is the number of pairs of 

pair-matched holes. The coordinate system of Camera 1 here is set as a reference 

coordinate system. Spatial transformations are determined between pair-matched holes on 
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the basis of the generalized-least squares criterion [81]. Subsequently, the hole positions 

in the coordinate system of Camera 2 are spatially transformed into the reference 

coordinate system of the holes using the calculated transformation matrices. Let the 𝑛𝑡ℎ  -

spatially transformed hole positions in the coordinate system of camera 2 denote 

(𝑥̂𝑛
𝑐2, 𝑦̂𝑛

𝑐2). The registration error between pair-matched holes after registration is then 

determined by computing the root mean square (RMS) of the differences between 

(𝑥𝑛
𝑐1, 𝑦𝑛

𝑐1) and (𝑥̂𝑛
𝑐2, 𝑦̂𝑛

𝑐2), n = 1, …, N. The same process is performed between the 

reference coordinate system and the other coordinate systems to generate transformation 

matrices (i.e., the coordinate system of Cameras 1 and 3, the coordinate system of Cameras 

1 and 4, and the coordinate system of Cameras 1 and 5). Figure 3.5 shows the results for 

the image registration.  

 

Figure 3.5 Overlay of the calibration images before and after image registration. 
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In Figure 3.6, the differences between the hole positions estimated in the reference 

coordinate system and the hole positions spatially transformed from the other coordinate 

systems are shown as histograms. The RMS values of the differences (i.e., registration 

error) for the x and y axes are [1.6292 nm, 2.8484 nm], [1.8989 nm, 2.7626 nm], [2.8430 

nm, 4.1451 nm], and [6.4313 nm, 5.2216 nm]. 

 

 

Figure 3.6 Histograms of the registration errors in the x and y axes. 
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3.3.2. 3D single-molecule localization accuracy  

In general, 3D single-molecule localization microscopy relies on fitting the images of 

individual molecules with an analytical model that approximates the PSF of the 

microscope [82,83]. Traditionally, the implementation of this technique has been hindered 

by the issue of finding an analytical model that reasonably describes the PSF (i.e., one that 

adequately matches the image of a single molecule). For example, analytical models do 

not typically account for optical aberrations due to imperfections in the lens and 

misalignment of the optical elements in the microscope’s light path. Furthermore, it is 

often difficult to determine the precise values of the imaging system parameters required 

by an analytical model. To overcome these problems, we adopted an approach that, instead 

of an analytical model, uses a model that is determined by the interpolation of an 

experimentally collected set of images with a smoothing spline [84–86]. 

In our approach, the image of a point source (i.e., PSF) is represented in 3D by a z-

stack (i.e., a stack of images acquired at different levels of defocus). In the case of the 

MUM-module, the PSF representation is therefore obtained by simultaneously acquiring 

four z-stacks of NanoGrid with respect to four distinct focal planes (Section 3.2.2) and 

cropping out the images of an arbitrary hole. The center of the selected hole, typically the 

brightest pixel, should be in the center of the cropped area. To avoid overlapping with the 

image of an adjacent hole, we set the crop size on the basis of some factors, such as the 

camera’s pixel size, the magnification of the microscope’s optics, and the distance 

between two adjacent holes. Each z-stack of the isolated hole, which provides a discrete 

3D representation of the PSF, is then interpolated with a 3D B-spline to produce a 
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continuous representation of the PSF (Figure 3.7). The interpolation is then performed 

with a specific choice of the smoothing factor γ, the derivative order l, and the B-spline 

degree 𝑑 [84–86]. 

 

Figure 3.7 Comparison of PSFs. The figure shows the yz-projection of experimentally 

collected PSFs and interpolated PSFs from C1, C2, C3, and C4 (from top to bottom). The 

average percentage errors between raw and interpolated PSFs for each camera are 1.27%, 

1.58%, 1.42%, and 1.74%, respectively. 

 

In this study, we use an analytical approach called MUMLA [37] to estimate the 

location of individual molecules from data acquired simultaneously at different focal 

planes. We assume that a pixelated detector {𝐶1, . . . , 𝐶𝐾𝑝𝑖𝑥
} obtains the image of the point 

source, where 𝐶𝑘 denotes the region occupied by the 𝑘𝑡ℎ pixel, and 𝐾𝑝𝑖𝑥 is the number of 
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pixels comprising the image. For a four-plane MUM setup, the images of the distinct focal 

planes are modeled by 

𝜇𝜃
1(𝑘) = 𝑁 ∙ 𝑠̂𝑎1

𝑑

 
(

𝑥𝑘

𝑀
− 𝑥0,

𝑦𝑘

𝑀
− 𝑦0, 𝑧𝑝1 − 𝑧0) 

𝜇𝜃
2(𝑘) = 𝑁 ∙ 𝑠̂𝑎2

𝑑

 
(

𝑥𝑘

𝑀
− 𝑥0,

𝑦𝑘

𝑀
− 𝑦0, 𝑧𝑝2 − 𝑧0) 

𝜇𝜃
3(𝑘) = 𝑁 ∙ 𝑠̂𝑎3

𝑑

 
(

𝑥𝑘

𝑀
− 𝑥0,

𝑦𝑘

𝑀
− 𝑦0, 𝑧𝑝3 − 𝑧0) 

𝜇𝜃
4(𝑘) = 𝑁 ∙ 𝑠̂𝑎4

𝑑

 
(

𝑥𝑘

𝑀
− 𝑥0,

𝑦𝑘

𝑀
− 𝑦0, 𝑧𝑝4 − 𝑧0) 

𝑘 = 1, ⋯ , K𝑝𝑖𝑥, where 𝑠̂𝑎𝑝
𝑑  denotes a B-spline of degree 𝑑, with continuous representation 

of the PSF from the perspective of the 𝑝𝑡ℎ focal plane, calculated directly from a z-stack 

of an arbitrary NanoGrid hole. The coordinates  (𝑥𝑘, 𝑦𝑘), 𝑘 = 1, ⋯ , K𝑝𝑖𝑥 , denote the 

discretized location of the 𝑘𝑡ℎimage pixel; 𝑧𝑝1, 𝑧𝑝2, 𝑧𝑝3, and 𝑧𝑝4 denote the positions of 

the four focal planes in object space; 𝑁 denotes the total number of point source photons 

detected in the ROI; and 𝑀 denotes the lateral magnification of the microscope optics. 

The parameter vector 𝜃 = (𝑥0, 𝑦0, 𝑧0) denotes the 3D location of the point source in object 

space and is estimated by simultaneously fitting the four 3D PSF profiles to the images of 

the point source using nonlinear least-squares optimization (Figure 3.8) [21]. The images 

of the point source are first background-subtracted. The background component is 

assumed to be uniform across all pixels of an image, and its photon contribution is 

estimated as the median of the intensities of the edge pixels of the images. 
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Figure 3.8 Fitting of MUMLA location estimates of a hole acquired using the MUM-

module (a) when the estimated z location of the hole is 0.062 μm and (b) when the 

estimated z location of the hole is -2.538 μm. 
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The acquired data were processed and analyzed using Lumio (Astero Technologies 

LLC). The code used for B-spline interpolation was a Java translation of Nathan Cahill’s 

MATLAB code [87]. 

To validate MUMLA, we moved the MUM-piezo nanopositioner in increments of 200 

nm, and at each z position, 20 images of the NanoGrid were acquired per camera (Section 

3.2.2). From each set of four frames simultaneously acquired by the four cameras, the 

images of each NanoGrid hole were simultaneously fitted with four PSF models. These 

models were obtained by the B-spline interpolation of z-stacks of an arbitrarily chosen 

NanoGrid hole acquired by the four cameras. For the x-, y-, and z-dimensions, 

interpolation was performed with smoothing factors 0, 0, and 9, respectively; derivative 

order 2; and B-spline degree 3. We assume that the focal plane of Camera 1 is the reference 

focal plane. The position of the reference focal plane is considered to be 0 nm. The 

positions of the first, second, third, and fourth focal planes are then configured as 0 nm, -

1340 nm, -2620 nm, and -3920 nm, respectively (Section 3.2.4). 

For the acquired dataset, we estimated the 3D position (i.e., the x, y, and z coordinates) 

of each hole from a 7 by 7 array of NanoGrid holes at each piezo nanopositioner position 

(Section 2.2.6). For each hole, the average of the 20 estimated z positions at each piezo 

nanopositioner position was plotted against the piezo nanopositioner position. The results 

are shown in the left panel of Figure 3.9. As can be seen, the average z positions of the 

holes (colored lines) do not match very well with their corresponding piezo nanopositioner 

positions (black dashed line). Hence, the RMS values of difference between the averaged 

z positions and their corresponding piezo nanopositioner positions is 178.4 nm. To correct 
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this mismatch, we used MATLAB’s “spline” function to generate a cubic spline function 

by interpolation, using the average of the average z estimates as the independent variable 

and the piezo nanopositioner positions as the dependent variable. For a given z estimate, 

we obtained the corrected z position by taking the value of the spline function at the z 

estimate. 

After correction, the average of the corrected z positions matched their corresponding 

piezo nanopositioner positions closely, as shown in the right panel of Figure 3.9. Here, the 

RMS values of difference between the averaged z positions and their corresponding piezo 

nanopositioner positions is 15.3 nm, which is much smaller than the result before 

correction (178.4 nm). Our results show that the MUM-module can recover the exact step 

size (200 nm) of the piezo nanopositioner over a depth of 4 μm. 

 

Figure 3.9 Estimated z positions at each piezo nanopositioner position before (left) and 

after (right) correction. 

 

To evaluate the performance of MUMLA, we used interpolated B-spline PSF models 

to estimate the 3D positions of an arbitrarily chosen NanoGrid hole (different from the 

one used to obtain the models). With these, we measured the standard deviation of the x, 
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y, and z position estimates at each piezo nanopositioner position (Figure 3.10). Here, the 

measured standard deviation is taken to be the localization precision at each piezo 

nanopositioner position. This measured localization precision was compared to the 

practical localization accuracy measure (PLAM) [5], which is the best possible 

localization precision that can be achieved. Computation of the PLAM using the 

experimental PSF, collectively given by the four B-spline PSF models, was performed 

using a custom-written software package [88], and the results were plotted against the 

corresponding positions of the piezo nanopositioner as shown in Figure 3.10. The averages 

of the absolute differences between the standard deviation and the PLAM for the x, y, and 

z positions were found to be 1.1, 1.1, and 3.7 nm, respectively. The differences observed 

may be due to the sample drift that potentially occurred during the sequential acquisition 

of the repeat images at each piezo nanopositioner position. However, this shows that 

MUMLA attains the best possible precision in some cases. 

 

Figure 3.10 Localization precision with respect to the distance from the reference focal 

plane. 
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3.3.3. 3D visualization of rMUM calibration data 

As a final step, we need to visualize the 3D positions of a single molecule over time (i.e., 

a single-molecule trajectory), as measured by the MUM-module, overlaid with the 3D 

volume-rendered image obtained from the r-module. To validate our proposed methods, 

we first estimated the 3D positions of an array of 7 by 7 holes of NanoGrid at each piezo 

nanopositioner position from the MUM-module data (Section 2.2.6). The estimated x and 

y positions of the holes were then registered to the coordinate system in Camera 5 (i.e., r-

module) using the transformation matrices generated in Section 3.3.1. Subsequently, 3D 

volume rendering was performed using the r-module data. The code used for volume 

rendering was from Oliver Woodford’s MATLAB code [89]. This code uses an orthogonal 

plane 2D texture mapping technique for volume rendering of 3D data in OpenGL. Finally, 

to avoid overlapping in the volume-rendered image, we overlaid the transformed 3D hole 

positions (red dots) with the 3D volume-rendered image obtained from the r-module at 

three chosen piezo nanopositioner positions as shown in Figure 3.11. This figure shows 

the hole positions (red dots) and the rendered image of the holes completely overlapping 

each other. 
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Figure 3.11 Final visualization of the calibration dataset acquired using the rMUM setup. 



 

 

4. CONCLUSIONS* 

 

Single-molecule microscopy has allowed researchers to estimate the location of a single 

molecule at the nanoscale, which allows tracking individual molecules and visualizing the 

fine details of subcellular structures. However, significant challenges remain in the 

analysis, evaluation, and interpretation of single-molecule data in some applications 

We herein studied different analysis and evaluation techniques of imaging data to study 

intracellular trafficking that occurs at the level of single molecules.  

This dissertation described our two main studies. First, we proposed an approach for 

calibrating a single-molecule microscope with nanometer level accuracy. This approach 

is based on the investigation of geometric distortions in light paths by imaging Nanogrid 

sample, which is made up of regularly spaced apertures. Unlike traditional methods, this 

technique provided calibration results with an appropriate level of accuracy. We verified 

our approach with two examples of microscope configurations: a “high-quality” and a 

“poor-quality” microscope configuration. The results showed that our approach helps 

detect faulty optical elements in the light path and evaluate single-molecule microscopes. 

We also proposed an approach for evaluating the quality of optical elements, such as 

dichroic filters and objective lenses. For the evaluation of dichroic filters, we investigated 

our approach using dichroic filters with two different types of flatness. The results showed 

 

* Part of this chapter contains the content of an article that is accepted for publication: S. You, J. Chao, E. 

A. K. Cohen, R. J. Ober, and E. S. Ward, “A microscope calibration protocol for single-molecule 

microscopy,” Opt. Express (2020) 

 



 

85 

 

the results that the flatness of the dichroic filter may significantly affect the quality of the 

reflected images. For the evaluation of the objective lenses, we described a methodology 

for measuring axial chromatic aberrations in objective lenses. These approaches may aid 

in the calibration of single-molecule microscope systems and help avoid 

misinterpretations in the multicolor single-molecule imaging data. The proposed 

calibration method is relatively easy to implement and, therefore, suitable for routine 

assessments of single-molecule imaging setups in laboratories. By imaging and localizing 

the sub-wavelength-sized holes of a NanoGrid slide or similar calibration standard, the 

user can easily follow the protocol to obtain a quality score that quantifies the level of 

geometric aberration produced by the given imaging configuration. At the core of this 

method is a general procedure that can be applied not only to the microscope as a whole 

but also to a specific optical element, as we have demonstrated with dichroic beam 

splitters. 

Second, we demonstrated an approach for optimizing and evaluating rMUM. Unlike 

traditional imaging systems, this technique helps observe the rapid dynamics of single 

molecules and helps obtain detailed information on the relevant cellular context. This is 

important because a single-molecule trajectory alone does not sufficiently explain the 

biological implications of most subcellular trafficking events. In an rMUM setup, the 

MUM-module captures the full dynamics of an individual molecule, whereas the r-module 

acquires z-stack images of the cellular structures with which the molecules interact. 

Although initial prototypes of rMUM configuration and data analysis has been introduced 

in the laboratory, performance evaluation and comprehensive data analysis protocols for 
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the imaging systems are still lacking. Hence, to gain a better understanding of subcellular 

trafficking events, we investigated an approach for optimizing and evaluating imaging 

experiments with the choice of the correct imaging parameters depending on the 

application. This method entails a complete experimental pipeline, starting with data 

acquisition and ending with data analysis and visualization of the obtained events. This 

protocol enables researchers, from beginners to imaging experts, to utilize rMUM for the 

study of intracellular trafficking pathways that have been difficult to capture with 

conventional microscopes and data analysis techniques. 
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