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ABSTRACT

We investigate the response of stratospheric water vapor (SWV) to forcing agents with

different physical properties within the Precipitation Driver and Response Model Inter-

comparison Project (PDRMIP) framework. For each model and forcing agent, we break

the SWV response into a slow response, which is coupled to surface temperature changes,

and a fast response, which is the direct response to external forcing, but without any medi-

ation from the surface temperature. Our results show that, for most climate perturbations,

the slow SWV response dominates the long-term change of SWV in both the tropical lower

stratosphere (TLS) and the lowermost stratosphere (LMS). The slow SWV component re-

sponds to different forcing agents with a similar efficacy. The slow SWV response is

largely controlled by the surface temperature, and it exhibits a similar sensitivity across all

climate perturbations, which is 0.35 ppmvK−1 in the TLS, 2.1 ppmvK−1 in the Northern

Hemispheric LMS, and 0.97 ppmvK−1 in the Southern Hemispheric LMS. Most climate

perturbations produce close to zero fast SWV response. The fast SWV response only

dominates the slow SWV response when the forcing agent radiatively heats the cold point

region – for example, black carbon, which directly heats the atmosphere by absorbing solar

radiation. The fast SWV response in the TLS is primarily controlled by the fast adjustment

of cold point temperatures across all climate perturbations, with a sensitivity of 0.52 ppmv

per degree of cold point warming. This control becomes weaker at higher altitudes and at

higher latitudes below 150 hPa.
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NOMENCLATURE

ERF Effective radiative forcing

GHG Greenhouse gas

LMS Lowermost stratosphere

NH Northern hemisphere

SH Southern hemisphere

SWV Stratospheric water vapor

TCP Temperature at the cold point

TLS Tropical lower stratosphere

TTL Tropical tropopause layer

TOA Top of atmosphere
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1. INTRODUCTION AND LITERATURE REVIEW∗

Stratospheric water vapor (SWV) plays an important role in global climate change. It

is an important greenhouse gas (GHG), which affects the Earth’s radiative budget (Forster

and Shine, 2002; Solomon et al., 2010), and could exert an important positive feedback to

global warming (Forster and Shine, 2002; Dessler et al., 2013; Huang et al., 2016; Banerjee

et al., 2019). Changes in stratospheric temperatures resulting from SWV trends may also

influence stratospheric circulation (Maycock et al., 2013), and SWV is also important in

stratospheric ozone chemistry because it is the major source of hydroxyl (OH) radicals,

which play a role in regulation of ozone (e.g. Dvortsov and Solomon, 2001; Solomon

et al., 2010).

1.1 Stratospheric water vapor in the overworld and the lowermost stratosphere

The stratosphere can be split into the overworld (above 380-K isentropic surface) (e.g.

Hoskins, 1991) and the extratropical lowermost stratosphere (LMS, between the extratrop-

ical tropopause and the 380-K isentropic surface) (e.g. Holton et al., 1995; Dessler et al.,

1995). Distinct pathways contribute to water vapor in the overworld and the LMS (Fig.

1.1).

Overworld SWV is controlled by two sources: troposphere to stratosphere transport

and methane oxidation. Air is transported into the stratosphere through the tropical tropo-

pause layer (TTL) by the wave-driven Brewer-Dobson circulation (BDC) or occasionally

by small-scale convective overshooting (Brewer, 1949; Holton et al., 1995; Fueglistaler

et al., 2009) (Fig. 1.1a, path A). The TTL is the troposphere to stratosphere transition and
∗This dissertation is adapted with permission under the Creative Commons Attribution 4.0 License

(https://creativecommons.org/licenses/by/4.0/) from "The response of stratospheric water vapor to climate
change driven by different forcing agents" by Xun Wang and Andrew Dessler, 2020, preprinted in Atmo-
spheric Chemistry and Physics Discussion, 2020, 1-22, Copyright [2020] by Copernicus Publications and
the authors of the manuscript and its final journal article.
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runs from 355 K (150 hPa, 14 km) to 425 K (70 hPa, 18.5 km) potential temperature in the

tropics (Sherwood and Dessler, 2000; Fueglistaler et al., 2009) (See shaded region in Fig.

1.1a). The low temperatures of the TTL dehydrates the air that ascents through it, largely

determining the amount of water vapor that enters the overworld (Mote et al., 1995, 1996;

Fueglistaler et al., 2005; Schoeberl et al., 2008; Fueglistaler et al., 2009). In the upper

stratosphere, water vapor is produced in situ from oxidation of methane (e.g. Brasseur and

Solomon, 2005).

The LMS SWV is contributed by three major sources. The first is the overworld

air transported poleward and downward into the LMS by the BDC (Dessler et al., 1995;

Holton et al., 1995; Plumb, 2002; Gettelman et al., 2011) (Path A in Fig. 1.1b). The sec-

ond is the adiabatic isentropic transport from the upper troposphere to the LMS (Path B

in Fig. 1.1b). The subtropical jet forms a transport barrier between the upper troposphere

and the LMS due to the strong gradient in potential vorticity (Chen, 1995; Haynes and

Shuckburgh, 2000), producing a correspondent gradient in trace gases (Pan et al., 1997;

Richard, 2003; Ray, 2004). Thus isentropic mixing between the troposphere and the LMS

occurs at regions around the jet when baroclinic instability and wave breaking occurs (e.g.

Plumb, 2002; Gettelman et al., 2011). The third is the cross-tropopause diabatic transport

by deep convection (Path C in Fig. 1.1b). Both observations and models show evidence

of convective injection of water vapor into the LMS (Wang, 2003; Dessler and Sherwood,

2004; Ray, 2004; Lane and Sharman, 2006; Hanisco et al., 2007; Mullendore et al., 2009;

Hassim and Lane, 2010).

1.2 Climate change concepts

The Earth and its atmosphere absorb shortwave radiation from the sun and emit long-

wave radiation to space. When the planet is at its radiative equilibrium, the net incoming

solar radiation equals outgoing longwave radiation. Climate perturbations occur when a

2



difference between the net incoming solar radiation and the outgoing longwave radiation

is imposed - this is known as a radiative forcing. The factors that drive the radiative forc-

ing are called forcing agents and these can be natural or anthropogenic perturbations in a

radiatively active constituent of the atmosphere, in the planet’s albedo, or in the amount of

insolation.

How one defines radiative forcing is important when different forcing agents with dif-

ferent physical properties are investigated. Traditionally, studies calculate the instanta-

neous radiative forcing, which is the instantaneous change in the net radiation flux at the

tropopause or the top of atmosphere (TOA) resulting from a forcing agent. However, forc-

ing agents can influence the atmosphere before the surface temperature changes. This

occurs on a time scale of weeks to months and is often referred to as an "adjustment"

to the forcing (e.g. Sherwood et al., 2015). Previous studies refer to the change in the

Earth?s net radiative flux before the surface temperature changes but after the atmosphere

adjusts to the external forcing as the effective radiative forcing (ERF). It accounts for the

direct forcing from the perturbation as well as the contribution by the atmospheric adjust-

ment. Recent studies show that ERF provides a more comprehensive understanding of the

Earth?s energy budget when investigating different climate perturbations (e.g. Sherwood

et al., 2015; Richardson et al., 2019).

Different forcing agents result in different atmospheric adjustments. For example,

increased GHGs cools the stratosphere, requiring the surface and troposphere to warm

more to balance the instantaneous radiative forcing (Hansen et al., 1997). This results in

a positive contribution to the radiative forcing. It is shown that tropospheric temperature,

stratospheric temperature, cloud, and etc. all adjust distinctly to different forcing agents

and contribute differently to the radiative forcing (Smith et al., 2018).

Different climate forcing agents affect the climate differently. For example, an increase

in GHGs results in increased absorption of longwave radiation emitted from the surface

3



and troposphere. This reduces the outgoing longwave to space and warms the surface

(Jain et al., 2000). Sulfate aerosols, on the other hand, cool the surface by scattering

solar radiation directly or indirectly through cloud nucleation and formation (Ramanathan,

2001). Nevertheless, Richardson et al. (2019) show that the global surface temperature

response per unit of ERF is basically the same for different forcing agents.

1.3 The response of stratospheric water vapor to climate change

Given the importance of stratospheric water vapor to our climate system, it is of great

interest for the climate community to understand potential stratospheric water vapor re-

sponses in a changing climate. Like radiative forcing, the response of SWV to climate

change can be partitioned into two components: the fast response and slow response. The

fast response is akin to the adjustments to the forcing, as discussed in Section 1.2, which

is the response to the perturbation before the surface temperature changes (e.g. Sherwood

et al., 2015). The slow response is the component in the SWV change that is coupled with

the surface temperature change, which occurs on longer time scales. This slow response

means that SWV could be an important positive feedback to global warming (Forster and

Shine, 2002; Dessler et al., 2013; Huang et al., 2016; Banerjee et al., 2019). Banerjee et

al. (2019) have shown that, when CO2 is abruptly quadrupled, the change in SWV mainly

consists of the slow response and the fast response is less important.

Previous studies have shown that climate models, which are able to accurately repro-

duce the observed interannual variations in SWV (Dessler et al., 2013; Smalley et al.,

2017), robustly project a positive long-term trend in overworld SWV in the tropical lower

stratosphere under a scenario with increasing GHGs (Gettelman et al., 2010; Dessler et al.,

2013; Smalley et al., 2017). This is mainly due to a warmer tropopause (Thuburn and

Craig, 2002; Gettelman et al., 2010; Lin et al., 2017; Smalley et al., 2017; Xia et al.,

2019), which is controlled, to some extent at least, by the radiative effect of a warming
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surface (Gettelman et al., 2010; Shu et al., 2011; Dessler et al., 2013; Huang et al., 2016;

Revell et al., 2016; Lin et al., 2017; Smalley et al., 2017; Banerjee et al., 2019).

Dessler et al. (2016) suggest that increases in convective injection into the strato-

sphere may also be contributing to the trend in water vapor entering the tropical lower

stratosphere. Methane oxidation contributes to the trend in the SWV at higher altitudes,

but has little impact on the trend in SWV at the entry levels (Hegglin et al., 2014; Revell

et al., 2016). In the LMS, the climate models show that, when CO2 increases, the SWV

has a larger positive trend and it is at least partly contributed by the warming troposphere

(Dessler et al., 2013; Huang et al., 2016; Banerjee et al., 2019).

These previous studies are based on a climate change pattern mainly or entirely forced

by increasing CO2. However, different climate forcing agents result in different patterns

of climate change depending on their physical properties. It is not clear, if perturbed

separately, whether they all affect SWV similarly. The goal of this study is to investigate

the response of both overworld and LMS SWV to forcing agents with different physical

properties.

1.4 Motivation and dissertation outline

SWV plays an important role in climate change, thus its potential future trend is of

great interest to the climate community.

In this dissertation, we investigate SWV response in a multi-model and multiple forc-

ing agent framework. We aim to answer these questions:

1) What are the magnitudes of fast and slow responses in SWV when forced by differ-

ent forcing agents?

2) Which is more important, the fast or slow SWV response when forced by different

forcing agents?

3) Is the relationship between the SWV response and surface temperature change ro-
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bust across different forcing agents and models?

4) What drives the fast response?

5) Is the fast response robust across different forcing agents and models?

Figure 1.1: (a) Schematic of the tropical tropopause layer and transport between tro-
posphere and stratosphere. (b) Schematic of the stratospheric overworld and lower-
most stratosphere. We produced a schematic using European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA-Interim potential temperature, tropopause, and pres-
sure climatology data. The heavy line is the tropopause. This is similar to Figure 1 of
Dessler et al. (1995). Dotted lines are isentropic surfaces. The arrows are schematics to
show the transport pathways. See text for description of paths A, B, and C.
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2. METHOD∗

2.1 The PDRMIP set-up

In this dissertation, we analyze output produced by nine models from the Precipita-

tion Driver and Response Model Intercomparison Project (PDRMIP) (Samset et al., 2016;

Myhre et al., 2017; Tang et al., 2018, 2019). These are Climate Model Inter-comparison

Project phase 5 (CMIP5) era models (Table 2.1) and each performed a baseline and mul-

tiple climate perturbation experiments (Table 2.1). The PDRMIP data can be downloaded

from this website: https://cicero.oslo.no/en/PDRMIP.

In the perturbation experiments, perturbations on a global scale are applied abruptly at

the beginning of the model simulation. The five core experiments include a doubling of

CO2 concentration (2×CO2), a tripling of CH4 concentration (3×CH4), a 2% increase in

solar irradiance (2%Solar), an increase of present-day black carbon concentration or emis-

sion by factor of 10 (10×BC), and an increase of present-day SO4 concentration or emis-

sion by factor of 5 (5×SO4). Apart from the five core experiments, some of the climate

models also performed additional perturbation experiments. These include an increase

in CFC-11 concentration from 535 ppt to 5 ppb (hereafter, 10×CFC-11), an increase in

CFC-12 concentration from 653.45 ppt to 5 ppb (hereafter, 10×CFC-12), an increase in

N2O concentration from 316 ppb to 1 ppm (hereafter, 3×N2O), an increase in year 2000

tropospheric O3 concentration used in MacIntosh et al. (2016) by factor of 5 (5×O3), and

an increase of present-day black carbon with shorter lifetime by factor of 10 (10×BCSLT).

Table 2.1 provides details about the models and the perturbations each one simulated.
∗This dissertation is adapted with permission under the Creative Commons Attribution 4.0 License

(https://creativecommons.org/licenses/by/4.0/) from "The response of stratospheric water vapor to climate
change driven by different forcing agents" by Xun Wang and Andrew Dessler, 2020, preprinted in Atmo-
spheric Chemistry and Physics Discussion, 2020, 1-22, Copyright [2020] by Copernicus Publications and
the authors of the manuscript and its final journal article.
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The perturbations in GHGs and solar irradiance are relative to the models’ baseline

simulations. In the baseline simulations, the concentration of the GHGs and solar irradi-

ance are at present-day levels, except for HadGEM2, which is at pre-industrial level. The

perturbations in the aerosols depend on whether it is possible to prescribe aerosol concen-

trations in the models. For models that are able to prescribe aerosol concentrations, the

aerosol perturbations are based on a multi-model mean baseline aerosol concentration in

2000 obtained from the AeroCom Phase II initiative (Myhre et al., 2013). For those that

are only able to produce aerosols through emissions, the perturbation is applied by increas-

ing the emissions by the factors listed above. The 10×BCSLT experiment is performed

only by models that are able to prescribe aerosol concentrations.

Each perturbation experiment and each baseline simulation are performed in two con-

figurations: A simulation with fixed sea surface temperatures and sea-ice ("fixed SST")

and a simulation that is fully coupled (slab ocean for CAM4 only). The fixed SST simula-

tions use the SST and sea-ice climatology at either present-day level or pre-industrial level

(HadGEM2). The fixed SST simulations are at least 15 years and the coupled simulations

are at least 100 years.

2.2 Fast response and slow response

When available, SWV mixing ratio is obtained directly from the specific humidity out-

put by each model simulation. For the models that do not output specific humidity (CAM5,

GISS-E2-R, and MIROC-SPRINTARS), we calculate specific humidity by multiplying the

models’ relative humidity with respect to ice by the saturation mixing ratio with respect to

ice calculated using model temperature and pressure.

We define ∆SWV , the change in SWV mixing ratio in response to a particular per-

turbation, to be the difference between SWV in the perturbed coupled run and that in the

baseline coupled run. As discussed above, the ∆SWV can then be broken down into
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the two components: the fast response (∆SWVfast) and slow response (∆SWVslow). We

compute results at each zonal mean latitude and pressure level and results averaged in

the tropical lower stratosphere (70 hPa, 30◦N-30◦S, hereafter, TLS), in the northern hemi-

spheric (NH) lowermost stratosphere (50◦N-90◦N at 200 hPa, hereafter, NH LMS), and in

the southern hemispheric (SH) lowermost stratosphere (50◦S-90◦S at 200 hPa, hereafter,

SH LMS). Most previous studies have focused on response of water vapor in the TLS (e.g.,

Gettelman et al., 2010; Shu et al., 2011; Smalley et al., 2017). But recent studies report

that the climate is most sensitive to changes in water vapor in the LMS (Solomon et al.,

2010; Dessler et al., 2013; Banerjee et al., 2019), so we also investigate that region.

We use the fixed SST simulations to compute ∆SWVfast, the change in SWV before

the surface temperature changes. ∆SWVfast is the difference between the SWV mixing

ratio in the fixed SST run with the forcing perturbation and that in the fixed SST run with

the baseline atmosphere, because the SSTs are the same in the two runs, any difference

in SWV must be unconnected to surface temperature changes. Most models reach equi-

librium after 5 years, so we use the ∆SWVfast averaged during the last 10 years of the

model run in this dissertation.

We calculate ∆SWVslow as ∆SWV minus ∆SWVfast. To estimate the time series

of ∆SWVslow, we use annual mean ∆SWV over the entire coupled run period (at least

100 years) minus the ten-year average ∆SWVfast. Figure 2.1 shows the annual mean

∆SWVslow at 70 hPa averaged over 30◦N-30◦S for all perturbed simulations and mod-

els. It takes models millennia to reach equilibrium, so we expect it to take this long for

∆SWVslow to reach equilibrium.

Because of this, we estimate equilibrium ∆SWVslow using a regression method simi-

lar to the methodology introduced by Gregory et al. (2004). The basic concept is that we

regress the annual mean global average net downward radiative flux (R) at the top of atmo-

sphere (TOA) against the annual mean ∆SWV at each zonal mean latitude and pressure
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level and annual mean ∆SWV averaged at TLS, NH LMS, or SH LMS. The equilibrium

∆SWV is where the linear fit intercepts at R=0. Then we simply subtract ∆SWVfast

from the equilibrium ∆SWV to estimate equilibrium ∆SWVslow.

These regressions can be very noisy and yield highly uncertain parameters, particu-

larly for perturbations with relatively small amounts of radiative forcing and warming. To

account for this, we first fit the R and ∆SWV time series using an exponential function

(y(t) = b+a1 · e−t/τ1+a2 · e−t/τ2), and then do the regression using the fitted time series.

For fully coupled models, we constrain τ1 to be within the range of 4±2 years and τ2 to

be within the range of 250±70 years; for CAM4, in which the atmosphere is coupled to

a slab ocean, we constrain τ1 to be within the range of 4±2 years. We use HadGEM3

2xCO2 R and ∆SWV time series as examples to show this calculation (Fig. 2.2). We

then compute the best fit of all parameters. The ranges for the time constants are based on

previous estimations of climate system time scales (Geoffroy et al., 2013). We estimate

the ∆SWV -intercept at R=0 by regressing the fitted R and ∆SWV data over the last 30

years, since the relation between R and ∆SWV is not necessarily linear over the entire

100-year period. The difference between the equilibrium ∆SWVslow obtained using this

method and the ∆SWVslow averaged over the last 30 years is mostly on the order of 0.01-1

ppmv, except for a few outliers (Fig. 2.3). The slow and fast responses of other variables,

such as surface temperatures and cold point temperatures are computed using the same

method.

We tested this method in a climate model that nearly reaches the equilibrium climate

state. We analysed runs of the fully coupled Max Planck Institute Earth System Model

version 1.1 (MPI-ESM1.1) (Maher et al., 2019), which has a transient climate response

and an effective climate sensitivity near the middle of the CMIP5 ensemble range (Adams

and Dessler, 2019; Dessler, 2020). It includes a 2000-year preindustrial control run and a

2614-year abruptly quadrupled CO2 run. The values of ∆SWV averaged over the last 30
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years of the 4×CO2 run relative to the control run are 4.60 ppmv in the TLS, 22.40 ppmv

in the NH LMS, and 9.69 ppmv in the SH LMS. We expect this to be close to equilibrium

∆SWV because the trend in global average surface temperature over the last 500 years

of the 4 × CO2 run is 0.02 K per century. We use the regression method to estimate the

equilibrium ∆SWV using MPI-ESM1.1 water vapor mixing ratio time series over the first

100 years and obtain estimates of 4.38 ppmv in the TLS, 20.01 ppmv in the NH LMS, and

9.07 ppmv in the SH LMS; these yield differences of 0.22 ppmv in the TLS, 2.39 ppmv in

the NH LMS, and 0.62 ppmv in the SH LMS. Thus, our method underestimates the true

equilibrium value by 5% in the TLS, 11% in the NH LMS, and 6% in the SH LMS.

2.3 Ensemble average and Uncertainty

When we discuss the ensemble average and uncertainty of a response, e.g. ∆SWV ,

for a perturbation experiment in this dissertation, the uncertainty is obtained from Monte

Carlo calculations as follows: We sample results from each model that performed that

perturbation with replacement 100,000 times; from these samples, we compute the 2.5%-

97.5% percentiles of the ensemble mean.

We also discuss the ensemble average and uncertainty of a regression slope for a pertur-

bation experiment. The uncertainty of the ensemble average slope produced by a perturba-

tion is also obtained from Monte Carlo calculations: For each model and perturbation, we

first randomly sample the slope 100,000 times, assuming a Gaussian distribution set by the

standard deviation estimated from a t-test. Then, for each perturbation, we sample from

the slope distributions with replacement 100,000 times for each model that performed that

perturbation and from these samples compute the 2.5%-97.5% percentiles of the ensemble

mean.

11



 

 

12 

 

Figure 2.1: Annual mean ∆SWVslow (ppmv) at 70 hPa averaged between 30ºN and 30ºS, 
starting from the 1st year to the end of each model run. The model runs are at least 100 
years. The color coding indicates results from different models.  

       

Table 2.1: Description of PDRMIP models (Table 3 from Myhre, G., and Coauthors, 
(2017). PDRMIP: A Precipitation Driver and Response Model Intercomparison Project - 
Protocol and Preliminary Results. Bulletin of the American Meteorological Society, 
98(6):1185 - 1198. https://doi.org/10.1175/BAMS-D-16-0019.1. © American 
Meteorological Society. Used with permission.) and list of perturbation experiments 
used in this study (last column).  

Model Version Resolutio
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Ocean 

setup 

Aerosol 

setup 

Key 

reference

s 

Perturbation 

experiments 

Second 

Generation 

Canadian 

Earth System 

Model 

(CanESM2) 

2010 2.8°×2.8°

, 

35 levels 

Coupled 

ocean 

Emission

s 

(Arora et 
al., 2011) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4 

 

 

 

 



 

 

13 

Table 2.1 continued 

Model Version Resolutio

n 

Ocean 

setup 

Aerosol 

setup 

Key 

reference

s 

Perturbation 

experiments 

Community 

Earth System 

Model, 

version 1 

(Community 

Atmosphere 

Model, 

version 4) 

[CESM1(CA

M4)] 

1.0.3 2.5°×1.9°

, 

26 levels 

Slab 

ocean 

Fixed 

concentra

tions 

(Neale et 

al., 2010; 

Gent et 

al., 2011) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12, 

3xN2O, 

10xBCSLT 

CESM1 

CAM5 

1.1.2 2.5°×1.9°

, 

30 levels 

Coupled 

ocean 

Emission

s 

(Hurrell 

et al., 

2013; 

Kay et al., 

2015; 

Otto-

Bliesner 

et al., 

2016) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12 

Goddard 

Institute for 

Space Studies 

Model E2, 

coupled with 

the Russell 

ocean model 

(GISS-E2-R) 

E2-R 2°×2.5°, 

40 levels 

Coupled 

ocean 

Fixed 

concentra

tions 

(Schmidt 

et al., 

2014) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12, 

10xBCSLT 
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Table 2.1 continued 

Model Version Resolutio

n 

Ocean 

setup 

Aerosol 

setup 

Key 

reference

s 

Perturbation 
experiments 

Hadley 

Centre 

Global 

Environment 

Model, 

version 2—

Earth System 

(includes 

Carbon Cycle 

configuration 

with 

chemistry) 

(HadGEM2-

ES) 

6.6.3 1.875°×1.

25°, 

38 levels 

Coupled 

ocean 

Emission

s 

(Bellouin 

et al., 

2011; 

Collins et 

al., 2011) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12, 

10xCFC-11, 

3xN2O 

HadGEM3 Global 

Atmosph

ere 4.0 

1.875°×1.

25°, 

85 levels 

Coupled 

ocean 

Fixed 

concentra

tions 

(Bellouin 

et al., 

2011; 

Walters 

et al., 

2014) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12 

L’Institut 
Pierre-
Simon 
Laplace 
Coupled 
Model, 
version 5A 
(IPSL-
CM5A) 

CMIP5 3.75° 

×1.875°, 

39 levels 

Coupled 

ocean 

Fixed 

concentra

tions 

(Dufresne 

et al., 

2013) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 5xSO4 
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Table 2.1 continued 

Model Version Resolutio

n 

Ocean 

setup 

Aerosol 

setup 

Key 

reference

s 

Perturbation 

experiments 

Max Planck 

Institute 

Earth System 

Model (MPI-

ESM) 

 

1.1.00p2 

 

 

T63, 47 

levels 

Coupled 

ocean 

Climatolo

gy, 

year 2000 

(Giorgett

a et al., 

2013) 

2xCO2,  

3xCH4, 

2%Solar 

Model for 

Interdisciplin

ary Research 

on Climate-

Spectral 

Radiation-

Transport 

Model for 

Aerosol 

Species 

(MIROC-

SPRINTAR

S) 

5.9.0 T85 

(approx. 

1.4°×1.4°

), 40 

levels 

Coupled 

ocean 

Hemisph

eric 

Transport 

Air 

Pollution, 

phase 2 

Emission

s 

(Takemur

a, 2005; 

Takemur

a et al., 

2009; 

Watanabe 

et al., 

2010) 

2xCO2, 

3xCH4, 

2%Solar, 

10xBC, 

5xSO4, 

10xCFC-12, 

10xCFC-11, 

3xN2O, 5xO3 

 

 



Figure 2.2: Panel (a): Annual mean global average R at TOA (Wm−2), starting from the
1st year to the end of each model run, shown as the solid line. Panel (b): Annual mean
total ∆SWV (ppmv) at 70 hPa averaged between 30◦N and 30◦S, starting from the 1st
year to the end of each model run, shown as the solid line. The dashed lines are the fitted
curve obtained using the method discussed in Section 2.2.

Figure 2.3: Scatter plot of equilibrium ∆SWVslow (ppmv) obtained using the method
described in Section 2.2 vs. the ∆SWVslow (ppmv) averaged over the last 30 years of the
model run. The color coding indicates results from different perturbations. Marker shapes
indicate results from different models.
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3. RESULTS∗

3.1 Climate change patterns forced by the 10 forcing agents

To give some context to the various climate perturbations, we first show the effective

radiative forcing (ERF) and surface temperature change from each climate perturbation,

which are important quantities to evaluate climate change. Figure 3.1 shows the zonal

mean ERF from all models and perturbations. ERF is the difference in net radiation at the

top of atmosphere (TOA) after the atmospheric perturbation (e.g., the addition of CO2),

but before the surface has changed. In all cases, we calculate this by differencing the

average of the last 10 years of the fixed SST run with the perturbed atmosphere from the

same quantity in the fixed SST run with the baseline atmosphere. In addition, we also show

the zonal mean equilibrium surface temperature changes in Fig. 3.2, calculated using the

method described in Section 2.2.

Different perturbations show distinct characteristics. Most forcing agents that affect

longwave radiation, including 2×CO2, 3×CH4, 10×CFC-11, 10×CFC-12, and 3×N2O

show stronger ERF in the tropics compared to higher latitudes (Figs. 3.1a, b, f, g, and h).

This is due to the surface temperature latitudinal gradient. The higher surface temperature

in the tropics results in larger longwave absorption in the atmosphere.

Note that 5×O3 does not show the same latitudinal gradient as other longwave forcing

agents (Fig. 3.1i). This is because the tropospheric O3 is transported into the extratropical

LMS. O3 in the LMS absorbs shortwave radiation, so an increase in O3 increases absorp-

tion of solar radiation at higher latitudes. Therefore, for 5×O3, there is an increase in
∗This dissertation is adapted with permission under the Creative Commons Attribution 4.0 License

(https://creativecommons.org/licenses/by/4.0/) from "The response of stratospheric water vapor to climate
change driven by different forcing agents" by Xun Wang and Andrew Dessler, 2020, preprinted in Atmo-
spheric Chemistry and Physics Discussion, 2020, 1-22, Copyright [2020] by Copernicus Publications and
the authors of the manuscript and its final journal article.
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energy into the system in the tropics through longwave absorption and at higher latitudes

through shortwave absorption.

The forcing agents that affect shortwave radiation, including 10×BC, 5×SO4, and

10×BCSLT show larger magnitudes of ERF in the Northern Hemisphere than in the tropics

and Southern Hemisphere (Figs. 3.1d, e, j, and k). This occurs because most emissions

occur in the Northern Hemispheric continents (Myhre et al., 2017). Sulfate aerosols cool

the surface by scattering solar radiation (Figs. 3.2e and k) (Ramanathan, 2001), while

black carbon reduces the planet’s albedo and warms the planet by absorbing solar radiation

in the atmosphere and over snow and sea ice surfaces (Figs. 3.1d and j) (Ramanathan,

2001; Ramanathan and Carmichael, 2008).

2%Solar affects shortwave radiation by increasing the solar radiation. It does not

change the concentration of any radiative active constituents. The latitude distribution

of the increase in solar radiation follows the cosine of latitude (Fig. 3.1c), as expected.

More solar radiation is received by the planet around the equator, which results in max-

imum ERF in the tropics and weaker ERF at higher latitudes. Although the ERF from

2%Solar shows a similar latitudinal pattern compared to 2×CO2 (Fig. 3.1a and c), previ-

ous studies show that changing insolation drives different circulation responses compared

to increasing CO2 (Guo et al., 2018).

The equilibrium surface temperature change (Fig. 3.2) from all climate perturbations

and models show stronger response at higher latitudes, especially in the Northern Hemi-

sphere. The larger response at higher latitudes, known more generally as polar amplifi-

cation, is due to the snow and ice feedback there (e.g. Rind, 2008). The larger response

in the Northern Hemisphere compared to the Southern Hemisphere corresponds to more

land than ocean (Friedman et al., 2013). In addition, the ocean meridional overturning

circulation also transports heat to the Northern Hemisphere from Southern Hemisphere,

contributing to the asymmetry in the temperature response (Friedman et al., 2013).
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Figure 3.3a shows the global average ERF (values for each model and perturbation

are listed in Table A-1). Overall, there is good agreement between different models for

each perturbation. We also compare global average warming per unit forcing in Fig. 3.3b

(also see Table A1). ∆Ts/ERF is the inverse of the feedback parameter λ (e.g. Dessler

and Zelinka, 2015), so Fig. 3.3b implies that the climate sensitivity to these different

perturbations is similar. Our result is consistent with (Richardson et al., 2019).

5×O3 and 10×BCSLT produce smaller ∆Ts/ERF values. This may be due to a

lower efficacy for these perturbations. However, MIROC-SPRINTARS is the only model

in this study that performed 5×O3, and it also produces low efficacy for all other climate

perturbations. Only two models performed 10×BCSLT, so it is also uncertain whether the

efficacy forced by 10×BCSLT is robustly smaller than other climate perturbations.

3.2 The slow stratospheric water vapor response

Figure 3.4 shows the ensemble average zonal mean equilibrium ∆SWVslow for each

perturbation. Since the vertical gradient of water vapor is large, we show the percentage

change (%) of mixing ratio relative to the baseline. In order to compare the magnitudes

of responses across different perturbations, we also normalize the equilibrium ∆SWVslow

using ERF, so differences in the magnitude of the forcing do not confound our results.

Note that this flips the sign of the response to 5×SO4. It shows that there is an overall

moistening in the stratosphere, with strongest response close to the tropopause. The max-

imum moistening is in the tropical upper troposphere, which is the main part of the tropo-

spheric water vapor feedback. On average, the stratosphere between tropopause and 10-

hPa level at all latitudes on average moistens by 0.33±0.09 ppmv/(Wm−2) and 7.80±2.00

%/(Wm−2) for all the perturbations. The zonal mean equilibrium ∆SWVslow/ERF also

show general agreement in the patterns across different climate perturbations.

Figure 3.5 shows the ensemble average zonal mean equilibrium temperature slow re-
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sponse in the atmosphere (∆Tslow) normalized by ERF from all perturbations. We use

lapse rate tropopause, the lowest level where the lapse rate decreases to 2 K km−1, to

show the distinction between troposphere and stratosphere. The lapse rate tropopause is

obtained using the atmospheric temperatures from the baseline coupled run and ensemble

averaged. These plots show maximum warming in the tropical upper troposphere, extend-

ing into the TTL. The warming in the TTL is what causes the positive ∆SWVslow in the

overworld.

Previous studies show that the warming TTL is radiatively heated by the warming sur-

face and local radiatively active constituents when GHGs increases (Gettelman et al., 2010;

Shu et al., 2011; Dessler et al., 2013; Huang et al., 2016; Revell et al., 2016; Lin et al.,

2017; Smalley et al., 2017; Banerjee et al., 2019). All perturbations show the "bull horn"

pattern of warming extending upward and poleward from the subtropical tropopause. This

pattern is also shown in climate models under a 4xCO4 climate forcing reported by Huang

et al. (2016), who pointed out that it is dynamically driven by the strengthened BDC. The

general agreement in the magnitude and pattern of ∆SWVslow/ERF and ∆Tslow/ERF

across different climate perturbations indicates that the ∆SWVslow is driven by similar

mechanisms despite being forced by different forcing agents.

The magnitudes of the ∆SWVslow/ERF in the LMS close to the tropopause from

most simulations are generally larger than those in the tropical lower stratosphere (Fig.

3.4). This is consistent with previous studies, which showed that the long-term trend in

SWV over the 21st century in climate models is largest in the LMS (Dessler et al., 2013;

Huang et al., 2016; Banerjee et al., 2019). This also reflects different transport pathways

into the LMS compared to the TLS, which is controlled by multiple factors, including the

downward transport by the Brewer-Dobson circulation, quasi-horizontal isentropic mixing

from the tropical troposphere, and convective influence (Dessler et al., 1995; Holton et al.,

1995; Plumb, 2002; Gettelman et al., 2011).
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It is also noteworthy that the zonal mean equilibrium ∆SWVslow/ERF shows a hemi-

spheric asymmetry for all perturbations. In the LMS, the ∆SWVslow/ERF is larger in

the Northern Hemisphere than the Southern Hemisphere. This is consistent with previ-

ous studies (Dessler et al., 2013; Banerjee et al., 2019) and is likely due to larger con-

tributions from isentropic transport and convective moistening compared to the Southern

Hemisphere (Pan et al., 1997, 2000; Dethof et al., 1999, 2000; Ploeger et al., 2013).

3.3 The slow stratospheric water vapor and ERF

In this section, we use results averaged over selected regions, instead of showing zonal

mean results in a latitude-pressure domain. For results in the tropical lower stratosphere

(hereafter, TLS), we use ∆SWVslow at 70 hPa, averaged between 30◦N and 30◦S. As

shown in Fig. 3.4, 70 hPa is above the tropical tropopause, so it represents the amount of

water vapor entering the tropical overworld. For results in the LMS, we use ∆SWVslow

at 200 hPa, averaged between 50◦N and 90◦N for the Northern Hemisphere (NH), and

averaged between 50◦S and 90◦S for the Southern Hemisphere (SH). We chose this level

in the LMS so that it is above the extratropical tropopause and below 100 hPa. However,

we note that the water vapor response has a large vertical gradient in the LMS (Fig. 3.4),

so our choice of location in the LMS may not be a comprehensive representation of the

entire region.

Figure 3.6 shows the equilibrium ∆SWVslow/ERF in the TLS (Fig. 3.6a), NH LMS

(Fig. 3.6b), and SH LMS (Fig. 3.6c) from all models and perturbations (also see Table

A-1). Fig. 3.6 is consistent with Fig. 3.4 in that the ensemble average ∆SWVslow/ERF

shows general agreement across different climate perturbations. We also show the per-

centage contribution of equilibrium ∆SWVslow to the total equilibrium ∆SWV in Fig-

ures 3.6d-f. For most perturbations, the equilibrium ∆SWVslow contributes to a major

part of the total equilibrium ∆SWV (Figs. 3.6d-f). In the LMS, the ensemble average
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∆SWVslow/∆SWV ratio is close to 100% for many perturbations (Figs. 3.6e-f). In the

TLS, the ensemble average ∆SWVslow/∆SWV ratio is generally above 50%, with a few

exceptions (10×BC, 10×CFC-11, 10×CFC-12, 5×O3, and 10×BCSLT). We will discuss

these runs in detail in Section 3.5.

Inter-model variability exists in the magnitudes of ∆SWVslow/ERF . The inter-model

variability is generally consistent within the ensemble. For example, HadGEM3 gener-

ally produces larger responses than the rest of the ensemble, likely connected to larger

surface warming per ERF than the rest of the ensemble (Fig. 3.3b). GISS and MIROC-

SPRINTARS have ∆SWVslow/ERF values generally below the rest of the ensemble,

likely connected to smaller surface temperature changes per ERF (Fig. 3.3b). We note that

MIROC-SPRINTARS has a low top (2.9 hPa), which may affect the stratospheric water

vapor response. More work is needed to explain these differences between models, but

that is outside of the scope of this study.

Based on the general agreement in the pattern and magnitude of equilibrium ∆SWVslow

/ERF across all perturbations (Figs. 3.4-3.6), we regress the ensemble average equilib-

rium ∆SWVslow of all perturbations against the ensemble average ERF in Figure 3.7. In

the TLS (Fig. 3.7a), the water vapor increases 0.35 ppmv/(Wm−2), with a 95% con-

fidence interval ranging from 0.17 to 0.53 ppmv/(Wm−2). In the LMS (Figs. 3.7b-

c), the water vapor increases by 2.15 ppmv/(Wm−2) in the NH and increases by 1.18

ppmv/(Wm−2) in the SH, with 95% confidence intervals ranging from 1.28 to 3.02

ppmv/(Wm−2) in the NH and ranging from 0.76 to 1.61 ppm/(Wm−2) in the SH. These

regressions indicate that the stratospheric water vapor slow component responds to the

different forcing agents with a similar efficacy. Since our Fig. 3.3b shows surface temper-

ature responds to ERF with a similar efficacy for almost all perturbations, this indicates

that ∆SWVslow may respond to ∆Ts with a similar sensitivity. We will discuss this in

detail in the next subsection.
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3.4 The slow stratospheric water vapor response and the surface temperature change

Overall, our results show that, in most climate perturbations analyzed in this study, the

response of water vapor in both the TLS and the LMS primarily consists of the ∆SWVslow,

which is the component mediated by surface temperature change. In addition, Sections 3.1

and 3.3 show that the equilibrium ∆SWVslow and surface temperature respond to the ERF

with a similar efficacy across all perturbations analyzed in this study. Previous studies

showed that when CO2 increases, SWV increases due to a warmer tropopause (Thuburn

and Craig, 2002; Gettelman et al., 2010; Lin et al., 2017; Smalley et al., 2017; Xia et al.,

2019), which is controlled, to some extent at least, by the warming surface (Gettelman

et al., 2010; Shu et al., 2011; Dessler et al., 2013; Huang et al., 2016; Revell et al., 2016;

Lin et al., 2017; Smalley et al., 2017; Banerjee et al., 2019). To directly quantify how SWV

responds to surface temperature across a range of different climate change mechanisms,

we linearly regress the annual mean time series of ∆SWVslow against the annual mean

time series of global averaged ∆Ts over the entire period of the coupled simulation (at

least 100 years). This is similar to the analysis of Banerjee et al. (2019), who did this for

quadrupled CO2 perturbation, but we do this for multiple perturbations.

The scatter plot of ∆SWVslow vs. ∆Ts for each perturbation and model is shown in

Figures 3.8-3.10. In most perturbations and models, the ∆SWVslow time series in both

the TLS and the LMS is positively correlated with the ∆Ts time series. This supports the

hypothesis that the surface temperature change contributes to the long-term trend in SWV

for most cases.

Figure 3.11 shows the slopes of the regression between ∆SWVslow and ∆Ts annual

mean time series for all perturbations and models. We also did the regression using de-

trended annual ∆SWVslow and annual ∆Ts by removing their linear trend, and got similar

results (not shown). In all three regions, the slopes from different perturbations show gen-
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eral agreement (Fig. 3.11). In the TLS, the ensemble and perturbation average slope

is 0.35 ppmvK−1 with a 95% confidence interval of 0.28-0.44 ppmvK−1. The LMS

∆SWVslow has stronger correlations with the ∆Ts (Fig. 3.11) and produces larger sen-

sitivities. Specifically, the ensemble and perturbation average slope is 2.1 ppmvK−1 in

the NH, and is 0.97 ppmvK−1 in the SH, with 95% confidence intervals of 1.82-2.39

ppmvK−1 and 0.79-1.15 ppmvK−1, respectively. Again the larger LMS SWV sensi-

tivity reflects a different mix of transport pathways into the LMS compared to the TLS

(Dessler et al., 1995; Holton et al., 1995; Plumb, 2002; Gettelman et al., 2011).

In order to compare results with previous studies, we also regress the TLS ∆SWVslow

annual mean time series against 500-hPa temperature response averaged over 30◦N-30◦S

and regress the LMS ∆SWVslow annual mean time series against the 500-hPa temperature

response averaged over 30◦N-90◦N and 30◦S-90◦S. These are similar to the regressions

done by Dessler et al. (2013) and Smalley et al. (2017) respectively. The ensemble and

perturbation average slopes are 0.27±0.07 ppmvK−1 in the TLS, 2.0±0.2 ppmvK−1 in

the NH LMS, and 1.15±0.13 ppmvK−1 in the SH LMS. Smalley et al. (2017) gave an

ensemble average slope of 0.32±0.15 ppmvK−1 for TLS water vapor when the climate

is perturbed by projected 21st century forcing. In the regression using observed and re-

analysis water vapor data and reanalysis tropospheric temperature, Dessler et al. (2013)

reported slope values of 1.1±0.7 and 0.7±0.5 ppmvK−1 in NH and SH, respectively, for

the response to interannual variability. In their regression using a chemistry-climate model

experiencing the longterm warming under the RCP4.5 scenario, Dessler et al. (2013) re-

ported slope values of 2.9±0.1 and 1.9±0.1 ppmvK−1 in NH and SH, respectively. Our

results are in reasonable agreement with Dessler et al. (2013) and Smalley et al. (2017).

The positive correlation and similar SWV sensitivities suggest that not only the surface

temperature change contributes to the SWV trend, but SWV also responds to the surface

temperature change with a similar sensitivity across a range of different climate change
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mechanisms. This also suggests that a positive SWV climate feedback exists not only in

a climate change perturbed by increasing CO2 and GHGs in general (Dessler et al., 2013;

Huang et al., 2016; Smalley et al., 2017; Banerjee et al., 2019), but also in a wider range

of climate perturbations discussed in this study.

There is clear inter-model variability in the sensitivities. The HadGEM2 10×BC pro-

duces a large value of ∆SWVslow sensitivity of 1.78 ppmvK−1. MIROC-SPRINTARS

generally produces extremely small sensitivities in the TLS (Fig. 3.11a, 3.3 and 3.6, Table

A-1). The models show better agreement in the TLS but have larger confidence intervals

in the LMS. TLS water vapor is mainly controlled by the TTL temperatures, but the LMS

water vapor, on the other hand, is controlled by a mix of different factors (Dessler et al.,

1995; Holton et al., 1995; Plumb, 2002; Gettelman et al., 2011). The larger inter-model

variability in the LMS reflects larger differences in the way models represent these trans-

port pathways.

We also extend the relation between ∆SWVslow and the ∆Ts time series to the entire

stratosphere in Fig. 3.12. We re-gridded the zonal mean ∆SWVslow annual mean time

series from all models and perturbations onto the same pressure-latitude grid (10 hPa above

100 hPa and 50 hPa below 100 hPa, 4 degrees latitude) and regress the ∆SWVslow time

series at each grid point against the global average ∆Ts time series. The ensemble and

perturbation average correlation coefficient and slope of the linear fit at each grid point

is shown in Fig. 3.12. Figure 3.13 shows ensemble average slopes for each individual

perturbation. Since the vertical gradient of the SWV mixing ratio is large, for Fig. 3.12b

and Fig. 3.13, we plot the percentage change of mixing ratio per degree K relative to the

baseline.

Our result shows that the ∆SWVslow time series is strongly correlated with the ∆Ts

time series in both the overworld stratosphere and LMS. Both the correlation coefficient

and slope are larger in the LMS than in the tropical overworld. The slope also shows a
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hemispheric asymmetry, with larger values in the NH LMS region. This indicates that

the NH LMS ∆SWVslow is more sensitive to the surface and tropospheric temperature

changes. This is consistent with previous studies, which showed that isentropic transport

brings more tropospheric water vapor to the NH than the SH (Pan et al., 1997, 2000;

Dethof et al., 1999, 2000; Ploeger et al., 2013). In addition, convective moistening may be

more important in the NH due to more land in the NH and, consequently, more convection

(Dessler and Sherwood, 2004; Smith et al., 2017; Ueyama et al., 2018; Wang et al., 2019).

We note that in Fig. 3.13 the 5×O3 shows weak ∆SWVslow sensitivity to ∆Ts in the TLS

region. This corresponds to the weak equilibrium TLS ∆SWVslow, which consists a small

part in the total equilibrium ∆SWV (less than 30%, Fig. 3.6d).

3.5 The fast stratospheric water vapor response

Figures 3.14-3.16 show the ensemble average zonal mean ∆SWVfast/ERF , ensem-

ble average zonal mean temperature fast response normalized by ERF (∆Tfast/ERF ), and

∆SWVfast/ERF from all models and perturbations averaged in TLS, NH LMS, and SH

LMS. ∆SWVfast is the change in SWV due to the atmospheric perturbation, but before

the surface temperature has responded. The lapse rate tropopause in Figures 3.14-3.15 is

obtained from the baseline fixed SST run averaged during the last 10 years.

Overall, the ∆SWVfast/ERF is smaller than ∆SWVslow/ERF for most perturba-

tions in both the TLS and LMS (Figs. 3.16d-f). Given the small values, there is large vari-

ability in the magnitudes and contributions of ∆SWVfast/ERF and ∆SWVfast (Figs.

3.14 and 3.16) across different perturbations, especially in the TLS. This corresponds to

the distinct patterns of ∆Tfast/ERF for different perturbations, which shows that the

atmosphere responds to the forcing agents differently depending on their radiative proper-

ties.

It is generally acknowledged that an increase in CO2 cools the stratosphere as a rapid
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adjustment (Manabe and Wetherald, 1975). This cooling is shown in the ∆Tfast/ERF

(Figs. 3.15a and 3.15k). The small magnitude in the ensemble average TLS ∆SWVfast

/ERF (Fig. 3.7a) corresponds to close to zero temperature change in the TTL (Figs.

3.15a and 3.15k). This is a result of cancellation between cooling by BDC advection and

local radiative heating (Lin et al., 2017). Models including CanESM2, GISS, and MIROC-

SPRINTARS even produce cooling and negative ∆SWVfast/ERF (Fig. 3.16a). In the

NH LMS, the ∆SWVfast/ERF magnitude is also small (Figs. 3.14a and 3.16b-c). This is

related to the weak warming in the NH LMS and tropical upper troposphere (Fig. 3.15a).

Compared to 2×CO2, GHG forcing agents including 10xCFC-12 and 10xCFC-11 pro-

duce larger magnitudes of ∆SWVfast/ERF and larger contributions (49% and 55%, re-

spectively) to the total equilibrium ∆SWV in the TLS (Figs. 3.16d). These correspond

to the larger heating in the TTL and TLS (Figs. 3.15f, 3.15g and 3.15k). This is because,

unlike CO2, the Halocarbons absorb the upwelling longwave radiation in the atmospheric

window range from the troposphere and heat the TTL and TLS (Jain et al., 2000).

5×O3 is another GHG that shows distinct fast response pattern (Figs. 3.14i and 3.15i).

Increases of tropospheric O3 reduce the radiation absorbed by stratospheric O3, which

cools the stratosphere (Figs. 3.15i and 3.15k). Meanwhile, the O3 in the upper tropo-

sphere absorbs shortwave radiation and heats the TTL (Fig. 3.15i and 3.15k), which re-

sults in larger TLS ∆SWVfast magnitude than ∆SWVslow and larger contributions to total

equilibrium ∆SWV (77%) (Figs. 3.14i and 3.16a). In the LMS, the tropospheric O3 is

transported there and heats the LMS through short wave radiation absorption (Fig. 3.15i).

This also results in larger ∆SWVfast magnitude than ∆SWVslow in both the NH and SH

LMS (Fig. 3.16).

The 3×CH4 includes multiple models that produce larger TLS ∆SWVfast/ERF

magnitudes and contributions than ∆SWVslow/ERF (Figs. 3.14b, 3.16a and 3.16d).

This corresponds to larger TTL and TLS heating (Fig. 3.15b and 3.15k). The TTL and
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TLS heating could be due to the shortwave radiation absorbed by CH4, which is explic-

itly treated in models including CAM5, CanESM2, MPI-ESM, and MIROC-SPRINTARS

(Smith et al., 2018). These models are also the ones that produce larger ∆SWVfast/ERF

and larger contributions to the total equilibrium ∆SWV in 3×CH4 (Figs. 3.16a and

3.16d). There is also less stratospheric cooling compared to 2×CO2, which could be due

to the CH4 concentration decreasing sharply with altitude in the stratosphere (Hoffmann

et al., 2008; Payan et al., 2009; Kellmann et al., 2012).

The ∆SWVfast from 10×BCdominates the total equilibrium ∆SWV in the TLS. The

ensemble average ∆SWVfast contributes to 84% of the total equilibrium ∆SWV in the

TLS (Fig. 3.16d). The ensemble average ∆SWVfast/ERF for this perturbation is also

larger than any other perturbations in both the tropical overworld and LMS regions (Figs.

3.14d and 3.16). This occurs because the 10×BCstrongly absorbs shortwave radiation,

causing large heating of the tropopause region in both the tropics and extra-tropics (Figs.

3.15d and 3.15k). Figure 3.15k shows the fast temperature response of the TTL due to

different perturbations and it shows the 10×BCgives by far the most warming per unit

ERF. This TTL warming allows more water vapor to enter the TLS and the warming in the

LMS also allows more moisture transported from the troposphere (Figs. 3.14d, 3.15d, and

3.16).

The 10×BC∆SWVfast/ERF in the NH and SH LMS contributes to about 50% of

the total equilibrium ∆SWV , with smaller magnitudes in the SH (Figs. 3.14d and 3.16f).

This is because the total amount of prescribed black carbon is smaller in the SH (Myhre

et al., 2017), since black carbon is a combustion product and is predominantly emitted

over the continents (Ramanathan and Carmichael, 2008). This leads to smaller radiative

heating in the SH and correspondingly smaller impact on the fast response there. This also

corresponds to the ERF latitudinal pattern (Fig. 3.1d).

The 10×BCSLT is a forcing agent with similar radiative property compared to 10×BC,
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which also contributes more than 50% of the total ∆SWV in the TLS and NH LMS.

However, the BC in 10×BCSLT is removed by wet deposition, thus has a shorter life

time. This results in less heating per unit ERF (Fig. 3.15j) and smaller ∆SWVfast/ERF

compared to 10×BC.

3.6 The fast stratospheric water vapor response and cold point temperature

We show in this section that the ∆SWVfast is closely related to the fast response of

atmospheric temperatures (e.g. Mote et al., 1996; Fueglistaler et al., 2009; Lin et al., 2017).

We quantify the control of TTL temperature fast adjustments over the TLS ∆SWVfast

across a range of different climate change mechanisms by regressing the TLS ∆SWVfast

against the fast response of the cold point temperature.

It is well known that the cold point temperature (∆TCPfast) in the TTL provides

one of the fundamental controls on overworld water vapor. To estimate ∆TCPfast in the

models, we first find the minimum temperature in the profile at each grid point in the

fixed SST runs (no interpolation is done, we simply find the minimum temperature on the

output model levels). These minimum temperatures are then averaged between 30◦N -

30◦S to yield ∆TCPfast in each run. ∆TCPfast is the difference between ∆TCPfast in

the perturbed model run minus that in the baseline runs.

We find that TLS ∆SWVfast is strongly correlated with ∆TCPfast across all pertur-

bations and models (Fig. 3.17a), with a slope of 0.52 ppmvK−1 and a 95% confidence

interval of 0.43 to 0.61 ppmvK−1. Randel and Park (2019) pointed out that the slope

from the Clausius-Clapeyron relationship evaluated near the tropical tropopause is about

0.5 ppmvK−1. The slope from our analysis is consistent with their result.

We also separately do the regression for each individual perturbation and each indi-

vidual model in the TLS (Fig. 3.17d and 3.17g). For the perturbations that have more

than five participating models, including 2×CO2, 3×CH4, 2%Solar, 10×BC, 5×SO4,
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and 10×CFC-12, we calculate the linear regression between ∆SWVfast and ∆TCPfast

and show the slopes and 95% confidence intervals. For the perturbations that have fewer

participating models, including 10 × 10xCFC11, 3×N2O, 5×O3, and 10×BCSLT, we

plot the ratio ∆SWVfast/∆TCPfast and show only the ensemble averages.

The slopes produced by different perturbations show general agreement (Fig. 3.17d).

There is larger uncertainty in the slopes produced by 2%Solar and 10×CFC-12. This is

because both the ∆TCPfast and ∆SWVfast in 2%Solar and 10×CFC-12 produced by

different models are close and have extremely small standard deviations.

The slopes produced by models generally agree with each other (Fig. 3.17g). The two

outliers are HadGEM2 and MPI-ESM. The larger slope produced by HadGEM2 is caused

by the large ∆SWVfast from the 10×BCrun. The MPI-ESM performed only three per-

turbed simulations (2×CO2, 3×CH4, and 2%Solar) and their ∆TCPfast and ∆SWVfast

values are close to zero, thus resulting in a large ∆SWVfast/∆TCPfast ratio. To summa-

rize, the fast response of TTL temperature is a good predictor of the tropical LS ∆SWVfast

across a range of different climate mechanisms and across multiple models.

In the LMS, ∆SWVfast does not correlate as strong with ∆TCPfast as in the TLS

(Figs. 3.17b-c) due to the fact that TTL temperatures are only one factor that influences

the LMS. The ∆TCPfast only controls the humidity of overworld air transported poleward

and downward by BDC (Dessler et al., 1995; Holton et al., 1995; Plumb, 2002; Gettelman

et al., 2011). We leave out the impact of convective transport and isentropic mixing from

this linear regression. The direct convective injection of high water vapor does not occur

frequently in the observations (Schwartz et al., 2013), and the overall convective contri-

bution to the LMS water vapor is still under debate (e.g., Anderson et al., 2012; Ploeger

et al., 2013). The isentropic mixing of tropospheric water vapor into LMS is shown to be

important, especially during boreal summer (Dethof et al., 1999; Gettelman et al., 2011;

Ploeger et al., 2013), but its role in LMS’s rapid adjustment is uncertain.
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We repeat the multi-perturbation regression of ∆SWVfast vs ∆TCPfast for each grid

point in the latitude-pressure domain in Figures 3.18a-b. The ensemble average lapse

rate tropopause is averaged over the last 10 years of the baseline fixed SST simulations.

The correlation coefficient and slope (%/K) at each grid point in the pressure-latitude do-

main shows that the control of ∆TCPfast over ∆SWVfast follows the transport pattern

of the BDC (Figs. 3.18a-b). The correlation coefficient and slope are large in the tropi-

cal overworld stratosphere and become weaker as one moves poleward and downward in

the extra-tropics below 150 hPa. Vertical gradient in the slopes exist in the LMS region,

decreasing toward the local tropopause. Again, this is consistent with the fact that water

vapor in the LMS is controlled by several processes, not just TTL cold-point temperature.

The slope in Fig. 3.18b also has a hemispheric asymmetry, with larger values in the

NH. This is due to the 10×BCperturbation, which heats the tropopause and LS more in the

NH than the SH. If we remove 10×BCresults from the regression at each grid point (Figs.

3.18c-d), the hemispheric asymmetry in the slope disappears and the correlation coefficient

in the NH LMS drops below 0.5. This indicates that the strength of the correlation may

indicate not that ∆TCPfast itself exerts control over the LMS ∆SWVfast, but that other

things that happen to correlate with the ∆TCPfast do, such as convective transport into

the LMS. Clearly, more work on this is warranted.
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Figure 3.1: Zonal mean ERF (Wm−2) at the top of atmosphere (TOA) from all models and
perturbations investigated in this study. The colors indicate results from different models.

Figure 3.2: Zonal mean surface temperature change (K) at equilibrium from all models and
perturbations investigated in this study. The colors indicate results from different models.
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Figure 3.3: Panel (a): Global average ERF (Wm−2) at the TOA. Panel (b): The global
averaged surface temperature change at equilibrium per unit ERF (K/(Wm−2)). The
marker shapes indicate results from different models. The solid circles and error bars
for each perturbation plotted in weighted black are ensemble average and 2.5%-97.5%
confidence intervals.

Figure 3.4: Zonal mean equilibrium ∆SWVslow/ERF . We show the percentage change
relative to baseline (%/(Wm−2)) in a latitude-pressure domain. For each perturbation,
we show the ensemble average result. The solid line in cyan is the zonal mean lapse rate
tropopause obtained from the coupled baseline simulation.
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Figure 3.5: Panels (a)-(j): Zonal mean equilibrium ∆Tslow/ERF (K/(Wm−2)) in a
latitude-pressure domain. For each perturbation, we show the ensemble average result.
The solid line in cyan is the zonal mean lapse rate tropopause obtained from the coupled
baseline simulation. Panel (k): Profiles of ensemble average equilibrium ∆Tslow/ERF
(K/(Wm−2)) averaged between 30◦N-30◦S. Note the altitude range in this panel is be-
tween 200 and 40 hPa so that we can focus on the TTL. The color coding indicates results
from different perturbations.
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Figure 3.6: Panels (a)-(c): Equilibrium ∆SWVslow/ERF (ppmv/Wm−2) in tropical
lower stratosphere at 70 hPa averaged between 30◦N and 30◦S, in the Northern Hemi-
spheric lowermost stratosphere at 200 hPa averaged between 50◦N and 90◦N, and in the
Southern Hemispheric lowermost stratosphere at 200 hPa averaged between 50◦S and
90◦S. Panels (d)-(f): Contribution (%) of equilibrium ∆SWVslow to the total equilibrium
∆SWV . The marker shapes indicate results from different models. The solid circles
and error bars for each perturbation plotted in weighted black are the ensemble average
and 2.5%-97.5% confidence interval. Note that in the second column, we omit models
with extremely small ∆SWV magnitudes that yield extremely large ∆SWVslow/∆SWV
ratios.

35



Figure 3.7: Linear regression between ensemble average equilibrium ∆SWVslow (ppmv)
and ensemble average ERF (Wm−2) for all perturbations. The color coding indicates
different perturbations. The black solid line is the linear fit of the regression. The black
dotted lines indicate the linear fits within the 95% confidence interval, estimated using a
t-test.
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Figure 3.8: Linear regression between the annual mean ∆SWVslow (ppmv) in the tropical
lower stratosphere (70 hPa, 30◦N - 30◦S) and the annual mean global averaged surface
temperature change, ∆Ts (K), from the 100-year coupled model simulations. In each
panel, the circles are annual mean results, and the dashed line is the linear fit. The color
coding indicates results from different perturbations.

37



Figure 3.9: Same as Fig. 11, but for ∆SWVslow (ppmv) in the Northern Hemispheric
lowermost stratosphere (200 hPa, 50◦N - 90◦N).
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Figure 3.10: Same as Fig. 11, but for ∆SWVslow (ppmv) in the Southern Hemispheric
lowermost stratosphere (200 hPa, 50◦S - 90◦S).
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Figure 3.11: Slopes (ppmvK−1) from the linear regression between annual mean
∆SWVslow time series and annual mean ∆Ts time series. The marker shapes indicate
results from different models. The solid circles and error bars for each perturbation plotted
in weighted black are ensemble average and 2.5%-97.5% confidence intervals. The hori-
zontal dashed line and the horizontal dotted lines are ensemble average and 2.5%-97.5%
confidence intervals for slopes from all models and perturbations.
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Figure 3.12: Ensemble and perturbation average correlation coefficient (Panel a) and slope
(%/K) (Panel b) from the regression between annual mean time series of ∆SWVslow at
each latitude grid point and pressure level and annual mean time series of global average
∆Ts. The solid cyan line is the ensemble and perturbation average lapse rate tropopause.

Figure 3.13: Ensemble average slope (%/K) for each individual perturbation from the
regression between annual mean time series of ∆SWVslow at each latitude grid point and
pressure level and annual mean time series of global average ∆Ts.
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Figure 3.14: Zonal mean ∆SWVfast/ERF . We show the percentage change relative to
baseline (%/(Wm−2)) in a latitude-pressure domain. For each perturbation, we show the
ensemble average result. The solid line in cyan is the zonal mean lapse rate tropopause
obtained from the fixed SST baseline simulation averaged during the last 10 years.

Figure 3.15: Same as Figure 8, but for ∆Tfast/ERF (K/(Wm−2)) and lapse rate
tropopause obtained from the fixed SST baseline simulation averaged during the last 10
years.
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Figure 3.16: Same as Fig. 9, but for ∆SWVfast/ERF (ppmv/(Wm−2)) and the percent-
age contribution (%) of ∆SWVfast to total equilibrium ∆SWV .
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Figure 3.17: Panels (a)-(c): Linear regression between ∆SWVfast (ppmv) and ∆TCPfast

(K) from all models and perturbations. The color coding indicates different perturba-
tions, while the marker shapes indicate results from different models. The black solid
line is the linear fit of the regression. The black dotted lines indicate the linear fits within
the 95% confidence interval, estimated using a t-test. Panels (d)-(f): Slopes and their
95% confidence intervals obtained from linear regression between ∆SWVfast (ppmv)
and ∆TCPfast (K) for each individual perturbation. Panels (g)-(i): Slopes and their
95% confidence intervals obtained from linear regression between ∆SWVfast (ppmv) and
∆TCPfast (K) for each individual model. The black dashed lines and dotted lines in
panels (d)-(i) are the slopes and their 95% confidence intervals of regressions in (a)-(c).
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Figure 3.18: Panels (a)-(b): Correlation coefficient and slope from the regression between
∆SWVfast (ppmv) and ∆TCPfast (K) at each grid point in a pressure-latitude domain.
The ensemble and perturbation average tropopause is averaged over the last 10 years of the
fixed SST simulations. Panels (c)-(d): Same as (a)-(b), but we removed the 10×BCresults
from the regression at each grid point.
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4. SUMMARY AND CONCLUSIONS ∗

In this study, we investigated the response of stratospheric water vapor (SWV) in a

range of different climate change mechanisms using a multi-model and multiple forcing

agent framework. We use output from nine models participating the PDRMIP, which

are models within CMIP5, each performing a baseline and up to 10 climate perturba-

tion experiments, including 2×CO2, 3×CH4, 2%Solar, 10×BC, 5×SO4, 10×CFC-11,

10×CFC-12, 3×N2O, 5×O3, and 10×BCSLT (Table 2.1). Each perturbation experiment

and each baseline simulation are performed with two configurations, including a fixed SST

simulation (at least 15 years) and a fully coupled simulation (at least 100 years).

It is of great interest for the climate community to understand how SWV changes when

the climate changes, since SWV plays an important role in the Earth’s radiative budget and

stratospheric ozone chemistry (Solomon et al., 1986, 2010; Dvortsov and Solomon, 2001;

Forster and Shine, 2002). Previous studies showed that, when greenhouse gases (GHGs)

such as CO2 increase, surface warming is the dominant cause of the long-term trend in

SWV, which constitutes a climate feedback (Gettelman et al., 2010; Shu et al., 2011;

Dessler et al., 2013; Revell et al., 2016; Yang et al., 2016; Lin et al., 2017; Smalley et al.,

2017; Banerjee et al., 2019). It is not clear, however, whether forcing agents with different

climate change mechanisms all affect SWV similarly.

To better understand the SWV response (∆SWV ), calculated as the change in SWV

mixing ratio in the perturbed coupled run relative to that in the baseline coupled run,

we partition it into two parts, the slow response (∆SWVslow) and the fast response (∆-
∗This dissertation is adapted with permission under the Creative Commons Attribution 4.0 License

(https://creativecommons.org/licenses/by/4.0/) from "The response of stratospheric water vapor to climate
change driven by different forcing agents" by Xun Wang and Andrew Dessler, 2020, preprinted in Atmo-
spheric Chemistry and Physics Discussion, 2020, 1-22, Copyright [2020] by Copernicus Publications and
the authors of the manuscript and its final journal article.
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SWVfast). The ∆SWVfast occurs on shorter time scales, before the surface tempera-

ture changes. It is calculated as is the difference between the SWV mixing ratio in the

fixed SST run with the forcing perturbation and that in the fixed SST run with the base-

line atmosphere. The ∆SWVslow occurs on longer time scales, which is coupled with the

surface temperature change. To estimate the time series of ∆SWVslow, we use annual

mean ∆SWV over the entire coupled run period (at least 100 years) minus our estimate

of ∆SWVfast. To estimate the equilibrium ∆SWVslow, we use a regression method dis-

cussed in Section 2.2 to first compute equilibrium ∆SWV , and then subtract ∆SWVfast

from it. When comparing magnitudes of ∆SWVslow and ∆SWVfastacross different cli-

mate perturbations, we normalize the quantities by effective radiative forcing (ERF) at the

top of atmosphere (TOA), so that differences in the ERF do not confound our results.

Our results show that, for most perturbations, the total equilibrium ∆SWV in the

tropical lower stratosphere (TLS, 70 hPa, 30◦S-30◦N) and in the lowermost stratosphere

(LMS, 200 hPa, 50◦N-90◦N and 50◦S-90◦S) mainly consists of ∆SWVslow (Fig. 3.6).

The zonal mean equilibrium ∆SWVslow shows that there is an average moistening of

0.33±0.09 ppmv/(Wm−2), equivalent to 7.80±2.00 %/(Wm−2), in the stratosphere for

all the perturbations, with a larger response in the LMS (Fig.3.4).

The equilibrium ∆SWVslow/ERF shows general agreement in the zonal mean pattern

and magnitudes across different climate perturbations, which corresponds to the general

agreement in the slow temperature response (Fig. 3.5). Specifically, a regression be-

tween the ensemble average equilibrium ∆SWVslow and ERF shows that, water vapor

increases by 0.35 ppmv/(Wm−2) in the TLS, 2.15 ppmv/(Wm−2) in the NH LMS, and

1.18 ppmv/(Wm−2) in the SH LMS. These indicate that, for most climate perturbations,

the slow response is forced by similar mechanisms. Moreover, our results agree with

Richardson et al. (2019) that, the global average surface temperature responds to differ-

ent forcing agents with a similar efficacy (Fig. 3.3). This leads to a discussion of the
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relationship between ∆SWVslow and surface temperature change across different climate

perturbations.

Most perturbations and models show that the annual mean ∆SWVslow time series

is positively correlated with the annual mean time series of surface temperature change

(∆Ts) (Figs. 3.8-3.10), and that the slopes of the linear fits fall within a close range across

different perturbations (Fig. 3.11). This indicates that the surface temperature change con-

tributes to the long-term trend in SWV not only when climate is perturbed by increased

CO2 (Gettelman et al., 2010; Shu et al., 2011; Dessler et al., 2013; Revell et al., 2016;

Yang et al., 2016; Lin et al., 2017; Smalley et al., 2017; Banerjee et al., 2019), but also

across a wider range of different climate change mechanisms.

Furthermore, the ∆SWVslow time series responds to the ∆Ts time series with a sim-

ilar sensitivity across different climate change mechanisms. Specifically, the ensemble

and perturbation average slope is 2.1 ppmvK−1 in the NH, and 0.97 ppmvK−1 in the

SH, with 95% confidence intervals of 1.82-2.39 ppmvK−1 and 0.79-1.15 ppmvK−1, re-

spectively. This relation can be extended to the entire stratosphere (Figs. 3.12 and 3.13).

The ∆SWVslow in the LMS has larger sensitivity to ∆Ts compared to the tropical over-

world, which reflects different transport pathways into the LMS compared to the overworld

(Dessler et al., 1995; Holton et al., 1995; Plumb, 2002; Gettelman et al., 2011). The even

larger sensitivity in the NH LMS is consistent with hemispheric asymmetries in the isen-

tropic transport and convective moistening reported by previous studies (Pan et al., 1997,

2000; Dethof et al., 1999, 2000; Ploeger et al., 2013; Dessler and Sherwood, 2004; Smith

et al., 2017; Ueyama et al., 2018; Wang et al., 2019).

The fast responses of SWV from most perturbations are weak and plays a smaller role

(Fig. 3.16). Unlike the slow response, the fast responses from different perturbed simu-

lations have distinct patterns and magnitudes (Figs. 3.14-3.16). For forcing agents that

directly heat tropopause levels (Fig. 3.15), ∆SWVfast makes a larger contribution to total
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equilibrium ∆SWV . In particular, when climate is perturbed by 10×BC, the fast response

dominates the total response and has a larger magnitude than any other perturbed simu-

lations. Other forcing agents, including 10×CFC-11, 10×CFC-12, 3×CH4, and 5×O3

produce larger fast responses, due to TTL heating through longwave absorption in the

atmospheric window range and shortwave absorption, but are not as strong as 10×BC.

We quantify the relationship between ∆SWVfast and the fast adjustment of TTL tem-

peratures across different climate change mechanisms. In the TLS, the ∆SWVfast is posi-

tively correlated with the fast response of the cold point temperature across all models and

perturbations (Fig. 3.17), with a slope of 0.52 ppmvK−1, which is consistent with the

Clausius-Clapeyron relationship evaluated near the tropical tropopause (Randel and Park,

2019). The control of cold point temperature fast response over ∆SWVfast follows the

transport pattern of the BDC, which is stronger in the overworld and becomes weaker at

higher latitudes in the LMS below 150 hPa (Fig. 3.18). This means that in the LMS, the

fast response of cold point temperature plays a smaller role in controlling the ∆SWVfast,

and that other factors are also needed to fully represent the LMS ∆SWVfast.
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APPENDIX A

Please see a table in the next page that listed values of TOA ERF (Wm−2), ∆Ts (K),

∆Ts/ERF (K/(Wm−2)), ∆SWVslow (ppmv), ∆SWVslow/ERF (ppmv/(Wm−2)),

∆SWVfast (ppmv), and ∆SWVfast/ERF (ppmv/(Wm−2)) from all models and pertur-

bations and ensemble average.

These values are shown in figures in the main body of the dissertation and are discussed

in the main text. Since in the figures it is hard to tell exact values, we list these numbers

here for reference of those figures and texts. Detailed computation methods are described

in Chapter 2: Method. Values obtained from each perturbation is listed in separated boxes

of tables.
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