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ABSTRACT 

 

The demand for highly sensitive infrared spectroscopic measurements has been a 

strong motive towards developing high-sensitivity instruments. This demand ranges from 

environmental and atmospheric necessities to study, analyze, and predict the 

concentrations of various greenhouse gases, to medical applications in diagnosis based on 

the content of breath samples. Newly developed infrared laser sources with record output 

powers, ultra-broad spectral coverage, and efficient nonlinear conversion opened the door 

for high accuracy broadband absorption measurements.  

My research is devoted to laser absorption spectroscopy in the mid-infrared 

spectral region and is divided into two parts. In the first part, an overview of the field is 

presented, and some of the developments are summarized. The content is prepared to form 

a basis for a graduate course on infrared spectroscopy. The course is primarily on 

instrumentation, methods, and applications of infrared laser spectroscopy with a particular 

focus on infrared optical frequency comb sources. 

The outline of this work can serve as an outline for the course. An introduction to 

absorption spectroscopy is presented, followed by a review of the principles of molecular 

spectroscopy and the characteristic absorption features in the mid-infrared region. Several 

infrared sources and generation methods are discussed, and a historical overview of 

photodetection and its concepts are provided. The concepts behind many experimental 

elements used in laser spectroscopy are covered briefly, and experimental demonstrations 

of two techniques are presented. 
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Frequency combs are powerful broadband sources and are excellent for obtaining 

precise measurements of the absorption spectra of gases in short periods of time. In the 

second part of my work, two powerful spectroscopic techniques based on infrared 

frequency comb sources are discussed. The first one is cavity ringdown spectroscopy 

(CRDS), which is capable of providing highly sensitive measurements. Second, we 

investigated and measured methane concentration in the surrounding air in our laboratory 

based on 250 MHz mid-infrared fiber frequency combs. We used a multipass cell to 

enhance the length of interaction between the laser beam and the molecules in the air to 

580 m, which improved the sensitivity by orders of magnitude. We measured a 

concentration of 1.5 ppmv for methane in the air in 80 ms with a very high sensitivity of 

7.6×10-7 cm-1. Our results demonstrate the advantages of mid-infrared dual frequency 

comb spectroscopy for trace gas detection and sensing applications.  
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NOMENCLATURE 

 

P Power 
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T Transmission   

IR Infrared   

Mid-IR Mid-Infrared   
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HITRAN High-Resolution Transmission Molecular Absorption Database  

PNNL Pacific Northwest National Laboratory 

MPC Multi-Pass Cell 
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HWP Half Wave Plate 
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CPBC Coherent Polarization Beam Combining 
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QWP Quarter Wave Plate 

VOC Volatile Organic Compounds 

T1D Type 1 Diabetes 

PD Photo-Detector 

MCT Mercury-Cadmium-Telluride 

APD Avalanche Photo-Detector 
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QWIP Quantum Well Infrared Photodetector 
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1. INTRODUCTION  

 

1.1 Absorption Spectroscopy 

Global warming and environmental health issues have brought attention to the 

necessity of accurate monitoring of trace gases [1]. The increasing emissions of 

greenhouse gases, such as methane and carbon dioxide, with insufficient monitoring can 

take this planet to a point where environmental-related issues form the largest concern. In 

order for such issues to be contained, regular and reliable monitoring should take place 

worldwide using efficient monitoring systems. This, along with increasing public 

awareness and adjusting global gas emission policies, will take us forward to a future with 

controllable gas-emission rates related to human-activities.  

Various techniques have been employed to measure and monitor trace gas 

concentrations in the environment [2, 3, 4, 5]. Among them, absorption spectroscopy is 

one of the most powerful techniques with high sensitivity.  

Molecular absorption spectroscopy rely on the concept of absorption of 

electromagnetic radiation by molecules. This concept is illustrated in Figure 1. The 

molecules present in a sample absorb the electromagnetic radiation at certain wavelengths 

depending on the spacing between the energy levels of the molecules. 
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Figure 1 The energy level diagram for absorption of electromagnetic radiation. 

 

Absorption spectroscopy is widely used in different scientific fields to study the 

molecules and their concentrations in a gas, a liquid, or a solid sample. It has been used in 

a wide range of spectroscopic measurements in molecular physics, astronomy, chemistry, 

biomedicine, and environmental studies [2, 6, 7].   

In chemistry and life sciences, the term spectrophotometry is commonly used for 

measurements of reflection or transmission properties of materials as a function of 

wavelength with particular interest in the visible and ultraviolet (UV) regions. In biology 

and medicine, absorption spectroscopy is applied to study living systems based on 

characterization of the structure and the function of macromolecular and molecular 

systems.  

Clinical diagnosis is another field with interest in absorption spectroscopy as a 

technique for analyzing and monitoring breath samples [6, 8]. With sensitive 

spectroscopic measurements and low detection limits, the prospect for early clinical 

diagnosis of several diseases has increased over the last years. More is discussed in Section 

1.4. 
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Depending on the gas and particular technique used, the sensitivity of 

concentration measurements is determined in parts per million (ppm), parts per billion 

(ppb), and parts per trillion (ppt) all in volume (v) as shown in Table 1. 

 

Table 1 Common Terms for Sensitivities. 

Parts Per Million by Volume ppmv 10−6 

Parts Per Billion by Volume ppbv 10−9 

Parts Per Trillion by Volume pptv 10−12 

Parts Per Quadrillion by Volume ppqv 10-15 

 

1.2 Overview of Techniques and Applications 

The simplest method of absorption measurements is direct absorption 

spectroscopy (DAS), which determines the absorption in a sample from the incoming and 

outgoing spectral intensities. In addition, several other spectroscopic techniques based on 

direct and indirect light absorption were developed. Among them are cavity-enhanced 

absorption spectroscopy [9, 10] and dual frequency comb spectroscopy that uses dual-

beam detection [11, 12, 13]. 

Examples of indirect absorption techniques are cavity ring-down spectroscopy 

(CRDS) [9, 14, 15], photoacoustic spectroscopy (PAS) [16, 17], and Faraday rotation 

spectroscopy (FRS) [18]. 
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Spectroscopic techniques that rely on long absorption path lengths are 

implemented using a multipass optical cell [12, 19] or a high finesse optical cavity [2, 8, 

10, 15]. Both techniques require cavity mirrors with a very high reflectivity in the spectral 

region of interest.  

In a multipass cell, the beam experiences multiple reflections before it exits the 

cell through a hole in one of the mirrors. Some geometries use one hole as an entrance and 

exit for the laser beam, while other geometries use two holes. The multiple reflections 

inside the cell provide a long path length over which the light-matter interaction takes 

place, resulting in a strong absorption signal. Multipass cells are discussed in detail in 

Section 2.5, and a dual frequency comb system based on a multipass cell can be found in 

the experimental part in Section 4.2. 

In a high finesse cavity, the light bounces between the highly reflective mirrors 

until the intra-cavity signal builds up to reach a threshold level. This method requires 

careful optimization to match the cavity mode with the laser mode. The light leaking out 

of the cavity is detected to obtain the absorption spectrum of the gas sample inside the 

cavity. Section 2.5 describes high finesse cavities in more detail, and Section 4.1 discusses 

an experiment in the near infrared that utilizes a high finesses cavity.  

 

1.3 Detection Limit and Precision of Spectroscopic Measurements 

According to atmospheric and climate change studies, the global warming will 

continue to increase rapidly [1, 20]. Carbon dioxide emission rates keep increasing as 

people burn more and more fossil fuel. Methane and carbon dioxide are the major 
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greenhouse gases that contribute to global warming [20, 21]. Accordingly, the efforts 

toward sensitive atmospheric monitoring should intensify, and high sensitivities need to 

be achieved for reliable gas concentration measurements.  

Gas sensing systems which depend on spectroscopic measurements are usually 

characterized by the detection limit in terms of a minimum detectable concentration or 

minimum absorption coefficient [18]. To perform the gas detection with a high sensitivity, 

it is important to improve the signal-to-noise ratio (SNR). This can be achieved through 

multiple signal enhancement approaches along with employing noise reduction schemes. 

Werle et al used Allan variance analysis to characterize signal size and the instrumental 

limitations of signal averaging, and achieved a detection limit of 10 pptv in 25 seconds 

for 𝑁𝑂2 under laboratory conditions [22]. 

The precision of the measurements with spectroscopic systems, determined by the 

variations of measurement results, is also limited by the signal-to-noise ratio. A major 

factor affecting the precision is the stability of the system. The accuracy of the 

measurements is determined by systematic errors and different uncertainties including the 

uncertainties in the pressure 𝑃, the temperature 𝑇, and the absorption path length 𝐿 [18]. 

Uncertainties in temperature 𝑇 and pressure 𝑃 can be minimized by stabilization of these 

parameters.  

The effective absorption path length ( 𝐿𝑒𝑓𝑓) is the path length in which the light-

matter interaction occurs and where the molecules absorb light at certain wavelengths. 

Measuring this length for an optical cavity depends on the reflectivity of the mirrors used 

in the cavity and the cavity length, which is discussed in Section 2.5. An exact 
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measurement of  𝐿𝑒𝑓𝑓 is necessary for high accuracy in experiments involving an open-

path as well as multi-pass cell measurements, which can also be written as “multipass.” In 

open-air experiments, the presence of atmospheric aerosols that scatter light could strongly 

affect the effective absorption path length [3, 23, 24]. In addition, air turbulence has to be 

taken into account [25, 26]. Examples of aerosols in the atmosphere include dust, fog, 

smoke, particular air pollutants, and sulfate aerosols [24]. 

When comparing the sensitivity of different techniques of spectroscopy, we should 

take into account the purpose of the experiment and the spectral region under study. 

Continuous wave (CW) lasers can be used to obtain highly sensitive absorption 

measurements. However, it might take up to several hours to scan a desired spectral range 

because of the narrow bandwidth of CW lasers. The spectral coverage of a broadband laser 

source exceeds that of a CW laser source. For simultaneous detection of various molecules 

at short periods of time, a broadband spectroscopic system with sufficient optical intensity 

per detection channel is required. Nowadays, many broadband techniques are applied to 

perform quantitative spectroscopic measurements of several trace gas species 

simultaneously [3, 9, 14, 19, 27, 28]. 

 

1.4 Breath Analysis and Trace Gas Detection 

1.4.1 Application of Infrared Absorption spectroscopy to Breath Analysis 

Many research studies are conducted towards diagnosis and monitoring of 

different diseases [6, 15, 29, 30]. Absorption spectroscopy is one of the powerful 

techniques that allows sensitive qualitative and quantitative measurements of different 
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compounds in a sample that are considered biomarkers of diseases. This potential has been 

a driving force towards inventing and establishing new and more sensitive spectroscopic 

approaches for medical applications over the last few decades. Human breath analysis is 

one of the fields that witnesses such an improvement [31, 32]. Thorpe et al 

studied 𝐶𝑂, 𝐶𝑂2, 𝐻2𝑂, 𝐶𝐻4, and 𝑁𝐻3 for breath analysis using cavity-enhanced 

frequency-comb spectroscopy in the 1.5 𝜇𝑚 – 1.7 𝜇𝑚 range [8]. Their system’s minimal 

sensitivity for 𝑁𝐻3 is higher than the limit of detectable ammonia in a normal human 

breath, but is sufficient for detecting increased concentrations of 𝑁𝐻3 for diagnosis of 

renal failure at early stages. Acetone and methane concentrations in exhaled breath were 

investigated by Bicer and co-workers based on a near infrared spectroscopic system with 

a high finesse cavity [15]. The concentration of acetone in human breath can be used to 

indicate certain types of diseases such as heart diseases and diabetes [33].  

Other fields of scientific research focus on diseases that involve metabolic 

processes [30]. Siegel and Daneshkhah et al conducted a study on breath samples from 

patients with type 1 diabetes (T1D). They used gas chromatography along with mass 

spectrometry to analyze the volatile organic compounds (VOCs) present in the breath 

samples [29]. These compounds are used to identify the metabolic processes that lead to 

low levels of blood glucose. In their work, they tried to replicate the detection ability of 

diabetes alert dogs (DADs) so that more patients can get the benefits of breath sample 

monitoring. The results indicate sufficient sensitivity and the possibility to differentiate 

hypoglycemic breath samples from other samples. Recent results on these technologies 

improved our understanding of metabolism in humans [30, 34, 35]. However, the systems 
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they use are large and complex with long measurement times. This is because mass 

spectrometry is often used in parallel with gas chromatography. Even though it is 

extremely sensitive, this approach has difficulty to differentiate between different 

molecules present in the sample. Therefore, attention have been paid in recent years to 

optical measurement systems, and in particular to IR spectroscopy techniques, which 

allow to investigate several biomarkers simultaneously with lower costs, shorter times, 

and higher system flexibility [8, 31, 32].  

 

1.4.2 Application of Infrared Absorption Spectroscopy to Trace Gas Detection 

In trace gas detection, the concentration of molecules can be revealed from the 

measurement of the absorption coefficient. Those measurements are also used to optimize 

the performance of the spectroscopic system. The absorption of gas molecules per unit 

length 𝑐𝑚−1 is equal to: 

𝛼 = n 𝑆𝑖 𝑔 

where 𝑔 is the line-shape, n is the gas concentration per unit volume, and 𝑆𝑖 is the line-

intensity. The environmental conditions where the experiment is conducted alter the line 

shape. Therefore, it is vital to consider the pressure, temperature, and humidity level when 

the measurements are taken. Whereas, the line intensity can be found from the available 

molecular databases like HITRAN [36]. Measuring the absorption 𝛼 experimentally, we 

can retrieve the concentration (n) of the molecular species in the sample. This is the 

fundamental concept behind absorption spectroscopy and its applications. Diverse fields 

of infrared spectroscopy applications are shown in the chart in Figure 2. 
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Figure 2 A variety of applications of infrared spectroscopy. 

 

1.5 The Interest in the Infrared Spectral Region 

Due to the availability of several techniques and sources of infrared radiation in 

the last few decades, the infrared spectral region has received perceptible attention from 

many fields in industry [37, 38], environmental research [4, 5, 12, 39, 40], medical 

diagnosis [8, 31, 32], astronomical instrumentation [41, 42], and scientific research [43, 

44].  
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Infrared spectroscopy is overtaking Raman spectroscopy in industrial applications 

because of the flexibility of preparing the samples for infrared absorption spectroscopy 

applications either in laboratories or in the field [13, 39, 45]. In addition, the development 

of new broadband infrared sources allows the detection of the absorption spectra of 

various molecules with a single measurement [5, 9, 19, 27, 28]. Several detection systems 

that utilize the capabilities and advantages of recently developed infrared sources have 

been demonstrated [3, 9, 46, 47, 48].  

A detailed discussion of the characteristics of the infrared region is provided in 

Section 2.1, and several types of sources of infrared radiation are covered in Section 2.2. 

A brief history and description of photodetection methods and techniques are presented 

in Section 2.3. Section 2.4 reviews the principles of optical ray tracing, which is essential 

in many applications to characterize optical systems or analyze signals and images. The 

chapter concludes with high finesse cavities and multipass cells, which are often used in 

spectroscopy to increase the light-matter interaction length. Then in Chapter 3, the 

concepts behind many instruments used in laser spectroscopy experiments are explained. 

For the experimental part, two different techniques were implemented based on infrared 

frequency combs, and are discussed in Chapter 4. In general, this work primarily focuses 

on mid-infrared spectroscopy and its elements, although many topics are related to the 

infrared and terahertz (THz) regions in general. 

 



 

11 

 

2. THEORETICAL DESCRIPTION AND OVERVIEW 

 

2.1 Principles of Infrared Spectroscopy 

2.1.1 The Infrared Region 

The experiment performed by Sir William Herschel in 1800 to study sunlight using 

a prism was the starting point for the development of infrared spectroscopy [49, 50]. When 

he observed a peak temperature at the invisible range beyond the red color, he named it 

“infrared”.  

Infrared spectroscopy is a field of spectroscopy that studies the spectra of 

molecules in the infrared region of the electromagnetic spectrum. The infrared (IR) region 

is between the visible and the microwave regions, as can be seen in Figure 3, and it extends 

from around 780 nm to 1 mm.  

 

 

Figure 3 The electromagnetic spectrum. 

 

Since the propagation speed of electromagnetic radiation in vacuum is 

constant 𝑐 = 2.997925 × 108 𝑚/𝑠, light of higher frequencies has shorter wavelengths 

and vice versa. 
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The subdivision of the IR spectral region is slightly different for different fields of 

science. This mostly depends on the available detectors and applications for each range of 

wavelengths. In astronomy, the infrared is subdivided into near infrared (Near IR), mid-

infrared (Mid-IR), and far-infrared (Far-IR), as shown in Figure 4.  

 

 

Figure 4 The subdivisions of the infrared spectral region used in Astronomy. 

 

Rogalski uses the subdivision illustrated in Figure 4 to characterize the different 

kinds of infrared detectors [51, 52, 53]. He divides the infrared into near infrared (NIR), 

short wavelength infrared (SWIR), medium wavelength infrared (MWIR), long 

wavelength infrared (LWIR), very long wavelength infrared (VLWIR), and far infrared 

(FIR) followed by submillimeter (SubMM) spectral range. The difference in the divisions 

mainly arise from the difference in optical materials and instruments used in each field.  

Fundamental rotational-vibrational transitions in molecules result in strong 

absorption bands in the mid-IR region 3 – 25 µm. Therefore, this spectral region is referred 

to as the “molecular fingerprint region” [28, 31, 48, 54], as illustrated in Figure 5. 
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Figure 5 The subdivisions of the infrared spectral region used for detector 

characterization. 

 

Since the IR radiation is not visible to the human eye, it requires special techniques 

and methodologies to deal with it. Over the years, different detection methods were 

implemented to study and analyze light in this range [27, 51, 53, 55]. A brief historical 

overview of detection methods and discussions of various detectors are given in Section 

2.3.  

Advances in prism manufacturing and materials and the use of diffraction gratings 

allowed further improvements in spectral measurements. Using diffraction-based 

spectrometers is common in experiments with broadband laser sources. Diffraction 

gratings are treated explicitly in Section 3.1.  

Instrumentation techniques for IR spectroscopy were developed in the 1940s 

following an instrument by Lehrer around 1937 [56]. In 1946, the first catalog for 

analytical studies based on infrared absorption spectroscopy was published. Michelson is 

the one who used an interferometer for spectroscopy, and his name is well-known for this 

technique [57]. After 1960, commercial interferometers became available. 

The fast Fourier transform (FFT) algorithm was discovered around 1965, which 

opened the door for Fourier Transform Infrared Spectroscopy (FT-IR). With the progress 
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in computer technology, the task of obtaining and analyzing the Fourier transform (FT) of 

an interferogram became easier and faster. As a result, commercial FT-IR systems are 

dominant these days for analytical purposes in various fields.  

Advances in the various techniques of IR laser spectroscopy strongly depends on 

the availability of efficient IR sources. The key characteristics of a highly efficient laser 

source suitable for spectroscopic applications include high optical power and broad 

spectral coverage. This necessity led to the development of different kinds of IR sources 

over the years [27, 44, 58-64]. In Section 2.2, the primary sources of radiation relevant to 

IR spectroscopy are summarized. 

 

2.1.2 Molecular Excitation by Absorption of Infrared Radiation 

When we shine light from a radiation source on a material or a gaseous sample, 

light-matter interaction takes place. Consider a photon of energy equal to the energy 

difference between two levels or orbitals. When an electron in the ground state absorbs 

this photon, it gets excited to a higher energy level, as illustrated in part (a) of Figure 6. 

Spontaneous emission takes place when an electron in an excited state relaxes to a ground 

state and emits a photon of an energy determined by the two levels, as part (b) of Figure 

6 shows. Laser emission depends on the stimulated emission process shown in part (c) of 

Figure 6. In this process, an electron in an excited state responds to an incoming photon 

by moving to a lower energy state and emitting a photon identical to the incoming one. 

For this to happen, obtaining a population inversion is required.  
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Figure 6 The energy level diagrams for three different processes. (a) Absorption 

of electromagnetic radiation occurs when the incident photon is absorbed and the 

electron is excited to a higher level, (b) spontaneous emission involves an electron 

in a higher state moving to a lower one and emitting a photon, and (c) stimulated 

emission takes place when the electron is in excited state and a photon is incident. 

The electron moves to a lower state and emits a photon of the same energy as the 

incident one. 

 

Different atoms and molecules have different energy levels that are unique and 

defines the properties of the atom or molecule. In an absorption process, the type of the 

transition between energy levels in a molecule depends on the wavelength of the 

electromagnetic radiation incident on the molecule. The basic types of transitions are 

shown in Figure 7. An electronic transition is a transition between two electronic states, 

and it takes place by absorption of UV, visible, or near IR radiation. A molecule can also 

undergo a pure rotational transition when it absorbs microwave radiation. Whereas, IR 

radiation probes the absorption of energy in molecules corresponding to molecules 

transitioning between vibrational levels of the same electronic state, or between rotational 
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levels of different vibrational states in the same electronic state. The transitions in the 

latter case are also called rotational-vibrational, or “ro-vibrational” transitions [65]. 

Vibrational transitions require much less energy than electronic transitions, as can be 

inferred from the figure. 

 

 

Figure 7 A schematic showing electronic transitions, which correspond to the 

visible or UV regions, vibrational transitions, which correspond to the IR region, 

and pure rotational transitions, which correspond to the microwave region. 
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In a molecule, bonds between atoms have different strengths ranging from strong 

bonds to weak bonds. Strong bonds tend to correspond to higher vibrational energies in 

comparison with weak bonds. Molecular vibrations can be stretching or bending. 

Stretching of molecules composed of three atoms or more can be symmetric, when the 

length of the bonds changes by the same amount and in symmetry, or asymmetric, when 

the vibration involves bonds that get shorter and other bonds that get longer. Bending 

vibrations include changes in the angle between different bonds, and can be in the form of 

scissoring, rocking, wagging, and twisting, as shown in part (b) of Figure 8. An example 

of vibrational modes is given in part (a) of Figure 8 for a triatomic nonlinear molecule. 

Some vibrational mods can also be seen as internal rotation, such as the fourth mode in 

part (a) of the Figure 8. 
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Figure 8 (a) Modes of vibration for a nonlinear molecule of three atoms. (b) An 

example of different types of bending vibrations for a molecule. The negative and 

positive signs indicate in- and out-of-plane vibrations. 

 

Examples of some of the important bonds in the IR region are displayed in Figure 

9. In chemistry and other absorption spectroscopy applications, these vibrational bonds 

are used to determine the molecular structure and the chemical composition of different 

compounds. 
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Figure 9 Group vibrations of different bonds in the group frequency and the 

fingerprint regions of the infrared. 

  

The absorption of IR radiation leads to transitions between rotational levels in 

different vibrational bands, as illustrated in Figure 10. These rotational-vibrational 

transitions result in three sets of absorption lines known as branches. The selection rules 

of the P-branch transitions are ∆𝜐 = +1 between the vibrational levels and ∆𝐽 =

−1 between the rotational levels. The Q-branch transitions have the selection rules ∆𝜐 =

+1 and ∆𝐽 = 0, and for the R-branch transitions, the selection rules are ∆𝜐 = +1 and ∆𝐽 =

+1 [65, 66].  
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Figure 10 Transitions between rotational levels of different vibrational bands are 

(a) R-branch with ΔJ=1, (b) P-branch with ΔJ=-1, and (c) Q-branch with ΔJ=0. 

 

In considering molecular vibrations, let us take the simple case of a diatomic 

molecule as an example. When the bond between the two atoms compresses, its 

compression is limited by the repulsion force between the atoms. Stretching is also limited, 

and the stretch bond breaks at some point. Therefore, bonds between the atoms in the 

molecule act as an anharmonic oscillator. Figure 11 illustrates the difference between a 

harmonic oscillator potential and anharmonic oscillator potential for a diatomic molecule. 

The allowed vibrational transitions are for Δ𝛖=±1,±2,±3, … comparing to Δ𝛖=±1 in the 

harmonic oscillator case [66]. 
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Figure 11 The anharmonic potential energy curve (Morse-type) and energy levels 

for a diatomic molecule in comparison to a harmonic potential (Hooke’s law). 

Some allowed transitions between the energy levels are shown. 𝐷𝑜 is the 

dissociation energy relative to the vibrational energy at 𝛖=0, and 𝐷𝑒 is the 

dissociation energy relative to the minimum of the curve. 
 

When a molecule interacts with IR radiation, it absorbs the radiation and gets 

excited to a higher vibrational level only when there is a change in the dipole moment 

associated with this transition [65]. In such case, the transition is allowed and is called 

“IR-active.” In other words, the absorption of IR radiation occurs if two conditions are 

met. First, the molecular vibration involves a change in the dipole moment, which induces 

a changing electric field that interacts with the electric field of incident radiation. Second, 
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the frequency of the incident radiation matches the frequency of a transition between two 

vibrational levels. Note here that the first vibrational level 𝛖=0 has non-zero energy, as 

can be seen in Figure 11.  

On the other hand, molecular vibrational transitions that do not involve a change 

in the dipole moment are called “IR-inactive” or forbidden transitions [66]. Table 2 

includes some examples of molecules that demonstrate this requirement.  

 

Table 2 Examples of IR-active and IR-inactive transitions 

Molecule Vibration Characterization 

 

 

 

𝐻𝐶𝑙 

 

 

 

 

IR-active 
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Table 2 Continued. 

Molecule Vibration Characterization 

 

 

 

𝐶𝑂2 

Symmetric Vibration 

 

 

 

 

IR-inactive 

 

 

𝐶𝑂2 

Antisymmetric 

Vibration 

 

 

 

 

IR-active 

 

Recall that the dipole moment is a product of the charge and the distance between 

the two charges µ=qr, in the simplest case. Vibrations of diatomic molecules like 𝐻𝐶𝑙, 𝐻𝐹, 

and 𝐶𝑂 result in a changing dipole moment due to changes in the distance between the 
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atoms. Therefore, these molecules are IR-active. However, IR radiation is not absorbable 

by symmetrical molecules such as 𝐻2, 𝑂2, and 𝐶𝑙2 because they do not have a dipole 

moment.  

Antisymmetric vibrations in symmetric molecules like 𝐶𝑂2, 𝑁𝐻2, and 𝐶𝐻2 are IR-

active even though the molecules do not have a dipole moment at the equilibrium state. 

The change in the dipole moment by the antisymmetric vibration arises from the 

oscillations of negative and positive centers of charges [66]. Whereas, symmetric vibration 

of the same molecule is IR-inactive, because the two identical atoms are displaced by the 

same amount to opposite directions, which does not yield a change in the dipole moment, 

as Table 2 shows.  

IR spectroscopy is one of the primary techniques employed in the monitoring of 

trace gases, as we mentioned in the first chapter. An essential application is the 

quantitative measurements of atmospheric greenhouse gases. Observations by climate 

change centers in the last couple of decades have brought a considerable concern towards 

the rapid increase of concentrations of greenhouse gases in the atmosphere [1], and its 

effects on human health and the environment. 

Most of the solar energy absorbed by the Earth each day is released in the form of 

heat or IR radiation. Oxygen (𝑂2) and nitrogen (𝑁2) are the most abundant atmospheric 

gas molecules, but they are IR-inactive, so no IR absorption takes place. On the other 

hand, other certain gas molecules that are abundant in the atmosphere are IR-active, such 

as methane (𝐶𝐻4), carbon dioxide (𝐶𝑂2), nitrous oxide (𝑁2𝑂), and chlorofluorocarbons. 

Therefore, these molecules can absorb the IR-radiation emitted from the surface and re-
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emit it in different directions. In this way, the IR-active gas molecules in the atmosphere 

act similar to the glass of a greenhouse by increasing the inside temperature.  

An increase of 1.9 𝑝𝑝𝑚 per year for 𝐶𝑂2 was recorded between 1995 and 2005. 

This growth rate in atmospheric 𝐶𝑂2 concentration is the largest to be recorded over the 

last two centuries. Based on the correlation of 𝐶𝑂2 levels and fossil fuel usage along with 

industrial activities, spectroscopic studies have been conducted to measure, monitor, and 

predict levels and sources of 𝐶𝑂2 in the environment. Vibrational modes of 𝐶𝑂2, 

illustrated in Figure 12, are used in IR-spectroscopy measurements to investigate its 

concentration and isotope ratios, which require IR sources and detectors that operate at the 

desired wavenumber range. The same concept applies to spectroscopic measurements of 

other IR-active greenhouse molecules. 
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Figure 12 An illustration of the vibrational modes of carbon dioxide. (a) The 

symmetrical stretching mode on the left, corresponding to 1340 𝑐𝑚−1 or 7.5 𝜇𝑚, 

and the antisymmetric stretching mode on the right, corresponding to 2350 𝑐𝑚−1 

or 4.3 𝜇𝑚. (b) The scissoring-bending modes, corresponding to 666 𝑐𝑚−1 

or 15 𝜇𝑚. The two equal-energy bending vibrations are identical except that one 

bending mode is perpendicular to the plane of the paper, and the other is along the 

plane of the paper. 

 

2.1.3 The Beer-Lambert Law 

The absorption coefficient is 𝛼=𝑛𝜎, where 𝑛 is the number of absorbing molecules 

in molecules/cm3, and σ is the absorption cross-section in cm2/molecule. When the light 

passes through the sample, a portion of the incident light will be absorbed by the molecules 

present in the sample. As a result, the intensity of the transmitted light 𝐼 is less than the 

intensity of the incident light 𝐼0. The Beer-Lambert law describes the relation between 𝐼 

and 𝐼0 in terms of 𝛼 and the interaction length 𝐿: 

𝐼

𝐼𝑜
= 𝑒−𝛼𝐿 
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The absorbance 𝐴 at a frequency 𝒗 is obtained from this law [18], and is given by: 

𝐴(𝒗)  = 𝑙𝑛 (
𝐼0(𝒗)

𝐼(𝒗) 
) = 𝑛𝜎(𝒗)𝐿 

The absorbance A is proportional to the density of molecules. A sufficiently long effective 

path-length 𝐿𝑒𝑓𝑓 is required, in order to enhance the light-matter interaction and therefore 

improve the sensitivity of measurements. 

The proportionality of the absorbance in material to its thickness was first 

discovered by Bouguer in 1729 [67] and formulated by Lambert in 1760 [68]. The 

thickness of the material indicates the absorption path length L. In 1852, Beer discovered 

another proportionality that relates the absorbance in a material to the number of 

attenuating species in that material [69]. The Beer-Lambert law, which combines both 

factors, has been used for a long time in different fields of science, atmospheric studies, 

and industrial applications [70]. A modified version of the Beer-Lambert law that 

considers the presence of atmospheric aerosols is given in Appendix A. 

 

2.2 Sources of Infrared Radiation 

2.2.1 Development of Infrared Sources and Detection Methods 

The initial discovery of IR radiation was in Germany by Herschel using 

thermometers [49, 50]. In Germany also, the first thermocouple was discovered in 1821 

by the physicist J. Seebeck [52, 71]. The first thermopile was constructed by an Italian 

physicist L. Nobili in 1829 and was modified by Melloni in 1833 [72]. The bolometer 

followed in 1881 providing better sensitivity [52]. The English engineer W. Smith 
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discovered the photoconductive effect, and used selenium in an experiment in 1873. Years 

later, a high responsivity IR photoconductor was developed by Case in 1917, and Cs-O-

Ag phototubes were developed in the 1930s [51, 53].  

The first practical photoconductor was based on lead sulfide (PbS), which was 

discovered in Germany as a photoconductive material. The first lead sulfide photodetector 

was manufactured in Germany around 1934, and in the US and England a couple of years 

thereafter [53]. In the early 1950s, the transistor was developed and this was the starting 

point where the advances in semiconductor materials for IR detection took off. The 

mercury-cadmium-telluride (HgCdTe) was developed by Lawson and others [73] 

following the discovery of III-V compound semiconductor family. The 1980s witnessed 

the development of the second generation of mercury-cadmium-telluride systems, which 

is also known as “MCT,” with the advantage of lower power dissipation. Soref was the 

first to use extrinsic Si in his work published in 1967 [74], followed by Boyle and Smith 

who used extrinsic Si in inventing charge-coupled devices (CCD) [75]. This imaging 

semiconductor circuit is commonly applied nowadays in spectroscopy as an IR sensor.  

Developments in IR sources and detection techniques continued, which led to the 

advancement of IR technology that we see today [44, 51, 55, 66]. This section covers the 

most common sources of IR radiation starting from globar and synchrotron sources to 

semiconductor sources. Fiber lasers and lasers based on nonlinear processes are also 

discussed in detail. The section concludes with optical frequency combs and their 

characteristics. Principles and features of different detectors are described in the following 

section.  
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2.2.2 Globar IR Sources and IR Synchrotron Radiation 

The synchrotron radiation (SR) is the radiation produced in large electron 

accelerator rings operated in relativistic conditions. When charged particles are 

accelerated to velocities close to the speed of light 𝘤, IR radiation can be extracted within 

a wide solid angle when the particles move between bending magnets [76]. Even though 

the emission of this radiation is not based on optical transitions, it produces a broadband 

IR beam of high brightness suitable for many spectroscopic applications. For this reason, 

a brief description of SR is given in this section. 

Special facilities are built across the world to serve as sources of SR. The important 

parts of those facilities include a linear accelerator (linac), a synchrotron, a storage ring, a 

shielding wall, beamlines, and experimental areas [77]. A basic drawing of the structure 

of synchrotron research facilities is given in Figure 13 below. In the storage ring, an 

electric field is applied to accelerate the particles and a magnetic field is applied to support 

the circular motion in the ring. An accurate synchronization between the fields and the 

beam of traveling particles is maintained [78]. The National Synchrotron Light Source 

(NSLS-II) in New York and BESSY-II in Germany are two of many SR facilities that 

support different areas of research worldwide. The first research program, to use an IR 

beamline, was at Daresbury facility in England [79].  

A significant advantage of the SR is the continuous emission range spanning the 

electromagnetic spectrum from the radio wave region to other regions that can extend to 

the gamma-ray region [78, 79]. This advantage opened the door for a vast variety of 

analytical applications. Furthermore, compared to the IR radiation emitted from normal 
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blackbodies and other continuum light sources, the infrared synchrotron radiation (IRSR) 

is more directional and has a considerably higher brightness, often called brilliance [80].  

Globar is a source of electromagnetic radiation that emits near the IR region. It is 

typically a solid that is heated to a very high temperature to produce radiation. To be more 

specific, an IR globar is a blackbody at a temperature 𝑇~1300 𝐾, and is used in 

commercial and experimental Fourier transform infrared spectrometers as a source with a 

broad spectral window 1 − 8 µ𝑚 [81, 82]. In a study by Carr and co-workers, they use a 

mid-IR globar source at 𝑇~1200 𝐾, focus the flux, and predict the illuminated area 

in µ𝑚2 using ray tracing [83]. The concepts of optical ray tracing are explained briefly in 

Section 2.4. In their study, Carr et al used 3 µ𝑚 aperture to compare the signal-to-noise 

(SNR) ratio of the spectra obtained from the globar versus the SR source, and found that 

it is 20 times higher when the SR is used [83]. To reach the same SNR with the globar, it 

requires 400 times longer averaging of the signal, which means a measurement time 

longer than a whole day with the globar comparing to 4 minutes with the SR. For micro-

spectroscopy, they consider IRSR as a nearly ideal IR source. Using a 10 µ𝑚 pinhole, it 

has been found in a more recent study that the SR brightness exceeds that of a typical IR 

globar by 100 to 1000 times [82, 84]. 

Let us explain how IR radiation from synchrotron sources is used in experiments. 

The area around the storage ring in a synchrotron facility is divided into sections, and each 

section is dedicated to experiments within a specific domain of energy [76, 79, 80]. IR 

radiation is produced in one of those areas, as indicated in Figure 13, and is used with IR 

optics and spectrometers for different research studies. The IRSR can have a linear or 
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circular polarization, depending on the optical and geometrical beam characteristics, and 

can be produced in a pulsed structure, which depends on the intrinsic features of SR in 

that facility [76]. Conventional beamlines emitting IRSR in synchrotron facilities cover 

wavelengths from 1 µ𝑚 to 1 𝑚𝑚, which correspond to energies between 1 𝑒𝑉 to 1 𝑚𝑒𝑉 

[80]. 

 

 

Figure 13 Basic schematic of a synchrotron radiation facility that produces several 

beamlines for scientific experiments. 

 

Highly sensitive IR spectral measurements can be performed for cellular molecular 

markers in bio-samples, which utilize the diagnostic capabilities of different techniques 

based on IRSR [84]. In biology, synchrotron radiation infrared micro-spectroscopy (SR-

IRMS) is a technique that enables the study of biological tissues as small as a single living 

cell [85]. Using a high power SR source and a focal plane array detection method, 
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individual cell imaging is achievable within a few minutes [86]. Following the 

development of high-current SR facilities [78, 80, 86] and the advances in sensitivity and 

spectral coverage of IR detectors [51, 55], resolutions in the micrometer and sub-

micrometer scales will be possible for biomedical images in the near future [86].  

 

2.2.3 Laser Diodes and Quantum Cascade Lasers 

A quantum cascade laser (QCL) is based on a grown structure of multiple layers 

of semiconductors, and it emits radiation in the mid- and far IR regions. It was first 

demonstrated in 1994 by Faist and co-workers [87]. QCLs are coherent light sources, and 

the brightness of QCLs exceeds that of globar and synchrotron IR sources by several 

orders of magnitude. 

The difference between QCLs and typical semiconductor lasers is mainly in the 

type of transitions between energy levels in the material. The photon emission in 

semiconductor lasers results from electron transitions between the valence and conduction 

bands, which are known as interband transitions. In contrast, the transitions in QCLs are 

“inter-subband” transitions that occur within the conduction band. This difference is 

presented in parts (a) and (b) of Figure 14.  

In bulk semiconductor lasers, the size of the band gap determines the frequency of 

the emitted radiation ℎ𝜐 = 𝐸𝑔. This limits light emission to a certain range of wavelengths, 

because the band gap size depends on the two materials used in the laser. Whereas in a 

QCL, the repeated series of thin semiconductor layers of altered materials form a cascade 

of quantum wells when an electric voltage is applied across the structure. The thickness 
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of semiconductor layers defines the width of quantum wells that are formed in the 

structure.  

Light emission is attained from optical transitions of electrons between the 

quantized energy levels of the quantum wells, as shown in part (c) of Figure 14. Hence the 

wavelength or the frequency of emitted radiation depends on the thickness of those layers. 

Based on this, band gap engineers are capable of designing structures made from the same 

materials, but with different layer sizes, to achieve IR emission at different wavelengths. 

This advantage makes QCLs an attractive source of mid-IR radiation in the various fields 

relevant to molecular spectroscopy [88, 89]. According to Belkin and Capasso, the high 

performance and wide tunability of QCLs have made them the most commonly used IR 

sources in the last two decades [59]. 
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Figure 14 Emission of mid-IR radiation by (a) interband transitions in diode lasers and (b) 

inter-subband transitions in QCLs. (c) The quantum wells cascade enables multiphoton 

emission by a single electron via laser transitions in the active regions. 

 

As can be seen in part I of the figure, the cascade process involves multiple steps. 

By applying an electric current, the electrons are injected into an energy level 𝐸3. When 
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this energy level is more populated than a lower energy level 𝐸2, population inversion is 

achieved. The cascade of an active region and injector pairs form the gain medium of 

QCLs. When a radiative transition between the two levels follows, a photon of energy 

 𝐸3 −  𝐸2 is emitted. An efficient and rapid transition from  𝐸2 to  𝐸1 serves to extract the 

electron from  𝐸2. The injector of the next period of the structure can use the same electron 

and inject it into the next active region, and by the end of the cascade process this results 

in multiphoton emission by a single electron. 

Available configurations of quantum cascade lasers are the Fabry-Pérot (FP-

QCLs), the distributed feedback (DFB-QCLs), and the external cavity (EC-QCLs). The 

FP-QCLs have a multi-mode operation at high operating currents, and the laser emission 

supports wavelengths which are within the spectral gain curve of the QCL and meet the 

FP condition. The emission wavelength of the laser can be tuned by changing the 

temperature of the device. FP-QCLs are suitable for some spectroscopic applications that 

involve broad continuous absorption features, such as those targeting solids or liquids [89]. 

In general, FP-QCLs are not well suited for gas sensing and monitoring 

applications because these applications require a narrow linewidth comparing to the 

pressure broadened linewidth of the target gas at room temperature. Therefore, single-

mode IR lasers which are tunable over a broad range of wavelengths are preferred for 

sensor technology and applications. Despite this, recent advances allowed Wang et al to 

extract high resolution ~ 15 𝑀𝐻𝑧 spectral measurements employing a mid-IR absorption 

spectroscopy technique based on a broadband multimode FP-QCL source [90, 91].  
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The DFB-QCLs support a single-mode operation, and their structure incorporates 

a grating element, typically a Bragg grating [92]. Changing the operating temperature of 

the laser allows for spectral tuning. The structure of the DFB-QCL device sets a limit on 

the thermal tuning range, which is in the order of  10 𝑐𝑚−1 at most [90]. Thus, IR 

applications that employ DFB-QCLs utilize a particular spectral range within the 

molecular fingerprint region. In analytical chemistry, this allows highly sensitive 

measurements of a characteristic rovibrational absorption line that does not interfere with 

the absorption lines of other gases and is specific to the analyte. Other potential 

applications of QCLs in many areas of chemistry and chemical physics are being 

developed [93]. 

Well-designed DFB-QC laser devices can have an excellent side-mode 

suppression ratio (SMSR). This ratio, expressed in decibels (𝑑𝐵), compares the power of 

the central longitudinal mode to that of the closest higher-order mode, as illustrated in 

Figure 15. In other words, a large SMSR indicates that most of the optical power is fed to 

the main mode. 
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Figure 15 The side-mode suppression ratio (SMSR) is a measure of the ratio in the 

optical power in dB of the main laser mode to the largest higher-order mode. A 

high-quality CW laser has a large SMSR. 

 

A value greater than 30 𝑑𝐵 was achieved for SMSR by Yu and co-workers using 

a room temperature CW DFB-QC laser with a single-mode emission at wavelength 𝜆 =

4.8 µ𝑚 [94, 95]. The single-facet they obtained has a maximum output power 2.4 𝑊 

at 𝑇 = 298 𝐾. A compact single-mode laser source, demonstrated by Lee et al, suits 

sensing application in the wavelength range 8.7 − 9.4 µ𝑚 [96]. They fabricated on a chip 

an array of DFB-QCLs that provide very close emission wavelengths. Using this array 

makes the wavelength of their laser source continuously tunable between the two limits.  

Broadband tuning of QCLs is achievable by using an external cavity and a 

frequency-selective element, typically a diffraction grating. This concept initiated the 
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development of EC-QCLs, which efficiently utilize the spectral gain of QC lasers. In this 

type, wavelength tuning does not require a temperature change, but involves a change of 

the grating angle instead. When the angle changes, the laser mode that meets the resonance 

condition changes. Therefore, different grating angles result in the amplification of 

different modes.  

Hugi and co-workers constructed a room temperature external cavity QC laser 

tunable over 432 𝑐𝑚−1 with 15 𝑚𝑊 average power [97]. The wavelength emission range 

is from 7.6 to 11.4 µ𝑚, and the optical power of the peaks is around 1 𝑊. Different 

designs of broadband QCLs and EC-QCLs, and a variety of ranges for wavelength tuning 

achieved by various types of IR QCL sources are reviewed and summarized by Yao et al 

[98].  

Parallel to the development of QC lasers, a different type of semiconductor lasers 

that implement the cascading process was developed. These lasers, which are known as 

type-II cascade lasers, are also called “interband cascade lasers,” or ICLs, because the 

transitions responsible for photon emission are in the active region between the valence 

and conduction bands [99, 100, 101].  Most implementations of ICLs design utilize a type-

II band alignment in the active region. After electron-hole recombination, the electric 

voltage applied across the material accelerates the transfer of the electron from the valence 

band to the conduction band. Following this transfer, the type-II alignment in the active 

region allows the electron to re-tunnel efficiently to the conduction band [89]. Using the 

electron repeatedly is a characteristic that all types of cascade lasers have in common.  
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Applications of IR QCLs are found in a variety of fields including biomedical 

spectroscopy of clinically relevant molecular species [102], photonic systems for 

information technology [103], vibrational spectroscopy for atmospheric and chemical 

sensing [104, 105, 106], industrial monitoring and plasma diagnostics [38, 107], structural 

analysis of biomolecules in biology [108], and THz technology [109]. 

Compact and robust gas sensing portable systems based on QCLs are already being 

developed [110]. Areas of improvement for QCLs are mainly in increasing the optical 

power of the wavelength-emission peaks while maintaining a broad range of wavelength 

tuning at the same time. 

 

2.2.4 Infrared Fiber Lasers 

Guiding light in optical fibers is an idea that was successfully tested and applied 

by experimentalists in the l960s [111]. By the end of the century, material processing and 

fabrication methods have advanced and new types of pump sources have emerged. This 

opened the door for a wide variety of scientific, industrial, technological, and commercial 

applications of optical fibers and fiber-based laser sources [112, 113].  

A fiber laser configuration, in principle, comprises a high-intensity pump laser, a 

single-mode or a multimode fiber, and two reflectors at the two ends of the fiber [114]. 

Figure 16 illustrates the basic configuration of a fiber laser [115]. The width of the core is 

typically in the same range of the wavelength of light propagating in the fiber, and the 

cladding area is normally larger than the core area. Therefore, the diameter of a single-
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mode core area emitting in the IR can be few microns, and the total size of a mid-IR optical 

fiber is almost the size of a human hair [116].  

 

 

Figure 16 A schematic of the simplest configuration of a fiber laser. A single-mode 

fiber core doped with active ions forms the gain medium of the laser. The fiber 

resonator consists of a high reflectivity mirror to provide maximum feedback and 

a partially reflective mirror to transmit part of the light as an output signal 

(Reproduced with permission [115]). 

 

Using a larger core diameter expands the mode area of the fiber but apparently 

results in a multimode fiber, which is an undesired effect in many fiber applications [112]. 

However, it is possible to excite the fundamental mode by applying a mode matching 

technique at the input of the fiber [117]. The higher order modes can be suppressed 

through dissipation into guided modes [118], delocalization into the fiber cladding [119, 

120], or other mode-filtering techniques [112, 121, 122].  

In a single-mode fiber, the following condition is met [114]: 

𝑑 . 𝑁𝐴 ≤  2.405 
𝜆

𝜋
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where 𝑑 is the diameter of the core, 𝜆 is the wavelength of light, and 𝑁𝐴 is the numerical 

aperture of the fiber which can be written in terms of the refractive index 𝑛 and the 

acceptance angle of the fiber 𝜃 as: 

𝑁𝐴 = 𝑛 sin(𝜃) 

The maximum angle of acceptance allows incident light to be reflected totally 

inside the fiber. To couple the optical field efficiently into the single-mode core, a high 

brightness pump source is required. The brightness is said to be conserved if at any two 

points 𝐴 and 𝐵 along the beam path we have an equal product as follows [114]: 

𝑑𝐴 . (𝑁𝐴)𝐴 = 𝑑𝐵 . (𝑁𝐴)𝐵  

The primary factor that influenced the practical usage and popularity of fiber lasers 

is the double-clad configuration [123, 124]. Using this configuration allows for an output 

with higher intensity, which is an essential requirement for spectroscopic applications. A 

schematic is shown in Figure 17 for different types of optical fibers [116, 125].  

Most of the early applications of optical fibers involved pumping light into the 

core of the fiber. However, lunching pump power into the cladding has spread widely 

since the development of double-clad fibers [126]. This is because the small size of the 

fiber core possesses a limit on the maximum peak intensity, which only allows for utilizing 

a restricted number of pump sources. On the other hand, the large area of the cladding 

enables the use of high-brightness pump sources, which in turns facilitates the output 

power of the fiber laser. As a consequence of the limited power allowed for core-pumping, 

the majority of the early developed IR fiber lasers operate in the CW regime, and pulsed 

fiber sources became popular years after [127, 128]. 
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Figure 17 Schematics of different types of fibers and the core-pumping method. 

(a) A multimode fiber with a large core area. The protection layer, also called a 

fiber buffer, is an elastic material that prevents physical damage. (b) Core-pumping 

in optical fibers. (c) A single-mode fiber where the refractive index of the core 𝑛2 

is larger than that of the cladding 𝑛1 to achieve total internal reflection, and the 

size of the core is in the same order of the wavelength ~ µm. (d) A double-clad 

fiber which enables cladding-pumping techniques (Reproduced after [116] and 

[125]). 

 

In principle, the emission wavelength of the fiber laser is very much determined 

by the rare-earth ion used to dope the glass material, the transmission range allowed by 

the glass material, and the type of the laser used as the pump source. Using rare-earth ions 

as the active medium in fiber-based light sources was demonstrated for the first time in 

the early 1960s [129]. Snitzer reported an emission centered on 1.06 𝜇𝑚 from a 

neodymium-doped barium crown glass in 1961 [111]. Since then, numerous materials and 

fabrication techniques have been developed. 
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Optical pumping in doped-fibers can be applied to the core or the cladding, as we 

discussed earlier. In general, the area of the cladding is at least two orders of magnitude 

larger than the area of the core [116, 130]. Therefore, cladding-pumping is more common 

nowadays as it can handle higher intensities. This feature has also led to the advent of 

several pumping techniques in optical fibers [64]. 

Temperature effects in optical fibers have been investigated as they contribute to 

the properties of the fiber and, consequently, of the laser beam emitted from the fiber laser 

[131, 132, 133]. Thermal effects arise in the case of double-clad fibers more than in single-

clad fibers because the surface area in a single clad fiber is larger, which permits for 

effective heat dissipation [64, 134]. In IR fiber lasers operating with high intensities, heat 

dissipation is considered very seriously because it can have a negative impact on the 

quantum efficiency [135]. Yang et al conducted a numerical study of the thermal effects 

in a cladding-pumped fiber laser doped with 𝑇𝑚3+ ions for different transitions of the 

pump [134]. They found an in-band pump transition that can reduce the heat generated in 

the process dramatically and provide a high quantum efficiency close to 95%. 

Fiber lasers are available in the two regimes; CW and pulsed. When light runs in 

the fiber resonator freely, a CW output is obtained [136]. Whereas, light modulated using 

mode-locking or Q-switching results in a pulsed output of the fiber laser [137, 138, 139, 

140] but still, the maximum allowed intensity is limited by the damage-threshold of the 

fiber. For this reason, literature shows that CW fiber lasers were dominant in the early 

years of fiber laser technology, and other types of lasers such as OPOs and crystalline 

lasers were dominant in the pulsed regime [64]. However, major advances in material 
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fabrication and high power fiber pumping schemes have contributed significantly to the 

various advances and developments in mid-IR pulsed fiber lasers in recent years [139, 

141, 142, 143]. Luo et al demonstrated the first pulsed fiber laser tunable in the mid-IR 

region beyond 3.4 𝜇𝑚 [144]. Their system is based on a passively Q-switched fluoride 

fiber doped with erbium ions, and 𝐹𝑒2+: 𝑍𝑛𝑆𝑒 crystal used as a saturable absorber. This 

pulsed fiber laser is tunable over the 3.4 − 3.7 𝜇𝑚 region with a maximum average output 

of 0.58 𝑊. 

The major difficulties facing the development of fiber-based applications in the 

mid-IR are the high fabrication costs and the large optical losses [64, 141]. As a result, 

many materials and several material processing techniques have been used to provide 

efficient gain media for fiber lasers. 

The IR optical transparency of fiber materials is mainly determined by the band-

gab size of the material and the cut-off of IR absorption [64, 145]. In the majority of 

available IR fibers, laser transitions occur in the 2-3 µm region [127]. For wavelengths 

larger than 3 µm, there is a limited number of materials that can be used as hosts of rare-

earth ions, also known as lanthanide ions. As the host material; a glass or plastic, is doped 

with optically active ions, different chemical reactions happen yielding different oxidation 

states [64]. Undesired oxidation states can behave as impurities and impose unwanted 

optical effects. For this reason, a stable oxidation state is an essential requirement of the 

active ions used as dopants in fiber lasers [64, 127]. Consequently, this limits the number 

of active ions suitable for fiber-doping. 
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Lanthanide ions are commonly used for fibers in the visible and IR range. Doping 

fiber lasers with rare-earth ions, such as neodymium ion 𝑁𝑑3+, ytterbium ion 𝑌𝑏3+, 

erbium ion 𝐸𝑟3+, thulium ion 𝑇𝑚3+, terbium ion 𝑇𝑏3+, holmium ion 𝐻𝑜3+, or 

dysprosium ion 𝐷𝑦3+, gives special spectroscopic characteristics to the fiber material [64, 

114]. In particular, doping with 𝐻𝑜3+ and 𝐸𝑟3+ ions, and more recently 𝑇𝑚3+ ions, allows 

for IR optical transitions that are significant for many applications.  

Co-doping is another option in fiber fabrication; it can be defined as the process of 

using two different rare-earth ions to dope the host material of the fiber towards gaining 

access to specific laser transitions and improving the efficiency of the fiber laser [146, 

147, 148, 149]. An example that describes the transitions in a co-doping situation is 

illustrated in Figure 18 below [141]. 
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Figure 18 A simple version of the energy level diagram for co-doping with 

holmium and praseodymium rare-earth ions (Reproduced with permission from 

[141] copyright 2015 IEEE). 

 

Robinson and Devor reported the emission of infrared light from erbium ions for 

the first time in 1967 [150]. In 1988, the first demonstration of an erbium-doped fiber laser 

was made by Brierley and France around 3 µm [151]. Progress in the field went on and 

these days we have high power fiber-based sources that can be tuned over broad spectral 

regions. Kulkarni et al demonstrated a mid-IR supercontinuum source tunable over the 

1.9 − 4.5 𝜇𝑚 range based on a fluoride glass fiber and 𝑇𝑚3+ doped fiber amplifier [152]. 

Photoluminescence emission over the 2 − 6 𝜇𝑚 range was observed from a mid-IR source 

based on 𝑃𝑟3+/𝐷𝑦3+  co-doped glass fiber [149].  

Thulium (𝑇𝑚3+) based fiber lasers can produce a laser beam with a very high 

power suitable for industrial applications [126, 153, 154].  Commercial applications of 

fiber oscillators in micromachining have a high demand for polarization-maintaining 
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fibers [112]. Furthermore, repetition rates between 1.7 and 10 𝑀𝐻𝑧 are desirable for 

micromachining because this ensures that the plasma shielding effects at repetition rates 

> 10 𝑀𝐻𝑧 are avoided [155]. 

Fibers based on silica glass doped with rare-earth ions have quantum efficiencies 

in the range between 0.63 and 0.95, which depends on the ion, the wavelength of 

emission, and the pump source [114]. In silica fibers, the range of optical transparency is 

between 350 𝑛𝑚 and 2.4 𝜇𝑚 [112].  

Recently, fiber materials based on fluoride glass doped with rare-earths have 

become available [127]. The development of this class of fibers with high purity and low 

losses enabled fiber laser operation to extend to the mid-IR [64]. Comparing to silica glass, 

which has an IR cut-off at around 2.2 µm, fluoride glass is transparent in the IR region up 

until 5 µm or even larger [156, 157]. A tunable mid-IR fluoride-glass based fiber laser 

doped with 𝐸𝑟3+ ion was demonstrated at room temperature with  1.45 𝑊 of output power 

at 3.47 𝜇𝑚 [158]. Fiber laser systems based on rare-earth doped fluoride glasses are also 

cost-effective because traditional laser diodes that are commercially available can be used 

as pump sources in most of the systems [64, 159]. 

ZBLAN is so far the most widespread fluoride glass material for mid-IR fiber 

lasers, and it is a combination of five different heavy metal fluorides; 𝑍𝑟𝐹4, 𝐵𝑎𝐹2, 𝐿𝑎𝐹3, 

𝐴𝑙𝐹3, and 𝑁𝑎𝐹 [145, 157]. Many reasons are behind the popularity of the ZBLAN fiber 

material and the major one is the broad range of IR transmission, which extends from 

0.2 𝜇𝑚 to 4.5 𝜇𝑚, with losses below 0.2 𝑑𝐵/𝑚 [127, 141]. Furthermore, the optical 

properties of this fluoride glass can be manipulated by changing the concentration of each 
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element during the fabrication process or replacing a heavy metal fluoride element with 

another. For example, substituting the first element in ZBLAN by 𝐻𝑓𝐹4 allows to push 

the IR cut-off from around 6 − 7 𝜇𝑚 to around 7 − 8 𝜇𝑚, and replacing the same element 

 𝑍𝑟𝐹4 by 𝑇ℎ𝐹4 can extent IR transmission to around 8 − 9 𝜇𝑚 [157].  

Fiber materials made from chalcogenide glasses doped with rare-earth ions have a 

relatively high refractive index ~ 2.6 [127] and relatively low optical losses between 50 

and 300 𝑑𝐵/𝐾𝑚 in the spectral region 2 − 9 𝜇𝑚 [160]. The high refractive index results 

in large cross-sections of emission and absorption, which is a major benefit of using 

chalcogenide glasses besides their low toxicity and high nonlinearity [64, 161]. 

Chalcogenide glasses consist of different elements among which are the chalcogen 

elements 𝑇𝑒, 𝑆𝑒 and 𝑆 [162]. Sulfide glasses are among the most popular IR fiber 

materials of this type [64]. A mid-IR source based on selenide fiber doped with 𝑇𝑏3+ ions 

is demonstrated by Sojka et al [163]. They recorded a maximum output power of 0.42 𝑊 

from this source which is tunable in the 4.3 − 6 𝜇𝑚 wavelength range. 

A popular chalcogenide glass material is 𝑇𝑒 − 𝐴𝑠 − 𝑆𝑒, which can be fabricated 

with different combinations of each element giving rise to attractive optical properties in 

the IR region 2 − 18 𝜇𝑚 [164]. Losses as low as 12 − 14 𝑑𝐵/𝐾𝑚 were observed in 

arsenic-sulfide-glass fiber in the mid-IR range 3 − 5 𝜇𝑚 [160]. Shiryaev et al reported 

optical losses in the 0.04 𝑑𝐵/𝑚  level for an optical fiber based on 𝑇𝑒25𝐴𝑠40𝑆𝑒35 glass at 

a mid-IR wavelength 6.7 𝜇𝑚 [165]. Sanghera and co-workers have achieved three orders 

of magnitude higher nonlinearities in chalcogenide-glass fibers comparing to that of silica-
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glass fibers [162]. Large nonlinear coefficients are desirable in IR fiber materials since 

they allow for effective nonlinear conversion from near-IR to mid-IR and further. 

Non-silica oxide glass-based fiber lasers utilizes tellurite, phosphate, and 

germanate non-silica oxide glasses. Advantages of using these glasses as host materials 

for rare-earth ions include high rare-earths solubility, large nonlinearity, and simplicity in 

design and handling [166]. The IR transmission windows are 0.2 − 2.5 𝜇𝑚 for silica, 

0.2 − 4.3 𝜇𝑚 for phosphate, 0.3 − 4.0 𝜇𝑚 for germinate, and 0.4 − 5.0 𝜇𝑚 for tellurite 

[166]. Therefore, the emission of fiber lasers based on these materials can be extended to 

longer wavelengths in the mid-IR. The transmission spectra of different IR fiber materials 

can be seen in Figure 19 [116]. 

Tellurite glass has many key properties that make it suitable for mid-IR fiber lasers 

[167]. In addition to the aforesaid properties of non-silica oxide glasses, it provides low 

background losses, high efficiency of lasing, and a transparency range that reaches the 

5 𝜇𝑚 region and beyond [146, 168]. Improvements in the fabrication of IR tellurite glasses 

have been made recently by using glass dehydration techniques and increasing the mode 

area of the fiber towards extending the nonlinear supercontinuum generation in tellurite-

based fibers to longer mid-IR wavelengths [167]. Nguyen et al investigated the generation 

of a mid-IR supercontinuum from tellurite and chalcogenide fibers numerically [169]. 

Their simulation reveals the possibility of a highly coherent source tunable in the 0.78 −

8.3 𝜇𝑚 region. 

 



 

50 

 

 

Figure 19 IR transmission windows of a number of glass materials that are 

commonly used in IR fibers. BIG and ZBLAN are fluoride glasses that combine 

different heavy-metal fluorides. 2SG represents glass materials based on selenium; 

it has the Sb, Se, Ga, Ge elements. TeX and TeXAs are tellurite glasses that 

combines Te, Se and I2, and the later has As in addition (Reprinted with permission 

from [116] copyright 1999 Elsevier Science). 

 

Ceramic-based fiber materials have several promising features [170]. Fibers based 

on crystalline materials and ceramics have the advantage that the cross-sections of 

emission and absorption are large, but also the disadvantage of relatively high optical 

losses [171, 172]. Ceramics are usually based on nano-crystallites; e.g. 𝑌3𝐴𝑙5𝑂12 

(YAG), 𝑌2𝑂3, 𝑆𝑐2𝑂3, 𝑌𝐴1𝑂3(YAP), and 𝐿𝑢2𝑂3, which allow for low fabrication costs and 

considerably high melting temperatures [64, 173]. Kang et al investigated a borosilicate 

glass-ceramic fiber material based on 𝑁𝑎𝑌𝐹4 nanocrystals and co-doped with 𝐸𝑟3+and 

𝐻𝑜3+ions [174]. They found that the co-doping allowed to extent the mid-IR emission 

from this ceramic-based material to the 2.6 − 2.95 𝜇𝑚 wavelength region, which 

promises high efficiency tunable mid-IR ceramic fiber lasers. Another ceramic material 
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suitable for mid-IR sources in the 2.7 𝜇𝑚 wavelength range is 𝐸𝑟: 𝑌2𝑂3, which has been 

used in both CW [175] and pulsed [176] mid-IR ceramic lasers. Though, rare-earth doped 

glass fiber materials currently dominate the field of IR fiber lasers. Examples of rare-earth 

dope fiber-based mid-IR laser systems are given in Table 3.  

 

Table 3 Parameters of Recent Examples of Mid-IR Sources based on Optical Fibers. Each 

Fiber System is Characterized by the Host Material of the Rare-Earth Ions, the Rare-Earth 

Ion Used for Doping, the Emission Wavelength of the Laser or the Tuning Range of 

Emission in case of Tunable Sources, and the Maximum Output Power. 

Fiber  

Host-Material 

Rare-Earth 

Ion 

Wavelength  

Tuning Range 

 (𝝁𝒎) 

𝑷𝒐𝒖𝒕 

(𝑾𝒂𝒕𝒕) 

Reference 

𝑍𝐵𝐿𝐴𝑁 𝐻𝑜3+/ 𝑃𝑟3+ 2.825 − 2.975 7.2 [141] 

𝑍𝐵𝐿𝐴𝑁 𝑇𝑚3+ 1.9 − 3.8 21.8 [177] 

𝑍𝐵𝐿𝐴𝑁 𝐷𝑦3+ 2.8 − 3.4 0.17 [178] 

𝐼𝑛𝐹3, 𝑍𝑟𝐹4 𝐸𝑟3+ 2.4 − 5.4 0.214 [179] 

𝑍𝐵𝐿𝐴𝑁 𝑇𝑚3+ 1.9 − 4.5 0.7 [152] 

𝑍𝐵𝐿𝐴𝑁 𝐻𝑜3+ 2.8 − 3.9 0.411 [180] 
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Table 3 Continued. 

Fiber  

Host-Material 

Rare-Earth 

Ion 

Wavelength  

Tuning Range 

 (𝝁𝒎) 

𝑷𝒐𝒖𝒕 

(𝑾𝒂𝒕𝒕) 

Reference 

𝐼𝑛𝐹3 𝐻𝑜3+ 3.92 0.2 [181] 

𝐺𝑎5𝐺𝑒20𝑆𝑏10𝑆65 𝑃𝑟3+/ 𝐷𝑦3+ 2.2 − 5.5 − [182] 

𝐺𝑒 − 𝐴𝑠 − 𝐺𝑎 − 𝑆𝑒 𝑃𝑟3+/ 𝐷𝑦3+ 2 − 6 − [149] 

𝑍𝑟𝐹4 𝐸𝑟3+ 3.4 − 3.7 0.5837 [144] 

𝐼𝑛𝐹3 𝑇𝑚3+ 1.96 − 4.6 3 [183] 

 𝑇𝑒𝑂2 − 𝐵𝑎𝐹2 − 𝑌2𝑂3  − 0.947 − 3.934 10.4 [184] 

 𝐺𝑒 − 𝐴𝑠 − 𝐺𝑎 − 𝑆𝑒  𝑇𝑏3+ 4.3 − 6 0.42 [163] 

 𝑍𝑟𝐹4 𝐷𝑦3+ 3 − 3.3 10.1 [185] 

𝑍𝐵𝐿𝐴𝑁 𝐸𝑟3+ 4.012 − 4.198 2.1 [186] 

 

Other types of fiber lasers are the Raman fiber laser and fiber lasers based on 

combining beams from different sources. Because of the limited accessible lasing 

transitions in rare-earth doped materials, many regions are found in the IR spectrum where 
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fiber lasers based on rare-earth ions are absent [187, 188]. Therefore, new fiber laser 

technologies were developed to operate in those regions as an alternative to the rare-earth 

doped fiber laser technology.  

Raman fiber lasers have the potential of power and wavelength scalability in the 

IR [177]. This kind of lasers rely on stimulated Raman scattering as the gain mechanism 

and utilizes the Raman gain spectrum of the glass material. In other words, pumping with 

a high power source results in a series of Raman-Stokes shifts which convert the 

wavelength of light to longer wavelengths. At the same time, an inhomogeneous 

broadening takes place in the glass material allowing for a broad emission over the longer 

wavelength region [189]. The spectra of Raman gain in different glasses can be seen in 

Figure 20 [187, 188]. 
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Figure 20 The Raman gain curves for glass materials commonly used in Raman 

fiber lasers (Reprinted with permission from [187] copyright 2015 The Optical 

Society, and [188] copyright 2017 Springer Nature). 

 

Several Raman laser approaches have evolved in the last couple of decades. A 

2.8 𝑚 long fluoride glass fiber doped with erbium ions was used by Bernier and co-

workers to pump a cascaded Raman cavity where the reflective elements are fiber Bragg 

gratings [190]. With this 3.005 𝜇𝑚 pump operating in a quasi-CW regime, they observed 

Stokes of first order at 3.34 𝜇𝑚 and Stokes of second order at 3.766 𝜇𝑚 with 8.3% 

efficiency. A simulation by Peng et al promised an output power of 0.269 𝑊 at a 

wavelength 4.3 𝜇𝑚 in 𝐴𝑠2𝑆𝑒3 fiber using a mid-IR fiber laser pump source at 3.92 𝜇𝑚 

with 1.5 𝑊 of pump power [191]. The first realization of a 4.4 𝜇𝑚 Raman laser is reported 

by Gladyshev et al based on a hollow-core silica fiber filled with 𝐻2 gas [192]. They 
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observed an output with a peak power close to 0.6 𝑘𝑊 and a conversion efficiency 

around 15%. The same research group demonstrated Raman generation at 2.9, 3.3, 

and 3.5 𝜇𝑚 in 𝐻2/𝐷2 gas fiber, using the same 𝑛𝑠 pulsed erbium-doped fiber laser as a 

pump, and achieved a maximum peak power of 0.9 𝑘𝑊 [193]. An ultrafast laser 

continuously tunable over the 2.1 − 2.7 𝜇𝑚 mid-IR region was implemented by Li and 

co-workers based on a germania-core fiber and a thulium-doped double clad fiber 

amplifier [194]. A very high peak power ~ 9.5 𝑀𝑊 and a 113 𝑚𝑊 average power was 

obtained by Cao et al at wavelength 2.81 𝜇𝑚 from a Raman fiber laser filled with methane 

[195].   

Techniques that combine laser beams from an array of several fiber lasers and/or 

amplifiers have evolved in recent years [159, 196]. The nonlinear effects in single-mode 

fibers, in which the optical field is highly confined and the interaction length is relatively 

long, allow for sufficiently high conversion efficiencies and low threshold levels. 

However, power scaling in optical fibers doped with rare-earth ions is not only limited by 

nonlinear effects but also by other factors. Those factors include the power saturation 

level, thermal effects, and the optical damage threshold [113]. Hence, combining laser 

beams from multiple sources has emerged recently as a new method that overcomes those 

limitations and promises potential power scaling [197, 198]. An example of a beam 

combination system is given in Figure 21. 
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Figure 21 An example of a combination system used to add beams from multiple 

laser sources to provide higher optical intensities at longer IR wavelengths. 

 

Beam combining is said to be coherent when the individual elements of the array 

of pump lasers operate in coherence with each other [198, 199]. Otherwise, the technique 

of beam combination is said to be an incoherent one [113, 200]. Coherent beam 

combination is more popular because it provides output beams of high intensities and high 

spectral purities, and allows for adjusting the shape of the wavefront [196]. It can be 

divided into two categories, active [201] and passive [202], depending on the applied 

combining technique. A passive combination is, in general, easier to achieve than an active 

combination [113]. However, different demonstrations of the later one have spread 

recently using, for example, phase modulators and feedback algorithms [203].  

Coherent polarization beam combining (CPBC) is one of the most recent 

techniques in this area. Liu and co-workers employed the CPBC technique and achieved 

a beam combing efficiency of 90%, which yielded output powers in 570 to 1870 Watts 

range using different pump sources [204]. Lie et al obtained an output power of 14.1 𝑘𝑊 

by incoherent combination of seven beams from 2 𝑘𝑊 lasers based on ytterbium-doped 

fibers [200]. They reported a large beam quality and estimated the transmission efficiency 

of this all-fiber system to be higher than 98.5%. 
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Gas fiber lasers are newly developed laser sources that overcome the difficulties 

with quantum and thermal limiting dynamics of doped fiber lasers and offer several 

advantages in the mid-IR region [205, 206]. This type of fiber lasers depends, in principle, 

on a hollow-core fiber filled with gas, and a suitable pump source. In addition to the 

advantage of guiding mid-IR light in optical fibers, it benefits from the well-established 

technology of fiber materials based on silicate [207]. The first demonstration of a mid-IR 

gas fiber laser was realized by Jones and co-workers by obtaining population inversion in 

a hollow-core fiber filled with 𝐶2𝐻2 gas at 7 𝑡𝑜𝑟𝑟 [208]. The observed lasing at 3.12 𝜇𝑚 

and 3.16 𝜇𝑚, and measured a pulse energy of 6 𝑛𝐽 .  

Progress in the field of gas fiber lasers continued with exploitation of the most 

recent pump sources and different filling gases to reach higher output powers and longer 

IR wavelengths. Cui et al achieved an output power of 82 𝑚𝑊 in a hollow-core silica 

fiber filled by 𝐶𝑂2 gas and pumped by a laser diode emitting at 2 𝜇𝑚 [209]. Their fiber 

laser operates in CW regime at room temperature and produces a mid-IR laser beam 

at 4.3 𝜇𝑚. A 1.1 𝑊𝑎𝑡𝑡𝑠 of optical power was reported at 3.1 𝜇𝑚 by Xu and co-workers 

based on acetylene-filled fiber laser and a single-pass 𝐸𝑟3+ doped fiber amplifier [210]. 

They enhanced the optical gain in the fiber by using a hollow-core fiber of  31 𝑚 length, 

and analyzed their results further towards understanding the molecular dynamics in fiber 

systems. A tunable pump source at 1.5 𝜇𝑚 was used by Zhou et al to implement a CW 

mid-IR hollow-core fiber laser filled by acetylene and tunable in the wavelength range 

3.09 − 3.21 𝜇𝑚 with a maximum power close to 0.77 𝑊 [211]. Mid-IR emission at 

4.6 𝜇𝑚 based on R and P branch lasing transitions was observed by Aghbolagh and co-
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workers [212]. They used a hollow-core fiber 45 𝑐𝑚 in length with a core size of 85 𝜇𝑚 

filled with 𝑁2𝑂 gas. Gladyshev et al suggested that coupling the pump power into hollow-

core fibers using bulk materials imposes some limitations on the laser system [207]. In 

their work, they use a new approach to demonstrate a Raman fiber laser based on a hollow-

core silica fiber emitting at 4.42 𝜇𝑚 with a high average power. Pulsed all-fiber mid-IR 

laser systems based on hollow-core gas-filled fibers are also under scientific investigation 

[213]. 

The simplicity and design flexibility of tunable IR fiber lasers, comparing to other 

tunable mid-IR laser sources, promoted them to be used in robust and compact 

technological applications [143]. In contrast to solid state lasers, all-fiber tunable laser 

sources do not suffer from cavity misalignment effects, and the output power can be 

largely amplified with the available fiber amplifiers [114]. Diffraction effects in the laser 

beam are also limited if a single-mode fiber is used. All of those advantages make ultrafast 

fiber lasers more attractive for applications in telecommunication in comparison to 

ultrafast solid-state lasers [214, 215]. 

The generation of high power IR supercontinua over broad IR intervals is a major 

area where fiber lasers are significant [177, 216, 217]. Petersen and co-workers 

demonstrated a mid-IR supercontinuum spanning the 1.4 − 13.3 𝜇𝑚 region with a 

2.29 𝑀𝑊 of coupled peak power in a chalcogenide fiber [54]. Additionally, broadband 

mid-IR optical frequency combs based on ultrafast fiber lasers, with high peak powers and 

short pulse widths, are powerful laser sources that open the door for more applications in 

spectroscopy and frequency metrology [2, 43, 218, 219, 220].  
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The need for IR fiber lasers with high-brightness and excellent beam quality have 

escalated in the last decade in parallel with the increasing accuracy and proficiency 

demands of IR fiber-laser applications. This comes as a result of the widespread 

applications of fiber lasers in various fields such as sensing [164, 221, 222], 

micromachining [112], communications [154], and medicine [129, 223]. For example, a 

widely tunable fiber-based source in the 2.2 − 5.5 𝜇𝑚 IR region demonstrated by Ari and 

co-workers was used in gas sensing, and concentration measurements were obtained with 

detection sensitivities around 15 𝑝𝑝𝑚 and 300 𝑝𝑝𝑚 for 𝐶𝑂2 and 𝐶𝐻4, respectively [182]. 

According to this high demand of mid-IR fiber lasers and the variety of its applications, 

further improvements in material quality, fabrication methods, fiber configurations, 

spectral beam purity, and generated power are expected to follow [224, 225].  

 

2.2.5 Mid-IR Sources Based on Frequency Conversion Processes 

Mid-infrared laser-based sensors have been used as the major technological tool 

for gas analysis and monitoring in a large number of applications in industry, 

environmental sciences, medical diagnostic, agricultural emissions, and for security 

purposes [226]. As mentioned in Section 2.1, most of the organic and inorganic molecules 

exhibit strong absorption features in the mid-IR spectral region. This advantage of the IR 

region, as well as the increasing complexity of IR laser applications, both motivated the 

development of novel narrow-band infrared laser sources with broad wavelength 

tunability [227].  
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Mid-infrared quantum cascade lasers, discussed in Section 2.2.3, are versatile laser 

sources with a design flexibility that allows access to different regions of the IR from 3 to 

25 𝜇𝑚, and to the terahertz region. However, the wavelength tuning ranges of early QCL 

devices were limited to a few wavenumbers [59, 98, 227]. Furthermore, the unavailability 

of IR laser sources with broad and continuous tunability in the region between 2.8 𝜇𝑚 

and 4 𝜇𝑚, and the lack of active laser materials in that region, have both initiated the 

search and the development of new IR laser techniques and fabricated materials since the 

beginning of this century [227, 228].  

One of the powerful approaches for the implementation of efficient tunable IR 

sources is using frequency conversion processes in nonlinear materials. If an electric field 

incident on a nonlinear material is strong enough, it induces a polarization in the material. 

In other words, an electric dipole moment results from the separation of charges in the 

material due to interacting with the strong input field, meaning that the material is 

polarized. The dipole oscillations in the dielectric material are responsible for the emission 

of optical waves at new frequencies [229, 230]. This mechanism, which employs available 

frequencies to produce new frequencies, is considered the key advantage of nonlinear 

processes. In the year 1961, Franken et al observed the first nonlinear effect in which the 

second harmonic of the incident light was generated in a dielectric medium using a ruby 

laser [231].  

The nonlinear optical processes are mainly second harmonic generation (SHG), 

optical parametric generation (OPG), and sum- and difference-frequency generation, 

(SFG) and (DFG) respectively. All of these processes involve a conversion of the 
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frequency of the input light to a different frequency or frequencies at the output, as 

summarized in Table 4. In the case of difference and sum frequency mixing, two input 

beams, known as the pump and the signal beams, are required [227]. The generated light 

beam in the DFG and SFG processes is often called the idler. However, differences in the 

nomenclature are found in the literature for the input and output beams of nonlinear 

processes [60].  

For all of the nonlinear processes in Table 4, the conservation of energy is met, 

where ħ is Plank’s constant [232]: 

ħ𝜔1 + ħ𝜔2 = ħ𝜔3 

The condition expressing momentum conservation provides the greatest emission in 

frequency conversion processes, and it can be achieved in practice through perfect phase-

matching such that [233]: 

𝑘1 + 𝑘2 = 𝑘3 
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Table 4 Frequency Conversion Processes in Second-Order Nonlinear Materials. 

Nonlinear 

Process 

 

Schematic 

Process 

Description 

Energy 

Diagram 

 

SHG 

 

 

𝝎+𝝎 = 𝟐𝝎 

 

 

DFG 

 

 

𝝎𝟑 −𝝎𝟐 = 𝝎𝟏 

 

 

SFG 

 

 

𝝎𝟏 +𝝎𝟐 = 𝝎𝟑 

 

 

OPG 

 

 

𝝎𝟑 → 𝝎𝟐 +𝝎𝟏 

 

 

In the simple case, the general mathematical expressions of nonlinear processes 

can be discussed by starting with the material polarization 𝒫. The polarization is the dipole 

moment per unit volume, and it has a linear part 𝒫𝑙𝑖𝑛 and a nonlinear part 𝒫𝑛𝑜𝑛𝑙𝑖𝑛 as 

follows [234]: 



 

63 

 

𝒫 = 𝒫𝑙𝑖𝑛 + 𝒫𝑛𝑜𝑛𝑙𝑖𝑛 

𝒫𝑙𝑖𝑛 = 𝜀𝑜𝜒
(1)𝐸 

𝒫𝑛𝑜𝑛𝑙𝑖𝑛 = 𝜀𝑜 𝜒
(2) 𝐸2 + 𝜀𝑜 𝜒

(3) 𝐸3 + 𝜀𝑜 𝜒
(4) 𝐸4 +⋯ 

where 𝜀𝑜 is the free space permittivity, 𝜒(1) is the linear susceptibility which depends on 

the refractive index 𝑛 of the material 𝜒(1) = 𝑛2 − 1, 𝐸 is the incident electric field, and 

𝜒(𝑚) are the nonlinear susceptibilities of order 𝑚, where 𝑚 is an integer greater than 1. 

Ignoring other higher order terms of the nonlinear polarization and using the tensor 

representation, the second-order polarization can be written in the following form [227]: 

𝒫𝑖
(2)
= 𝜀𝑜 𝜒𝑖𝑗𝑘

(2)
 𝐸𝑗 𝐸𝑘 

where the indices 𝑖, 𝑗, and 𝑘 represent the axes of space. As can be seen,  𝜒𝑖𝑗𝑘
(𝑚)

 depends on 

the direction of propagation of the electric field 𝐸. 

The description of nonlinear optical processes is often in terms of the nonlinear 

coefficients 𝑑𝑖𝑗𝑘, where 𝑑𝑖𝑗𝑘 = 
1

2
 𝜒𝑖𝑗𝑘
(2)

 in the tensor notation [232]. In this manner, the 

second-order polarization can be written as: 

𝒫(2) = 2 𝜀𝑜 𝑑 𝐸 𝐸 

Using this representation and the effective nonlinear coefficient  (𝑑𝑒𝑓𝑓), one can explicitly 

arrive at the following expressions for the second-order nonlinear polarizations [235]: 

𝒫𝑠
(2)
= 2 𝜀𝑜  𝑑𝑒𝑓𝑓 𝐸𝑝 𝐸𝑖𝑑

∗  

𝒫𝑖𝑑
(2)
= 2 𝜀𝑜  𝑑𝑒𝑓𝑓 𝐸𝑝 𝐸𝑠

∗ 

𝒫𝑝
(2)
= 2 𝜀𝑜  𝑑𝑒𝑓𝑓 𝐸𝑠 𝐸𝑖𝑑  



 

64 

 

The tensor elements of the nonlinear coefficient 𝑑𝑖𝑗𝑘 can be found by first 

introducing an appropriate system of coordinates. A variety of coordinate systems are 

found in the literature because choosing the suitable one depends on the nonlinear 

material, which is used for the frequency conversion process, and in particular on the 

structural symmetries of the crystal [227]. There exit a large selection of nonlinear optical 

materials which can be used to access different regions of the IR. Table 5 shows examples 

of nonlinear materials with large IR transparency, as well as examples of the common 

values for their nonlinear coefficients within the corresponding range [227, 229, 236].  

 

Table 5 Examples of Nonlinear Materials Used in Frequency Conversion Processes. The 

Selected Materials have Wide Transparency Windows in the IR. 

 

Nonlinear Material 

Nonlinear 

Coefficient 

𝒅𝒊𝒋 (𝒑𝒎 𝑽
−𝟏) 

Transparency 

Range 

(𝝁𝒎) 

 

Ref.  

Lithium Niobate 

 (𝐿𝑖𝑁𝑏𝑂3) 

𝑑33 = 19.5 0.35 − 5.2 [237, 238, 239] 

𝛽-Barium Borate 

 (𝛽-𝐵𝑎𝐵2𝑂4) 

𝑑22 = 2.2 0.19 − 3.3 [238, 240, 241] 

KTA (𝐾𝑇𝑖𝑂𝐴𝑠𝑂4) 𝑑31 = 3.27 0.35 − 5.5 [242, 243, 244] 

LT (𝐿𝑖𝑇𝑎𝑂3) 𝑑33 = 10.3 0.28 − 5.5 [237] 
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Table 5 Continued. 

 

Nonlinear Material 

Nonlinear 

Coefficient 

𝒅𝒊𝒋 (𝒑𝒎 𝑽
−𝟏) 

Transparency 

Range 

(𝝁𝒎) 

 

Ref.  

Silver Gallium Selenide 

(𝐴𝑔𝐺𝑎𝑆𝑒2) 

𝑑36 = 39.5 0.78 − 18 [237, 245] 

BGS (𝐵𝑎𝐺𝑎4𝑆𝑒7) 𝑑36 = 13 2.6 − 10.4 [246, 247] 

Zinc Germanium 

Phosphide (𝑍𝑛𝐺𝑒𝑃2) 

𝑑36 = 73 0.72 − 12.3 [248, 249] 

𝐿𝑖𝐺𝑎𝑇𝑒2 𝑑31 = 10 0.52 − 15 [250] 

𝐶𝑑𝑆𝑖𝑃2 𝑑36 = 92 1 − 6.5 [62, 63, 251] 

Gallium Arsenide 

(𝐺𝑎𝐴𝑠) 

𝑑14 = 94 4.5 − 10.7 [252] 

Gallium Phosphide 

(𝐺𝑎𝑃) 

𝑑36 = 70 0.57 − 12 [253] 

Gallium Selenide 

(𝐺𝑎𝑆𝑒) 

𝑑22 = 54 4.2 − 16 [254, 255] 

 

2.2.5.1 Parametric IR Sources 

Optical parametric light generation, along with difference-frequency generation 

and second harmonics, are the most significant nonlinear optical processes that depend on 
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frequency conversion [229, 231, 256]. The generation of parametric waves depends on 

nonlinear optical effects, which usually requires a large input field. This input electric field 

is referred to as the pump. The frequency of the pump must be within the transparency 

window of the material, which was indicated for different materials in Table 5 above, and 

the photon energy should be less than the energy gap to avoid resonance conditions [229]. 

It is worth mentioning here that only after the laser was invented, it was possible to observe 

nonlinear effects experimentally [257].  

To describe a nonlinear effect associated with mixing three optical waves in a 

second-order nonlinear process, one starts with the following Maxwell’s wave equation 

[60]: 

𝜕2𝐸

𝜕𝑧2
= 𝜇𝜀

𝜕2𝐸

𝜕𝑡2
+ 𝜇

𝜕2𝒫(2)

𝜕𝑡2
 

where 𝐸 is the electric field of the incoming wave and 𝒫(2) is the second order 

polarization. For a propagating wave along the z-axis with a complex field 

amplitude 𝐸(𝑧), the electric field can be written as: 

𝐸 =
1

2
[ 𝐸(𝑧) 𝑒𝑖(𝑘𝑧−𝜔𝑡) + 𝑐. 𝑐. ] 

and the total field of the idler, signal, and pump optical waves involved in the parametric 

process is [60]: 

𝐸 = 𝐸𝑖𝑑(𝜔𝑖𝑑) + 𝐸𝑠(𝜔𝑠) + 𝐸𝑝(𝜔𝑝) 

where 𝜔𝑖𝑑, 𝜔𝑠, and 𝜔𝑝 are the frequencies of the idler, signal, and pump waves, 

respectively.  
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For simplicity, monochromatic uniform plane waves are assumed for the fields, 

and slowly varying amplitudes with respect to the wavelength are considered here [60, 

227]. In that case, the following coupled-wave equations: 

𝜕𝐸𝑖𝑑(𝑧)

𝜕𝑧
= 𝑖 𝜅𝑖𝑑  𝐸𝑝(𝑧) 𝐸𝑠

∗(𝑧) 𝑒𝑖(∆𝑘)𝑧 

𝜕𝐸𝑠(𝑧)

𝜕𝑧
= 𝑖 𝜅𝑠 𝐸𝑝(𝑧) 𝐸𝑖𝑑

∗ (𝑧) 𝑒𝑖(∆𝑘)𝑧 

𝜕𝐸𝑝(𝑧)

𝜕𝑧
= 𝑖 𝜅𝑝 𝐸𝑖𝑑(𝑧) 𝐸𝑠(𝑧) 𝑒

−𝑖(∆𝑘)𝑧 

are the solution for Maxwell’s wave equation, which applies to any second-order nonlinear 

process involving three-wave-mixing in a dielectric material [60, 230]. In the equations, 

∆𝑘 = 𝑘𝑝 − 𝑘𝑠 − 𝑘𝑖𝑑 is the phase-mismatch, and 𝜅 = 𝜔 𝑑𝑒𝑓𝑓 𝑛 𝑐⁄ , where 𝜔 is the 

frequency of the optical wave, 𝑐 is the speed of light, 𝑑𝑒𝑓𝑓 is the effective nonlinear 

coefficient of the material, and 𝑛 is the refractive index along the direction of propagation. 

It can be seen from the coupled-wave equations that the field amplitudes are coupled 

through 𝑑𝑒𝑓𝑓 [60]. 

The parametric gain factor is expressed in terms of 𝑑𝑒𝑓𝑓, the pump intensity 𝐼𝑝, 

and other parameters as follows, assuming no pump depletion [235]: 

𝛤2 =
2

𝑐3 𝜀𝑜
 
 𝑑𝑒𝑓𝑓
2  𝜔𝑠 𝜔𝑖𝑑

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 𝐼𝑝 

where the pump intensity here is equal to 𝐼𝑝(𝑧 = 0), 𝑑𝑒𝑓𝑓 is the nonlinear coefficient that 

the light experiences as it propagates through the crystal,  𝜀𝑜 is the vacuum permittivity, 𝑐 
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is the speed of light, 𝜔𝑠 and 𝜔𝑖𝑑 are the frequencies of the signal and idler, respectively, 

and 𝑛 symbolizes the refractive index. 

The key advantage of optical parametric generation is the broad spectral range of 

light emission [230, 257]. The process involves a break-up of the pump photon to signal 

and idler photons of lower energies while maintaining the conservation of energy, as 

illustrated in Figure 22 below [229]. Given that the number of pump photons is large and 

the ways they can be divided are different, the lower energy photons are emitted over a 

broad band [230].  

 

 

Figure 22 A simplified description of the parametric light generation process. An 

intense incident pump field induces dipole oscillations resulting in the generation 

of parametric waves at frequencies lower than the pump frequency. Possible 

combinations of generated parametric waves are shown for clarification.  

 

Optical parametric amplification (OPA) is a primary step towards an efficient 

generation of coherent and directional optical parametric waves [229]. Optical 

amplification in parametric processes is achieved by phase-matching, which is considered 
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as the essential gain mechanism in nonlinear processes [230]. In the first phase-matching 

mechanism, the propagation of the parametric waves has to be synchronized with the 

propagation of the pump waves. This mechanism can be realized in a certain type of 

material known as the birefringent material [258]. In a typical material, waves of different 

frequencies travel at different velocities due to dispersion. However, wave propagation 

through a birefringent material depends on the propagation direction and the polarization 

[229]. Thus, when scientists and manufacturers implement OPA-based laser devices using 

birefringent crystals, they select the pump, polarization, propagation direction, and the 

material type such that the frequencies within a desired range are amplified [259].  

The phase matching condition in a birefringent material is associated with the 

refractive index that the light experiences along the propagation direction [229]. By 

changing the direction of propagation in the crystal, a specific set of refractive indices 

becomes accessible. Therefore, the most common technique of birefringent-phase-

matching (BPM) relies on this concept, and it is known as the angle-tuning technique 

[230]. In this technique, the rotation angle of the crystal is adjusted while keeping the 

propagation axis fixed. This allows for the amplification of desired frequencies over a 

broad continuous range. Tuning by changing the wavelength of one of the incident beams 

or changing the temperature of the crystal are other techniques for phase-matching, and 

are discussed briefly in the next section.  

The most popular design for parametric devices is the optical parametric oscillator 

(OPO), which is shown in Figure 23. Placing the crystal in an oscillator allows for 

achieving higher output powers. The parametric oscillation process was demonstrated for 
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the first time in 1965 with a 𝐿𝑖𝑁𝑏𝑂3 birefringent crystal [260]. In general, an OPO consists 

of three primary elements, a pump source, a nonlinear material, and an optical resonator 

[229]. To obtain an adequate optical growth in each pass through the material, high pump 

intensity is required. Adding to this, the material length is limited to few 𝑚𝑚𝑠 or 𝑐𝑚𝑠, 

and so is the gain in a single pass [60]. Thus, comparing to APGs and OPAs, OPOs use a 

resonator to overcome the single-pass gain limit and produce sufficient parametric growth.  

On the other hand, the use of optical resonators always imposes unwanted effects 

of optical losses. In the parametric oscillation process, the losses take place in both 

directions whereas the nonlinear gain is only available in one direction [230]. This denotes 

that multiple passes through the nonlinear crystal are required before a certain threshold 

level can be reached. After surpassing the threshold, the OPO emits coherent light with 

broad tunability. 

 

 

Figure 23 A Schematic of an optical parametric oscillator (OPO) based on a 

second-order nonlinear process. The pump light emitted from a strong laser source 

is focused and used to pump a nonlinear crystal of second-order susceptibility 𝜒(2). 
A frequency conversion process takes place in the crystal and parametric waves of 

lower frequencies are generated. The parametric waves oscillate until the threshold 

is reached and coherent light is emitted over an extended band. 
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A variation of OPO designs is available depending on the type on the pump source 

and the main purpose of the device or application [61]. Conversion efficiencies of 50% 

and higher are reported in the literature for OPO lasers of different configurations based 

on different nonlinear materials [260].  

Quasi-phase-matching (QPM) in nonlinear crystals emerged as a substitute for 

birefringent phase-matching (BPM). This phase matching technique was proposed in 1962 

[256], but it was not possible in practice until around 1992 after new technologies of 

material fabrication emerged [259, 261]. Now, the QPM technique dominates the field.  

To understand the concept of QPM in nonlinear materials, let us recall the 

discussion of wave propagation in a dielectric medium from the previous section. As a 

result of dispersion, the relative phase of traveling waves slips by 180𝑜 after a very short 

propagation distance (~ 𝜇𝑚𝑠) [229]. This distance is known as the “aperture length,” or 

the “coherence length” 𝑙𝑐 [227]. After this distance, the amplitudes of generated waves 

decrease until reaching zero at a distance 2𝑙𝑐, as shown in part (a) of Figure 24 [60].  In 

other words, all of the generated waves become in-phase and then out-of-phase in a 

periodic manner, yielding zero intensity growth [229]. Thus, material fabrication was 

considered to override this obstacle and allow for intensity growth [262]. 

In QPM, a special technique is used to fabricate the nonlinear material such that 

the intensity will continue to build up after the 2𝑙𝑐 distance and integer multiples of it 

[229]. The intensity growth in QPM versus BPM can be seen in Figure 24 [227, 263]. This 

technique is known as “periodic poling” and is realized by applying high voltages ~ kV to 

ferroelectric materials [262].  
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In a periodically poled material, the dipole oscillations in each domain has a 

relative phase of 180𝑜 with respect to the previous domain [229]. This means that the 

intensity will continue to build up in a quasi-continuous manner after traveling for a 

distance Λ = 2𝑙𝑐, as in part (b) of Figure 24 [227, 263]. 

 

 

Figure 24 The growth of the idler intensity with quasi-phase-matching (QPM) 

comparing to birefringent-phase-matching (BPM) in a nonlinear material. The 

growth is the highest for perfect phase-matching (∆𝑘 = 0) in a birefringent 

material, but it is quasi-continuous in a periodically polled material with a poling 

period Λ. The arrows indicate the polarization direction, which is reversed after 

each 𝑙𝑐 in the periodically polled material. 

 

Advances and breakthroughs in material sciences, design engineering, and poling 

technology have empowered the field of nonlinear optics by fabricating materials with 

broad transparencies and extreme capabilities [235]. Even though the BPM provides larger 

idler intensities, the use of QPM in periodically-structured nonlinear materials is preferred 
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for several reasons. First, the poling period Λ, which determines the transparency range 

of the material, can be freely chosen [229]. Second, the nonlinearity and the optical quality 

of semiconductors have improved dramatically. Thus, the material can be engineered as 

desired to operate in the deep mid-IR and far beyond [61, 236]. Third, the flexible selection 

of polarization and propagation direction allow access to the highest available nonlinearity 

in the material [230]. Furthermore, the QPM falls in the non-critical phase-matching 

category comparing to BPM, which can be critical or non-critical [227]. These differences 

are summarized in Table 6. 

 

Table 6 A Comparison between Quasi-Phase-Matching and Birefringent-Phase-Matching 

in Nonlinear Optical Materials. 

Comparison 

Element 
Quasi-Phase-Matching  

(QPM) 

Birefringent-Phase-Matching 

(BPM) 

Material  Periodically-poled (PP) Birefringent 

Intensity 

Growth 

Quasi-continuous Continuous 

 

Material 

Characteristics 

- Freely engineered 

- Transparency window 

depends on the poling 

period 

- Depends on material 

availability 

- Transparency window is 

determined by the 

material 

 

Nonlinear 

Coefficient 

- Highest coefficient is 

accessible 

- Polarization and 

propagation direction 

are flexible 

- The highest accessible 

coefficient is limited 

- Birefringence requires 

selecting a particular 

polarization and 

propagation direction 

Phase-Matching 

Condition  

Non-critical Could be critical or non-critical 
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The optical damage threshold is a crucial parameter of the nonlinear crystal, and it 

must be considered when operating an OPO system because of the high intensity 

requirement. Other important parameters to consider are the highest accessible nonlinear 

coefficient, transparency range, optical quality, scattering and absorption losses, thermal 

stability, and the phase-matching method [207].  In many OPOs, the only limiting factor 

for the tuning range is the optical transparency of the nonlinear crystal [219].  

The last couple of decades witnessed significant improvement of optical 

components and nonlinear materials, which enhanced the performance of OPOs and 

extended their operation range to the mid-IR. Furthermore, the birth of new techniques of 

spectroscopy allowed for more applications of OPOs in various fields. Some of the new 

developments of mid-IR OPO sources and their applications in spectroscopy and sensing 

are summarized by Peng [236].  

 

2.2.5.2 IR Sources Based on Difference Frequency Generation 

Difference frequency generation (DFG) is one of the most prevalent nonlinear 

processes for the generation of tunable mid-IR radiation. The process involves mixing two 

laser beams; the pump and the signal, in a nonlinear material to produce an idler beam at 

a frequency equal to their difference. One of the very first spectroscopic applications based 

on DFG is the work established by Pine around 1974 [264]. In his work, he mixed two 

beams; one from 𝐴𝑟+ laser and one from a tunable cw dye laser, in a 𝐿𝑖𝑁𝑏𝑂3 crystal, and 

he used the output beam for high-resolution spectrometry in the 2.2 − 2.4 𝜇𝑚 region.  
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A major advantage of DFG systems is the ability to transfer the tunability of 

available laser sources to new regions within the infrared where conventional laser sources 

are absent [63]. For example, wavelengths between 5.9 and 6.6 𝜇𝑚 in the mid-IR are of 

interest for medical surgery because this region is suitable for the protein [265]. It has 

large water absorption which minimizes the side effects of laser-based human surgery. 

Hence, many DFG-and OPO-based laser systems have been developed in accordance with 

specific necessities. 

A careful selection of the pump laser, signal laser, and nonlinear material is 

necessary so that the lasers are matched with the suitable nonlinear crystal [227]. When 

the material is considered, it is desired to use the highest possible nonlinear coefficient 

available at the wavelength of interest. Critical material parameters are the damage 

threshold of the crystal and the range of transparency. The output power, room-

temperature operation, and wavelength tunability come into play when the laser sources 

are considered. In addition to that, it is significant to follow with the newly available 

nonlinear materials and laser types, as they allow for new combinations in the field of 

implementing frequency-conversion based laser sources [227, 229]. A selected set of 

recently reported mid-IR DFG systems are presented in Table 7, and the type of phase-

matching used in each system is also included. 
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Table 7 Relevant Parameters of Recently Reported Mid-IR DFG Systems. Each DFG 

System is Characterized by the Nonlinear Material, the Wavelength of the Pump 𝜆𝑝, the 

Wavelength of the Signal 𝜆𝑠, the Wavelength of the Generated Idler Beam 𝜆𝑖𝑑, and the 

Phase-Matching Type Used in the Difference Frequency Mixing Process. 

Nonlinear 

Material 

𝝀𝒑 

(𝒏𝒎) 

𝝀𝒔 

(𝒏𝒎) 

𝝀𝒊𝒅 

(𝒏𝒎) 

Phase 

Matching 

 

Ref. 

OP-𝐺𝑎𝐴𝑠 1950 2500 6700 − 12700 QPM [266] 

OP-𝐺𝑎𝑃 1064 1609 − 1637 3040 − 3132 QPM [267] 

𝐴𝑔𝐺𝑎𝑆2 1300 1670 − 2700 2500 − 5890 QPM [268] 

OP-𝐺𝑎𝑃 1064 1723 − 1827 2548 − 2781 QPM [269] 

𝐵𝑎𝐺𝑎4𝑆𝑒7 1064 1360 − 1600 3360 − 4270 BPM [270] 

 

For optical gain to be realized in any nonlinear frequency conversion process, 

phase matching is a key issue and it has to be carefully considered, as previously 

mentioned. There are two types of birefringent phase matching; type I and type II, and 

there are two types of birefringent nonlinear materials where this phase matching can be 

achieved, positive and negative birefringent crystals [229].  
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Let us take an example of a type I phase matching technique in a DFG process 

using a positive birefringent material [227]. In collinear wave propagation, |𝑘| =
𝑛𝑐

𝜆
 can 

be used for the wave-vectors [271], so we get: 

𝑛𝐷𝐹𝐺
𝜆𝐷𝐹𝐺

=
𝑛𝑒(𝜔𝑖𝑑, 𝛩)

𝜆𝑖𝑑
=
𝑛𝑜(𝜔𝑝)

𝜆𝑝
−
𝑛𝑒(𝜔𝑠, 𝛩)

𝜆𝑠
 

Using this expression and the following widely used equation of the ellipse, which 

describes the refractive index of uniaxial crystals: 

1

𝑛2(𝛩)
=
𝑠𝑖𝑛2(𝛩)

𝑛𝑒2
+
𝑐𝑜𝑠2(𝛩)

𝑛𝑜2
 

one arrives at: 

𝑛𝑜(𝜔𝑝)

𝜆𝑝
−
𝑛𝑒(𝜔𝑠, 𝛩)

𝜆𝑠
=
1

𝜆𝑖
√(

𝑠𝑖𝑛2(𝛩𝑃𝑀)

[𝑛𝑒(𝜔𝑖𝑑)]2
+
𝑐𝑜𝑠2(𝛩𝑃𝑀)

[𝑛𝑜(𝜔𝑖𝑑)]2
)

−1

 

where 𝜆𝑝, 𝜆𝑠, and 𝜆𝑖𝑑 are the wavelengths of the pump, signal, and idler beams; 

respectively, 𝛩𝑃𝑀 is the phase-matching angle, 𝛩 is the angle that the propagation path of 

the input beams make with the optical axis of the nonlinear crystal, 𝑛𝑜 is the ordinary 

refractive index of the perpendicularly-polarized light, and 𝑛𝑒 is the extraordinary 

refractive index defined as the refractive index of light with a polarization parallel to the 

optical axis.  

The dependence of the refractive index on the angle of incidence 𝛩, the parameters 

of the crystal, and the wavelengths of the incident beams, 𝜆𝑝 and 𝜆𝑠, provides several 

criterions for phase-matching realization [227]. This includes angle tuning, temperature 

tuning, and incident-wavelength tuning. The angle tuning technique is applied by means 
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of rotating the nonlinear crystal and searching for the angle at which the highest output 

power can be measured. Obtaining the highest power measurement for the idler beam 

indicates that the phase matching condition is satisfied. Adjusting the temperature of the 

crystal is a different approach to fulfill the phase matching condition. Another possible 

way is to use a tunable laser source as the pump or the signal laser in the DFG system. 

The mentioned mechanisms are convenient since synchronization is not required for this 

phase matching technique.  

When the conversion efficiency losses are considered, phase matching conditions 

are also characterized by being critical or non-critical. Phase matching conditions which 

are highly sensitive such that any small deviation results in large efficiency losses, are 

known as critical conditions. On the other hand, if a high conversion efficiency is 

achievable even when there is a small mismatch, the phase matching condition is called a 

non-critical [227].  

The conversion efficiency is the ratio of output intensity or power, after the 

conversion, to the incident one. In a difference frequency conversion process, there are 

two incident beams and therefore two efficiencies, 𝜂𝑝 =
𝑃𝑜𝑢𝑡

𝑃𝑝
=

𝐼𝑜𝑢𝑡

𝐼𝑝
 for the pump and 𝜂𝑠 =

𝑃𝑜𝑢𝑡

𝑃𝑠
=

𝐼𝑜𝑢𝑡

𝐼𝑠
 for the signal, where equal cross-sectional beam areas were assumed. For a 

DFG process with a perfect BPM, the efficiencies of conversion can be calculated using 

[227]: 

 𝜂𝑝 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝑑𝑒𝑓𝑓

2  𝐿2

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 𝐼𝑠 
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 𝜂𝑠 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝑑𝑒𝑓𝑓

2  𝐿2

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 𝐼𝑝 

where 𝜂𝑝 is the conversion efficiency of the pump, 𝜂𝑠 is the conversion efficiency of the 

signal,  𝐼𝑝 is the intensity of the pump,  𝐼𝑠 is the intensity of the signal,  𝑑𝑒𝑓𝑓 is the effective 

nonlinear coefficient, 𝜔𝑖𝑑 is the frequency of the idler,  𝜀𝑜 is the permittivity of free space, 

𝑐 is the speed of light, 𝑛 is the refractive index, and 𝐿 is the interaction length within the 

nonlinear crystal. In BPM, the coefficient 𝑑𝑒𝑓𝑓  is determined by the orientation of the 

nonlinear crystal, the polarization direction, and apparently by the propagation direction 

within the crystal. If the phase matching is not perfect, i.e., if ∆𝑘 ≠ 0, an extra term of 

𝑠𝑖𝑛𝑐2(
∆𝑘 𝐿

2
) appears in each expression. 

The conversion efficiencies of the pump and the signal in the case of QPM can be 

found similarly [227]: 

(𝜂𝑝)𝑞𝑝𝑚 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝐿2

𝑛𝑝 𝑛𝑠  𝑛𝑖𝑑
 (
𝑑𝑞𝑝𝑚

𝑚
)

2

𝐼𝑠 

(𝜂𝑠)𝑞𝑝𝑚 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝐿2

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 (
𝑑𝑞𝑝𝑚

𝑚
)

2

𝐼𝑝 

where 𝑑𝑞𝑝𝑚 is the QPM effective coefficient, and 𝑚 is the number of travelled coherence 

lengths 𝑙𝑐 before the threshold level is reached, and it is called the order of QPM.  

Assuming equal Gaussian spot sizes for the three optical beams and no reduction 

in the pump intensity, the intensity generated from the DFG process can be written as 

follows: 

(𝐼𝐷𝐹𝐺)𝐵𝑃𝑀 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝐿2

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 𝑑𝑒𝑓𝑓
2  𝐼𝑝 𝐼𝑠 
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(𝐼𝐷𝐹𝐺)𝑄𝑃𝑀 =
2

𝑐3 𝜀𝑜
 
𝜔𝑖𝑑
2  𝐿2

𝑛𝑝 𝑛𝑠 𝑛𝑖𝑑
 (
𝑑𝑞𝑝𝑚

𝑚
)

2

𝐼𝑝 𝐼𝑠 

where (𝐼𝐷𝐹𝐺)𝐵𝑃𝑀 is the generated intensity in a perfect BPM process, and (𝐼𝐷𝐹𝐺)𝑄𝑃𝑀 is 

the generated intensity in a QPM process. It can be seen from the expressions that the 

output intensity can be increased by increasing the interaction length 𝐿 and improving the 

conversion efficiency 𝜂 [227]. Using a high power pump source is also an option for 

improving the idler intensity. However, it has unwanted effects from possible OPG and 

OPA processes such as linewidth broadening [272, 273].  

Nonlinear processes in lasers enable many features that make them attractive for a 

variety of applications. The temporal and spectral characteristics of the output beam can 

be selected in advance by choosing the appropriate pump or pump/signal laser sources 

[60, 230]. For example, pulsed and ultrafast OPO laser sources have been implemented 

based on nanosecond and femtosecond pump lasers [61]. In addition, a wide tuning range 

is possible since it is dependent on the phase-matching condition which can be reached 

with different tuning techniques [246]. Thus, combing the suitable nonlinear crystal with 

the suitable pump source allows for coherent light emission within spectral regions that 

are inaccessible to traditional lasers, as we discussed earlier. These advantages of OPO, 

DFG, and other frequency-conversion-based lasers have opened the door for potential IR 

and THz applications and for practical compact laser designs [61, 235, 236, 274].  

In a very recent work by Kolker and his colleagues, a broadly-tunable mid-IR OPO 

source based on 𝐵𝑎𝐺𝑎4𝑆𝑒7 nonlinear crystal was demonstrated [246]. The 𝐵𝑎𝐺𝑎4𝑆𝑒7 

crystal they used has a large transparency range in the IR, which is over the whole region 
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from 0.47 𝜇𝑚 to 18 𝜇𝑚. They employed an angle-tuning technique as a phase-matching 

mechanism, and achieved a wide wavelength tunability for the generated idler beam that 

extends from 2.6 𝜇𝑚 to 10.4 𝜇𝑚. In summary, tunable IR laser sources based on 

frequency conversion in nonlinear materials offer a powerful alternative to conventional 

laser sources, which have a restricted spectral coverage. Table 8 summarizes the main 

features of the two categories [229, 235], and the next section includes examples of 

broadband IR sources based on DFG processes in nonlinear crystals [27, 44, 218].  

 

Table 8 A Comparison between the Laser Sources based on Frequency Conversion 

Processes (FCP) in Nonlinear Materials and Traditional Laser Sources based on 

Stimulated Emission in Gain Media. 

Comparison Element Traditional Lasers FCP Lasers 

Mechanism Stimulated emission Frequency conversion 

via dipole oscillations 

Material  Gain medium Nonlinear crystal 

Output Wavelength - Determined by the 

structure of the 

atomic or molecular 

energy levels 

- Depends on the laser 

material 

- Determined by the 

conservation of 

energy and 

momentum 

- Depends on the 

wavelengths of the 

pump and the signal 

Wavelength 

Tunability 

Limited to 300 − 400 𝑛𝑚 

at best 

Broad and can extend to 

several 𝜇𝑚s 
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2.2.6 Optical Frequency Combs 

Optical frequency combs were implemented in the late 1990s and have since been 

considered one of the most precise tools for time and frequency measurements [43, 44, 

219, 275]. Using frequency comb laser sources in IR spectroscopic systems adds enhanced 

capabilities in terms of improving sensitivity, precision, and recording time. Such 

broadband sources also improve spectral bandwidth of the instrument [3, 5, 9, 19, 27, 41]. 

The optical frequency comb arises from well-stabilized sequence of short 

(femtosecond) coherent laser pulses temporarily separated by a time interval equal to the 

round-trip time (𝑇𝑅 ) inside the laser cavity [219, 276]. The time 𝑇𝑅  is the required time 

for a laser pulse to circulate once through the cavity, and it is given as follows: 

𝑇𝑅 =
2 𝐿

 𝑣𝑔
 

where 𝑣𝑔 is the group velocity of the light in the cavity, which is defined by the intra-

cavity dispersion, and 𝐿 is the length of the cavity [43]. 

An ultrashort laser pulse results in a broad spectrum in the frequency domain, as 

can be seen in part (a) of Figure 25. The shorter the laser pulse, the wider the spectrum. 

This is because the spectral width is inversely proportional to the width of the pulse 

envelop. However, when we have a train of ultrashort pulses, the regular spikes with equal 

intervals between them produce a spectrum with the shape of a comb, as in part (b) of 

Figure 25.  

 



 

83 

 

 

Figure 25 (a) The broad spectrum of an ultrashort laser pulse, and (b) the comb 

spectrum of a train of coherent stabilized lasers pulses. 

 

The mode spacing of the comb is given by the repetition rate of the laser  𝑓𝑟 , which 

is the inverse of the cavity round-trip time: 

 𝑓𝑟  =  
1

𝑇𝑅 
=  

 𝑣𝑔

2 𝐿
 

The velocity of the carrier wave of the pulse is called the phase velocity 𝑣𝑝 and it is 

different from  𝑣𝑔 inside the laser cavity. The difference between the group velocity of the 

envelop and the phase velocity of the carrier wave results in a phase shift of the carrier 

with respect to the pulse envelop. This phase shift appears in the out-coupled electric field 

of the pulses. Taking a Fourier transform, this shift, which is shown in Figure 26, leads to 

an offset of the frequency comb due to the carrier-envelop offset frequency 𝑓0. The 

frequencies of the comb modes are given by the following equation [44, 276]: 

𝑓𝑛 = 𝑛 𝑓𝑟 +  𝑓0 
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In this expression, 𝑛  is a very large integer ( 105 − 106 ),  𝑓𝑟 is the repetition rate of the 

frequency comb as defined previously, and 𝑓0 is the carrier-envelop offset frequency 

which is connected to the phase shift ∆𝜑 by the relation: 

𝑓0 =
1

2𝜋
 𝑓𝑟 ∆𝜑 

 

 

Figure 26 (a) The carrier and the envelop of a single laser pulse. (b) The phase 

difference between adjacent pulses due to the shift of the carrier with respect to the 

envelope after each round trip. 

 

 



 

85 

 

The short pulses oscillating in the laser cavity experiences dispersion, as it has 

been explained earlier, which is responsible for the shift ∆𝜑 between adjacent emitted 

pulses. In each round trip, the pulse is out-coupled through the partially reflective mirror 

once, as illustrated in Figure 27. Only the modulo 2𝜋 part contributes to the pulse-to-pulse 

phase change. As a result, the carrier-envelop phase shift can be written as [219, 276]: 

∆𝜑 = (
1

𝑣𝑔
−
1

𝑣𝑝
) 𝐿 𝜔𝑐 𝑚𝑜𝑑(2𝜋) 

where 𝜔𝑐 is the frequency of the carrier, 𝑣𝑝 and 𝑣𝑔 are the phase and group velocities, 

respectively, and 𝐿 is the length of the laser cavity.  

 

 

Figure 27 An illustration of the laser oscillator showing that a pulse is out-coupled 

after each round trip inside the cavity. 

 

To understand the equation that describes the frequencies of the comb modes and 

its relation to the phase shift between pulses, let us consider the electric field of a single 

pulse at a fixed position in space, which can be written as: 

𝐸1(𝑡) = 𝐸̂(𝑡) 𝑒𝑖(𝜔𝑐 𝑡+𝜑𝑜) 
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Then, for a pulse train, the electric filed can be written as: 

𝐸(𝑡) =∑𝐸̂(𝑡 − 𝑛 𝑇𝑅) 

𝑛

𝑒𝑖(𝜔𝑐 𝑡−𝑛𝜔𝑐 𝑇𝑅+𝑛 ∆𝜑+𝜑𝑜)

= ∑𝐸̂(𝑡 − 𝑛 𝑇𝑅) 

𝑛

𝑒𝑖(𝜔𝑐 𝑡+𝑛(∆𝜑−𝜔𝑐 𝑇𝑅)+𝜑𝑜) 

where 𝐸̂(𝑡) is the envelop, 𝜑𝑜 is the overall phase shift, 𝜔𝑐 is the frequency of the carrier, 

and  𝑇𝑅 is the round-trip time [277].  Taking the Fourier transform, we arrive at: 

𝐸(𝜔) = ∫∑𝐸̂(𝑡 − 𝑛 𝑇𝑅) 

𝑛

𝑒𝑖(𝜔𝑐 𝑡+𝑛(∆𝜑−𝜔𝑐 𝑇𝑅)+𝜑𝑜)  𝑒−𝑖𝜔𝑡 𝑑𝑡 

          = ∑𝑒𝑖[𝑛(∆𝜑−𝜔𝑐 𝑇𝑅)+𝜑𝑜]

𝑛

 ∫ 𝐸̂(𝑡 − 𝑛 𝑇𝑅) 𝑒
−𝑖(𝜔−𝜔𝑐)𝑡 𝑑𝑡 

Then, use 𝐸̃(𝜔) = ∫ 𝐸̂(𝑡) 𝑒−𝑖𝜔𝑡 𝑑𝑡 and recall the following formula: 

∫𝑓(𝑥 − 𝑎) 𝑒−𝑖𝛽𝑥 𝑑𝑥 =  𝑒−𝑖𝛽𝑎∫𝑓(𝑥) 𝑒−𝑖𝛽𝑥 𝑑𝑥 

to arrive at the following result [277]: 

𝐸(𝜔) =∑𝑒𝑖[𝑛(∆𝜑−𝜔𝑐 𝑇𝑅)+𝜑𝑜]

𝑛

 𝑒−𝑖𝑛(𝜔−𝜔𝑐) 𝑇𝑅  𝐸̃(𝜔 − 𝜔𝑐)  

= 𝑒𝑖𝜑𝑜∑𝑒𝑖𝑛(∆𝜑−𝜔 𝑇𝑅)

𝑛

𝐸̃(𝜔 − 𝜔𝑐)  

There is an exponential term in the sum, hence coherent addition is obtained when the 

phases of two adjacent pulses; 𝑛 and 𝑛 + 1, are different by 2𝜋 or a multiple of 2𝜋. This 

corresponds to ∆𝜑 − 𝜔 𝑇𝑅 = 2𝑚𝜋, which can be rewritten as: 

𝜔𝑚 =
1

 𝑇𝑅
 (∆𝜑 − 2𝑚𝜋) 
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Using  𝑓𝑟 =
1

 𝑇𝑅
 and 𝑓0 =

1

2𝜋
 𝑓𝑟  ∆𝜑, we get the result that forms the basis of frequency 

combs 𝑓𝑚 = 𝑚 𝑓𝑟 +  𝑓0, which is also illustrated in Figure 28. 

 

 

Figure 28 Characteristics of an optical frequency comb. The repetition rate 𝑓𝑟 is 

equal to the distance between two adjacent comb lines and 𝑓𝑜 is the carrier-envelop 

offset frequency resulting from intra-cavity dispersion. The frequencies 𝑓𝑜 and  𝑓𝑟 

of the generated comb are determined by the mode-locked laser cavity. 

 

The stabilization and control of 𝑓𝑟 and 𝑓0 is required in many applications that 

depend on precision laser measurements [43, 44, 218, 276]. Both 𝑓𝑜 and 𝑓𝑟 , which 

characterizes a given optical frequency comb, are in the radio-frequency (RF) domain. 

Measuring the repetition rate of the comb can be simply achieved by using a fast 

photodiode, which detects the train of laser pulses emitted by the comb source. However, 

measuring the intensity does not reveal the phase relationship and thus an interferometric 

approach is often used to determine the offset frequency 𝑓𝑜.  
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An 𝑓-to-2𝑓 heterodyne beating is a common technique that can be applied to 

measure 𝑓𝑜 if the spectrum of the frequency comb spans an octave. In other words, if the 

frequency of a comb line at the high-frequency edge of the comb is larger than the 

frequency of a comb line at the low-frequency edge of the comb by a factor of 2, then a 

beat signal can be obtained based on those two comb lines to provide a measurement of 

the offset frequency as follows [43]: 

2𝑓𝑛 − 𝑓2𝑛 = 2 (𝑛 𝑓𝑟  +  𝑓0) − ( 2 𝑛 𝑓𝑟 + 𝑓0) = 𝑓0 

Here, 𝑓𝑛 is the frequency at the lower edge of the comb spectrum and 𝑓2𝑛 is that at the 

higher edge, as described before. The 2𝑓𝑛 part can be obtained using a second harmonic 

nonlinear crystal, as explained in Figure 29. Given that the light from the comb itself is 

used as a reference, this approach is referred to as “self-referencing” and a variety of 

schemes were developed based on this approach [45, 276, 278]. 
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Figure 29 An illustration of the concept of self-referencing often used to determine 

the offset frequency by heterodyne detection. The frequency of the signal from the 

low-end of an octave-spanning comb is doubled in a nonlinear crystal and 

combined with the signal from the high-end at a photodetector. The beating 

provides a measurement of the offset frequency.  

 

 Heterodyne beating approach can also be applied to measure the absolute 

frequency of a CW laser in the case that its frequency is close to a spectral line 𝑛 of the 

comb and its second harmonic is close to a spectral line 2𝑛 [219]. This enables determining 

the CW frequency with a very high accuracy based on the following equation: 

 𝑓2𝑏 − 𝑓1𝑏 = [2 𝑓𝑐𝑤 − (2 𝑛 𝑓𝑟  +  𝑓0)] − [𝑓𝑐𝑤 − ( 𝑛 𝑓𝑟 + 𝑓0)] = 𝑓𝑐𝑤 − 𝑛 𝑓𝑟 

where 𝑓1𝑏 = 𝑓𝑐𝑤 − ( 𝑛 𝑓𝑟 + 𝑓0) and 𝑓2𝑏 = 2 𝑓𝑐𝑤 − ( 2 𝑛 𝑓𝑟 + 𝑓0) are the beat 

frequencies, and 𝑓𝑐𝑤 is the frequency of the CW laser [276].  

It is beneficial to mention the different types of frequency comb sources before 

going into more detail with comb stabilization. Each type of frequency combs is 
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characterized based on the adapted concept of comb generation. For many years, it’s been 

known that Ti:sapphire laser medium has the broadest gain bandwidth comparing to other 

materials. For this reason, it has been used extensively in many laser systems over the 

years. However, no octave spanning spectrum is generated from Ti:sapphire so far. For a 

broader spectrum, new approaches had to be developed.  

The Kerr comb is a major type that relies on mode-locking based on Kerr-effects 

in special laser media, which are also known as Kerr media. The first nonlinear 

susceptibility that contributes to the Kerr effect is the third order susceptibility 𝜒(3) 

because a Kerr medium has an inversion symmetry, which drops the even terms out [279]. 

A schematic is given in Figure 30 below to show the nonlinear self-focusing of an intense 

laser pulse propagating through a Kerr medium. In such a medium, the refractive index is 

intensity-dependent and is given by: 

𝑛 = 𝑛𝑜 + 𝑛𝐾𝑒𝑟𝑟  𝐼 

This effect is also called “self-phase modulation” because the refractive index changes 

temporally as the short pulse propagates in this medium [279]. In many cases, this is 

external to the laser cavity by means of using an optical fiber. However, this effect in 

optical fibers is limited by the group-velocity dispersion (GVD), which reduces the peak 

intensity.  
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Figure 30 A schematic of mode-locking using a Kerr medium. The dependence of 

the refractive index in the medium on the intensity of light imposes a focusing 

effect on the laser pulse while causing high losses for the low-energy CW wave. 

 

 Because of its broad gain bandwidth, the Ti:sapphire material has been extensively 

used as a laser medium in frequency comb systems. Ranka et al found that this broad 

spectrum can be extended even further by using a microstructure fiber [280]. In general, 

the group velocity dispersion in a typical optical fiber limits the spectral broadening 

because short pulses spread temporally which results in a lower peak power, as we 

explained earlier. However, a microstructure fiber allows for a zero dispersion in the group 

velocity, which preserves the peak intensity. The photonic crystal fiber was a key element 

in a Noble prize [275, 281]. In addition, the small silica core surrounded by air holes in 

the microstructure fiber supports spectral phase matching and enhances the nonlinearity 

[219]. Utilizing both the zero-dispersion fibers and the wide gain spectrum of a Ti:sapphire 

laser medium can provide an octave spanning spectrum. This was one of the major 

breakthroughs that led to the proceeding advances in femtosecond frequency comb 

technology [276].  
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Over the last couple of decades, decent progress has been made in the field of 

material sciences, material engineering, and fabrication methods. This has contributed to 

the development of several materials suitable as gain media for IR lasers. For example, 

doping chalcogenide glasses with chromium (𝐶𝑟) or iron (𝐹𝑒) provides laser gain 

materials with large bandwidths in the mid-IR. This comes as a result of homogeneous 

broadening by coupling electronic transitions in active metals to the lattice phonons of the 

crystal [44], as illustrated in Figure 31. The low phonon energies of 𝑍𝑛𝑆𝑒 and 𝑍𝑛𝑆 put 

them among the most common host material used in mid-IR lasers [144, 186, 282]. Mode-

locking is achieved in such lasers by adding a Kerr lens or a saturable absorber in the laser 

cavity [44]. 
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Figure 31 (a) A schematic of a mode-locked femtosecond laser based on 

𝐹𝑒2+: 𝑍𝑛𝑆𝑒 gain medium and a saturable absorber. (b) A simplified energy 

diagram showing the mid-IR laser transition. 

 

Nonlinear optical processes in certain materials enable the extension of IR 

emission to the mid-IR region [232, 244, 257, 270]. This is another approach for providing 

laser emission at mid-IR wavelengths. Molecular fingerprinting applications are a large 

market for mid-IR frequency combs of broad tunability in the IR region [28, 31, 46, 48, 

54], which was a major driving force behind the development and the progress in the DFG- 

and OPO-comb technology [44, 227]. 
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A variety of nonlinear crystals are used for mid-IR comb generation. Output 

powers obtained from DFG-based frequency combs can reach hundreds of 𝑚𝑊 in average 

[283, 284]. However, OPO-based combs are capable of producing higher powers at the 

expense of more complicated system designs [112]. Examples of both systems are 

included in the table at the end of this section. Another approach is based on doubly 

resonant OPOs, which have an alternative design that allows for lower threshold levels 

and therefore promises field applicability [285].   

Fiber frequency combs exploit the features of available ultrafast fiber lasers [113, 

125, 143, 146, 218]. Therefore, fiber-based combs offer compactness and excellent optical 

characteristics that are demanded in a variety of applications such as precision 

measurements, control systems, manufacturing, medical systems, and the search for 

exoplanets [156, 286].  Mode-locking is essential in fiber frequency combs and several 

techniques have been demonstrated to meet this requirement [277, 286, 287]. In our 

laboratory, we use frequency combs based on erbium-doped fiber lasers to conduct 

experiments for environmental and medical purposes [12, 13, 288]. 

Most of the initial techniques that were used to generate stable frequency combs 

are based on mode-locked fiber lasers and depend on the broadening effects in nonlinear 

fibers [289, 290]. In fiber-comb systems, the quality of the phase is determined by the 

feedback bandwidth [291], which itself is limited by the laser response (typically in the 

kHz range) [292, 293]. The stabilization of the repetition rate 𝑓𝑟 is realized by using a 

feedback loop that adjusts the cavity length [290, 292]. Whereas, controlling the power of 
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the pump source by another feedback loop is the conventional way to stabilize 𝑓𝑜 [292, 

294]. 

Frequency combs based on fiber lasers doped with different rare-earth ions; 

e.g. 𝐸𝑟3+, 𝐻𝑜3+, and 𝑇𝑚3+, have been demonstrated and used in frequency comb 

applications [295, 296]. Examples of different glass materials doped with rare earth ions 

were given in Section 2.2.4. As can be seen in that section, some of the available host 

materials have large transparency windows in the IR, which allow for light emission over 

thousands of nanometers [116, 177-183].  

Applications of frequency combs involve different levels of stability. Some 

frequency comb applications utilize free-running combs, but most comb-based 

applications require phase-locking. The phase-locking can be achieved by only controlling 

two degrees of freedom; 𝑓𝑜 as we explained earlier, and another frequency. Locking the 

phase of 𝑓𝑜 to a reference radio frequency means that 𝑓𝑜 is stabilized [219]. On the other 

hand, different techniques can be employed to control the second degree of freedom. One 

approach is by comparing one of the comb modes to an optical standard, while another 

method involves 𝑓𝑟 stabilization using direct comparison to a radio frequency standard 

[276, 297]. The second approach is more common and has shown to be sufficient for most 

applications even with the presence of mechanical and acoustic noise that can impact 𝑓𝑟 

[298]. 

Stabilizing 𝑓𝑟 of a femtosecond frequency comb generated from a mode-locked 

laser by a radio-frequency source involves frequency division. Consequently, there is no 

phase noise in this process because the phases of all comb components are locked, which 
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is considered an advantage of this stabilization approach [276]. When it comes to 𝑓𝑜, it is 

enough to stabilize it to a few millihertz (mHz) because this contributes to the optical 

carrier a frequency noise of less than 10−17 [219]. At this point, let us discuss a fiber 

frequency comb system as an example and explain its stabilization explicitly.  

Three compact comb sources based on polarization-maintaining fiber were 

designed and examined by Sinclair and co-workers towards a field-deployable comb 

design [298]. In this design, they used the first stabilization method that we mentioned 

earlier. The concept of this method is illustrated in Figure 32. Let us consider 𝑓𝑐𝑤 to be the 

reference optical frequency, which is typically the frequency of a CW laser, 𝑓𝑚 to be the 

frequency of the comb line close to the optical reference, and 𝑓𝑜𝑝𝑡 to be the frequency 

difference between the two of them, as shown in Figure 32, 

𝑓𝑜𝑝𝑡 = 𝑓𝑐𝑤 − 𝑓𝑚 

Then, the frequency of any comb line 𝑛 of the generated comb can be found from the 

following equation [298]:  

𝑓𝑛 = 𝑓𝑚 + ( 
𝑛 − 𝑚

𝑚
 ) (𝑓𝑚 − 𝑓𝑜) 

where 𝑚 is the mode number of the comb line locked to the CW reference, 𝑓𝑚 is the 

frequency of the specified comb line, and 𝑓𝑜 is the carrier-envelop offset frequency. In this 

case, the repetition frequency 𝑓𝑟 of the comb is related to 𝑓𝑜 by the following relation 

[298]: 

𝑓𝑟 = ( 
1

𝑚
 ) (𝑓𝑚 − 𝑓𝑜) 
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The system operation has showed a high level of stability (with uncertainties of less than 

1 𝑚𝐻𝑧 in 1 𝑠 for the optical frequency) suitable for out-of-laboratory applications. This 

stabilization technique is called “full self-referencing” because both 𝑓𝑜 and 𝑓𝑜𝑝𝑡 are 

stabilized by phase-locking to standard radio frequencies determined based on 𝑓𝑟 of the 

comb [299, 300]. Locking the phase of 𝑓𝑜 was achieved by a feedback to the pump current, 

and locking that of the heterodyne frequency 𝑓𝑜𝑝𝑡 was realized through feedback to the 

PZT fiber stretchers that control the cavity length. 

 

 

Figure 32 Comb stabilization by phase-locking the radio frequency 𝑓𝑜𝑝𝑡 instead of 

the typical locking of 𝑓𝑟, where 𝑓𝑐𝑤 here is the frequency of the CW reference laser 

which is very close to the frequency of the 𝑚𝑡ℎ comb mode 𝑓𝑚. 

 

One the primary types of mid-IR frequency combs is based on the DFG process 

explained in Section 2.2.5.2. A mid-IR comb can be generated by mixing a near IR comb 

with a suitable CW laser in a nonlinear crystal. In this case, the difference-frequency 

conversion process produces a down-shifted frequency comb with comb modes equal to: 

(𝑓𝑛)𝐷𝐹𝐺 = |𝑓𝑛 − 𝑓𝑐𝑤| 
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where 𝑓𝑛 are the frequencies of the modes of the original comb and 𝑓𝑐𝑤 is the frequency 

of the CW laser [44]. The two main challenges with this technique are finding a material 

with a sufficiently large second-order susceptibility 𝜒(2) and matching the phases of light-

waves generated in the crystal at different depths. A detailed explanation is given in 

Section 2.2.5 of mid-IR DFG laser sources, but let us recall the phase-matching 

requirement in DFG processes. To acquire phase-matching, it is required to use special 

materials such as periodically-poled materials. This type of materials is fabricated with a 

specific poling period, and this period is optimized so that a quasi-phase-matching is 

achieved for a specific set of wavelengths. In other words, the phase-matching is imperfect 

and is applied only to a portion of the comb spectrum, which imposes a limitation on the 

width of the generated comb [44]. Frequency combs based on this technique have been 

reported, and their demonstrations show that the spectral span does not exceed a certain 

limit and the mode power is relatively low [276, 301]. DFG-comb sources based on pulsed 

lasers, however, are tunable over broad ranges in the mid-IR with output powers sufficient 

for molecular spectroscopy [283, 284]. 

 Another approach for DFG combs is to use two frequency combs, but this approach 

is considerably expensive. Therefore, researchers have tried to obtain a DFG comb from 

a single optical comb by mixing different comb teeth in a nonlinear crystal. The modes of 

the new comb can be found using [44]: 

(𝑓𝑛,𝑚)𝐷𝐹𝐺 =
|𝑛 −𝑚| 𝑓𝑟 

where  𝑓𝑟 is the repetition frequency of the original comb and 𝑛 and 𝑚 are integers.  
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 A cavity is not required in a DFG comb source, which makes it simpler than an 

OPO-based frequency comb and free of alignment difficulties. Recently, fiber-based DFG 

comb systems with sufficient optical efficiencies have been reported, and some of those 

systems are commercially available [44, 283, 296, 302]. Lee et al demonstrated a 

frequency comb source emitting at mid-IR wavelengths between 6 µ𝑚 and 11 µ𝑚 using 

Er- and Tm-fiber lasers to obtain DFG in 𝑂𝑃 − 𝐺𝑎𝑃 material [303]. In our fiber 

laboratory, we use MenloSystems combs, which have a high coherence degree, in 

collaboration with the company [218]. A block diagram and a photograph of one of our 

mid-IR frequency comb sources, which operates between 2.9 − 3.5 µ𝑚, is presented in 

Section 4.2.3 as a part of my experimental work. We performed dual frequency comb 

spectroscopy based on two frequency combs of the mentioned type [12]. 

Sotor and co-workers have demonstrated an all-fiber frequency comb source for 

even longer wavelengths based on DFG in an orientation-patterned 𝐺𝑎𝑃 medium of a 

thickness of 3 𝑚𝑚 [304]. Using different periods of quasi-phase matching, they mixed the 

output from a highly nonlinear fiber with the output from an Er-doped fiber laser, emitting 

at 1.9 𝜇𝑚 and 1.55 𝜇𝑚 respectively, and obtained an idler beam tunable over the spectral 

range from 6 to 9 𝜇𝑚.  

Let us take their system as an example of an all-fiberized comb-source based on 

DFG processes in a nonlinear crystal and describe the system with larger detail. In their 

comb design, shown in Figure 33 [304], the pulse emitted from a mode-locked Er-doped 

fiber oscillator splits evenly. At one arm, an Er-doped fiber amplifier (EDFA-1) is used to 

amplify the power to 120 𝑚𝑊. After that, a HNLF is used to shift the wavelength to 
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longer IR regions (by about a 2 µ𝑚 shift). Then, another amplifier based on thulium-doped 

fiber increases the power to higher levels between 50 and 235 𝑚𝑊. A variable delay line 

(VDL) at the second arm acts to shift the wavelength and impose an optical delay. The 

two beams are then combined by a wavelength division multiplexer (WDM) and focused 

on the 𝑂𝑃 − 𝐺𝑎𝑃 crystal by a reflective collimator (COL). A barium fluoride lens 

collimates the resulting idler beam, and a long pass filter (F) blocks undesired light 

transmitted from the pump and the signal beams. An average output power of 7.4 𝑚𝑊 

was measured for this system at the central wavelength 7.5 µ𝑚. This is a recent example 

of an efficient fully-fiberized mid-IR DFG comb system that can open the door for field 

applications based on mid-IR frequency combs.  

 

 

Figure 33 The experimental setup of the mid-IR DFG comb centered at 7.5 𝜇𝑚 

that was designed and tested by Sotor and co-workers for the detection of methane 

in a gas-filled cell (Reprinted with permission from [304] copyright 2018 The 

Optical Society) 

 

 To validate the performance of their frequency comb system, Sotor and his co-

workers used this comb source in an absorption spectroscopy experiment to investigate 
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methane [304]. Since the comb source is tunable between the mid-IR wavelengths 6 µ𝑚 

and 9 µ𝑚, the concentration of methane was measured in the region 

between 7.5 and 8.3 𝜇𝑚, which is within that range. Their measurement of the 

concentration of methane in a 10 𝑐𝑚-long gas cell revealed a good agreement with the 

results calculated from HITRAN database. Overall, a substantial advantage they reported 

for this all-fiber DFG-comb is that it only requires the 𝑓𝑟 to be stabilized since 𝑓𝑜 is 

canceled passively [304].  

Another example is for a frequency comb based on a single laser, in which active 

phase-locking was achieved from a CW-QCL source by exploiting the large gain it 

provides and using a four-wave mixing process [97, 305]. In this work, Hugi et al 

demonstrate a solid-state mid-IR frequency comb that emits at 7 𝜇𝑚 and covers 308 𝑛𝑚. 

Their QCL is a hetrostructure based on InGaAs/InAlAs materials grown on InP material. 

This material combination allowed for a multimode operation close to zero-GVD. The 

inter-subband transitions in this material exhibit large third-order susceptibilities 𝜒(3). As 

a result, equidistant modes were obtained based on parametric nonlinear processes and 

four-wave mixing.  

Both the low GVD and the high nonlinearity are considered key characteristics of 

materials used for QCL-combs [305, 306]. Remarkable advantages of QCL-combs are the 

compactness, robustness, and design-flexibility of the system, which make them ideal for 

all-solid-state spectrometers in the mid-IR. Furthermore, the ongoing progress in bandgap 

engineering and fabrication technologies can lead to designs with broader spectral 

coverage and deeper mid-IR emission [306-308]. 
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A new area that has been rapidly developing in the last few years is the generation 

of frequency combs from on-chip integrated microresonators [309, 310]; in particular the 

generation of microresonator Kerr frequency combs [311, 312]. Comparing to other 

techniques of comb generation, Kerr combs depends on a mechanism that combines third-

order nonlinear effects and four-wave mixing, as we briefly discussed earlier [312, 313]. 

Illustrated in Figure 34 is a dielectric material of third-order nonlinearity 𝜒(3) placed in a 

resonator. As two pump photons from a powerful CW source penetrates through the 

dielectric material, a nonlinear process takes place and two new photons are generated; a 

signal and an idler [44, 311], such that: 

2ħ𝜔𝑝 = ħ𝜔𝑠 + ħ𝜔𝑖𝑑 

Another pair of photons from the same pump source result in signal and idler photons of 

different frequencies, and so on. A four-wave mixing process requires that: 

ħ𝜔𝑠 + ħ𝜔𝑖𝑑 = ħ𝜔′𝑠 + ħ𝜔′𝑖𝑑 

Thus, the result will be a cascade of sidebands that cover a broad range of 

frequencies. Using a strong near-IR source for pumping will extend the generated Kerr 

comb to the mid-IR region. Besides, the power of the modes can be improved if large 

mode spacing (in the gigahertz range) is used along with a strong pump source [44, 312]. 

This simple yet novel concept of microresonator Kerr comb generation promises compact 

frequency comb systems for a number of spectroscopic and metrology applications [38, 

42, 314, 315]. A detailed description of the operation, the different types, and the several 

generating techniques of micro-combs have been reported [309, 312, 316].  
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Figure 34 An illustration of the processes in a Kerr frequency comb. (a) A third-

order nonlinear process where two pump photons results in a signal and idler pair 

of new frequencies, and (b) a four-wave mixing process where signal and idler 

photons result in new pairs at different frequencies. 

 

A comb-assisted application is an application that takes advantage of the properties 

of a frequency comb and deploys the comb as an assistance optical element to improve 

the performance or the characteristics of the overall system [317]. Some of these 

applications utilize the features of an optical comb by using it as a transfer oscillator in 

comb-assisted experiments [318, 319]. They use a master laser and a slave laser and, with 

the use of an optical comb, transfers the coherence properties of the master to the slave. 

Then, the spectral measurement is obtained at the wavelength of interest using the slave 

laser. 
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Locking the phase of one of the comb lines to a CW reference of a narrow-

linewidth allows for transferring its coherence properties to all the lines of the frequency 

comb [112]. This has proven to decrease the phase noise, improve the relative linewidths 

[320], and allow for stability of the long-term phase [321]. Phase-coherent mapping 

between the radio-wave and optical spectra is also a special feature made possible by self-

referenced combs [112].   

The unique characteristics of optical frequency combs make them extremely 

accurate tools for high precision measurement applications [43, 322-324]. Diverse 

research avenues have been opening since the invention of the optical frequency comb [2, 

8, 27, 41-43, 286, 312, 315, 317]. Broadband spectroscopy with frequency combs utilizes 

all of the comb lines, which allows for obtaining absorption measurements for multiple 

gas species in a single shot [3, 9, 19, 27, 41, 296]. Shown in Figure 35 is the general 

concept of frequency comb absorption spectroscopy, which we apply in our laboratory to 

measure the concentration of molecules [12, 13, 218, 288]. Experimental details are 

covered in Chapter 4 as well as several examples of frequency comb spectroscopy 

techniques and applications.  
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Figure 35 Direct absorption spectroscopy based on frequency comb sources. 

 

Comparing to other spectral regions, the mid-IR region experiences multiple 

challenges in terms of instrumentation and detection methods. However, the progress in 

frequency comb generation in the last decade is remarkable and has led to the development 

of optical frequency combs emitting at longer mid-IR wavelengths with broad spectral 

coverage. Table 9 presents many examples of different sources of frequency combs with 

a variety of repetition rates and spectral coverage. 
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Table 9 Characteristics of Recent Examples of IR Optical Frequency Combs. Each Comb 

Source is characterized by the Approach used to Generate the Comb, the Repetition Rate 

of the Comb, the Spectral Span, and the Average Output Power. 

Approach Repetition Rate 

(𝑴𝑯𝒛) 

Spectral Span 

 (𝝁𝒎) 

𝑷𝒂𝒗𝒈 

(𝒎𝑾) 

Ref. 

𝐷𝐹𝐺 100 2.8 − 3.5 500 [283] 

𝐷𝐹𝐺 125 2.7 − 4.2 237 [284] 

𝐷𝐹𝐺 151 3 − 10 

3 − 4.6 

1.5 

55 

[302] 

𝐷𝐹𝐺 48 6 − 9 152 − 235 [304] 

𝐷𝐹𝐺 184 3.1 − 5.2 1.64 [325] 

𝑂𝑃𝑂 250 2.9 − 3.4 70 [326] 

𝑂𝑃𝑂 136 2.8 − 4.8 1.5 × 103 [327] 

𝐾𝑒𝑟𝑟 500 × 103 3.7 − 5.5 50 [328] 

 

To conclude the whole section of IR sources, let us present a brief summary. The 

field of mid-IR spectroscopy employs different types of IR sources, and the choice of the 
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suitable source depends on many aspects ranging from the output intensity to the spectral 

coverage to the capabilities and limiting factors. In a study conducted on 2016 by Haas 

and Mizaikoff, they highlighted different aspects of the field of mid-IR spectroscopy for 

sensing, and provided a summary of recent and relevant IR sources, materials, and 

detectors [104, 329]. Their summary is shown in Figure 36 below [329]. In addition, a 

very recent review by Picqué and Hänsch discusses frequency comb spectroscopy in detail 

[281, 315, 330].  

 

 

Figure 36 A summary of IR detectors, recent sources of IR radiation, and materials 

used for transmission or guiding. Emission, transmission, and detection ranges are 

specified, respectively (Reprinted with permission from [329] copyright 2016 

Annual Reviews). 
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2.3 Detection of Electromagnetic Radiation 

2.3.1 Basic Concepts 

Sources of electromagnetic radiation have various characteristics and capabilities, 

which are considered for each scientific or industrial application. Some of these 

characteristics include wavelength coverage, stability, coherence length, beam shape, the 

area of emission, and lifetime. Accordingly, the selection of the photodetector suitable for 

an application depends on the light source used in that application. 

In general, the detection of electromagnetic radiation means that radiation energy 

is absorbed and converted into an electrical signal. When light is incident on the detector, 

the optical field excites the electrons in the initial bound state |𝑎 > resulting in a transition 

to a higher state |𝑏 >, as illustrated in Figure 37, which is equivalent to Figure 1 in Section 

1.1. Electrons in higher states are free to move, which contribute to the flow of electric 

current [331].  

 

 

Figure 37 Transition from an initial state to a higher state after absorption of a 

photon of energy ℎ𝑣. 
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Different detection techniques can be used to measure and display the intensity 

of the optical field. In the following subsections, we present a general overview of 

different types of detectors that were developed over the years, and discuss some of their 

features. First, the well-known vacuum photocathode is reviewed briefly and the definition 

of quantum efficiency is introduced. Second and third, photomultipliers and 

photoconductive detectors are discussed, respectively. Then, photodiodes based on the p-

n junction and the p-i-n junction are covered. Avalanche photodiodes, in which a single 

electron results in multi-photon-emission, are explained next, and the section concludes 

with examples of the most popular materials for infrared detectors. 

 

2.3.2 The Vacuum Photocathode 

Detection based on a photocathode depends on emission of free electrons, by the 

photoelectric effect, from surfaces made of special materials. Electrons are collected by 

an anode which has a high voltage. To avoid electrons collision with gas molecules, this 

detection system is enclosed in a vacuum envelope. 

Current will flow only when the photon energy is larger than the photoelectric 

work function  𝜙 of the cathode, which makes ℎ𝑣 = 𝜙 the low-frequency detection limit. 

When the photon energy is smaller than 𝜙, no current. Therefore, materials with low work 

functions are used for the photocathode. The first compound used in photocathode 

materials is Ag-O-Cs, which was developed in 1929 [39, 332-334]. To extend the 

performance of photocathodes to longer wavelength regions, many compounds have been 

developed and manufactured, such as Na-K-Sb-Cs, GaAs, and InGaAs [305]. The latter is 
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so popular nowadays in infrared applications due to its high sensitivity comparing to other 

compounds. 

The quantum efficiency (QE) is one of the main characteristics to be considered 

for any detector. From the discussion of the photocathode, it is noticeable that the electric 

signal is proportional to the rate of electrons excitation. This is described by the quantum 

efficiency as follows: 

𝜂 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒 𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑝𝑒𝑟 𝑠𝑒𝑐𝑜𝑛𝑑
 

It can also be interpreted as the number of electrons released for each photon 

absorbed [331]. The higher the quantum efficiency, the more efficient the detection 

process. For this reason, a detector with a large quantum efficiency is preferred by 

experimentalists. 

The QE of cesium iodide (CsI) photocathodes was investigated by Rabus and 

coworkers in the 120-220 nm range [335]. They calibrated a GaAsP Schottky photodiode 

as a transfer detector standard, and were able to prove a quantum efficiency  ~ 42%  with 

improved accuracy, due to the sufficient stability of GaAsP Schottky photodiode in the 

VUV region. More recent results indicate that a QE up to 60% can be measured for CsI 

photocathodes, with a total relative uncertainty controllable within 5.4% [336]. In this 

experiment, Xie et al used a measurement system with a synchrotron radiation light source 

to establish the QE of different samples of CsI photocathodes. They used a photodiode as 

a transfer detector standard to ensure reliability of QE measurements. Uchiyama et al 

reported an exteremly high quantum efficiency for a GaN-based photocathode [337]. He 
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and coworkers have used Mg-doped GaN films in fabricated phototubes to investigate the 

quantum efficiency. With an Mg-doping concertation of  3 × 1019 𝑐𝑚−3 and a photon 

energy of  5.4 𝑒𝑉, they obtained a QE = 71.9% as the maximum calibrated quantum 

efficiency of the photocathode. In addition, they found that the spectral response of QE 

strongly depends of the Mg-doping concertation [337]. Generally, applications using 

photocathodes are limited nowadays, since solid state detectors are faster, uses less power, 

and provides higher sensitivity. 

 

2.3.3 The Photomultiplier 

A photomultipliers combines the technology of a vacuum photocathode with a 

series of dynodes made of materials that enhances the number of emitted electrons (𝛿). 

The dynodes are electrodes with a typical potential difference of 100 − 200 𝑉 between 

each two, and the last dynode is the anode which collects the electrons [331]. They are 

kept at high potential with respect to the cathode. Figure 38 shows a schematic of a 

traditional photomultiplier [332].  
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Figure 38 The configuration of a photomultiplier where secondary emission occurs 

at each of the 9 dynodes (Reproduced with permission from [332] copyright 1968 

John Wiley & Sons). 

 

In photomultipliers, voltages should be chosen correctly so that the kinetic energy 

of the electron striking the material is large enough (typically between 100 𝑉 and 200 𝑉). 

This results in 𝛿 > 1 and current amplification is achieved. If a photomultiplier has N 

dynodes and the emission ratio for each dynode is 𝛿, then the current gain is 

 𝑔 = 
𝑖𝑜𝑢𝑡

𝑖𝑖𝑛
= 𝛿𝑁  which is very large and noise-free [331-333]. For example, if  𝛿 = 5 and 

N = 11 , the gain is huge, 𝑔 ≈ 4.9 × 107. 

Having low noise and high current amplification, the photomultiplier is 

considered an extremely sensitive instrument under optimal operation. However, 

photomultipliers have similar disadvantages of vacuum-photocathodes; they are large, 

require high voltages, and can get easily damaged if not handled with care.  
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2.3.4 Photoconductive Detectors 

There are two types of semiconductors that are used in photoconductive detectors; 

n-type and p-type semiconductors. For an n-type semiconductor, an incident optical field 

will ionize a donor resulting in excess number of electrons in the conduction band. 

Whereas for a p-type semiconductor, an incident optical field will ionize a donor resulting 

in excess number of holes in the valence band. In both cases, the increase in the number 

of free carriers will contribute to flow of signal current, until electron-hole recombination. 

Basic circuitry inside a photoconductive detector involves a semiconductor 

crystal, a load resistance, and a power supply of voltage V. Figure 39 illustrates the 

operation of a typical photoconductive detector [331]. Let’s assume we have an n-type 

semiconductor crystal. The light incident on the crystal will excite electrons from the 

valence band to the conduction band resulting in positively ionized donors and negatively 

ionized acceptors. The resistance of the semiconductor 𝑅𝑑  is chosen such that it is much 

larger than the load resistance 𝑅𝑙𝑜𝑎𝑑   of the circuit. This ensures that most of the bias 

voltage contribute to the detection signal 𝑉𝑠𝑖𝑔𝑛𝑎𝑙 . As the carriers move under the influence 

of the internal field inside the semiconductor crystal, this flow of free carriers lowers the 

resistance of the semiconductor. Consequently, more voltage appears across 𝑅𝑙𝑜𝑎𝑑 and this 

voltage  𝑉𝑠𝑖𝑔𝑛𝑎𝑙  is proportional to the intensity of incident light. If we refer to the average 

carrier lifetime as 𝜏𝑜 and to the time the carrier takes to cross the gap of width 𝑑  between 

the valence and the conduction bands as 𝜏𝑑 , then the photoconductive gain can be obtained 

as 𝑔 =  
𝜏𝑜

𝜏𝑑
 . 
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Figure 39 (a) A schematic of the valence and conduction bands in a semiconductor. 

(b) Biasing circuit of detectors based on photoconductors. 

 

 

Comparing to photomultipliers, photoconductors do not involve a current 

amplification process. However, they have the advantage of extending the detection range 

to long-wavelength radiation. This is achieved by doping with impurities which have 

sufficiently low ionization energies. A detector based on germanium doped with mercury, 

(Ge:Hg, 28𝑜K) for example, requires a photon energy of at least 0.09 eV to lift an electron 

from the valence band and therefore ionize an acceptor atom. Whereas in detectors based 

on copper-doped germanium (Ge:Cu,4.2𝑜𝐾), the ionization energy is 0.04 eV which 

allows for longer wavelength detection up to 32 µm [338]. In this example, the 

characteristics of impurity atoms added to Ge crystals define the properties of the 

photoconductor in terms of sensitivity and wavelength coverage. The sensitivity of 

detectors that depend on this mechanism is called “extrinsic sensitivity”. On the other 

hand, sensitivities of detectors which inherit their properties form the host crystal are 



 

115 

 

called “intrinsic”. Extrinsic germanium photodetectors, specifically, provide high 

sensitivities in the 2-200 µm spectral region [338]. The band structure of the 

photoconductive material determines the possible electronic transitions and the generation 

process of free charge carriers. Thus, different materials are used for different spectral 

regions [339]. 

A general description of the carrier generation rate (𝐺) in a photoconductive 

detector is in terms of the power of the incident beam 𝑃, the frequency 𝑣, and the quantum 

efficiency 𝜂 of the detector: 𝐺 =  
𝑃𝜂

ℎ𝑣
  . The carriers recombine after an average 

lifetime  𝜏𝑜 in a recombination rate 𝑅𝑟𝑒𝑐 = 
𝑁𝑎𝑣𝑔

𝜏𝑜
  , where 𝑁𝑎𝑣𝑔 is the average number of 

generated carriers. Since the generation rate 𝐺 and the recombination rate 𝑅𝑟𝑒𝑐 are equal, 

the average number of carriers can be found from  
𝑁𝑎𝑣𝑔

𝜏𝑜
 = 𝐺 as follows: 

𝑁𝑎𝑣𝑔 = 𝐺𝜏𝑜 = 𝜂 (
𝑃

ℎ𝑣
 ) 𝜏𝑜 

The total current is a product of 𝑁𝑎𝑣𝑔  and the external current 𝐼𝑒𝑥𝑡 = 
𝑞ѵ

𝑑
  , where ѵ is the 

drift velocity under the influence of the field, and 𝑑  is the width of the band gap of the 

semiconductor. The drift velocity is a product of the mobility and the electric field. The 

drift time  𝜏𝑑 in terms of the drift velocity across the band gap is 𝜏𝑑 = 
𝑑

ѵ
  . So the total 

current [331] can be written in the form: 

𝐼𝑡𝑜𝑡 = 𝑁𝑎𝑣𝑔 𝐼𝑒𝑥𝑡 =   
𝜂𝑃𝜏𝑜
ℎ𝑣

 
𝑞

 𝜏𝑑 
   =     

𝜂𝑞

ℎ𝑣
  (
𝜏𝑜
 𝜏𝑑 
)  𝑃    

One of the major difficulties associated with detectors based on photoconductors 

is the high probability of thermal ionization at room temperature. In order to extend their 
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performance to longer wavelengths, semiconductors with small band gaps are required 

[339, 340]. This will help to detect photons with small energies, but it has the drawback 

of thermal excitation of carriers at room temperature [331, 341]. As a result, most of the 

available semiconductor detectors are cooled to liquid nitrogen ( 77𝑜 𝐾 ) or liquid 

helium (4.2𝑜 𝐾 )  temperatures [339]. In Section 4.2.5 of the experimental part, a liquid-

nitrogen-cooled photodetector is used to eliminate the unwanted effects of room 

temperature detection. 

In cooled photoconductor-based detectors, shot noise is still present due to the 

randomness of generating individual carriers by the incident optical flux. However, 

another main source of noise in photoconductors is the randomness in carriers’ lifetimes 

[342, 343]. To clarify, it can be seen from the equation of total current 𝐼𝑡𝑜𝑡  that the carriers 

contribute with the term  𝑞 
𝜏

 𝜏𝑑 
  where 𝜏  here is the lifetime of the carrier, which is not a 

constant value.  

 

2.3.5 The P-N Junction Photodiode 

The operation of a junction photodiode can be understood by the interpretation of 

the semiconductor p-n junction. It consists of two different semiconductor materials, 

doped to be a p-type and an n-type. As mentioned in the previous section, the p-type 

semiconductor has an acceptor-doped region which is rich in holes, and the n-type 

semiconductor has a donor-doped region which is rich in electrons. The acceptor density 

is constant and is denoted by 𝑁𝐴 , and the donor density is constant and is denoted by 𝑁𝐷. 
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When the two materials are joined to form a junction, electrons flow from the n-

type region to the p-type, and holes flow from the p-type region to the n-type. This creates 

donor ions and negatively charged acceptors resulting in an internal field that prevents 

more carriers from leaving. A charge carrier wondering into this space-charge region will 

get accelerated by the field and will drift to the opposite side. This is responsible for the 

drift current across the junction. This current is balanced by a current flowing opposite to 

it due to diffusion of carriers [344]. 

Applying a reverse bias voltage across the junction lowers the number of crossing 

charge carriers, but normally this process continues depending on how often these 

minority carriers wonder into the space-charge region [344]. Figure 40 illustrates the 

operation of a reverse biased p-n junction [345]. 

 

 

Figure 40 The space-charge region and the internal field in a p-n junction. 
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2.3.6 Semiconductor Photodiodes and the P-I-N Junction 

A p-i-n junction has an intrinsic layer between the n and p layers of a p-n junction. 

When the incident light passes through the detector and gets absorbed in the neutral 

regions of n and p, most of the created electron-hole pairs recombine before they reach the 

junction. These pairs do not get influenced by the field in the space-charge region, and 

therefore do not contribute to the current. The electron-hole pairs created within a 

diffusion length of the space-charge region have larger probability of reaching the space-

charge region and drifting under the influence of the field.  

In indirect semiconductors, Si for example, the majority of carriers that contribute 

to the current are created within the neutral p and n regions, since the diffusion lengths 

exceeds the width of the space-charge region [346]. Based on this, the photocurrent is not 

exactly proportional to the number of incident photons, and it depends on two main 

elements. First, it depends on absorption of incident radiation in the space-charge region 

which excites the carriers and induces a current in the external circuit. Second, it depends 

on absorption of radiation and production of electron-hole pairs within a diffusion length 

from the space-charge region. 

The diffusion process is relatively slow. However, the contribution of these 

carriers in the current is significant and must be considered. For the reasons mentioned 

above, photodiodes based on simple p-n junctions suffer from slow time response. The p-

i-n junction comes as an alternative for p-n junctions in areas where the time response 

factor plays an important role. Adding an intrinsic layer of a proper thickness, between the 

n and p layers of the junction where the field is large, increases the number of charge-
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carriers generated in this area. In this case, the current depends on the fast drift of carriers 

within the large field region rather than the slow process of diffusion. 

In general, the photodetection process in a p-i-n junction can be summarized as 

follows. Electrons in the valence band are excited by the incident optical signal. The 

excited electrons move to the conduction band and leaves holes in the valence band. Then, 

the electrons and holes move under the influence of the internal electric field of the device, 

which generates an electric current that can be measured. A proper thickness of the 

intrinsic layer (i) compared to the optical absorption length ensures that most of the 

carriers are generated in this layer [331, 346]. The large field in this layer collects the 

charge carriers at the appropriate contacts with a fast drift, thus enhancing the induced 

electric current in the circuit. This also lowers the capacitance, which is another advantage 

of using the p-i-n junction. 

To determine the electric current of p-i-n photodetectors in general [347], 

consider an intensity modulated optical signal: 

𝑃(𝜔) =  𝑃𝑂 [ 1 + cos(𝜔𝑡) ] 

where 𝜔 is the modulation frequency, 𝑚 is the modulation index, 𝑃𝑜 and is the average 

optical power of the incoming signal. As a function of the wavelength λ and the 

modulation frequency 𝜔, the rms current of the signal can be written in terms of the rms 

optical power 𝑃𝑟𝑚𝑠 = 
𝑚 𝑃𝑜

√2
  as: 

𝑖𝑃(𝝀,𝜔) =  
𝑞 𝑚 𝑃𝑜

ℎ𝑣 √2
 𝜂(𝝀, 𝜔) 
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Here, ℎ𝑣 is the photon energy corresponding to the wavelength of radiation λ, 𝑞 is the 

electron charge, and 𝜂(𝝀, 𝜔) is the quantum efficiency of the detector. The quantum 

efficiency of p-i-n based photodiodes also depends on the geometry of the detector and 

the properties of the materials which the p-i-n junction is made of. The efficiency 𝜂(𝝀, 𝜔) 

can approach unity and be independent of λ and 𝜔 for well-constructed photodiodes [347].  

Different current sources contribute to the shot-noise in the output signal [342]. 

The incident optical radiation results in an average current 𝐼𝑃 given by: 

𝐼𝑃 = 
𝑞 𝑃𝑜
ℎ𝑣 

 𝜂(𝝀, 0) 

Background radiation produces a current 𝐼𝐵𝐺 , which is expressed in terms of the 

background power 𝑃𝐵𝐺(𝝀) as: 

𝐼𝐵𝐺 = 𝑞 ∫
𝜂(𝝀′, 0) 𝑃𝐵𝐺(𝝀

′)

ℎ𝑣
 𝑑 𝝀′ 

Another source of current in p-i-n junctions, which exists regardless of an incident 

optical signal or a non-equilibrium background radiation, is thermal excitations of charge 

carriers in the depletion region [331, 342]. These thermal excitations, in addition to 

possible surface leakage currents, result in a dark current 𝐼𝐷 . The randomness in the 

generation of charge-carriers that contribute to the total current introduces shot-noise 

fluctuations [343]. Therefore, for a detector of bandwidth 𝐵 , the mean square shot-noise 

current is expressed in terms of the signal and shot-noise currents as follows: 

〈𝑖𝑠
2〉 = 2 𝑞 (𝐼𝑃 + 𝐼𝐵𝐺 + 𝐼𝐷) 𝐵 

The output voltage of the detector is produced from the original signal and the 

associated noise currents through an interaction circuit that includes, in the simplest case, 
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a load resistance 𝑅𝐿. Figure 41 shows schematically the different sources of current and 

the thermal noise contribution to the output signal [347, 348]. As can be seen, the 

interaction circuit is another source of thermal noise. 

 

 

Figure 41 (a) A block diagram for a general detection process in a p-i-n junction 

photodiode. (b) Different sources of current at different stages of the process (Reproduced 

with permission from [347] copyright 1977 Academic Press, and [348] copyright 1966 

IEEE). 

 

Following the path along the detection process, described in the figure, indicates 

that the signal-to-noise ratio (SNR) is decreasing as more noise currents are added to the 

total current. The electrical elements involved in the circuitry of a p-i-n junction diode are 

shown in Figure 42 [348]. The external load resistance is 𝑅𝐿 , the input resistance of the 
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amplifier following the circuit is 𝑅𝑖 , and the other elements resemble the p-i-n detector 

[347]. 

 

 

Figure 42 An equivalent circuit of a p-i-n detector (Reproduced with permission 

[347, 348]). 

 

The thermal noise contribution from all the resistors in the circuit is added to the 

total noise of the detector. 𝑅𝑆 is the series resistance, which is very small compared to 𝑅𝐿 , 

𝑅𝑗 , and 𝑅𝑖 , and therefore its contribution can be neglected. For the currents across those 

resistors, the mean square thermal noise can be expressed in terms of temperature 𝑇, 

Boltzmann constant 𝑘, and the detector’s bandwidth 𝐵 as follows: 

〈𝑖𝑗
2〉 = 4𝑘𝐵

 𝑇𝐷
𝑅𝑗
  

〈𝑖𝐿
2〉 = 4𝑘𝐵

 𝑇𝐿
𝑅𝐿
  

〈𝑖𝐴
2〉 = 4𝑘𝐵

 𝑇𝐴
𝑅𝐴
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where 𝑅𝑗 is the shunt resistance of the detector,  𝑇𝐷 is the temperature of the detector,  𝑅𝐿is 

the load resistance at a temperature  𝑇𝐿, and  𝑅𝐴 is the resistance of the amplifier at an 

effective temperature  𝑇𝐴 . This temperature is associated with a source resistance 
1

 𝑅𝐴
=

 
1

 𝑅𝑗
+ 

1

 𝑅𝐿
  [347]. Considering an equivalent resistance 

1

 𝑅𝑒𝑞
= 

1

 𝑅𝑗
+ 

1

 𝑅𝐿
 +  

1

 𝑅𝑖
  and 

combining all thermal noise contributions in one expression yields: 

〈𝑖𝑇
2〉 = 4𝑘𝐵

 𝑇𝑒𝑓𝑓

𝑅𝑒𝑞
  

For an optical signal with an average power 𝑃𝑜 and a 100% modulation incident 

at a p-i-n photodetector, the signal-to-noise power ratio can be written as: 

𝑆

𝑁
=  

𝑖𝑃
2 𝑅𝑒𝑞

〈𝑖𝑁
2〉 𝑅𝑒𝑞

= 

(
𝑞 𝑃𝑜
ℎ𝑣 √2

 𝜂)
2

 

〈𝑖𝑆
2〉 + 〈𝑖𝑇

2〉
=  

1
2 (
𝑞𝜂𝑃𝑜
ℎ𝑣

)
2

2𝑞(𝐼𝑃 + 𝐼𝐵𝐺 + 𝐼𝐷)𝐵 + 4𝑘𝐵
 𝑇𝑒𝑓𝑓
𝑅𝑒𝑞

 

 

From this result and the expression for 𝐼𝑃, the minimum average power of a 100% 

modulated optical signal to acquire a signal-to-noise ratio  
𝑆

𝑁
  is: 

𝑃𝑜 = 
2ℎ𝑣𝐵

𝜂
 (
𝑆

𝑁
) 

{
 

 

1 + [1 + 
𝐼𝑒𝑞

𝑞𝐵 (
𝑆
𝑁)
]

1
2

}
 

 

 

and the expression of the equivalent 𝐼𝑒𝑞 is given by: 

𝐼𝑒𝑞 = 𝐼𝐵𝐺 + 𝐼𝐷 + (2𝑘
 𝑇𝑒𝑓𝑓

𝑞𝑅𝑒𝑞
)  

If we consider the limit  
𝐼𝑒𝑞

𝑞𝐵(
𝑆

𝑁
)
≪ 1 , the minimum optical power will only be 

limited by the quantum noise resulting from the incident radiation. For example, to get a 
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value of (
𝑆

𝑁
) around 40 − 50 𝑑𝐵 for a detector with a bandwidth 50 𝑀𝐻𝑧, this limit 

should apply. But in practice, this cannot be realized for large bandwidths since the 

amplifier noise increases. 

To characterize the system or device performance, a quantity or expression called 

“figure-of-merit” is often used [349]. In engineering, figures of merit are commonly used 

to decide if a material or a device is convenient for a particular application. Scientists in 

many fields employ them in analytical calibrations to compare different methods. In 

spectroscopy, we can refer to figures of merit to determine the capabilities of a detector in 

the spectral region of interest.   

The limit  
𝐼𝑒𝑞

𝑞𝑩(
𝑆

𝑁
)
≫ 1 is applicable when the contribution of background radiation 

is large, or the thermal noise resulted from the load resistor is large. This corresponds to a 

figure-of-merit for a detector where the output current, resulted from the rms power of the 

optical signal, and the rms noise current are equal. The required rms optical power to 

produce (
𝑆

𝑁
) = 1 in a 𝐵 = 1 Hz is defined as the “noise equivalent power,” or NEP. In 

this case, when the modulation frequency and the wavelength of incident radiation are 

normalized to a 1 Hz bandwidth, the NEP refers to the figure-of-merit of the detector. 

Inserting (
𝑆

𝑁
) = 1 and 𝐵 = 1 in the result we obtained previously for a p-i-n 

photodetector, we arrive at the following expression for the NEP of the detector: 

NEP = √2 
ℎ𝑣

𝜂
 (
𝐼𝑒𝑞

𝑞
)

1
2
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For a small background radiation and a sufficiently large equivalent resistance, 

the contribution of 𝐼𝐵𝐺  and (2𝑘
 𝑇𝑒𝑓𝑓

𝑞𝑅𝑒𝑞
) to 𝐼𝑒𝑞 can be neglected. This leaves us with 𝐼𝑒𝑞 ≅

 𝐼𝐷 , which can be used in the equation of NEP to arrive at the ultimate sensitivity of the 

detector in terms of dark current and quantum efficiency [346, 347].  

From the expressions of NEP and 𝐼𝑒𝑞 , it can be seen that a large 𝑅𝑒𝑞 is necessary 

to have NEP limited only by 𝐼𝐷 or 𝐼𝐵𝐺  . At the same time, the upper cutoff frequency and 

the base-bandwidth are mostly governed by 𝑅𝑒𝑞and 𝐶𝑗 in parallel. In practice, to have a 

balance between all the limiting factors, and to meet the requirements of a background-

limited and a dark current-limited NEP, the bandwidth of the detector will not exceed a 

maximum value determined by the material of the device. Therefore, typical p-i-n 

photodiodes have the utility for applications that involve low bandwidths with a relatively 

large background contribution. With a current gain mechanism, lower values of NEP are 

achievable. The current multiplication process is discussed in the following section.  

Advances in p-i-n photodiodes followed with attempts to improve the saturation 

output and the frequency response [350]. InGaAr p-i-n detectors provide large spectral 

response in the near-infrared region with quantum efficiencies between 50% and 70% 

[351, 352]. A new design for a wide bandwidth p-i-n detector was proposed back in 2001 

by Chang and co-workers [353]. This new design is based on the idea of adding an un-

doped buffer layer between the intrinsic layer (i) and the n-type layer (n). They used 

indium-gallium-arsenide (InGaAr) of a thickness between 1-6 µm for the layer I and 

indium-phosphide (InP) of thickness ~ 0.5 µm for the buffer layer. They found that adding 
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a relatively thick buffer layer lowers the capacitance of the photodetector, and thus 

provides a wide bandwidth. Chang’s design of p-i-n junctions contributed to the 

development of sensitive detection devices characterized by a single potential barrier. 

Lately, the wavelength coverage of InGaAr p-i-n photodiodes has been extended to 2.6 

µm. An example is the IG26-Series by Laser Components. 

  

2.3.7 The Avalanche Photodiode 

An avalanche photodiode consists of a p-n junction, or a p-i-n junction, and a 

depletion region.  The depletion region, between the n-type and the p-type doped-

semiconductors of the junction, is neutral. Although the designs of the avalanche 

photodiode and the p-i-n junction diode are so similar, the depletion layer is relatively thin 

in avalanche photodiodes. The primary difference lies in the internal gain mechanism 

which is the main feature of avalanche photodetectors. 

Avalanche photodetectors inherent this name from the multiplication process that 

occurs in the junction and results in a substantial increase in the current. It starts with free 

carriers with high enough kinetic energy and ends up with a large number of carriers that 

contribute to the current. The sequence of excitations and the dramatic increase in the 

current give this process the characteristics of an avalanche. 

Producing carriers with large kinetic energy in the junction is achieved by 

increasing the field across the junction by means of increasing the reverse bias voltage (up 

to ~ 2500 𝑉). However, increasing the voltage over the limit specified for the detector, 
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known as the maximum rated value, may result in a breakdown or a degradation of its 

performance. 

Let us review the avalanche process in more depth. At first, an incident photon 

enters the depletion region and excites an electron or a hole. As Yariv explains [331], 

when the first excited electron has enough kinetic energy, it can “kick new electrons from 

the valence to the conduction band, while still traversing the layer,” referring to the 

depletion layer. This creates a new electron-hole pair, and the energetic electron and hole 

can also excite new carriers. This continues and the number of charge carriers multiplies. 

The avalanche of carriers contribute to the dramatic increase in the current, which is 

similar to the current multiplication process that happens at the dynodes in a 

photomultiplier tube. Figure 43 is an example of the gain profiles of two different 

structures of avalanche photodiodes (APDs) by Excelitas Technologies [354].  
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Figure 43 Gain for different APD structures as a function of the bias voltage   

(Reprinted with permission from [354] copyright 2011 Excelitas Technologies). 

 

Following the same approach we used for p-i-n junction diodes, we start with the 

rms photocurrent: 

𝑖𝑃(𝜆, 𝜔) =  
𝑞 𝑚 𝑃𝑜

ℎ𝑣 √2
 𝑀(𝜆, 𝜔) 𝜂(𝜆, 𝜔) 

where 𝑀(𝜆,𝜔) here is the “avalanche gain,” which is equal to the average multiplication 

and depends on the modulation frequency 𝜔 and the wavelength λ [347]. The circuit 

elements of an avalanche photodiode detector are similar to that of a p-i-n detector. An 

equivalent APD circuit is presented in Figure 44. As mentioned before, the sources of 

current noise in a junction-based photodiode are average signal current 𝐼𝑃, background 

current 𝐼𝐵𝐺 , and dark current 𝐼𝐷 . Since there is noise in the current before current 

multiplication takes place, it will also multiply and contribute excess-noise to the 

avalanche current gain. 
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Figure 44 An equivalent circuit of an avalanche detector (Reproduced with 

permission [347, 348]). 

 

After current multiplication, the mean square shot-noise current is: 

〈𝑖𝑆
2〉 = 2𝑞[ 𝐼𝑃  𝑀𝑃

2  𝐹𝑃 +  𝐼𝐵𝐺  𝑀𝐵𝐺
2  𝐹𝐵𝐺 + ( 𝐼𝐷)𝑆𝑢𝑟𝑓 + ( 𝐼𝐷)𝐵𝑢𝑙𝑘 𝑀𝐷

2 𝐹𝐷] 𝐵  

where  𝐹𝑃 ,  𝐹𝐵𝐺  , and  𝐹𝐷 are the excess-noise factors, and 𝑀𝑃 , 𝑀𝐵𝐺  , and 𝑀𝐷 represent 

the avalanche gain associated with each source of current [331, 347]. Because of the 

dependence of the average multiplication 𝑀 on wavelength and frequency, the values 

of 𝑀𝑃, 𝑀𝐵𝐺 , and 𝑀𝐷 are not necessarily equal. ( 𝐼𝐷)𝑆𝑢𝑟𝑓 and ( 𝐼𝐷)𝐵𝑢𝑙𝑘 are the surface 

leakage dark current and the bulk dark current, respectively. Since ( 𝐼𝐷)𝑆𝑢𝑟𝑓 does not 

multiply, the shot-noise expression can be rewritten as: 

〈𝑖𝑆
2〉 = 2𝑞{[ 𝐼𝑃  𝐹𝑃 +  𝐼𝐵𝐺  𝐹𝐵𝐺 + ( 𝐼𝐷)𝐵𝑢𝑙𝑘 𝐹𝐷]𝑀

2(𝜆, 𝜔) + ( 𝐼𝐷)𝑆𝑢𝑟𝑓} 𝐵 

where the multiplication factors are considered to be equal to 𝑀(𝜆,𝜔) for convenience.  

Considering the excess noise from the amplifier, which follows the circuit, we 

arrive at the same expression for the equivalent mean square thermal-noise current: 

〈𝑖𝑇
2〉 = 4𝑘𝐵

 𝑇𝑒𝑓𝑓

𝑅𝑒𝑞
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Note that it is similar to the result obtained for a p-i-n photodiode in the previous section. 

Using all the results and assuming a 100% modulated optical signal of average incident 

power 𝑃𝑜 , the signal-to-noise power ratio can be written as: 

𝑆

𝑁
=  

𝑖𝑃
2 𝑅𝑒𝑞

〈𝑖𝑁
2〉 𝑅𝑒𝑞

= 

(
𝑞 𝑃𝑜
ℎ𝑣 √2

 𝑀 𝜂)
2

 

〈𝑖𝑆
2〉 + 〈𝑖𝑇

2〉

=  

1
2
(
𝑞𝜂𝑃𝑜
ℎ𝑣

)
2

2𝑞𝐵[ 𝐼𝑃𝐹𝑃 + 𝐼𝐵𝐺𝐹𝐵𝐺 + (𝐼𝐷)𝐵𝑢𝑙𝑘𝐹𝐷] +
2𝑞𝐵(𝐼𝐷)𝑆𝑢𝑟𝑓
𝑀2(𝜆, 𝜔)

+ 4𝑘𝐵
 𝑇𝑒𝑓𝑓

𝑅𝑒𝑞𝑀2(𝜆, 𝜔)
 

 

In this equation, we can see that the avalanche gain 𝑀(𝜆, 𝜔) increases the SNR 

only by reducing the contribution of the last two terms in the denominator. In general, the 

excess-noise factors are 𝐹𝑃 ≥ 1,  𝐹𝐵𝐺 ≥ 1, and  𝐹𝐷 ≥ 1 and can increase during the 

avalanche process. Hence, for an incident optical power 𝑃𝑜 there is an optimal value of 

𝑀(𝜆,𝜔) that will produce the maximum SNR [347]. In other words, this optimal value of 

avalanche gain means that two conditions are met. First, the maximum possible signal-to-

noise ratio is achieved, which is crucial for sensitive experimental measurements. And 

second, the current resulted from the different sources of noise prior to multiplication does 

not override the current resulted from the optical signal. For example, if one decides to 

build an avalanche detector with a very large multiplication factor 𝑀 and without 

considering other limitations, the noise will multiply tremendously and the photocurrent 

will be buried by the excess noise in the circuit producing a meaningless very noisy output 

signal [355-358].  The condition of optimum gain 𝑀𝑂𝑝𝑡(𝜆, 𝜔) is met when the following 

terms from the denominator of SNR are approximately equal: 
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2𝑞𝐵[ 𝐼𝑃𝐹𝑃 + 𝐼𝐵𝐺𝐹𝐵𝐺 + (𝐼𝐷)𝐵𝑢𝑙𝑘𝐹𝐷]   ≅   
2𝑞𝐵(𝐼𝐷)𝑆𝑢𝑟𝑓

𝑀2(𝜆, 𝜔)
+ 4𝑘𝐵

 𝑇𝑒𝑓𝑓

𝑅𝑒𝑞𝑀2(𝜆, 𝜔)
 

Arriving at: 

𝑀𝑂𝑝𝑡 ≅ {
2𝑞𝐵 𝑅𝑒𝑞(𝐼𝐷)𝑆𝑢𝑟𝑓 +  4𝑘𝐵 𝑇𝑒𝑓𝑓

2𝑞𝐵𝑅𝑒𝑞[ 𝐼𝑃𝐹𝑃 + 𝐼𝐵𝐺𝐹𝐵𝐺 + (𝐼𝐷)𝐵𝑢𝑙𝑘𝐹𝐷]
}

1
2

 

The minimum average optical power of a 100% modulated signal in terms of the SNR and 

other elements is obtained by rearranging (
𝑆

𝑁
) equation to get [347]: 

𝑃𝑜 = 
2ℎ𝑣𝐵𝐹𝑃

𝜂
 (
𝑆

𝑁
) 

{
 

 

1 + [1 + 
𝐼𝑒𝑞

𝑞𝐵𝐹𝑃
2 (
𝑆
𝑁)
]

1
2

}
 

 

 

Where: 

𝐼𝑒𝑞 = 𝐼𝐵𝐺𝐹𝐵𝐺 + (𝐼𝐷)𝐵𝐺𝐹𝐷 + 
(𝐼𝐷)𝑆

𝑀2(𝜆, 𝜔)
 + (2𝑘

 𝑇𝑒𝑓𝑓

𝑞𝑅𝑒𝑞𝑀2(𝜆, 𝜔)
)  

The general detection and current multiplication process for avalanche 

photodetectors is shown in a schematic in part (a) of Figure 45. The dark current due to 

surface leakage is referred to in the figure as the un-multiplied dark current. Part (b) of 

Figure 45 is parallel to part (a). It shows the flow of current in the detector, the sources of 

noise, and the effect of the avalanche current gain on the signal and noise currents [347, 

348].  
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Figure 45 (a) A block diagram for a general detection process in an APD. (b) Different 

sources of current at different stages of the process (Reproduced with permission from 

[347] copyright 1977 Academic Press, and [348] copyright 1966 IEEE). 

 

2.3.8 Advances in Infrared Detection Techniques 

Several materials were developed over the years allowing for designs of IR 

detectors with enhanced capabilities, improved performance, and higher system 

flexibility. Infrared detectors based on InGaAs are very popular nowadays, and have been 

used widely in different applications. A schematic of a typical detection setup using an 

InGaAs detector is given in Figure 46. However, the most popular semiconductor for mid 

wavelength infrared and long wavelength infrared (3 − 30 𝜇𝑚) has been the mercury-

cadmium-telluride (HgCdTe) for over four decades [52]. This comes from the 

fundamental advantages of this semiconductor material, flexibility of structuring, and 
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broad spectral coverage. Elliott regards the HgCdTe material as essential to the industry 

of IR systems as silicon is to the industry of electronics [359].  

 

 

Figure 46 An example showing one part of an experiment in our laboratory where 

an InGaAs detector is used for detecting methane in the near-infrared. 

 

The first investigation of the HgCdTe material was conducted by Lawson and his 

colleagues in 1959 to study the properties of mixed crystals of HgTe and CdTe [73]. This 

is the first time the photovoltaic effects in HgCdTe were reported. Since then, 

improvements in the design and fabrication techniques of this material have been 

emerging [51, 360]. 

A primary advantage of the HgCdTe material is its strong absorption of infrared 

radiation, which makes it nearly ideal for infrared detection and sensing [360]. This is 

because large optical absorption coefficients enable high quantum efficiencies. Moreover, 

a low thermal generation rate is a fundamental property of this material. For example, the 
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quantum efficiency of a device based on this material with a thickness around 10 𝜇𝑚 can 

be close to 100% [361].  

The bandgap of HgCdTe is tunable over the 1 − 30 𝜇𝑚 range, corresponding to a 

bandgap energy-tunability between zero and 1.6 𝑒𝑉. Thus, it offers ultimate coverage of 

the whole IR spectral range. HgCdTe material has two compounds; HgTe and CdTe. The 

mole fraction of CdTe determines the composition, which is referred to as 𝑥 in 

Hg1−𝑥Cd𝑥Te. The two compounds have almost the same lattice parameter, so the lattice 

parameter of the material does not have a strong dependence on the composition 𝑥 [341]. 

This is an advantage that allows engineers to grow the bandgap structure with minimal 

strain [362]. In addition, for values of 𝑥 less than 0.5, doping the material to be p-type or 

n-type are both possible [361].  

Another key feature is that it can perform in high operating temperatures [53]. This 

is based on the relatively long carrier lifetimes, which either results in low dark currents 

or allow the device to operate at higher temperatures, and both are advantageous [341]. 

High mobility of carriers is also a characteristic of this material [51]. 

Mercury-cadmium-telluride material is also called MCT referring to the first letters 

of the names of the three elements. The fundamental properties of this material can be 

described by the following most frequently used formulas. Using the mole fraction of the 

CdTe compound 𝑥 and the operating temperature 𝑇 , the energy of the bandgap 𝐸𝑔 can be 

written as [363]: 

𝐸𝑔 = −0.302 + 1.93𝑥 − 0.81𝑥
2 + 0.832𝑥3 + 5.35 × 10−4(1 − 2𝑥)𝑇 
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The cutoff wavelength of the material is sensitive to the composition 𝑥, especially in the 

long-wavelength infrared LWIR range. Therefore, specifying a value for 𝑥 in the process 

of growing HgCdTe layers for device fabrication must consider both the operating 

temperature and the cutoff wavelength [361]. For HgCdTe layers thicker than 5 𝜇𝑚, the 

spectrum of infrared transmission has a sharp cutoff wavelength given by: 

𝜆 =  
ℎ𝑐

𝐸𝑔
= 
1.2398 eVµm

𝐸𝑔
 

where 𝑐 is the speed of light and ℎ is Plank’s constant. The intrinsic carrier concentration 

in this material can be found using the following well-known formula [364]:  

𝑛𝑖𝑛 = (5.585 − 3.82𝑥 + 0.001753𝑇 − 0.001364𝑥𝑇) × 1014 𝐸𝑔
3
4 𝑇

3
2 𝑒

−
𝐸𝑔
2𝑘𝐵𝑇 

where 𝑘𝐵  is Boltzmann constant and 𝑛𝑖𝑛 is in units of 𝑐𝑚−3. One of the parameters often 

used to characterize MCT detectors is the electron mass ratio: 

𝑚𝑜

𝑚𝑒
∗
= 1 + 2𝐹 +

𝐸𝑝

3
(
2

𝐸𝑔
+

1

𝐸𝑔 + ∆
) 

where 𝑚𝑜 is the free electron mass, 𝑚𝑒
∗  is the electron effective mass, 𝐹 = −0.8 , ∆=

1 eV, and 𝐸𝑝 = 19 eV [365].  

Detection in MCT detectors is based on transitions between the valence and 

conduction bands of the semiconductor, as generally shown in Figure 47. In the valence 

band there are light and heavy holes, but the density of states of the heavy holes is much 

greater and therefore they dominate. The effective mass ratio of the heavy holes 
𝑚ℎℎ
∗

𝑚𝑜
 is 

almost independent of 𝑥 [359, 361]. An effective mass ratio 0.443 is used by Hansen et al 

for the heavy hole [364]. Another commonly used value for this ratio, in modelling of IR 



 

136 

 

detectors, is 0.55 [51]. Advances in technology resulted in well-established practical 

approaches for device fabrication and manufacturing. However, developing MCT 

detectors to operate in the LWIR is still facing challenges because of the narrow gap [361]. 

 

 

Figure 47 The energy band diagrams of (a) MCT showing an interband electronic 

transition compared to (b) a quantum well infrared photodetector (QWIP) showing 

an inter-subband electronic transition. 

 

The outstanding advantages of HgCdTe in the IR region allows to optimize the 

detector for operation at temperatures ranging from liquid-nitrogen temperature to room 

temperature. For example, photovoltaic HgCdTe detectors are used in 2D arrays in 

advanced thermal imaging systems, which require large detection sensitivity and high 

image resolution [366]. The infrared focal plane arrays (IR-FPAs) are two-dimensional 

arrays of IR detectors on a focal plane. Despite the fact that HgCdTe can operate at 

different modes, photodiodes are preferred over photoconductors for 2D focal plane arrays 

[341]. This is because of the very low power dissipation in photodiodes, which makes 
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them suitable for large arrays that operate at room temperature. Photodiodes can also 

operate at a reverse bias or at zero.  

The fundamental limits of HgCdTe semiconductor material meet the demand in 

almost all IR detection systems. However, technological issues related mainly to 

uniformity and cost of production impose a major limitation. Large area array detectors 

were developed in consequence to the advances in two major fields. First, new narrow 

bandgap semiconductor materials were discovered and used in detectors, with significant 

improvements in device fabrication over the years. And the second contribution comes 

from the progress in the integrated circuit technology and nanoelectronics [367].  

A variety of IR detectors with various operating temperatures are available today. 

Experimentalists select the suitable detector by looking at the characteristics and limitation 

factors of the available detectors at the spectral range of interest. IR detectors of high 

performance capabilities were reviewed recently by Tan and Mohseni [55]. In their 

review, they provide examples of a large number of materials for detectors at different 

temperatures based on the normalized detectivity, which is defined as follows [51]: 

𝐷∗ =

√𝐴𝑑  ℬ

𝑁𝐸𝑃
 

where 𝐴𝑑 is the detector area, ℬ is the electrical bandwidth, and 𝑁𝐸𝑃 is the noise-

equivalent power. These examples can be seen in Figure 48 [55].  
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Figure 48 Comparison of the detectivity of various available detectors operating at the 

indicated temperatures and wavelengths (Reprinted with permission from [55] copyright 

2017 Hooman Mohseni et al, De Gruyter). 

 

2.4 Optical Ray Tracing 

To provide an overall picture of the concepts of laser spectroscopy, it is beneficial 

to review some general theory related to the propagation of electromagnetic radiation 

through optical elements [346, 368]. Maxwell’s equations and the wave equation are 

briefly reviewed in Appendix B. In this section, we present some basics of ray tracing 

since it is essential for understanding and determining the performance of optical systems. 

When the dimensions of the light beam and the size of the objects with which it 

interacts are much larger than the wavelength of light, then we can describe it as rays 

obeying some geometrical rules [368]. In other words, a ray propagates parallel to the path 
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at the center of a very slowly diverging electromagnetic wave. The general form of the 

ABCD matrix [346] that relates the input ray ( 𝑟𝑖𝑛 , 𝑟𝑖𝑛
′  ) and the output ray ( 𝑟𝑜𝑢𝑡 , 𝑟𝑜𝑢𝑡

′  ) at 

the input and output planes of an optical system is given by: 

[
𝑟𝑜𝑢𝑡
𝑟𝑜𝑢𝑡
′ ] =  [

𝐴 𝐵
𝐶 𝐷

] [
𝑟𝑖𝑛
𝑟𝑖𝑛
′ ] 

This general description is illustrated in Figure 49. 

 

 

Figure 49 Propagation through a paraxial system described by an ABCD matrix. 

 

For a beam propagating through free space or homogenous medium of length 𝑑, 

the ABCD matrix reduces to [
1 𝑑
0 1

]. Whereas, for propagation through a thin lens of focal 

length 𝑓, it reduces to [
1 0

−
1

𝑓
1]. This matrix, for example, can be deduced from the 

general expression mentioned above [331]. Let us consider a thin lens of a focal length 

𝑓 and take the axis of symmetry along 𝑧. Let ( 𝑟𝑖𝑛 , 𝑟𝑖𝑛
′  ) represent the input ray 

and ( 𝑟𝑜𝑢𝑡 , 𝑟𝑜𝑢𝑡
′  ) represent the output ray, where 𝑟 is the distance from the ray to the 𝑧 

axis, and 𝑟′ is the slope 𝑟′ =
𝑑𝑟

𝑑𝑧
 . From the definition of a thin lens, we find that 𝑟𝑜𝑢𝑡 =
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 𝑟𝑖𝑛 . The slope for an undeflected central ray in terms of the input slope  𝑟𝑖𝑛
′  is given 

by 𝑟𝑜𝑢𝑡
′ = 𝑟𝑖𝑛

′ − 
𝑟𝑜𝑢𝑡

𝑓
 . Using a column matrix [

𝑟(𝑧)

𝑟′(𝑧)
] to represent a ray at position z, the 

two results 𝑟𝑜𝑢𝑡 and 𝑟𝑜𝑢𝑡
′  can be written in a form of matrix multiplication: 

[
𝑟𝑜𝑢𝑡
𝑟𝑜𝑢𝑡
′ ] =  [

1 0

−
1

𝑓
1] [

𝑟𝑖𝑛
𝑟𝑖𝑛
′ ] 

which shows the same result for paraxial ray propagation through a thin lens as we 

mentioned. The focal length is greater than zero for a converging lens, and less than zero 

for a diverging one.  

For the case shown in Figure 50, the matrix algebra of ray propagation through a 

free space followed by a thin lens gives [
1 0

−
1

𝑓
1] [

1 𝑑
0 1

] =  [
1 𝑑

−
1

𝑓
1 −

𝑑

𝑓

] . Notice that 

the free space matrix is to the right since the beam propagates in free space first. The 

arrangement of matrices in the correct order is important for obtaining a correct final result 

for the optical system.  

 

 

Figure 50 Propagation through free space followed by a thin lens. 
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A ray directed to a spherical mirror, as shown in Figure 51, experiences the same 

effect of a thin lens with the focal length being half of the radius of curvature of the 

mirror 𝑓 =  
𝑅

2
 .  This gives an ABCD matrix as follows [

1 0

−
1

𝑓
1] =   [

1 0

−
2

𝑅
1]. 

 

 

Figure 51 An optical ray enters and exits on the same side of a spherical mirror. 

 

For a ray propagating through a dielectric interface, Snell’s law 𝑛1 sin 𝜃1 =

 𝑛2 sin 𝜃2  is used with the approximation sin 𝜃 ≈  𝜃  for a paraxial ray, resulting in an 

ABCD matrix of the form [
1 0

0
𝑛1

𝑛2

] .An illustration is given in Figure 52, where 𝑛1and 𝑛2 

are the refractive indices of the two media. 
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Figure 52 Ray propagation through a plane dielectric interface. 

 

A similar ray matrix as the one mentioned previously for free space can be used to 

obtain the ABCD matrix for a system where a ray propagates through a dielectric of 

thickness 𝑑, which is shown in Figure 53. The matrices are applied in cascade and matrix 

multiplication takes place in several steps. At first, a paraxial ray propagating from a 

medium of refractive index 𝑛1to a medium of a dielectric of refractive index 𝑛2  results in 

an ABCD matrix of the form [
1 0

0
𝑛1

𝑛2

], as obtained earlier. At second, the paraxial ray 

propagates along a distance equal to the thickness 𝑑 of the dielectric material, which is 

described by the matrix [
1 𝑑
0 1

] . Third, a matrix of the form [
1 0

0
𝑛2

𝑛1

] represents ray 

propagation from the dielectric of refractive index 𝑛2 to a medium of refractive index 𝑛1, 

such that: 

[
𝑟𝑜𝑢𝑡
𝑟𝑜𝑢𝑡
′ ] =  [

1 0

0
𝑛2
𝑛1

] [
1 𝑑
0 1

] [
1 0

0
𝑛1
𝑛2

] [
𝑟𝑖𝑛
𝑟𝑖𝑛
′ ] =  [

1 0

0
𝑛2
𝑛1

] [

1
𝑛1
𝑛2
 𝑑

0
𝑛1
𝑛2

] [
𝑟𝑖𝑛
𝑟𝑖𝑛
′ ] =  [

1
𝑛1
𝑛2
 𝑑

0 1

] [
𝑟𝑖𝑛
𝑟𝑖𝑛
′ ]  
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Figure 53 Ray propagation through a dielectric medium of thickness 𝑑. 

 

2.5 Enhancement Cavities and Optical Cells 

2.5.1 High Finesse Cavities 

A major step towards improving the sensitivity of measurements in absorption 

spectroscopy experiments is to increase the length of interaction between the light beam 

and the molecular species in the gas sample [9, 18, 23, 26, 47]. Techniques that rely on 

this concept are commonly referred to as cavity-enhanced absorption spectroscopy (CE-

AS) techniques [2, 5, 8, 10]. Using an enhancement cavity permits for higher measurement 

sensitivities and promising system compactness.  

The Beer-Lambert law, discussed in Section 2.1.3, relates the ratio of transmitted 

and incident light intensity to the amount of absorption of electromagnetic radiation by 

the gaseous molecules [68-70]. This law concludes that absorption is proportional to the 

concentration of molecules and the interaction length between the molecules and the light 

beam. For this reason, increasing the length of interaction has been a leading approach in 

absorption spectroscopy experiments.  

Considering the desire for compact system designs, it is important to enhance light-

matter interaction without using a large area on the optical table. This can be achieved 
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with highly reflective (HR) mirrors, which allow for a large number of optical passes with 

minimum reflection losses and therefore increase the interaction length. Recent work show 

mirror reflectivity of 99% or even higher around wavelengths of interest in the near and 

mid-IR regions [9, 12, 15]. 

When light bounces between cavity-mirrors, it suffers from optical losses due to 

diffraction, absorption, and scattering of light. The cavity finesse (ℱ) is a parameter that 

has an inverse proportionality with the total losses inside the cavity. It is commonly used 

in spectroscopic experiments to determine the quality of the passive optical cavity. Using 

high finesse cavities can reduce the losses significantly and improve measurement 

sensitivity. For an optical cavity of two HR mirrors, the finesse can be determined using 

the following equation [369]: 

ℱ =
 𝜋 (𝑅1 𝑅2)

1
4

1 –  (𝑅1 𝑅2)
1
2

 

Here, 𝑅1 is the reflectivity of the first mirror and 𝑅2 is the reflectivity of the second mirror. 

In this expression, scattering losses are neglected. In the limit of low losses and using 

mirrors of the same reflectivity 𝑅, this expression can be reduced to: 

ℱ ≅
𝜋

1 − 𝑅
 

To give an example, a finesse in the order of tens of thousands can be achieved by 

using mirrors of high reflectivity in the range 𝑅 ≥ 0.9999 [370]. We obtained a value 

of  31,000 for our high-finesse ringdown cavity, as discussed later in Section 4.1. Hindle 

et al applied terahertz spectroscopy using a Fabry-Pérot cavity of finesse ℱ ~ 3200 [371]. 
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In a very recent work by Zaborowski and coworkers, ℱ = 637000 was achieved in a 

cavity ringdown spectrometer towards studying molecular electrodynamics [372]. An 

illustration of a simple system with a high finesse cavity is shown in Figure 54.  

 

 

Figure 54 An illustration of a high finesse cavity which uses mirrors of high 

reflectivity at wavelengths of interest to increase the effective interaction with the 

sample. 

 

Coupling the light effectively into the high finesse cavity requires mode-matching 

between the light source and the cavity. Section 4.1.4 covers the mode-matching step with 

more details, but let us explain it briefly in this section. In frequency domain, two resonant 

cavity modes have a spacing between them known as the free spectral range (𝐹𝑆𝑅) of the 

cavity, which can be written as [370]: 

𝐹𝑆𝑅 =
𝑐

2𝐿 + 𝑐 (
𝜕𝜙
𝜕𝜔
)|
𝜔

 

Here, 𝑐 is the speed of light, 𝐿 is the cavity length, and 𝑐 (
𝜕𝜙

𝜕𝜔
)|
𝜔

is the frequency-dependent 

term responsible for the intracavity dispersion. A low dispersion is desirable as it allows 
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for a more effective overlapping of resonant modes, especially when the light source has 

a broad bandwidth. Since the cavity finesse and the 𝐹𝑆𝑅 are related, the finesse can be 

expressed in terms of the 𝐹𝑆𝑅 as follows: 

ℱ =
𝐹𝑆𝑅

∆𝑣
 

where ∆𝑣 is the linewidth. This expression is commonly used in cavity-enhanced 

techniques [10]. 

When setting up a mode-locked optical cavity, an important element to consider is 

the cavity length. The suitable cavity length depends on many factors including the 

properties of the radiation source used for the experiment. Given that efficient mode-

matching is obtained, the intensity of the resonant mode builds up inside the cavity, as 

further discussed in Section 4.1.4 of the experimental part. Figure 55 shows the intensity 

build-up after bouncing multiple times between cavity mirrors. As time goes by, the 

optical power confined inside the cavity increases. This increase allows for improved 

sensitivity, which is also explained in Section 4.1. 
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Figure 55 A simplified schematic of the intensity build-up after several passes 

between highly reflective cavity mirrors of a high-finesse optical cavity. 

 

To describe the transmitted field mathematically, we can start with adding all fields 

inside the cavity: 

𝐸0 = 𝑇 𝐸0 𝑒
𝑖𝜔𝑡 

𝐸1 = 𝑇 𝑅2 𝐸0 𝑒
𝑖(𝜔𝑡−2𝐿|𝑘⃗ |) 

𝐸2 = 𝑇 𝑅
4 𝐸0 𝑒

𝑖(𝜔𝑡−4𝐿|𝑘⃗ |) 

𝐸𝑛 = 𝑇 𝑅2𝑛 𝐸0 𝑒
𝑖(𝜔𝑡−2𝑛𝐿|𝑘⃗ |) 

𝐸𝑐𝑎𝑣𝑖𝑡𝑦 = ∑𝐸𝑛
𝑛=0

= 𝐸0 𝑒
𝑖𝜔𝑡  (

𝑇

1 − 𝑅2𝑒−𝑖𝛿
) 

This expression describes the field at the coupling mirror, where 𝛿 = 2𝐿|𝑘⃗ |. The field at 

the transmitting mirror after incorporating the transmission coefficient is:  

𝐸𝑇 = 𝐸0 𝑒
𝑖𝜔𝑡  (

𝑇2𝑒−𝑖𝛿

1 − 𝑅2𝑒−𝑖𝛿
) 

The transmitted intensity can be written in terms of the cavity finesse as:  
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𝐼𝑇 =
1

1 + 𝐹 𝑠𝑖𝑛2(
𝛿
2)
𝐼0 

where 𝐹 is the finesse coefficient given by 𝐹 = (
2𝑅

1−𝑅2
)
2

and is related to the cavity finesses 

by: 

ℱ =
2𝜋

∆𝛿
=  
𝜋√𝐹

2
 

This expression defines the finesses in terms of the full-width at half-maximum phase 

width (∆𝛿) and the cavity mode spacing (2𝜋). 

Long optical path-lengths can be achieved when a high finesse cavity is used in 

the experiment. This length is also known as the effective path-length (𝐿𝑒𝑓𝑓). Lengths that 

range between hundreds of meters to several kilometers are reported based on different 

experimental techniques [9, 23, 26, 47]. For example, we obtained an effective path-length 

of 12 𝐾𝑚 in our experiment using a cavity with a high finesse equal to 31,000. This 

experiment is described in Section 4.1. Hindle and colleagues achieved a length of 

interaction of 1 𝐾𝑚 for their terahertz spectrometer [371]. The effective path-length inside 

the cavity, during which light-matter interaction occurs, can be calculated using this 

equation: 

𝐿𝑒𝑓𝑓 =
2ℱ

𝜋
𝐿 

where ℱ is the cavity finesse and 𝐿 is the cavity length, which is equal to the distance 

between the two mirrors as illustrated in Figure 54. Another approach to increase the 

interaction length depends on increasing the number of reflections on the HR mirrors 

without turning the incident light off, as described in the following section.  
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2.5.2 Multipass Optical Cells 

Different types of multipass cells have been used to enhance light-matter 

interaction by allowing for a large number of passes before the light beam exits the cell 

[18, 373]. Herriott cells and White cells are common types of multipass cells [374-376]. 

In many research groups, several unique designs were developed for absorption 

spectroscopy applications using different cell-configurations [12, 19, 377-379]. 

Comparing to high finesse cavities, absorption of radiation inside a multipass cell depends 

on the number of passes, and the power of the output beam is measured without blocking 

the incident beam or turning it off. Moreover, the beam enters and exits the cell through a 

hole, or two different holes, while there are no holes on the mirrors of a high finesse cavity. 

An advantage of multipass cells over high finesse cavity is that mode-matching is not 

required. However, beam-adjustment lenses can be used to reduce beam-divergence inside 

the multipass cell [12].  

In general, a multipass optical cell is composed of highly reflective mirrors at the 

two ends of the cell. A hole on one of the mirrors allows the beam to enter and exit the 

optical cell. Most configurations use the same hole as beam entrance and exit, while in 

other configurations two holes are used; one as beam entrance and the other as beam exit. 

A simplified version of a multipass system is schematically shown in Figure 56.  

In some configurations, the mirrors at the two ends are divided into smaller mirrors 

or sectors towards an easier alignment of the optical path inside the cell. A good example 

is the multipass cell used in one of our experiments, which consists of three mirrors at 

each side of the cell [12].  With a distance 𝑑 = 1 𝑚 between the two sides of the cell and 
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a total number of passes equal to 580, we obtained an interaction length of 580 𝑚, as 

explained explicitly in Section 4.2.2. An algorithm is used to calculate the reflection 

pattern on the mirrors, which helps to achieve a long interaction length and allows for 

proper beam propagation until the beam exits the cell.  

 

 
Figure 56 A schematic of a simple system with a multipass optical cell that 

employs two highly reflective mirrors. Two mirrors are also used outside of the 

cell to align the path of the laser beam. The beam follows a certain path inside the 

cell until the output beam is detected. 
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3. EXPERIMENTAL TOOLS AND INSTRUMENTATION 

 

3.1 Diffraction-Grating-Based Spectrometers 

Diffraction effects have been known for over two centuries. The first reported 

study of diffraction of light by a periodic structure on a surface was in 1786 by the 

astronomer David Rittenhouse. The effect was observed by his friend Francis Hopkinson, 

who later shared it with Rittenhouse. Hopkinson viewed light emitted by a distant source 

through a handkerchief made from fine French silk. He noticed light patterns that did not 

change as he moved the handkerchief. To investigate the effects, Rittenhouse used fine 

screws made by a watchmaker and fixed parallel hairs across the screws on a small half-

inch square. Then in a dark room, he used his tool of 53 apertures to observe the light 

coming from a small opening in the window shutter. What he saw was three images of 

almost equal brightness, and other images on both sides but fainter, colored, and hardly 

noticeable. He also noticed that red light was bent more than blue light, and he assigned 

the effects to diffraction [380].  

A scientific study published in 1803 by Thomas Young described the behavior of 

light after passing through a transmission grating [381]. The grating he used is a glass 

stage micrometer with a ruling of  500 lines per inch. He investigated light from four 

different directions and used the sine of the angles to find the wavelength of the colors he 

observed [382]. Table 10 records his findings.  
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Table 10 Results of Young’s Experiment 

Start at Red Yellow Green  Blue  Violet Stop at 

675 nm 650 576 536 498 442 424 nm 

 

In 1822, a patent by Sir John Batron described decomposition of light using 

crossed gratings on steel, which were cut by a ruling engine that uses diamond. The 

purpose of his ruling engine was to make decorative buttons with rainbow colors to be 

used for men waistcoats at that time [383]. Later, his idea of using a ruling engine 

contributed the development of grating-based products that are available today.  

The first scientist to study the optical behavior of gratings seriously was 

Fraunhofer. His thorough investigation of gratings, which involved higher orders, 

polarization effects, diffraction efficiencies, and instrumental operating in collimated 

light, is the reason behind calling him “the father of grating technology” [382]. He had an 

optical company in Germany, where he was the manager of the optical shop. Therefore, 

the accuracy of the refractive index measurements of glass was a great concern to him 

[384-386]. His work on diffraction gratings was elevated after he repeated in 1821 the 

experiment by Rittenhouse, which uses fine wire gratings [387]. Further improvements in 

design and manufacturing of diffraction gratings continued, and these days it is considered 

as a well-developed field. Commercial fast recording IR spectrometers were available 

around 1946, many of which employed diffraction gratings [388]. 
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A mathematical description of the diffraction of light by gratings is beneficial 

towards understanding how gratings work and how to use them in experiments and 

instruments. Let us consider that the wave field is along y-direction and represent it in an 

exponential form using the base of the natural logarithms 𝑒 and the complex number 𝑖 =

√−1 as follows: 

𝑦 = 𝑎 𝑒𝑖2𝜋(𝑣𝑡−
𝑥
𝜆
) = 𝑎 𝑒𝑖2𝜋𝑣𝑡𝑒−𝑖2𝜋

𝑥
𝜆 

where 𝑣 is the frequency of oscillation, 𝜆 is the wavelength, 𝑥 is the distance of any given 

point from the origin, and 𝑡 is the time. We can also represent 𝑦 as a function of the angular 

frequency 𝜔 = 2𝜋𝑣 and the wave number 𝑘 =
2𝜋

𝜆
 in the form 𝑦 = 𝑎 𝑒𝑖(𝜔𝑡−𝑘𝑥).  

For waves of the same frequency 𝑣, the time-varying factor 𝑒𝑖2𝜋𝑣𝑡 stays the same 

and therefore we can ignore it. The factor 𝑎 𝑒−𝑖2𝜋
𝑥

𝜆 is the complex amplitude of the wave. 

Adding two or more waves can be done by adding their complex amplitudes: 

𝐴𝑒𝑖𝜑 = 𝐴[cos(𝜑) + 𝑖 sin(𝜑)] = 𝑎1cos(𝜑1) + 𝑎2cos(𝜑2) + 𝑖[𝑎1sin(𝜑1) + 𝑎2sin(𝜑2)]

= 𝑎1𝑒
𝑖𝜑1 + 𝑎2𝑒

𝑖𝜑2 

where we used Euler’s theorem: 

𝑒𝑖𝜑 =  cos(𝜑) + 𝑖 sin(𝜑) 

The intensity is obtained from the real amplitude by multiplying the complex amplitude 

with its complex conjugate: 

𝐼 = |𝐴|2 = 𝐴𝑒𝑖𝜑  × 𝐴𝑒−𝑖𝜑 = 𝐴2𝑒𝑖(𝜑−𝜑) = 𝐴2 

Here we used the complex conjugate of the function, which by definition has the same 

real part as the function but the complex part is equal in magnitude and opposite in sign. 
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Consider a diffraction grating in the form of a series of equally spaced slits [387]. 

With amplitude 𝑎 and a phase difference 𝛿, between each adjacent slits, the complex 

amplitude corresponding to the nth slit can be written as 𝑎𝑒𝑖𝑛𝛿. Adding all contributions 

from the 𝑁 slits gives the result for the grating as: 

𝐴𝑒𝑖𝜑 = 𝑎(1 + 𝑒𝑖𝛿 + 𝑒𝑖2𝛿 +⋯+ 𝑒𝑖(𝑁−1)𝛿 = 𝑎
1 − 𝑒𝑖𝑁𝛿

1 − 𝑒𝑖𝛿
 

Then we multiply this result by its complex conjugate to arrive at the following expression 

for the intensity: 

𝐴2 = 𝑎2
(1 − 𝑒𝑖𝑁𝛿)(1 − 𝑒−𝑖𝑁𝛿)

(1 − 𝑒𝑖𝛿)(1 − 𝑒−𝑖𝛿)
= 𝑎2

1 − cos(𝑁𝛿)

1 − cos(𝛿)
= 𝑎2

𝑠𝑖𝑛2(𝑁𝛾)

𝑠𝑖𝑛2(𝛾)
 

where 

𝛾 =
𝛿

2
=  
𝜋 𝑑 sin (𝜃)

𝜆
 

We used the expression of the phase  𝛿 from the result of a single slit case, as shown in 

Figure 57. For a single slit, the amplitude after the aperture is the same, but the phase 

depends on the distance traveled. If point (A) in the figure is our reference, then from point 

(C) we get a phase difference 
2𝜋 (𝐶𝑆−𝐴𝑆)

𝜆
 . A series of 𝑁 slits resembles a diffraction grating 

with 𝑑 being the period of the grating and 𝜃 being the blaze angle. 
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Figure 57 Diffraction of waves by an aperture (Reproduced with permission from 

[387] copyright 1982 Academic Press). 

 

Assume the phase difference between wave contribution from the beam center and 

the edges is 𝛽 , then the amplitude at point (S) for the beam is ∑ 𝑎 
sin (𝛽)

𝛽
 . Substituting it 

to the intensity of 𝑁 slits yields: 

𝐼 = 𝐴2 =
𝑠𝑖𝑛2(𝛽)

𝛽2
∙
𝑠𝑖𝑛2(𝑁𝛾)

𝑠𝑖𝑛2(𝛾)
 

To visualize the diffraction pattern resulted from this, we consider the 

term 
𝑠𝑖𝑛2(𝑁𝛾)

𝑠𝑖𝑛2(𝛾)
. The numerator 𝑠𝑖𝑛2(𝑁𝛾) is equal to zero whenever 𝛾 =

𝑝𝜋

𝑁
, where 𝑝 =

0,1,2,3, … is an integer. However, at 𝑝 = 0 and 𝑝 = 𝑙𝜋, where 𝑙 is an integer, the term 

𝑠𝑖𝑛2(𝑁𝛾)

𝑠𝑖𝑛2(𝛾)
 is indeterminate. If we take the limit 𝛾 → 𝑙𝜋, we will get: 

lim
𝛾→𝑙𝜋

(
𝑠𝑖𝑛(𝑁𝛾)

𝑠𝑖𝑛(𝛾)
) = lim

𝛾→𝑙𝜋
(𝑁

𝑐𝑜𝑠(𝑁𝛾)

𝑐𝑜𝑠(𝛾)
) = ±𝑁 
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This means that the function 
𝑠𝑖𝑛(𝑁𝛾)

𝑠𝑖𝑛(𝛾)
 has maximum values at 𝛾 = 𝑙𝜋, with an intensity 

equal to that diffracted by a single slit times 𝑁2. Recalling the expression we obtained 

for 𝛾, we find that this diffraction condition is equivalent to the condition 𝑑 𝑠𝑖𝑛(𝜃) = 𝑙𝜋. 

At 𝛾 =
𝑝𝜋

𝑁
+
𝜋

2
 , subsidiary maxima appear with an intensity that decreases the further they 

are from a main maximum. Shown in Figure 58 is an example of the resulting intensity 

distribution for the case of wave propagation through 𝑁 slits [387]. Between two main 

maxima, there are 𝑁 − 2 secondary maxima. 

 

 

Figure 58 The form of the diffraction pattern produced by a series of narrow slits. 

 

So far, we considered the case of a plane wave with a normal incidence on a 

grating, and we arrived at the required condition for light diffraction. The more general 

case is when we have an arbitrary angle of incidence 𝛼. Let 𝛽 be the angle of transmission, 
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or reflection, then the path difference between the source and the image must be equal to 

a whole number of wavelengths 𝑚𝜆 so that a diffraction order is formed [389]. This can 

be summarized in a fundamental equation for gratings as follows, where 𝑚 is an integer 

that indicates the order of diffraction: 

𝑑 sin(𝛼) + 𝑑 sin(𝛽) = 𝑚𝜆 

The order number is equal to zero for the reflected beam 𝛽 = 𝛼, which is not 

deviated, and we call that beam the “0-order”. Whereas, the order number takes a positive 

or a negative sign depending on the location of the diffracted beam from the zero-order. 

Figure 59 demonstrate the difference between a reflected diffraction order and a 

transmitted one. In practice, reflective diffraction gratings are more commonly used in 

experiments and applications of spectral analysis [387]. 
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Figure 59 The Sign convention for orders of diffraction. The difference between 

reflected and transmitted orders is illustrated (Reproduced with permission from 

[387] copyright 1982 Academic Press). 

 

The grating equation is of fundamental importance in determining the properties 

of diffraction gratings. It not only refers to the orders of diffraction, but also explains how 

the spectrum is formed. Let us consider a set of grooves blazed at different angles. Figure 

60 illustrates this concept. By controlling the optical path across each groove, the grating 

will support a chosen order. In other words, a grating can be blazed for a specific order by 

controlling the shape of its grooves.  
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Figure 60 Generation of diffracted orders by considering different grove shapes. 

 

The spectrum produced by a diffraction grating depends on the wavelength of the 

incident radiation, as the grating equation shows. To find the dependence of the variation 

of angle β on the wavelength λ, we differentiate the equation with respect to λ: 

𝜕

𝜕𝛽
{𝑑 [𝑠𝑖𝑛(𝛼)  +  𝑠𝑖𝑛(𝛽)]= 𝑚 λ} 

𝑑  𝑐𝑜𝑠(𝛼)
𝜕𝛼

𝜕𝛽
+ 𝑑  cos(𝛽) = 𝑚

𝜕λ

𝜕𝛽
 

Consider a spectrograph with a fixed angle of incidence, then we have 
𝜕𝛼

𝜕𝛽
= 0 , which 

yields: 
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∂β

∂λ
=  

𝑚

𝑑 cos(𝛽) 
 

This result is known as the angular dispersion of a grating. It is a function of the order 

number 𝑚, the period of the grating 𝑑, and the cosine of the diffraction angle 𝛽. For a 

grating of a given period 𝑑, the angular dispersion increases for higher diffraction orders. 

Whereas, 
∂β

∂λ
 for a chosen order increases if we use a grating with a smaller period 𝑑. The 

angular dispersion also increases for large angles of diffraction. In the limit β →90𝑜 we 

have 
∂β

∂λ
→  ∞. Recall that β can be determined from the grating equation as a function 

of 𝑚, 𝑑, and 𝛼. 

A linear spectrum is more practical in spectroscopic experiments. The linear 

dispersion is found from the angular dispersion and the focal length 𝑓 of the lens, or curved 

mirror, used with the spectrograph: 

∂x

∂λ
= 𝑓

∂𝛽

∂λ
 

given that the focal plane and the diffracted beam are perpendicular to each other. If the 

focal plane is inclined at an angle ∅, a plate factor F =
1

cos (∅)
 should be included so that: 

∂x

∂λ
= F 𝑓

∂𝛽

∂λ
 

 Up to this point, the expressions of dispersion are applicable to the case when the 

light in incident on the grating at a fixed angle [387]. This is found in spectrographs, which 

record the spectrum on a photographic plate. However, this dispersion does not fully 

describe a monochromator because a monochromator involves rotation of the diffraction 

grating. 
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In general, a monochromator is an optical instrument used to select a portion of 

the incident radiation. The optical elements and their arrangement inside a Czerny–Turner 

monochromator are shown schematically in Figure 61. It consists of a grating, two fixed 

slits; one as an entrance and one as an exit, and two curved mirrors. This first mirror 

collimates the light beam and the second mirror focuses the diffracted beam at the exit slit. 

The width of this slit can be adjusted to allow a narrow band of wavelengths to exit the 

instrument and get measured by a detector. This instrument enables mechanical rotation 

of the diffraction grating, which allows for scanning and recording the whole spectrum. In 

this case, both angles 𝛼 and 𝛽 are changing with respect to 𝜆, but the difference between 

them remains the same; 𝛼 − 𝛽 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

 

 

Figure 61 A schematic of a Czerny–Turner monochromator. 
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Let us consider the case of “Littrow mounting” for simplicity. In this case, the 

beam is incident along the normal of the grating and the diffracted beam takes the same 

path of the incident beam, as illustrated in Figure 62. The angles of incidence and 

diffraction are equal, hence the grating equation becomes:  

2𝑑 sin(𝜃) =  𝑚𝜆 

From this, we can find the relation between the change in the angle of rotation and the 

shift in the wavelength passing through the instrument: 

2𝑑 cos(𝜃) 𝜕𝜃 =  𝑚 𝜕𝜆 

∂θ

∂λ
=  

𝑚

2 𝑑 cos(𝜃) 
=
tan(𝜃)

𝜆
 

 

 

Figure 62 An illustration of a Littrow mounting of diffraction gratings. 

 



 

163 

 

Comparing the result 
∂θ

∂λ
 for a Littrow case with the one we obtained before for 

angular dispersion 
∂β

∂λ
 , we find that 

∂θ

∂λ
= 

1

2

∂β

∂λ
 . This is reasonable, since we know that by 

rotating a mirror with an angle, the beam reflected on it will rotate by twice that angle. 

However, using a monochromator requires us to consider the dependence of the angular 

spread of the spectrum on the rotation of the grating. 

The resolution of a spectroscopic experiment is a measure of its capability to detect 

a small change in the wavelength. The smaller the change, the higher the resolution. In 

general, the resolution is a function of all elements, used in the instrument, that adjust or 

redirect the light beam. The resolution of a monochromator is not only determined by the 

grating, but is also limited by other factors such as the size of the entrance slit. 

From the result of the diffraction pattern of an aperture, we consider the diffraction 

in the focal plane of a spectrometer using a transmission grating, as Figure 63 shows. The 

intensity at a point 𝑥 can be written as: 

𝐼𝑥 = 𝐼𝑜
𝑠𝑖𝑛2(𝛾)

𝛾2
 

where 𝛾 is the phase difference between contributions from the edge and the center of the 

aperture, as explained earlier. 

For an aperture, the first minimum occurs at 𝛾 = ±
𝜋

𝑁
 . Based on the result we have derived 

previously 𝛾 =  
𝜋 𝑑 sin (𝜃)

𝜆
 , a generalized expression of 𝛾 for a grating of width 𝑊 can be 

written as: 

𝛾 =  
𝑊′

𝑁
 
𝜋 sin (𝜕𝛽)

𝜆
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and the angle 𝜕𝛽 in Figure 63 can be written in terms of 𝑥 and 𝑓 so that the first minimum 

arises at: 

𝑊′  
𝜋 

𝜆
sin(𝜕𝛽) = 𝑊′  

𝜋 

𝜆

𝑥𝑜
𝑓
= 𝜋 

Thus we get: 

𝑥𝑜 =
𝑓𝜆

𝑊′
 

 

 

Figure 63 Resolving different wavelengths by a grating (Reproduced with 

permission from [387] copyright 1982 Academic Press). 

 

To interpret this result, assume we have two wavelengths in our beam and the 

difference between them is ∆𝜆. Then, the displacement along 𝑥 direction of one 

wavelength with respect to the other is: 

∆𝑥 =
𝑚𝑓

𝑑 cos(𝛽)
∆𝜆 
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where we used the expression of the linear dispersion 
∂x

∂λ
  that we derived previously.  

An instrument with a high resolution is capable of resolving the power of each 

component. In making such instrument or setting up an experiment, it is essential to 

determine how close the patterns can be without emerging to one another. According to 

Rayleigh criterion, this requirement is met when the maximum of a pattern coincides with 

the minimum of the next pattern, as shown in Figure 64. This refers to the condition ∆𝑥 =

𝑥𝑜, which gives: 

𝑚𝑓

𝑑 cos(𝛽)
∆𝜆 =

𝑓

𝑊′
𝜆 

 

 

Figure 64 Rayleigh criterion for overlapping wavelengths. 

 

From Figure 63, we have 𝑊′ = 𝑊 cos(𝛽), so the equation reduces to: 
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𝜆

∆𝜆
=
𝑚𝑊

𝑑
= 𝑚𝑁 

where 𝑁 is the total number of grooves and 𝑚 is the order of diffraction. All the grooves 

have to be illuminated for the best results. Recall the grating equation 𝑑[sin(𝛼) +

sin(𝛽)] = 𝑚𝜆, we can substitute for 
𝑚

𝑑
 to get: 

𝜆

∆𝜆
=
𝑊

𝜆
[sin(𝛼) + sin(𝛽)] 

which in Littrow mounting is written: 

𝜆

∆𝜆
=
2𝑊

𝜆
sin(𝜃) 

The resolution of a grating is a dimensionless quantity that describes the ability of 

the grating to resolve the power of the incident light beam. It characterizes the grating and 

is independent of other mechanical and optical components of the system. Therefore, in 

most occasions it is preferable to use the term “resolving power” to describe gratings. 

Whereas, the resolution of a spectrometer is expressed in spectral units and it depends on 

many factors. In addition to the resolving power of the grating, it also depends on slit size, 

focal length, system alignment, and quality of optical components. 

The expressions we obtained for the resolving power of a grating are used 

universally even though they are based on Rayleigh criterion which is quiet arbitrary. First, 

it assumes that images corresponding to different wavelengths have the same intensity, 

but in practice this is not the case. Second, it considers that a detectable pattern should at 

least have its maximum at the minimum of the next pattern. However, by applying 



 

167 

 

advanced image processing techniques we can improve the image resolution and resolve 

overlapping patterns.  

Hence, the resolution is not only a function of the spectrometer, but is also affected 

by the lower limit of detection and image enhancement limits. Moreover, the uniformity 

of the intensity distribution at the aperture and the shape of the aperture are other factors 

that contribute to the resolution. However, the Rayleigh criterion preserves its significance 

and applicability for most purposes. 

The three expressions of 
𝜆

∆𝜆
 are of high importance and it is beneficial to discuss 

the physical meaning behind them. For a given 𝑑 and 𝑚, the resolving power increases 

with the use of a grating of larger width 𝑊. Also, we can achieve the same resolving power 

if we use a grating of larger 𝑚 but with smaller 𝑑. For example, a grating of period 𝑑 used 

in the first order 𝑚 = 1 gives the same result as that of a period 2𝑑 used in second 

order 𝑚 = 2. The simplest result to remember is the product of grooves total number 𝑁 

and the diffraction order 𝑚. The third expression relates the resolving power of a grating 

to the angles of incidence and diffraction, 𝛼 and 𝛽 respectively. From Figure 65, we find 

that the resolving power is equal to the number of wavelengths contained in the difference 

of the light paths traveled from the two edges of the grating. Referring to the figure, we 

get the same result [387]: 

𝑅𝑃 =
𝐴𝑃 + 𝑃𝐵

𝜆
=
𝑊[sin(𝛼) + sin(𝛽)]

𝜆
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Figure 65 An illustration of the difference in path lengths introduced by the two 

edges of a grating (Reproduced with permission from [387] copyright 1982 

Academic Press). 

 

Note that when we compare this result with the resolving power of a multiple beam 

interferometer 
𝜆

∆𝜆
=

2𝐿

𝜆
(
𝜋𝑅

1−𝑅2
), we find an equivalence. The first part 

2𝐿

𝜆
 is the number of 

wavelengths in one round trip path, where 𝐿 is the length between the mirrors. The second 

part 
𝜋𝑅

1−𝑅2
 is a measure of the finesse of the etalon, which denotes the effective number of 

inter-reflections between the two mirrors until the contribution of the beam is neglected. 

As a result, the resolving power of the interferometer can be interpreted as the number of 

wavelengths in the path difference between the extreme rays [387].  

The grating equation sets an upper limit for the wavelength that can be diffracted 

by a grating. We know that the sine of an angle does not exceed one, and that a diffracted 

order can have a minimum value |𝑚| = 1. Thus, the upper limit of wavelength 

corresponds to a Littrow mounting sin(𝛼) = 0. In this case, the grating equation gives the 
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result 𝜆𝑚𝑎𝑥 = 𝑑. In other words, the maximum efficiency of a grating is obtained at the 

blaze wavelength. 

Comparing to a prism, a grating generates more than one spectrum because of the 

various diffraction orders. The disadvantage of this feature lies in the complication of 

spectral measurements. This complication rises from the overlapping of orders, which 

causes confusion in distinguishing between them especially if we are using a source of a 

wide range of wavelengths. For example, based on the grating equation we can see that a 

light of wavelength λ in first order can overlap with light of wavelength 2λ in second order 

and with light of wavelength 3λ in third order, and so on. Figure 66 presents an illustration 

of this feature.  

 

 

Figure 66 Overlapping of different orders of diffraction (Reproduced with 

permission from [387] copyright 1982 Academic Press). 

 

The overlapping of orders is not a major concern if the detector can respond only 

to the wavelength range of interest. Otherwise, spectral filtering or blocking techniques 

must be considered. Experiments based on synchrotron radiation are a good example of 
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this situation, in which entangled spectra are a serious issue. The reason is that this 

radiation source covers a broad range which extends from X-ray region up to the IR [76, 

78-81]. 

For a grating, the largest bandwidth in a given diffracted order 𝑚 which does not 

overlap with that of the adjacent order 𝑚 + 1 is known as the “free spectral range” of the 

grating [387]. Assume that the lower and upper limits of the band are 𝜆1and 𝜆2 

respectively.  Let 𝜆2 be the long-wave end of the band in the specified order 𝑚, and 𝜆1 be 

the wavelength diffracted at the same angle but in order 𝑚 + 1. In this case, the condition 

of overlapping at the long-wave end of the band is given by: 

𝜆2𝑚 = 𝜆1(𝑚 + 1) 

which indicates that overlapping can be avoided at the long-wave end of the band if: 

𝜆2 − 𝜆1 ≥ 
𝜆1
𝑚

 

Whereas, overlapping at the short-wave end of the band occurs if 𝜆1 in order 𝑚 interfere 

with 𝜆2 in order 𝑚 − 1: 

𝜆1𝑚 = 𝜆2(𝑚 − 1) 

Similarly, overlapping can be avoided at the short-wave end of the band if: 

𝜆2 − 𝜆1 ≥ 
𝜆2
𝑚

 

However, since we made the assumption that 𝜆2 is the longer wavelength, we only keep 

the first expression of the free spectral range 𝜆2 − 𝜆1 ≥ 
𝜆1

𝑚
 , where 𝜆1 is the shorter 

wavelength. It is evident from the equation that the free spectral range decreases for higher 

orders. It can also be expressed in terms of the longer wavelength as follows: 
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𝜆2 − 𝜆1 = 
𝜆2

𝑚+ 1
 

Blazed gratings redirects the light into the direction of the desired diffracted order. 

In reflective blazed gratings, each groove resembles a mirror inclined at an angle, and 

reflects the portion of light incident on it independently. While in the case of transmission 

gratings, each groove constitutes a prism.  

Recall Figure 59 at the beginning of this section, which compares reflected and 

transmitted orders. Light incident on a reflective grating at an angle 𝛼 is diffracted at an 

angle 𝛽 measured from the grating normal. The facet normal in a blazed grating is the 

normal to the surface of the groove, which makes an angle 𝜙 with the grating normal as 

shown in Figure 67. To satisfy the blaze condition, the angle of incidence and the angle of 

reflection both measured with respect to the facet, must be equal: 

𝛼 − 𝜙 =  𝛽 + 𝜙 

As a result, the facet angle in terms of 𝛼 and 𝛽 is found from 𝜙 =
𝛼− 𝛽

2
 , which indicates 

its dependence on the mounting of the grating [387]. For example, the facet angle in the 

Littrow mount situation, where 𝛼 = − 𝛽 so 𝜙 =  𝛽, can be found from the grating 

equation 2𝑑 sin(𝜙) = 𝑚𝜆 so that: 

𝜙 = 𝑠𝑖𝑛−1 (
𝑚𝜆

2𝑑
) 
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Figure 67 Determination of the facet angle (a) for a reflective blazed grating, and 

(b) for a blazed grating used in transmission. 

 

For normal incidence however, where 𝛼 = 0 so 𝜙 =  
−𝛽

2
 , the grating equation gives 𝛽 =

 𝑠𝑖𝑛−1 (
−𝑚𝜆

𝑑
) which results in: 

𝜙 =
1

2
𝑠𝑖𝑛−1 (

𝑚𝜆

𝑑
) 

These results point out that the facet angle changes in response to a change in the 

angle of incidence. In other words, it implies that when a given grating is used at different 

angles of incidence, it will be blazed for different wavelengths.  

Let us look for a general expression for the blaze wavelength 𝜆𝑏 and investigate 

its dependence on the facet angle 𝜙. From 𝜙 =
𝛼− 𝛽

2
 we can write 𝛽 = 𝛼 − 2𝜙, so the 

grating equation becomes: 

𝑑 sin(𝛼) − 𝑑 sin(𝛼 − 2𝜙) = 𝑚𝜆𝑏 

2 𝑑 sin(𝛼)  𝑐𝑜𝑠(𝛼 − 𝜙) =  𝑚𝜆𝑏 
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The first order 𝑚 = 1 in Littrow mounting has a blaze wavelength (𝜆𝑏)𝐿𝑖𝑡𝑡 = 2 𝑑 sin(𝛼). 

It can be substituted into the grating equation to get an expression for the blaze 

wavelength: 

𝑚𝜆𝑏 = (𝜆𝑏)𝐿𝑖𝑡𝑡 𝑐𝑜𝑠(𝛼 − 𝜙) 

which suggest that the blaze wavelength decreases as the angle of incidence increases. 

Transmission gratings involve refraction at the back surface, so for simplicity let 

us consider normal incidence only. Let 𝑛 be the refractive index of the grating material, 

then Snell’ slaw can be written as: 

𝑛 sin(𝜙) = sin(𝜙 + 𝛽) 

which, according to Figure 67, gives: 

tan(𝜙) =
sin(𝛽)

𝑛 − 𝑐𝑜𝑠(𝛽)
 

From the grating equation of the transmission grating in our case 𝑑 sin(𝛽) = 𝑚𝜆, we can 

write: 

tan(𝜙) =
𝑚𝜆

𝑑𝑛 − (𝑑2 −𝑚2𝜆2)
1
2

 

Total internal reflection at the facet sets an upper limit for the facet angle 𝜙. In this 

particular situation, the angle of refraction is 𝜙 + 𝛽 = 90𝑜. As a result, 𝑛 sin(𝜙𝑚𝑎𝑥) = 1 

so 𝜙𝑚𝑎𝑥 = sin
−1 (

1

𝑛
), which indicates that the exact value of 𝜙𝑚𝑎𝑥 depends on the 

material. Usually, a reasonable value is ~40𝑜.  

Let us take an example where we want to make a grating with 1200 grooves per 

millimeter blazed at a wavelength 𝜆 = 500 𝑛𝑚. In this case, it is not practical to use a 
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material with 𝑛 = 1.5. Consider the same assumption but with a grating of 600 

grooves/mm. In the small angle approximation, where cos (𝛽) = 𝛽 and sin(𝛽) =

tan(𝛽) = 𝛽, we get: 

𝜙𝑟𝑒𝑓𝑙 =
𝑚𝜆

2𝑑
 

𝜙𝑡𝑟𝑎𝑛𝑠 = sin(𝛽) (
1

𝑛 − 𝑐𝑜𝑠(𝛽)
) =

𝑚𝜆

𝑑
(

1

𝑛 − 1
) =

𝑚𝜆

𝑑
(

1

1.5 − 1
) =

2𝑚𝜆

𝑑
= 4𝜙𝑟𝑒𝑓𝑙 

Defects and random irregularities on the reflective surfaces of a grating due to 

mechanical errors may result in stray light. Furthermore, if groove spacing or shape suffer 

from periodic errors, it can produce false spectral lines, which are known as “ghosts” [390, 

391]. In general, accurate analysis of stray light is a requirement to verify the operation of 

an optical instrument [392, 393].  

Recombination ghosts in spectrographs of a Littrow configuration, based on 

Volume Phase Holographic (VPH) gratings, were studied by Burgh and co-workers [394]. 

They used a camera and observed ghosts reflected off the surface of the detector, 

recombined by the grating, and then recollected by the camera onto the detector. For this 

reason, these are called “recombination ghosts”. In their work, they reported two different 

ways of recombination. Though, the phenomenon of ghosts has been observed in different 

systems based on conventional gratings both in Littrow and non-Littrow configurations. 

Finkelstein et al used an interferometric error recorder to determine the errors caused by 

the ruling engine. He reported a relative ghost intensity less than 0.025 in the first order 

of a 600 groove/mm grating at wavelength 5461 𝐴𝑜 [395]. 
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Sensitivity is a crucial element in spectroscopic measurements. This has stimulated 

various developments in material science, design, and testing. With modern ruling 

engines, higher diffraction efficiencies are achievable by modern blazed gratings. Lerner 

et al reported efficiencies larger than 97% and improved flatness for higher orders [396]. 

Moreover, gratings with grooves densities that exceed 6000 groves/mm are available, 

enabling scanning spectrometers and flat field spectrographs to operate up to the IR region.  

Higher spectral resolution can be realized by considering a special configuration 

of the spectrometer. Zhou et al used a new design for the setup of their spectrometer to 

improve the resolution. The setup is based on a conventional flat-field concave-grating 

spectrometer with the addition of a small mirror placed close to the detector. The mirror 

divides the wide spectral band into two adjacent narrower bands. The results show good 

agreement between simulated and experimental measurements, with a resolution 

of 1.6 𝑛𝑚 across a 700 𝑛𝑚 spectral band [397]. 

A complete description of a grating not only depends on the groove profile of the 

grating, but also relies on the efficiency. An absolute efficiency of a diffraction grating is 

a measure of the percentage of the incident radiation that feeds the desired diffracted order. 

This is the definition of grating efficiency usually used in spectroscopy. The shape of the 

grooves and the reflectivity of the coating material determine the absolute efficiency. The 

larger the absolute efficiency, the higher the SNR of spectroscopic measurements [387].  

On the other hand, a grating can be characterized by a relative efficiency, which is 

a measure of the energy diffracted into the order of interest in comparison with the energy 

reflected by a plane mirror of the same coating material. This efficiency is also known as 



 

176 

 

the groove efficiency since it depends on the groove profile. In general, relative 

efficiencies are larger than absolute efficiencies because the latter is a function of material 

reflectivity, which is less than unity. 

 In summary, reflective diffraction gratings are characterized by the number of 

lines per centimeter, size, blaze angle, angular dispersion, material used for coating the 

surfaces, free spectral range, resolving power, and efficiency. Figure 68 illustrates the 

parameters of a reflective blazed grating.  

 

 

Figure 68 (a) Parameters of a blazed diffraction grating. (b) Diffracted orders. 

 

To find the resolution of a grating spectrometer based on the width of the entrance 

and exit slits; 𝑤1 and 𝑤2 respectively, consider that the angle of rotation is 𝛾. Then: 

𝑤𝑡𝑜𝑡𝑎𝑙 = 𝑤1 + 𝑤2 

Let us use the negative sign notation for the grating equation, 

𝑑 sin(𝛼) − 𝑑 sin(𝛽) = 𝑚𝜆 
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then the angles can be expressed in terms of the rotation angle as:  

𝛼 = 𝜃 − 𝛾 

𝛽 = 𝜃 + 𝛾 

And accordingly we get: 

𝑑 sin(𝜃 − 𝛾) − 𝑑 sin(𝜃 + 𝛾) =  −2𝑑 cos(𝜃) sin (𝛾) = 𝑚𝜆 

So the resolution can be found from: 

2𝑑 cos(𝜃) sin(∆𝛾) = 𝑚 ∆𝜆 

If the mirrors of the spectrometer have a focal length 𝑓, then by tracing the path that the 

beam follows between the two mirrors and the grating we obtain: 

∆𝛾 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑤1 + 𝑤2

𝑓
) 

Therefore, the resolution ∆𝜆 can be determined from the width of the spectrometer slits 

and the focal length of the collimating and focusing mirrors. 

Diffraction gratings are key elements in a variety of applications. In material 

sciences, the laser diffraction spectrometry is the most applied technique for particle 

sizing, given that the material particles are relatively large comparing to the wavelength 

of light [386, 398]. In astronomical and astrophysical instruments, high efficiency 

diffraction gratings are major components of the system [399, 400].  

A clear description of resonant effects in dielectric gratings became available in 

the early 1990s [401], which promised for optical sensing and filtering applications in free 

space [402-404]. Recently, sub-wavelength dielectric gratings (SWGs) have emerged 

providing new functionalities in the area of broadband, high-reflectivity filtering. In 
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SWGs, the first order diffracted mode is a guided wave trapped in the dielectric layer, so 

it does not propagate freely. In addition to allowing for near-field amplification, SWGs 

also enable polarization control [405]. 

 

3.2 Piezoelectric Transducers 

The term piezo comes from Greek and means pressure. The phenomenon of 

piezoelectricity was first observed by the brothers Curie. They found that under some 

stress, the material is polarized and an electric field is generated. Vice versa, when a 

voltage is applied on a piezoelectric material, a mechanical deformation takes place in the 

material [406]. 

The mechanical stress on the piezoelectric material can take the form of a force, a 

shock, or a sound wave. When force is applied, the distribution of electric charge in the 

material will change, resulting in a positive charge at one end and a negative charge at the 

other [407], as illustrated in Figure 69. If the material is connected to electrodes, the 

potential difference across its sides will result in a flow of an alternating current. The 

voltage across the material can be measured, and as expected, it will be proportional to the 

applied mechanical stress [408]. Part (a) of Figure 70 shows this concept schematically.  
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Figure 69 The Piezoelectric effect. (a) A simple model of an unperturbed molecule. 

(b) An external force applied on the molecule. (c) A potential difference appears 

across the piezoelectric material (Reproduced with permission from [407] 

copyright 2008 Springer Nature). 

 

The piezoelectric transducer (PZT) relies on the reverse case, in which an applied 

voltage produces a displacement, or a deformation, in the piezoelectric material. This 

effect is displayed in part (b) of Figure 70.  In experiments, function generators are often 

used to provide the desirable voltage. This varying voltage generates vibrations in the 

material, and those vibrations play an essential role in many applications. A thorough 

explanation of the piezoelectric effect is provided in Appendix C [406-423]. 
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Figure 70 An illustration of the reversible piezoelectric effect. (a) Pressure causes 

charge displacement and a potential difference is generated as a result. (b) A 

change in the material dimensions in response to a varying applied voltage. 

 

3.3 Acousto-Optical Modulators 

Acousto-optic modulators (AOMs) are based on the interaction of an optical wave 

with an acoustic wave. With a periodic change in the refractive index of the material, the 

acoustic wave acts as an optical grating and modulates the phase of the optical wave. The 

light scatters such that: 

2 𝜆𝑎 sin 𝜃
′ = 𝑚 𝜆𝑖 

where 𝜃′ is the angle between the incident and scattered light, 𝜆𝑎 is the wavelength of the 

acoustic wave, 𝜆𝑖 is the wavelength of the incident wave, and 𝑚 is an integer describing 

the order of scattering [18, 424]. 

The acousto-optic modulation process in an AOM is illustrated in Figure 71, where 

𝜃′ in this case is equal to 2𝜃. An AOM driver provides a radio frequency (RF) signal to 

the piezoelectric transducer, which generates an acoustic wave in the crystal, or the 
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transparent AOM material. Rarefactions and compressions of the acoustic waves cause 

periodic spatial variations in the density of the material. This creates a moving refractive-

index grating that the incident light experiences as it propagates through the material. The 

diffraction of light by the travelling acoustic waves in this medium is similar to Bragg 

scattering of X-rays from atomic planes in a crystal [424]. AOMs allow for the modulation 

of intensity, frequency, or direction of the laser beam and are key devices in many 

experiments. 

 

 

Figure 71 Diffraction of light by the acoustic waves in an acousto-optical 

modulator. The refraction of light at the boundaries is not shown here. 
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3.4 Optical Choppers 

Optical modulators are used widely in different applications to manipulate the 

properties of light. Experiments that involve detection of weak or very small optical 

signals require a lock-in technique. In spectroscopic experiments, one of the major parts 

needed to apply a lock-in detection technique is an optical chopper system. 

Optical chopper systems consist of an optical chopper and a controller. The 

controller allows for setting and adjusting the chopping frequency and other operating 

parameters. The chopping frequency is determined using the internal frequency 

synthesizer or from an external reference signal connected to the controller. Advanced 

controllers have different options for the chopping mode. For example, fundamental, 

harmonic, and sub-harmonic are mode options offered by Newport Optical Chopper 

System Model 75160NF. In general, an optical chopper is a rotating sector blade. In other 

words, it is a wheel with holes in it to chop the optical power periodically. An illustration 

of interrupting light with an optical chopper is given in Figure 72. 

 

 

Figure 72 A basic illustration of light chopping using a rotating sector blade. 
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Optical choppers are often used with lock-in amplifiers for phase modulation. They 

are available in different sizes and shapes [425]. Some optical choppers, available from 

ThorLabs, are shown in Figure 73 as an example [426]. Choosing an optical chopper for 

an experiment depends on the purpose and availability. For instance, some experiments 

use a beam splitter and two different chopper wheels, one for the signal and one for the 

reference, to improve the configuration of the spectrometer.  

Another example is modulation at two different frequencies, which can be of 

interest in some applications. Let us consider that the chopping frequency of the signal 

is 𝑓; then it is possible to use a multiple of it 𝑚𝑓 or a different chopping frequency 𝑓′ for 

modulation of the reference [427]. In this case, a proper experimental configuration is 

required, and two lock-in amplifiers might be needed. 

 

 

Figure 73 Examples of rotated sector blades available from ThorLabs for optical 

chopping [426]. 
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Optical choppers with a twofold division are also available. Some available 

divisions can be seen in Figure 74 below. This type of optical chopper wheels is divided 

into an inner sector blade and an outer sector blade. If an experimental setup has limited 

space, one optical chopper with a twofold division is a good option to modulate the signal 

and reference at different frequencies. Usually, these choppers have more divisions in the 

outer sector than in the inner sector of the wheel. This means that the light passing through 

the outer sector will be chopped with a higher chopping rate than the light passing through 

the inner sector. Using an optical chopper with a twofold division in spectrometers is often 

combined with the use of a rotating sectioned mirror. This mirror reflects light in a 

sequence to each assigned arm, allowing for a more compact experimental arrangement 

[427]. 

 

 

Figure 74 Examples of rotated sector blades with twofold divisions available from 

ThorLabs [426]. 

 

Osawa and co-workers have developed two different types of optical choppers. 

They obtained promising results with high resolution and improved SNR, comparing to 
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other techniques that rely on conventional detectors in their research field [428]. Their 

experiment is based on synchrotron radiation (SR), which has a large tunability relevant 

to spectroscopic applications. However, they used pulsed light and pump-and-probe 

technique to achieve time-resolved measurements. Figure 75 gives an example of pulsed 

light interruption by a rotating sector blade. Some pump-and-probe spectroscopic 

experiments use one pulsed laser source and split the laser beam into two arms, a pump to 

excite the sample and a probe to monitor the changes in the optical constant of the sample 

after the light passes through it, e.g., absorption, transmission, or reflectivity. In the pump-

and-probe experiment by Osawa and co-workers, the repetition rate of the probe pulses 

highly exceeds the repetition rate of the pump pulses. For this reason, they use an optical 

chopper to select bunches of individual pulses from the probe laser beam [428]. 

 

 

Figure 75 A simplified picture that illustrates optical chopping of a pulsed laser 

beam. 

 

Let us take the optical chopper developed by Osawa et al as an example [428, 429]. 

Their rotating disc has 108 grooves and can rotate with a speed of 28,997 rounds per 
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minute (rpm) in synchronization with the required frequency. This chopper disc allows for 

the incident radiation to pass through it with an opening time of 1.17 𝜇𝑠. The design of 

the disc has another set of grooves, which consists of a two-step depth structure. The 

opening time offered by the second set of grooves with the same rotation speed is 0.52 𝜇𝑠. 

Their system is capable of selecting a single pulse every few periods of the bunch 

structure, which is determined by the pulse frequency of the light source [429].  

 

3.5 Lock-in Amplifiers 

Lock-in amplifiers are widely used in different scientific and industrial 

applications to extract a signal with a known frequency from a background signal of 

multiple frequencies. This feature is essential in many experiments and applications that 

involve light modulation at certain frequencies, which allows improving the SNR of the 

measurement.  

In general, the primary purpose of lock-in amplifiers is to extract a weak signal 

from a very noisy measurement. A general schematic of its operation is displayed in part 

(a) of Figure 76. This electronic device is highly selective, which makes it equivalent to a 

bandpass filter with a central frequency set by the reference signal [427]. An example of 

a typical experiment based on a lock-in amplifier is given in part (b) of Figure 76. For 

more explanation of the performance of these systems, refer to Appendix D [331, 427, 

430]. 
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Figure 76 (a) Basic operation of a lock-in amplifier. (b) An example to illustrate 

the use of lock-in amplifiers in experimental setups. 

 

3.6 The LabVIEW Program 

LabVIEW is a software developed by National Instruments to serve for 

measurement systems, testing, and control purposes. It is a platform-based approach that 
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has libraries for built-in analysis, capability of hardware interface, and scalability across 

different operating systems. A brief description of the software environment is given in 

Appendix E based on National Instruments User Guide [431]. 
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4. INFRARED SPECTROSCOPY WITH FREQUENCY COMBS 

 

4.1 Cavity Ringdown Spectroscopy in the Near Infrared 

4.1.1 Introduction 

Cavity ringdown spectroscopy (CRDS) systems based on pulsed, CW, and quasi-

CW lasers have been used for years to measure concentrations of trace molecules in gases 

[58, 432-435]. In a CRDS technique with a CW laser, decay rates of exponential decay 

signals carry the molecular absorption information at certain detuning frequencies [434]. 

Absorption measurements obtained with CRDS systems are highly sensitive and can 

provide accurate information about the molecules present in the air [14, 434], or in a gas 

sample [9, 15]. Systems based on the CRDS technique can also be designed in a compact, 

stable, and easy-to-operate form, which benefits applications in various areas. Those 

advantages influenced many research studies and industrial applications at different levels 

[435-438].  

In the semiconductor industry, it is crucial to examine the purity of gases used in 

manufacturing processes because the purity level has a major impact on the quality of 

products. CRDS comes into play as one of the most powerful and sensitive spectroscopic 

techniques for those industrial applications [439]. However, each CRDS system based on 

a CW laser can only be used to identify one or two molecular species at a time because of 

the minimal frequency coverage of the laser. In contrast to CRDS systems, FT-IR systems 

provide detection over a broad bandwidth, but the system requires a relatively long time 

to provide high-resolution spectral data. 
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The potential of the CRDS technique for different applications has demanded 

improvement of performance to cover a broad spectral range and enhance sensitivity and 

measurement time even further. Using a high-power broadband coherent laser source is a 

significant step towards this goal. The novel optical frequency comb, which was born 

shortly before the beginning of this century, is the perfect candidate for the category of 

broadband spectroscopy [276, 278, 292, 323, 440].  

Early applications of frequency combs in spectroscopy have proven their unique 

characteristics and capabilities [10, 13, 43, 440]. However, to fully utilize this recently-

developed broadband highly-coherent light source, it is necessary also to improve the 

stability of the system and the resolvability of the detection technique [219]. Coupling 

frequency combs into enhancement cavities, and matching the modes of the comb source 

to the cavity modes with high efficiency have proven to be advantageous for sensitive 

spectroscopic measurements.  

In general, a CRDS system consists of a high power laser, a cavity with HR 

mirrors, a signal-triggering mechanism, and a detection method [9, 58]. Using 

enhancement-cavities allow for a longer length of interaction between the light beam and 

the gaseous molecules in a sample. With efficient mode-matching, which is described 

further in Section 4.1.4, the resonance condition is met and the highest possible intensity 

can be coupled out of the cavity and measured at the detector. Moreover, the long 

interaction length reduces the noise in the signal and allows for a considerable increase in 

the 𝑆𝑁𝑅. 
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4.1.2 Basic Concepts 

The cavity ringdown technique depends on measuring the intensity of light that 

leaks out of a high finesse optical cavity after turning the incoming light off. High finesse 

optical cavities used in ringdown experiments are often passive Fabry-Pérot cavities 

formed by two HR mirrors to reduce the losses. In most cases, the cavity consists of a 

curved mirror and a flat mirror bonded to a piezoelectric transducer. The behavior of the 

ring-down cavity can be described by the cavity finesse ℱ and the free spectral range 𝐹𝑆𝑅. 

The first parameter (ℱ), which is defined in Section 2.5, describes the resonance quality 

of the cavity, so it is often used to characterize optical cavities [370]. The higher the cavity 

finesse, the larger the enhancement of spectroscopic measurements.  

By matching the modes of the light source and the optical cavity, one of the modes 

builds up inside the cavity until reaching a threshold level. After that, the oscilloscope is 

set up to send a signal to the acousto-optical modulator (AOM) to switch the incident light 

off, and the decaying signal from the ringdown cavity is recorded to extract the decay time 

at a certain wavelength. The decay constants at different wavelengths are then used to 

reveal the absorption spectra of trace gas molecules present in the gas sample inside the 

cavity. 

In terms of the cavity 𝐹𝑆𝑅, the decay time of the cavity can be written as: 

𝜏𝑐 =
1

(𝐹𝑆𝑅) (𝐿𝑜𝑠𝑠)
=

1

(𝐹𝑆𝑅) 

1

(1 − 𝑅1𝑅2 𝑒−2𝛼𝐿) 
 

where 𝐹𝑆𝑅 is the free spectral range of the cavity, 𝑅1 is the reflectivity of the first 

mirror, 𝑅2 is the reflectivity of the second mirror, 𝛼 is the absorption coefficient, and 𝐿 is 
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the length [8, 9]. Typical values of 𝜏𝑐 are in the 𝑛𝑠 − 𝑚𝑠 time domain, depending on the 

values of 𝑅1, 𝑅2, and 𝐿. In the high reflectivity limit (𝑅 > 0.999), the change in 𝜏𝑐 as a 

result of absorption is: 

𝛿𝜏𝑐
𝜏𝑐
 ≅  

ℱ 𝛼 𝐿

𝜋
 

The CRDS technique gives an indirect measurement of the gas concentration based 

on cavity decay times with and without absorption; 𝜏 and 𝜏0 respectively [18]. Assuming 

two HR mirrors with the same reflectivity 𝑅 such that 1 − 𝑅 ≤ 10−4, the decay constants 

can be written as: 

𝜏0 =
𝐿

(1 − 𝑅) 𝑐
 

𝜏 =
𝐿

(1 − 𝑅 + 𝛼𝐿) 𝑐
 

where 𝛼 = n𝜎 is the frequency-dependent absorption coefficient, 𝐿 is the interaction 

length, and 𝑐 is the speed of light. Then, the concentration can be retrieved based on the 

ringdown times using the following equation: 

n =
1

c σ(𝜆) 
 ( 
1

𝜏
 – 
1

𝜏0
 ) 

Let us recall the Beer-Lambert law from Section 2.1.3. As molecules absorb the 

radiation in resonance with a molecular transition, absorption losses contribute to the 

exponential decay of the transmitted intensity, in addition to mirror losses. The decay in 

the exponential signal increases with the interaction length. This is because the longer the 

length of interaction, the higher the rate of absorption. To illustrate the concept of the 
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CRDS technique, an example of two decay signals one when absorbing molecules are 

present and the other without absorption, is shown in Figure 77. 

 

 

Figure 77 An example of the difference in the cavity decay-times with and without 

absorption. 

 

Applying this technique with a pulsed laser results in a decay trace formed by the 

decaying intensity of optical pulses. The same ringdown concept applies but in this case a 

decrease in the intensity of individual transmitted pulses can be observed [58]. A 

simplified picture is shown in Figure 78 to compare the decay of the intensity of laser 

pulses with and without absorption.  
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Figure 78 A ringdown decay trace with a pulsed laser source. Different colors are 

used for the decay signals with and without absorption. 

 

After coupling the resonant cavity modes with comb components efficiently, the 

field builds up inside the cavity with time, as illustrated in part (a) of Figure 79. A long 

cavity lifetime permits sufficient light-matter interaction and therefore enhances the 

sensitivity proportionally to cavity finesse. When the AOM is switched off, it turns off the 

incoming light, so the intensity inside the cavity starts to decay. Part (b) of Figure 79 

shows the decaying intensity after switching off the light. With time, the intracavity 

intensity decreases because of the losses on the mirrors and possibly the absorption of 

radiation by molecules.  

The rate of this intracavity optical power decay depends on the ratio between total 

losses and the round-trip time inside the cavity. Therefore, the cavity finesse can be 

expressed in terms of the cavity decay time 𝜏𝑐 and the free spectral range as follows [10]: 

ℱ = 2𝜋 𝜏𝑐 𝐹𝑆𝑅  

This equation can be used for cavities with mirrors of 𝑅 > 0.999 to determine cavity 

finesses based on the decay time 𝜏𝑐 [370]. 
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Figure 79 The basic concept behind CRD spectroscopy. (a) The laser beam is 

coupled into a high finesse cavity, and intensity builds up until reaching a certain 

threshold level. (b) The AOM is turned off, and no more light is entering the cavity. 

Light continues to bounce between the cavity mirrors, and the intensity of light 

decays exponentially. The decay trace is then used to reveal the absorption 

constant. Note that only the concept is illustrated here, and in practice the build-up 

is faster than the decay. 

 

CRDS experiments with CW lasers depend on fast sweeping of the laser frequency 

across the resonant mode of the cavity such that the resonance condition is met for a period 

of time shorter than the lifetime of the cavity [433]. An electro-optic modulator (EOM) or 

an AOM can be used to switch off the incoming light [15]. Light from a CW laser can also 
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be turned off directly by fast switching of the source. Applying the CRDS technique with 

frequency combs requires that the mode spacing of the comb and the cavity are almost 

matched [9]. This case is explained schematically in Figure 80 below, and further 

discussions can be found in Section 4.1.4.  

As moving away from the central frequency, which we can denote as 𝜔𝑜, cavity 

modes are shifted with respect to comb modes because of intracavity dispersion. This 

effect imposes a limit on the bandwidth that can be coupled into the cavity [370]. A crucial 

step towards minimizing this effect is to optimize the mode-matching.  
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Figure 80 A schematic to show the perfect match of the repetition rate of the comb 

and the free spectral range of the cavity when the 𝑛𝑡ℎ cavity mode overlaps with 

the corresponding comb line. 

 

Optimum coupling is obtained when 𝑓𝑜 is selected properly and the condition 𝑓𝑟 =

𝐹𝑆𝑅 is met. Let mode 𝑚 be the reference comb mode that exactly matches the 𝑛𝑡ℎ mode 

of the cavity. In this case, the highest transmission is achieved as in Figure 81. 

Both of the characteristic frequencies of the frequency comb, 𝑓𝑜 and 𝑓𝑟, have to be 

adjusted to get maximum transmission. When proper values are selected, the largest 

signal, which corresponds to mode 𝑚, can be observed. Equidistant signals form the 

maximum peak can be seen at the two sides, corresponding to modes 𝑚 + 1 and 𝑚 − 1, 
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with equal signal amplitudes. Experimentally, getting an approximately symmetrical 

signal similar to the one in Figure 81 indicates that 𝑓𝑜 is adjusted to the correct value.  

 

 

Figure 81 A schematic of the desired transmission signal from the cavity of a CRD 

spectroscopy experiment with a frequency comb. The central peak indicates 

optimum matching between free spectral range and comb repetition rate. 

 

Using a frequency sweep between cavity modes and the comb utilizes the spectral 

bandwidth of interest and reduces the suffering from dispersion inside the cavity [9]. In 

this frequency-sweeping method of cavity-comb coupling, an exact overlapping of modes 

at the same time is not a requirement because the resonance condition between different 

modes is met at different times. Furthermore, signal transmission does not suffer from 

intensity noise in this case, which is another feature of resonance sweeping. Whereas, 

mechanical noise largely contributes to the transmitted signal when the cavity-comb 

locking approach is selected. This is because fluctuations in cavity length can produce an 

intensity noise, which lowers the SNR. In that case, the noise can be suppressed by 
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sweeping at higher frequencies to avoid the dominant frequencies of mechanical 

vibrations. The optimum cavity transmission signal in CRDS experiments can be seen in 

Figure 82. Having the resonance signal at the same position with respect to the sweep 

function is a sign of efficient mode-matching.  

 

 

Figure 82 An example of a sharp signal transmitted by the cavity when a high-

finesse cavity is used and efficient mode-matching is achieved. The sharpness of 

the signal shows a high-resonance situation, and its occurrence at the same point 

in time with respect to the frequency sweep function indicates efficient coupling 

of the comb spectrum into the cavity. 

 

For the transmission of a single comb line through an enhancement cavity that 

contains absorbing molecules, the general expression for the electric field is given by 

[441]:  

𝐸𝑇 = 𝐸𝑜
𝑇 𝑒−

𝑖𝜑
2
−𝛿𝐿−𝑖𝜙𝐿

1 − 𝑅 𝑒−𝑖𝜑−2𝛿𝐿−2𝑖𝜙𝐿
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where 𝐸𝑜 is the incoming electric field, 𝜑 is the phase shift after one round trip, 𝑅 is the 

mirror reflectivity, 𝑇 is the mirror transmission coefficient, 𝛿 is the attenuation shift, and 𝜙 

is the phase shift of the electric field per unit length caused by the molecules present in 

the cavity. The three parameters in the exponential term are given by: 

 𝜑 =
4𝜋𝑣𝑛𝐿

𝑐
 

𝛿 =
1

2
𝑆 𝑛𝛼 Re(𝜒) 

𝜙 =
1

2
𝑆 𝑛𝛼 Im(𝜒) 

In these relations, 𝑣 is the frequency, 𝑛 is the refractive index, 𝐿 is the cavity length, 𝑆 is 

the molecular line strength, 𝑛𝛼 is the concentration of molecules per unit volume,  and 𝜒 

is the complex line shape function [2]. 

 Based on this result, the frequency-dependent intensity of transmitted light can be 

found using 𝐸𝑇(𝑣) 𝐸𝑇
∗(𝑣), and with normalization it yields [441]: 

𝐼𝑇
𝐼𝑜
=

𝑇2 𝑒−2𝛿𝐿

1 − 𝑅2 𝑒−4𝛿𝐿 − 2𝑅  𝑒−2𝛿𝐿 cos (2𝜙𝐿 + 𝜑)
 

If the attenuation 𝛿 is small comparing to cavity losses, this result for  
𝐼𝑇

𝐼𝑜
 can be expanded 

in a series to give the well-known result: 

∆𝐼

𝐼𝑜
=
2 ℱ 𝛼 𝐿

𝜋
=  𝛼 𝐿𝑒𝑓𝑓 

Here, ∆𝐼 = 𝐼𝑇 − 𝐼𝑜 is the difference in the intensity, 𝛼 = 2𝛿 is the absorption per unit 

length for one path inside the cavity, ℱ is the finesses of the cavity, and 𝐿𝑒𝑓𝑓 =
2 ℱ 𝐿

𝜋
 is the 

effective interaction length defined previously in Section 2.5. 
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4.1.3 Gaussian Beams and the Knife-Edge Method 

The beam shape is a crucial feature of the laser beam used in spectroscopy. When 

the experiment includes an optical cavity other than the laser cavity, and its performance 

relies on matching the modes of the laser to the modes of the optical cavity, it becomes 

important to characterize the beam size and shape. Different modes, each of which has a 

different frequency, can oscillate inside the cavity. Therefore, efficient mode-matching in 

a CRDS system is required so that the fundamental mode 𝑇𝐸𝑀00 is stable and its intensity 

can build up inside the high finesse cavity [9, 442].  

The shape of the light beam used in our experiment is a Gaussian, as illustrated in 

Figure 83. To characterize the beam, we use the well-known equations of a Gaussian beam 

profile: 

𝑤(𝑧) = 𝑤0 √1 +  (
𝑧

𝑧𝑅
)
2

 

𝑅(𝑧) = 𝑧 (1 +  (
𝑧

𝑧𝑅
)
2

) 

Here, 𝑤0 = 𝑤(0) is the beam waist, 𝑤(𝑧) is the beam size at a distance 𝑧 from the 

waist, 𝑧𝑅 =  
𝜋  𝑤0

2 

λ
 is the Rayleigh range at which 𝑤(𝑧𝑅) = 𝑤0 √2. The second equation 

gives the radius of curvature 𝑅(𝑧) at a distance 𝑧 from the beam waist.  
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Figure 83 The Gaussian beam profile and its defining parameters. The smallest 

beam waist is 𝑤𝑜 at 𝑧 = 0, and 𝑧𝑅 is the Rayleigh range at 𝑤 = √2 𝑤0. 

 

A knife-edge method is implemented to determine the beam size. In this method, 

we use a sharp metallic blade fixed on a translational stage, and we measure the diameter 

of the beam at three different points along the path of the beam. The sharp edge of the 

blade blocks part of the beam as we change the position of the stage with small increments. 

At each position, we measure the power using a powermeter placed at a fixed distance 

from the blade. This method is shown schematically in Figure 84. 
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Figure 84 An illustration to explain the knife-edge method used to determine the 

size of the beam experimentally. (a) A cross-section of a Gaussian beam where the 

intensity is larger in the middle and lower at the edges, and (b) a schematic of the 

side view of the beam as it propagates which shows the beam-size measurement at 

three different points in space. 

 

For the intensity of the Gaussian beam distribution, as shown in part (a) of Figure 

84, it is found that: 
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1

𝐶
∫  𝑒

−2𝑥2

 𝑤2  𝑑𝑥

−
𝑤
2
 

−∞

= 0.84 

1

𝐶
∫  𝑒

−2𝑥2

 𝑤2  𝑑𝑥

+
𝑤
2
 

−∞

= 0.16 

where 𝐶 is a normalization constant given by 𝐶 =  ∫  𝑒
−2𝑥2

 𝑤2  𝑑𝑥
+∞

−∞
. Before moving the 

knife-edge, the total power 𝑃𝑇 is measured. Then, we adjust the translational stage with 

increments of few millimeters each time and we measure the power. When we get power 

values of 16% and 84% of 𝑃𝑇, we record the position in 𝑚𝑚. At the end of each 

measurement, we find the difference between the two positions, which gives us the beam 

diameter at that spatial location. This procedure is repeated at different spatial points along 

the propagation direction until the position of the beam waist is determined.  

 Let us consider that we have the beam size at two different points; 𝑤1 and 𝑤2, and 

let us denote a reference point from the beam waist 𝑥, then we have two equations that we 

can solve for the values of 𝑤𝑜 and 𝑧𝑅: 

𝑤(𝑧1) = 𝑤0 √1 +  (
𝑥 + 𝑧1
𝑧𝑅

)
2

 

𝑤(𝑧2) = 𝑤0 √1 +  (
𝑥 + 𝑧2
𝑧𝑅

)
2

 

At any given 𝑧, the beam waist can be also determined based on the full width at half 

maximum (𝐹𝑊𝐻𝑀) using the following relation: 
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𝑤(𝑧) =
𝐹𝑊𝐻𝑀(𝑧)

√2 𝑙𝑛2
 

 

4.1.4 Mode-Matching the Light Source to the High Finesse Cavity 

Coupling the frequency comb to the cavity efficiently demands resonance between 

all comb lines with corresponding cavity modes, or at least the largest possible number of 

lines. Only when the comb mode overlaps with the cavity mode, a transmission peak is 

obtained from the cavity, as explained earlier in Figure 80 and Figure 81. 

Depending on the repetition rate of the mode-locked laser used to generate the 

frequency comb, the corresponding 𝐹𝑆𝑅 of the enhancement cavity is determined. The 

dependence of the 𝐹𝑆𝑅 on the frequency, as a result of dispersion, causes a variation in 

the 𝐹𝑆𝑅. This variation indicates that we can maintain the mode-matching condition 

within a limited range only [370].  

For mode-matching, we use two lenses and we fixe one of them on a one-

dimensional translational stage to allow for adjustments when necessary. Characterizing 

the beam profile earlier, as explained in the previous section, helps to select the most 

convenient set of mode-matching lenses depending on where we want to set up our high 

finesses cavity. The concept of mode-matching is shown schematically in Figure 85.  
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Figure 85 The mode-matching scheme with two lenses. This step is completed 

before placing the cavity mirrors so that the new beam waste is at the center of the 

high finesses cavity. The dimensions in this schematic are arbitrary. 

 

4.1.5 A Schematic of the 30 cm Grating-Based Spectrometer 

In CRDS experiments, there are different detection schemes. A charge-coupled 

device (CCD) or an array of photodiodes are often used for parallel detection of spectral 

components [9, 443]. Even though these methods are convenient, it comes with a 

compromise on the expenses of the system. In our experiment, we use a grating-based 

spectrometer and a single avalanche photodetector (APD) on a two-dimensional 

translational stage to detect the transmission signal, as can be seen in Figure 86. 

A spectrometer of high resolvability allows to detect the leaking intensity from a 

CRDS system with a sufficient resolution. Let us recall the equation we obtained in 

Section 3.1 for the spatial separation between different wavelengths in a diffraction grating 

spectrometer, which states: 

∆𝑥 =
𝑚𝑓

𝑑 cos (𝛽)
∆𝜆 
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We can differentiate 𝜆 =
2𝜋𝑐

𝜔
 to get this relation ∆𝜆 = −

𝜆2

2𝜋𝑐
∆𝜔, and then substitute it in 

the equation of ∆𝑥 to arrive at the spatial separation of the resolved frequency channels: 

∆𝑥 =
𝑚 𝜆2 𝑓

2𝜋𝑐 𝑑 cos (𝛽)
∆𝜔 

Here, 𝑚 is the diffraction order, 𝜆 is the wavelength of light, 𝑓 is the focal length of the 

focusing optical element, 𝑑 is the line-spacing of the diffraction grating, 𝛽 is the angle of 

diffraction, and 𝑐 is the speed of light. For the largest diffraction efficiency to be achieved, 

the first order of diffraction 𝑚 = 1 is used. These two expressions can be used to assign a 

certain measurement to the corresponding wavelength or frequency. Part (b) of Figure 86 

shows the experimental setup of the 30 𝑐𝑚 spectrometer used in our CRDS experiment. 

A schematic of this setup is illustrated in part (a) of Figure 86. 
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Figure 86 The 30 cm home-built diffraction-based spectrometer used in our CRDS 

experiment for spectral measurements. (a) A schematic of the setup, and (b) the 

experimental setup as can be seen on the optical table. 
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4.1.6 The Experimental Setup of the CRDS System 

Before applying any locking scheme or running the experiment, it is essential to 

adjust the three main parameters of a CRDS experiment with a frequency comb source. 

These parameters are 𝑓𝑟 and 𝑓𝑜 of the comb and 𝐹𝑆𝑅 of the cavity, which are also known 

as the degrees of freedom for comb-based CRDS systems [370].  

The repetition rate of the near-IR frequency comb used in our CRDS experiment 

is 250 𝑀𝐻𝑧. In time domain, the pulse train consists of ultrashort pulses of duration less 

than 100 𝑓𝑠. The pulses are separated by 4 𝑛𝑠, which is equal to the round-trip time inside 

the laser cavity. Based on 𝑓𝑟 = 250 𝑀𝐻𝑧 of our near IR frequency comb, the length of the 

high finesse cavity is 𝐿 = 60 𝑐𝑚. 

The sweeping can be applied either to the cavity length (𝐿) or the repetition rate 

(𝑓𝑟). In our experiment, we use a sweep function to scan the cavity length. The two cavity 

mirrors have HR coating with a reflectivity 𝑅 = 99.99% for both mirrors in the near IR. 

The first one is a plain mirror fixed on a one-dimensional translational stage, and the 

second is a concave mirror with a 2 𝑚 radius of curvature (𝑅𝑐). As illustrated in Figure 

87, this mirror is glued on a PZT to scan the cavity length. The voltage applied to the PZT 

for generating the frequency sweep is provided by a function generator. Changing the 

voltage allows for changing the sweep frequency. A comprehensive description of the PZT 

effect can be found in Section 3.2 and Appendix C.  
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Figure 87 A schematic of the 0.6 m high-finesse cavity used in our experiment. 

The high reflectivity of the mirrors is close to 99.99% in the near IR. One is a plain 

mirror and the other is a curved mirror glued on a piezoelectric material. Cavity 

length is scanned by applying voltage to the piezoelectric transducer. 

 

The finesse of our ringdown cavity, based on the finesse equation found in Section 

2.5.1, is around ℱ = 31,000. The effective path length (𝐿𝑒𝑓𝑓) is calculated using the 

equation from Section 2.5 o be around 12 kilometers. As we can see, the high finesse 

results in a long 𝐿𝑒𝑓𝑓 which promises highly sensitive absorption measurements. Other 

methods for enhancing the sensitivity are available, such as optimized optical switching 

[444].  

Our frequency comb is centered at 1.6 𝜇𝑚, which allows for the detection of 𝐶𝑂2 

gaseous molecules in this near IR region 1.5 − 1.7 𝜇𝑚. To check the comb spectrum 

before running the experiment, a flipping mirror is used to direct the beam to a fiber 

coupler. The beam is focused by a lens of a short focal length to couple it into the fiber, 

and the fiber is connected to an optical spectrum analyzer (OSA). This analyzer, shown in 

Figure 88, has a display screen where we can see the shape of the spectrum and check on 

the other parameters. 
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Figure 88 The Yokogawa optical spectrum analyzer used in our laboratory to 

display the spectrum of the IR frequency comb. 

 

A schematic of the experimental setup of our CRD experiment is illustrated in 

Figure 89 below. An acousto-optical modulator (AOM) is used in our experiment to turn 

the incident light off when the build-up of intracavity intensity is sufficiently large. This 

is done using a trigger signal on the oscilloscope which is connected to the AOM drive. 

Two mode-matching lenses and two alignment mirrors are used to adjust the beam and 

control beam propagation. A red alignment laser and a detector are used to align the 

direction of the beam in parallel to the optical table before placing the cavity mirrors. 

Then, we remove the alignment detector and let the transmitted signal enter the 30 𝑐𝑚 

spectrometer through a pin hole. For detection, an exit slit and an 𝐼𝑛𝐺𝑎𝐴𝑠 APD are fixed 

on a translational stage that can move in two directions.  

 

 



 

212 

 

 

Figure 89 A schematic of the CRDS experimental setup. The output beam is first 

sent to an optical spectrum analyzer (OSA) to check the spectrum. An acousto-

optical modulator (AOM) switches the light off after threshold is reached. 

Intracavity intensity decays exponentially giving a ringdown measurement. The 

transmission signal is resolved by a home-built spectrometer and measured by an 

avalanche photodetector (APD) fixed on a two-dimentional stage. 

 

It seems from the viewpoint of experimentalists that the most challenging part in 

CRDS experiments based on frequency combs is the sampling scheme. Optical combs are 

broadband sources and this results in thousands of detection channels simultaneously. 

Therefore, fast sampling is required to get the absorption spectrum of the gaseous 

molecule. For highly accurate measurements, a sampling rate of 1 𝑀𝐻𝑧, at least, has to be 

used [10, 445]. 
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4.1.7 Discussion of the Performance of CRDS Systems 

Spectroscopic techniques based on resonance cavities have been a leading 

approach in trace gas sensing and analysis for scientific research [9, 445, 446], 

environmental monitoring [2, 432, 435, 437], industrial quality assessments [439], and 

most recently breath analysis [8, 15, 31, 32, 438, 447] and isotopic analysis in outer space 

[448]. Using a high finesses resonance cavity results in a long length of interaction 

between the laser beam and the gaseous molecules. With a close-to-optimal mode-

matching and a high system stability, the expected improvement in measurement 

sensitivity can be on the order of the finesse [10].  

The spectral bandwidth of the HR mirrors is limited by the properties of materials 

used for mirror coating. The mirrors used in our experiment have multilayer dielectric 

coating. Combining materials of a larger difference between refractive indices can 

increase the width of the reflectivity band, which can open the door for a better utilization 

of the broad spectrum of frequency combs [370]. 

The intensity of the fundamental transverse mode, 𝑇𝐸𝑀00, builds up inside the 

high finesse cavity, as can be seen in Figure 90. However, higher order modes can also be 

seen. When higher order modes are present, one can consider checking on the efficiency 

of mode-matching, or improving beam alignment. Suppressing the higher modes results 

in more intensity being fed to the fundamental mode, which has a positive impact on 

the 𝑆𝑁𝑅.  
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Figure 90 A screenshot of the experimental results showing the transmission signal 

obtained by mode-matching the frequency comb to the cavity. Higher order modes 

can be seen which means the intensity of the transmission signal can be further 

improved by adjusting alignment mirrors or mode-matching lenses.  

 

The spectral bandwidth of overlapping between cavity modes and the comb is a 

crucial issue when we use a frequency comb source in an experiment for spectroscopy 

[315, 330]. As described in Section 2.2.6, the lines of a frequency comb have equal spacing 

between them in the frequency domain. However, the modes of a resonant cavity have a 

dependence on the frequency because of the intracavity dispersion term 𝑐 (
𝜕𝜙

𝜕𝜔
)|
𝜔

, as can 

be seen in the 𝐹𝑆𝑅 equation found in Section 2.5.1. Low dispersion is required so that 

overlapping of the largest number of comb lines and their corresponding cavity modes is 

obtained. 

Locking the defining frequencies of a broadband frequency comb; 𝑓𝑟 and 𝑓𝑜, to the 

cavity is necessary to achieve efficient coupling, which will improve the spectral 
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bandwidth [10]. When a broadband optical frequency comb is used as the light source, 

servo loops have proven to provide efficient locking [449]. The idea of using servo loops 

depends on generating an error signal based on the initial results, and then feeding that 

error signal back to the system to control the frequencies of the comb. If this option is 

selected for the locking scheme, each of 𝑓𝑟 and 𝑓𝑜 will have its own servo loop [276]. 

As we have seen experimentally, mirror losses result in the decay of the intensity 

when no absorption occurs. Whereas, the intensity decays at a faster rate when absorbing 

molecules are present. This can be seen in Figure 91, which shows a cavity decay signal 

recorded in our laboratory using an APD fixed on a translational stage. The position of the 

detector is changed slightly over a linear path to record the decay traces at different spatial 

positions. The expressions that relate the recorded measurement to the corresponding 

wavelength, or frequency, can be found in Section 4.1.5.  
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Figure 91 (a) The decay of the intensity recorded on our scope after shutting the 

AOM off. An APD detector is used for the detection. (b) A smooth ring-down 

curve obtained using a MATLAB code. (c) A comparison between two fitted decay 

traces, one with absorption and one without absorption. A faster decay trace 

indicates molecular absorption at that particular wavelength. 

 

Using a broadband frequency comb for a CRDS experiment increases the 

complexity of the system, which is a drawback of this powerful technique. However, 

several research groups showed very successful implementations of the technique based 

on broadband sources [9, 370, 445]. Thorpe et al demonstrated a frequency comb-based 

breath analysis system capable of detecting ammonia (𝑁𝐻3) molecules in breath samples 
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collected from patients with an estimate of  8 × 10−10 𝑐𝑚−1 for the minimum detectable 

absorption [8, 10]. The high sensitivity was realized with a cavity-enhanced technique 

using mirrors of high reflectivity, which is equal to 99.989%, based on a near IR frequency 

comb at 1.6 𝜇𝑚. New designs of optical combs with high power and compact sizes are 

available these days and many other are under development, which is a remarkable 

advantage for the diverse in-situ applications of frequency comb spectroscopy [27, 312, 

330, 439, 450, 451]. 

Moreover, the stability and the design of the system contribute to the performance 

efficiency. Pressure fluctuations alter the ringdown time, which changes the FSR of the 

cavity by values that can reach 1.5 MHz [2, 445]. Therefore, a well-isolated system from 

vibrations in the surrounding environment is desired for a stable and robust performance.  

A fast PZT can be used in the cavity to scan the cavity length so that the comb is 

dithered around cavity modes at a fast rate. Hoghooghi et al used 12 𝑚𝑚 cavity mirrors 

with a thickness of 3 𝑚𝑚 in their enhancement cavity [452]. One mirror is glued on 

a 6 𝑚𝑚 PZT, which provides a bandwidth of about 10 𝑘𝐻𝑧 thus enabling cavity locking 

with a high SNR.  

In addition to the high accuracy of spectral data collected by CRDS systems, there 

are many other positive features. For instance, absorption measurements based on CRDS 

do not suffer from laser intensity fluctuations. Being free from intensity fluctuation noise 

is an advantage of this technique over other cavity-enhancement techniques. Moreover, 

no calibration time is needed to adjust the cavity finesse in CRDS experiments before 
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making each measurement. This is because the finesse is a stable quantity determined by 

mirror reflectivity.  

The ultimate goal in new and developing CRDS systems is to reach detection limits 

where very low concentrations of trace molecules can be monitored and quantified 

accurately. Further improvements in system design, stabilization, and noise-isolation can 

be applied to our CRDS experiment towards reliable absorption measurements that exceed 

the performance of available systems and provide high-sensitivity data. In a recent work 

by McHale and colleagues, a near IR sensor based on an open-path CRDS technique was 

implemented using mirrors of high reflectivity ~ 99.996% to investigate methane [14, 

453]. They used this sensor for a field application to monitor the emission of natural gases 

[453]. A similar methane sensor with 10 − 30 𝑝𝑝𝑏 precision was developed by the same 

group and attached to a small unmanned aerial system (sUAS) for applications in the 

natural gas industry [454]. Jin et al applied the CRDS technique based on a frequency 

comb centered at a mid-IR wavelength of 4.5 𝜇𝑚 [325, 455]. As the demand on sensitive 

trace gas analysis increases, advances in the field of IR cavity-enhanced absorption 

spectroscopy will continue and new approaches will follow [372, 455, 456].  
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4.2 Mid-Infrared Dual Frequency Comb Spectroscopy* 

4.2.1 Principles of Dual Frequency Comb Spectroscopy 

The dual frequency comb technique is one of the new techniques for frequency 

comb spectroscopy that emerged about a decade ago and proved to be an attractive 

spectroscopic tool [11, 13, 457-459]. The technique relies on interfering the beams emitted 

from two frequency comb sources to get an interferogram [452, 458]. A difference ∆𝑓𝑟 in 

the repetition rates of the two frequency combs is required, in general, for the dual comb 

technique. The interferogram is then converted to the frequency domain through Fourier 

transformation (FT) to get the absorption spectra of gaseous molecules. This method is 

simple, yet very powerful in terms of precision and data acquisition time. It utilizes the 

broad bandwidth, high coherence, and frequency accuracy of frequency combs and 

provides highly sensitive results [12, 47, 452, 460-464].  

The concept of this technique in time and frequency domains is simplified and 

presented in Figure 92. As the train of femtosecond pulses emitted from the first frequency 

comb samples the pulse train of the second comb, an interferogram is obtained similar to 

that of conventional FT-IR spectroscopy [458, 460]. In the time domain presentation, 

illustrated in part (a) of Figure 92, the delay between each pair of pulses increases linearly 

with time. As time goes by, a new pair overlaps and the same picture is repeated. The 

distance between an interferogram and the next one is equal to  
1

∆𝑓𝑟
. The frequency domain  

      *Part of the research in this section is reprinted with permission from "Mid-infrared dual 

frequency comb spectroscopy based on fiber lasers for the detection of methane in ambient air," 

by F. Zhu, A. Bicer, R. Askar, J. Bounds, A. A. Kolomenskii, V. Kelessides, M. Amani and H. A. 

Schuessler, 2015, Laser Physics Letters vol. 12, 095701, Copyright [2015] by Astro Ltd. All rights 

reserved. 
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picture of dual comb spectroscopy shows the modes of the two combs and the 

difference ∆𝑓𝑟 between them, as can be seen in part (b) of Figure 92. 
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Figure 92 A schematic of the concept of dual frequency comb spectroscopy 

technique. (a) The time domain picture showing the overlap of the pulses emitted 

by the two sources and the corresponding center burst when the two pulses 

completely overlap. Each center burst is separated from the previous one by 1/Δ𝑓𝑟. 

(b) The frequency domain picture of dual comb and the down-conversion from 

optical frequency to radio frequency. 
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To present a mathematical treatment, the two combs can be described in terms of 

their defining frequencies: 

(𝑓𝑛)1 = (𝑛 𝑓𝑟)1 +
(𝑓𝑜)1 

(𝑓𝑛)2 = (𝑛 𝑓𝑟)2 +
(𝑓𝑜)2 

(𝑓𝑟)1 = (𝑓𝑟)2 + ∆𝑓𝑟 

where (𝑓𝑛)1 is the frequency of the nth mode of comb-1 and (𝑓𝑛)2 is the frequency of the 

nth mode of comb-2, as defined in Section 2.2.6 for a frequency comb, ∆𝑓𝑟 is the difference 

in the repetition rates of the two frequency combs, (𝑓𝑟)1 is the repetition rate of comb-1, 

and (𝑓𝑟)2 is the repetition rate of comb-2. When a beat signal is obtained for the same 

mode, let us say mode 𝑛, then the result can be written as: 

(𝑓𝑛)𝐵𝑒𝑎𝑡 =  (𝑓𝑛)1 − (𝑓𝑛)2 = [ (𝑓𝑜)1 − (𝑓𝑜)2] + 𝑛 ∆𝑓𝑟 = ∆𝑓𝑜 + 𝑛 ∆𝑓𝑟 

An advantage of this technique is that mapping the spectrum to the radio frequency 

(RF) domain allows for detection with RF electronics. The RF spectrum can be obtained 

from a series of interferograms by an FT analysis. There is a heterodyne beat signal in the 

RF domain for each pair of lines from the two frequency combs. The beating of comb 

lines from the two sources results in a down-conversion factor given by: 

𝑚 =
𝑓𝑜𝑝𝑡𝑖𝑐𝑎𝑙

𝑓𝑅𝐹
=
𝑛𝑓𝑟
𝑛∆𝑓𝑟

=
𝑓𝑟
∆𝑓𝑟

 

Let us denote the width of the optical spectrum by ∆𝑣, then we have an RF 

spectrum of width  
∆𝑣

𝑚
, where  𝑚 is the compression factor equal to 

𝑓𝑟

∆𝑓𝑟
 [457, 465]. For a 

clear mapping to the RF domain, the repetition rates (𝑓𝑟)1 and (𝑓𝑟)2 should be very close 

such that [466]: 
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∆𝑓𝑟 ≤
(𝑓𝑟)

2

2 ∆𝑣 
 

Having a small difference allows the large number of comb lines (105 − 106) to be 

observed simultaneously [11, 47, 452]. 

In general, the time required for a single spectrum is at least 
1

∆𝑓𝑟
. However, some 

experiments rely on using multiple spectra and co-adding them to achieve a desired SNR 

[460]. In that case, the desired SNR level determines the minimum acquisition time. Other 

experiments apply an alternative method to increase the sensitivity and relax the 

requirement of a large SNR, which includes using multipass cells [12, 19], resonant 

cavities [370, 452], or a long open-path approach [3, 47, 462]. We use a multipass cell in 

our experiment, which is discussed in the next section, to increase the light-matter 

interaction length and investigate the concentration of methane (𝐶𝐻4) molecules in the 

surrounding air inside our laboratory. 

 

4.2.2 Enhancement of Interaction Length Using a Multipass Cell 

To enhance the absorption signal, a 100 𝑐𝑚 multipass cell is used at one of the 

beam paths. The multiple passes inside the cell increase the light-matter interaction length 

to 580 𝑚. The molecules along the beam path absorb light at wavelengths that correspond 

to certain molecular transitions. The absorption signal, after hundreds of passes, becomes 

sufficiently large and can be used to identify the absorbing molecules, as described in 

Section 2.1.3. 
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The alignment of the multipass optical cell in our laboratory is based on a computer 

algorithm that provides a pattern of spots [12]. This pattern allows for a large number of 

reflections on the confocal mirrors at the two sides of the optical cell. The size of the 

mirrors is 5 × 5 𝑐𝑚2 and the radii of curvature are 100 𝑐𝑚. Each mirror has three parts, 

two on the top and one on the bottom, that are visually divided into smaller reflection areas 

as illustrated in Figure 93. There is only one hole 5 𝑚𝑚 in size to allow the beam to enter 

and exit the cell. The pattern we followed was generated using a software algorithm to 

provide an optical path length of 580 𝑚, as shown schematically in part (a) of Figure 93. 

The theoretical discussion of the interaction length was covered in Section 2.5. 

 

 

Figure 93 A schematic of mirror mapping for the multipass cell used in the dual 

frequency comb spectroscopy experiment in our laboratory. A single hole on one 

of the mirrors allows the beam to enter and exit the cell. 

 

Frequency comb spectroscopy requires HR mirrors with special coating materials 

because frequency combs have broad bandwidths. The mirrors used in this experiment are 

manufactured with a coating material that provides a high reflectivity 𝑅 ≈ 0.9985 in the 

mid-IR wavelength region 3.1 − 3.6 µ𝑚 and a high reflectivity 𝑅 ≈ 0.999 also in the red-
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color region 670 − 680 𝑛𝑚. An experimental determination of mirror reflectivity is 

provided in Appendix F. The reflectivity is determined to be around 0.9955 based on 

measurements of the input power before the beam enters the multipass cell and the output 

power after the beam completes 580 passes inside the cell. A schematic of the multiple 

reflections inside the cell is given in part (a) of Figure 94, and the mulipass cell we used 

in this experiment is shown in part (b) of Figure 94.  

 

 

Figure 94 The multipass optical cell used for increasing the light-matter interaction 

length. (a) A schematic to show multiple reflections on the mirrors inside the cell 

before the beam exits through the same hole. (b) The 100 cm multipass cell used 

for the dual comb spectroscopy experiment in our laboratory.  
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The pattern of red spots, which can be seen in Figure 95, is achieved using a red 

diode laser. Mirror mounts are adjusted sequentially and repeatedly until the pattern is 

complete and the maximum output power is obtained. Even though this alignment step 

requires sufficient time and effort, it is very crucial because a well-aligned multipass cell 

improves the performance of the system and provides the desired sensitivity of 

measurements. The pattern observed experimentally on the mirrors of the multipass cell, 

which can be seen in Figure 95, also indicates the level of efficiency of the alignment step.  

 

 

Figure 95 The pattern of spots on the mirrors inside the multipass cell obtained 

using a red diode laser. The mirrors are carefully adjusted without disturbing the 

pattern until the maximum output power is measured. (a) The spots on the back 

mirror, and (b) the spots on the front mirror with one entrance and exit hole on the 

side.  
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4.2.3 The Two Mid-Infrared Frequency Comb Sources 

Frequency combs based on femtosecond lasers are now available in the mid-IR 

[156, 266]. These optical sources, which are also known as femtosecond frequency combs 

[219], have proven to be very efficient for molecular spectroscopy [220, 315, 276]. Many 

applications deploy femtosecond combs for molecular fingerprinting to investigate 

concentrations of trace gases such as iodine vapour [48], methane [12, 462], ammonia [9], 

acetone [47], ethane [452], and acetylene [9, 467]. 

The two mid-IR frequency comb sources used in our experiment are based on 

femtosecond erbium-doped fiber oscillators [218, 291]. Both combs are stabilized at a 

repetition rate 𝑓𝑟 = 250 𝑀𝐻𝑧 with a small difference between them equal to ∆𝑓𝑟 =

1.489 𝐾𝐻𝑧. The frequency comb source used to interact with the air sample inside the 

mutlipass cell is shown in Figure 96. The blue box in part (a) of the figure contains all of 

the elements of the comb source that are shown schematically in part (b). Erbium-doped 

fiber amplifiers are used to increase the power. The two combs are based on DFG 

processes which involve a nonlinear conversion to lower frequencies, as explained 

previously in Section 2.2.5. Combining the pump and signal beams at the nonlinear crystal 

results in an output beam emitted at a mid-IR wavelength of 3.25 𝜇𝑚. The properties of 

our frequency combs have been demonstrated explicitly by Zhu and other colleagues in 

our research group [218]. 
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Figure 96 The mid-IR frequency comb used to carry the absorption information of 

methane in the multipass cell. (a) The actual comb source on the optical table in 

the laboratory. (b) A schematic of the comb source which mainly shows an erbium 

fiber oscillator of 250 MHz repetition rate, two erbium-doped fiber amplifiers 

(EDFA), a highly nonlinear fiber (HNLF), a ytterbium-doped fiber amplifier 

(YDFA), the periodically-poled lithium niobate crystal used for nonlinear DFG 

effects, and the emitted mid-IR output beam.  
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A rubidium (𝑅𝑏) frequency standard is used as a reference in each frequency comb 

to lock the repetition rate. The carrier-envelop offset frequencies of the two DFG 

combs; (𝑓𝑜)1 and(𝑓𝑜)2, are stabilized passively because both the pump and the signal 

beams are produced by the same source, which eliminates any phase slip in the output 

beam.  

 

4.2.4 Characterization of the Pulses by Autocorrelation Traces 

Before proceeding with the experiment, we characterize the two frequency combs 

based on their spectra and interferometric autocorrelation traces. A commercial 

McPherson monochromator, shown in Figure 97, is used to scan the spectrum of each 

comb along the mid-IR region 2.8 − 3.8 𝜇𝑚. We can choose either to scan from shorter 

to longer wavelengths or in the opposite direction, and we can select the scanning range 

through the controllers on the side of the monochromator, which can be seen in part (b) of 

Figure 97. A lens is used to focus the beam at the entrance slit of the monochromator, and 

a detector is placed right at the exit slit to record the spectrum. A scanning speed of 

500 𝐴𝑜/𝑚𝑖𝑛 was selected for the recording. The same steps are followed for both of our 

mid-IR frequency combs, and the measured spectra are displayed in Section 4.2.6 as part 

of the experimental results. 
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Figure 97 (a) The 30 cm commercial McPherson scanning monochromator used 

for recording the spectra of the two mid-IR frequency combs. The focusing lens 

and the detector are shown. (b) A schematic showing the top view of the 

monochromator and the beam path inside it. The main parts include an entrance 

slit, a collimating mirror, a diffraction grating, a focusing mirror, and an exit slit. 

The controllers are on the side.  

 

The autocorrelator used to obtain the interferometric autocorrelations of the short 

pulses emitted by the frequency comb sources is illustrated in Figure 98. A simplified 

version of the setup is shown schematically in part (a), and the experimental setup in our 

laboratory is displayed in part (b) of Figure 98. Using a nonlinear crystal at the output 

allows for a second harmonic generation. The results, which can be found in Section 4.2.6, 

show the characteristic ratio of  8: 1 for the autocorrelations, and reveal the pulse duration. 
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Figure 98 (a) A simple schematic of an interferometric autocorrelator showing a 

moving arm, a fixed arm, a beam splitter, and the detector box which contains 

some other elements. (b) The experimental setup of the interferometric 

autocorrelator used for characterizing the temporal properties of the pulses emitted 

from our frequency comb sources. The autocorrelation trace obtained from this 

setup reveals the pulse duration. 
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4.2.5 The Experimental Setup 

Our experimental setup includes the two mid-IR frequency combs, beam-

adjustment lenses, alignment mirrors, two beam splitters, a 100 𝑐𝑚 multipass optical cell, 

a liquid-nitrogen-cooled detector, signal filters, and an oscilloscope. The laser beam from 

one of the frequency comb sources enters the multipass cell, interacts with the sample, and 

carries the absorption information about the gaseous molecules. We denote this source as 

comb-1. The second comb, referred to as comb-2, is used as a reference in the dual 

frequency comb technique. We use the second frequency comb in our experiment for 

overlapping with the output beam from the multipass cell and providing the desired 

interferogram.  

The repetition rate of mid-IR frequency comb-1 is 249.998633 𝑀𝐻𝑧 and that of 

mid-IR comb-2 is 250.000122 𝑀𝐻𝑧. A repetition rate difference of ∆𝑓𝑟 = 1489 𝐻𝑧 is 

selected such that beating of comb modes at frequencies larger than 
𝑓𝑟

2
  is avoided, but fast 

recording is still achievable [13].  

In our experimental setup, we use three lenses to control the propagation and the 

size of the beam, which we call the beam-adjusting lenses. The purpose of using these 

lenses, as illustrated in Figure 99, is to prevent the beam from diverging out of the cell and 

therefore maintain its optical power. After we finished this step with the lenses, we placed 

the multipass cell on its current position on the optical table. 
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Figure 99 A schematic of the beam-adjustment step based on three lenses. This 

scheme is used to control the propagation of the beam and reduce beam divergence 

inside the multipass cell. Here, z1 is the distance between the beam waist and the 

first lens, d1,2 is the distance between the first and second lenses, d2,3 is the distance 

between the second and the third lenses, and d3,w is the distance between the third 

lens and the new beam waist. All these values are used in calculations for beam 

characterization.  

 

Before using the mid-IR laser beam, which is invisible to our eyes, we align 

the 100 𝑐𝑚 multipass cell using a red diode laser. As mentioned in Section 4.2.2, the 

mirrors of the multipass cell are highly reflective at both red-color wavelengths and mid-

IR wavelengths. Having the spot pattern, shown previously in Figure 95, and recording 

the highest possible output power from the multipass cell indicates that the cell is well-

aligned and ready for the experiment. 

Alignment mirrors are used to control the propagation of the beam towards the 

entrance hole of the multipass cell. When the beam from comb-1 is directed to enter the 

multipass cell, it passes first through a 50: 50 beam splitter that splits the beam into two 

parts, one of them serves as a reference. Having only one of the combs transmitted through 

the gas sample makes this dual comb approach an asymmetric approach [11]. Figure 100 

shows the experimental procedure we followed for aligning the beam. 
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Figure 100 The alignment of the multipass cell using a red diode laser. This red 

laser is used first to align the mirrors of the cell until the maximum output power 

is measured. The red arrows represent the direction of the red laser and the yellow 

arrows denote the beam from mid-IR comb-1. The sides of the multipass cell are 

covered while not in use to avoid dust accumulation on the mirrors. 

 

The setup of our mid-IR dual comb spectroscopy experiment is illustrated in Figure 

101, which shows the two mid-IR comb sources, the 1 𝑚 multipass cell, the detection 

scheme, and the optical elements such as lenses, mirrors, and beam splitters. Two slits and 

two alignment mirrors are used to direct the mid-IR beam into the multipass cell so that it 

almost follows the same path as the red alignment laser. Furthermore, there are two beam 

splitters in this setup. The first beam splitter allows the input beam from mid-IR comb-1 

to be transmitted and then the output beam from the mutlipass cell to be reflected, while 

the second beam splitter combines the output beam from comb-1, which carries the 
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absorption information, with the incident beam from comb-2 for dual comb 

measurements. 

 

 

Figure 101 A schematic of the experimental setup of dual comb spectroscopy 

experiment based on two mid-infrared frequency combs. Two mirrors and two slits 

are used for beam alignment. One laser beam interacts with the molecules inside a 

100 cm multipass cell. The two beams interfere and the resultant signal is detected 

by a cooled MCT detector.  

 

Among all types of IR detectors, mercury-cadmium-tellurite (MCT) is one of the 

most capable and commonly used detectors [329]. In this dual comb experiment, we use 

a liquid nitrogen-cooled MCT detector to detect the signal after the two beams overlap, as 

shown in Figure 102. The low operating temperature of the detector is essential for 

reducing measurement noise. A 92: 8 beam splitter is used to combine the laser beams 
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from the two sources, and a focusing mirror to focus them at the detector. This is illustrated 

in Figure 101 schematically, and the experimental version can be seen in Figure 102. 

 

 

Figure 102 The experimental setup of the detection part showing the beam splitter 

and the focusing mirror used to combine and focus the two beams, and showing 

the MCT cooled detector used to record the dual comb results. 

 

4.2.6 Results and Data Analysis 

The output power from frequency comb-1 and frequency comb-2 sources were 

measured to be around 375 𝑚𝑊 and 120 𝑚𝑊, respectively. In the design of comb-1, a 

𝑌𝑏-doped fiber amplifier was used to increase the power to the 300 𝑚𝑊 level. The spectra 

of the two mid-IR frequency combs were recorded using a 30 𝑐𝑚 commercial McPherson 

scanning monochromator. The two combs have similar spectra that span the region 

between 2.8 µ𝑚 and 3.6 µ𝑚, and are centered on the vicinity of 3.2 µ𝑚. Furthermore, an 

interferometric autocorrelation trace was obtained for each frequency comb to verify the 
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temporal characteristics of the emitted short pulses. The results for the interferometric 

autocorrelation traces and the spectra of the two combs are presented in Figure 103. These 

results show a pulse duration of about 80 𝑓𝑠 for both sources and a ratio of  8: 1 for the 

peak as compared to the wings of the trace, as expected when measuring ultrashort laser 

pulses [468, 469]. 
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Figure 103 The experimentally recorded autocorrelation traces and spectra of the 

combs used in the dual comb experiment. (a) The results for frequency comb-1. 

(b) The results for frequency comb-2. The stage-speeds used for the moving arm 

of the autocorrelator are indicated for both parts. 

 

A long interaction path-length of 𝐿 = 580 𝑚 is achieved using a 1 𝑚 multipass 

cell with HR mirrors. Using a beam-adjustment technique have reduced the losses 

significantly, as we observed experimentally. However, the beam power has largely 

decreased after the multiple reflections due to absorption, scattering, and reflection losses 
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in each pass. As a result, the power of the beam exiting the multipass cell after 

completing 579 reflections is between 1 and 2 𝑚𝑊. When we run the experiment on a 

relatively humid day, we get lower output powers because of the large absorption of 

optical power by water vapor molecules. The red lines in Figure 104 show one set of 

experimental data obtained for methane in air based on an interaction length of 580 𝑚. 

 

 

Figure 104 A screenshot of the experimental results obtained for methane detection 

using mid-IR dual comb spectroscopy and a multipass cell with a total interaction 

length of 580 m. The center burst can be seen with the FID signal from molecules 

present in the multipass cell. Shown here are a reference spectrum, a spectrum for 

methane-in-the-air, and a methane spectrum from a small testing cell recorded on 

the screen of a fast oscilloscope.  

 

The largest peak seen in Figure 104, also known as the “center burst,” occurs when 

the short pulses from the two comb sources arrive at the detector at the same time. The 
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week signal at the tail of the interferogram, which can also be seen in part (b) of Figure 

105, is known as the free induction decay (FID) signal. It carries the information about the 

absorbing molecules in the beam path. As can be seen from Figure 104 and Figure 105, 

this FID signal appears at one side of the central peak because the interaction with the 

molecular sample in the cell involves only one of the two laser beams. 

When a new pair of pulses overlap, a new interferogram is generated. Each 

interferogram is far from the previous one by a time duration equal to 
1

∆𝑓𝑟
 ~ 0.67 𝑚𝑠. The 

interferograms are recorded with an oscilloscope at 250 𝑀𝐻𝑧 sampling rate and a 10-bit 

resolution. A total number of 118 interferograms are recorded, and the longest length of 

recording is 80 𝑚𝑠, or 20 Mega points. In Figure 105, three experimental interferograms 

are displayed to show the difference between three cases. The first one is a reference 

interferogram, the second is a result of our experiment with the multipass cell, and the 

third one has a larger signal since we used a small cell with a high concentration of 𝐶𝐻4 

for testing. 
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Figure 105 The experimental results. (a) The reference interferogram. (b) The 

interferogram with the FID signal from the gaseous molecules in the multipass 

cell. (c) The interferogram with a large FID signal from a small testing cell filled 

with methane gas. 

 

The average interferogram is analyzed by FT to reveal the magnitude and phase in 

RF domain, and the spectra are converted to mid-IR. Figure 106 shows the experimental 

results of mid-IR dual comb spectroscopy with a 580 𝑚 length of interaction. The upper 

part is the normalized absorbance (𝛼𝐿), which contains the absorption lines of methane 

and water molecules based on a simulation from the HITRAN-2012 database for 

molecular species [36]. The inverted part shows the experimental absorption lines for both 

methane and water vapor molecules present in the multipass cell. The results in both parts 

are based on 580 𝑚 interaction length. 
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Figure 106 The normalized absorption spectrum of methane and water vapor in the 

mid-infrared region 2900-3150 cm-1. The inverted part is obtained experimentally 

using a multipass cell with a total interaction length of 580 m, and the upper part 

using HITRAN database calculation for the two molecules under experimental 

conditions: room temperature, atmospheric pressure, 580 m path length, 1.5 ppmv 

of methane, and 1300 ppmv of water. Methane lines are in red, and in blue is the 

water vapor absorption in this region around 2.3 µm. 

 

In obtaining the absorption spectrum, we used the following expression for the 

complex spectrum: 

𝑆 = 𝑆𝑜𝑒
−
𝛼 𝐿
2
−𝑖𝜑

 

where 𝛼 is the absorption coefficient, 𝐿 is the path length, 𝜑 is the phase shift, 𝑆 is the 

signal complex spectrum and 𝑆𝑜 is the reference one, and all are functions of the optical 

frequency [12, 36]. At the center of the spectrum, the SNR for methane is estimated to be 

 75 and for water is 150. These values are lower at the edges of the comb spectrum.  

0

2

4

6

8

2900 2950 3000 3050 3100 3150

8

6

4

2

0
 

 

O
p
tic

a
l d

e
p
th

 
(

L
)

Hitran simulation 580 m multipass

 1.2 ppmv CH4   (1.8 ppmv CH4~ wiki) 

 0.0012 H2O    

   ~ 4% relative humidity in room temp.

 

O
p
tic

a
l d

e
p
th

 
(-

ln
(I

/I
0

))

Wavenumber (cm
-1

)

MIR Dual comb spetroscopy



 

243 

 

To evaluate the sensitivity of our absorption measurements, we choose the central 

region, where the optical power is maximum and no absorption lines are present, to get 

the root mean square noise (𝜎). Then, this parameter is used to determine the sensitivity 

based on the following relation: 

𝛼𝑚𝑖𝑛 =
𝜎

𝐿
 

In our case, the measurement sensitivity is found to be around 7.6 × 10−7 𝑐𝑚−1. 

Comparing the experimental data with HITRAN calculations, we found that the 

concentration of methane in the surrounding air is in the level of 1.5 ppmv with 

±0.1 ppmv to compensate for experimental errors. The concentration of water vapor 

molecules is estimated to be 1300 ± 100 ppmv, equivalent to a relative humidity of 4%. 

For our system, the minimum limit of methane detection in the surrounding air is 60 ppbv.  

Early demonstrations of the dual frequency comb spectroscopy technique identify 

a quality factor and use it to assess the system performance [11, 458]. This factor is found 

from multiplying the number of resolved elements and the SNR after normalization by 

acquisition time-square root. We found the quality factor of our experimental setup, with 

an acquisition time of 80 𝑚𝑠, SNR around  100, and a total number of spectral elements 

equal to 
250 𝑐𝑚−1

0.07 𝑐𝑚−1 = 3600, to be around 1.3 × 106 𝐻𝑧
1

2 [12, 460]. A more accurate 

characterization of the current system can be achieved by evacuating the cell and using a 

mixture of gases. 

The Dual frequency comb technique has been applied based on mode-locked 

𝐶𝑟2+: 𝑍𝑛𝑆𝑒 lasers [282], DFG combs [470], and OPO sources, which are convenient for 
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broadband coverage [461, 471]. Mid-IR and far-IR applications based on QCL frequency 

combs are also available today not only with high repetition rates [305, 464] but also on 

the chip scale [88, 328]. Very recently, a  60 𝑛𝑚 bandwidth spectroscopy system based 

on the dual comb technique was demonstrated with an enhancement factor of  12,000 

[452]. The large enhancement results from a long path length ~930 𝑚 and a high finesse 

in the order of  39,000 in a 7.5 𝑐𝑚 cavity. As technology advances and new materials 

become available, the progress in research areas and applications of the dual frequency 

comb spectroscopy technique continues [472-475]. 
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5. CONCLUSIONS 

 

Proceeding advances in laser sources, detectors, and experimental techniques have 

opened new doors for various research topics and applications in different fields. This 

work mainly focuses on mid-IR spectroscopy and presents an overview of principles, 

properties, and capabilities of the most recent and commonly used IR sources with a 

primary focus on optical frequency combs. Many of the topics covered in this work are 

connected to the IR and THz regions in general. Furthermore, two powerful techniques of 

IR laser spectroscopy are demonstrated based on near and mid-IR fiber frequency combs. 

Infrared spectroscopy based on frequency combs is ideal for broadband absorption 

spectroscopy applications, as they allow for simultaneous detection of different molecules 

with high accuracy. The importance of the mid-IR region of the spectrum relies on the 

abundance of molecular fingerprint lines with sharp absorption features. Nonlinear 

processes, such as difference frequency generation and optical parametric oscillations, 

allow for pushing the emission range of different IR sources towards longer mid-IR 

wavelengths. This advantage facilitates the detection of gaseous molecules in regions that 

were inaccessible before. Combining this advantage with the unique characteristics of 

stabilized optical frequency combs makes it possible to obtain absorption measurements 

with ultra-high sensitivity in extremely short recording times. 

A cavity ringdown spectroscopy technique is implemented based on a near IR 

frequency comb source centered at 1.6 µ𝑚. In this system, we used low-dispersion HR 

mirrors for the ringdown cavity, which profoundly reduced the intra-cavity reflection 
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losses. The cavity finesse is 31000, which provides an effective length of 12 𝐾𝑚. The 

length of the cavity is chosen such that the free spectral range matches the repetition rate 

of the frequency comb. The cavity used in this experiment is 60 𝑐𝑚 long, yielding an FSR 

of 250 𝑀𝐻𝑧.  

To couple the modes of the frequency comb laser to the resonant modes of the high 

finesse cavity and achieve stable transmission, both the repetition rate 𝑓𝑟 and the carrier-

envelop offset frequency 𝑓𝑜 were adjusted and stabilized. The fundamental mode builds 

up inside the high finesse cavity until a certain intensity level is reached. After switching 

off the incident light by an AOM, the intensity of pulses transmitted through the output 

mirror decays exponentially due to intra-cavity absorption, scattering, and reflection. 

In this technique, molecular absorption can be retrieved from the decay rate, 

making this technique free of intensity fluctuation noise. Measuring ringdown times at 

different wavelengths can be achieved either by scanning the grating or fixing the grating 

and adjusting the position of the detector. In our ringdown experiment, we used a 30 𝑐𝑚 

home-built spectrometer with a fixed diffraction grating and an indium-gallium-arsenide 

avalanche photodetector on a moving translational stage.  

   The performance of ringdown spectroscopic systems based on frequency combs 

can be improved through several avenues. Using a gas calibration design instead of a direct 

concentration measurement in the air is a positive step towards designing high-reliability 

systems for many applications. Parallel acquisition using CCD cameras, for example, 

allows for higher sensitivities and broadband spectral recording. On the other hand, it is 

limited by the availability of CCD cameras in different IR regions. Virtually imaged 
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phased array (VIPA) spectrometers can also be used for parallel detection [48], but it 

requires focal plane array detectors with fast recording speeds to read out the ringdown 

signals in parallel [445]. Furthermore, careful cavity designs are required for field-

deployable spectroscopy applications to improve the stability of the ringdown system. 

Highly stable CRDS systems with very high cavity finesse can also be used to study 

molecular electrodynamics [372].  

The Mid-IR dual frequency comb spectroscopy technique utilizes the high 

coherence and the broad spectral coverage of frequency combs. This technique also 

provides high-accuracy measurements with a single photodetector in extremely short 

acquisition times, making it very convenient to be used as a measurement tool in numerous 

applications. In this work, we apply the dual frequency comb technique in our laboratory 

and demonstrate sensitive detection of methane in the surrounding air between 3.1 µ𝑚 

and 3.4 µ𝑚 based on two Mid-IR frequency combs and a multipass cell.  

A multipass cell is typically a cell with high-reflectivity mirrors on both sides and 

a hole or two holes for beam entrance and exit. Processing a software algorithm for 

modeling the beam path inside the cell can provide a large number of passes, which is 

desired in absorption spectroscopy applications. In our experiment, the enhancement of 

light-matter interaction is achieved by implementing a 100 𝑐𝑚 multipass cell and 

following a spot pattern generated by a software algorithm. A total path length of  580 𝑚 

is achieved, which provided a high SNR for our measurement. 

The spectra and interferometric autocorrelations of the two mid-IR frequency 

combs used in the dual frequency comb experiment are measured. The spectra of the two 
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combs cover between 2900 − 3150 𝑐𝑚−1 of the mid-IR region with 0.07 𝑐𝑚−1 

resolution, which is equivalent to 2.1 𝐺𝐻𝑧. The two frequency combs are centered 

on 3.25 𝜇𝑚. The autocorrelation traces characterize the temporal features of emitted short 

pulses and reveal 80 𝑓𝑠 pulse duration. 

Methane (𝐶𝐻4) and carbon dioxide (𝐶𝑂2) are considered the top two trace gas 

molecules that contribute to the greenhouse effect. As a result, numerous studies have 

been conducted in various fields over the years to identify their sources, study their 

isotopes, and monitor their concentrations. In this experiment, we measure the 

concentration of 𝐶𝐻4 molecules in the air towards trace gas monitoring applications and 

air quality assessment. 

Measuring the concentration of methane in the surrounding air demonstrates the 

capability of our dual comb experimental setup. The concentration of methane returned 

by fitting the experimental results to the calculated spectra from the HITRAN database 

is 1.5 ppmv, and 1300 ppmv is the concentration of water vapor molecules. A minimum 

detectable methane concentration of 60 ppbv was obtained based on an interaction length 

of 580 𝑚. 

Our experimental results agree with the calculated ones despite some challenges 

that we faced because our experiment investigates molecular concentrations in the 

surrounding air directly. Some of those challenges are spectral overlapping and scattering 

from particles in the air. The sensitivity of measurement based on our results is 7.6 ×

10−7 𝑐𝑚−1. 
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The performance level of our mid-IR dual frequency comb system is estimated to 

be around 1.3 × 106 𝐻𝑧
1

2 with an acquisition time of 80 𝑚𝑠. A single spectrum can be 

obtained with this technique in 
1

∆𝑓𝑟
 ~ 0.67 𝑚𝑠. No moving parts or tuning are required in 

this technique, which is a primary advantage over conventional FT-IR spectroscopy 

methods.  

Applications of broadband absorption spectroscopy to trace gas analysis are found 

in different and diverse areas such as detection of molecular biomarkers for breath analysis 

[8, 15, 31, 32, 447], detection of impurities or trace molecules in industrial processes [37, 

38, 475], monitoring of greenhouse gases in the atmosphere [4, 18, 24, 28, 236, 473], 

searching for natural gas and oil reservoirs [453], and many other fields [66]. In addition 

to broadband spectroscopy, IR spectroscopy has applications in determining the structure 

of chemical substances [329, 388], studying the outer space [41, 399, 448], understanding 

molecular electrodynamics [372], imaging of biological systems [78, 84, 86, 102, 417, 

476], determining fundamental constants [446], and controlling food quality [477].  

Applications of optical frequency combs are found in various areas. Some of the 

leading applications and techniques of frequency combs are shown in Figure 107. The 

application areas include, but not limited to, metrology [43, 289, 478], radio-frequency 

signal processing [479, 480], optical ranging [314], astronomy and exoplanet research [41, 

42, 481], industry [370, 439, 482], trace gas sensing [2, 3, 10, 12, 40, 48, 288, 315, 326, 

452, 461, 482], biology [483, 484], quantum information processing [485], high-precision 

transmission [486], and scientific research [286, 312, 322, 324, 370, 487]. 
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Figure 107 Examples of different applications of frequency combs and leading 

techniques of frequency comb spectroscopy. 

 

Advances in mid-IR frequency combs and their capabilities continue to expand, 

promising improved sources with broader bandwidths, higher repetition rates, and a 

further extension to longer IR wavelengths [295, 315, 451, 488]. These advances can 

permit measuring absorption spectra of larger numbers of molecules and over new spectral 

regions [27, 282, 296, 488, 489]. In the last couple of years, several research groups have 

reported parallel molecular sensing and isotope ratio analysis in the mid-IR region based 

on optical frequency combs [330, 452, 490, 491], which indicates that the field of 

frequency comb spectroscopy is progressing rapidly. Accordingly, higher levels of 

accuracy, stability, compatibility, control, and SNR are expected to follow. 

To summarize, a perspective on experimental instrumentation and IR absorption 

spectroscopy techniques are provided in this work. Major types of IR sources are 

discussed, including sum- and difference-frequency generation, optical parametric 

sources, semiconductor and quantum cascade lasers, synchrotron sources, and fiber lasers. 

In particular, a detailed discussion of IR frequency combs and generation techniques is 

given, and applications of frequency comb spectroscopy to trace gas detection in the IR 
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are demonstrated. Enhancement cavities and optical cells are used to increase light-matter 

interaction length and improve the sensitivity of absorption measurements. The concepts 

of other useful elements for spectroscopic experiments are explained briefly, and several 

illustrations and examples of different systems are also discussed. Moreover, descriptions 

of the performance of some commonly-used detectors and materials are included. Overall, 

this material is prepared to form a basis for a graduate course on IR absorption 

spectroscopy. The course is intended for teaching graduate and senior undergraduate 

students at Kuwait University.  
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APPENDIX A 

THE BEER-LAMBERT LAW WITH ATMOSPHERIC AEROSOLS 

 

In atmospheric applications, the aerosol optical depth (AOD) is a dimensionless 

quantity that represents a measurement of the atmospheric transparency. The differential 

form is: 

𝑑𝜏𝑐 = 𝑛  𝜎 cos(𝜃)  𝑑𝑠 

Where θ is the angle with respect to the normal, s is the optical path, 𝜎 is the cross-section, 

and 𝑛 is the number density. For a normal incidence, the optical depth can be expressed 

in term of a column density 𝑁 as: 

𝜏𝑐 = ∫ 𝑛 𝜎 𝑑𝑧 = 𝑁 𝜎
𝑧

0

 

Atmospheric studies use the optical depth to investigate cloud thickness. Satellite 

sensors, MODIS for example, measures the spectral reflectance which is used then to 

determine cloud properties such as the effective radius and the optical depth. The thermal 

infrared bands obtained from this satellite can also be used to provide atmospheric 

properties. Vertical temperature changes are studied based on the MODIS bands in the 

visible and infrared spectral regions. 

Recall the Beer-Lambert law from Section 2.1.3. This simple absorption law is 

more complicated for atmospheric measurements due to the scattering of light from 

different molecules present in the atmosphere. In terms of the optical depth 𝜏𝑥 =  𝑁𝑥 𝜎𝑥 , 

the Beer-Lambert law for atmospheric measurements can be written as: 
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𝐼 =  𝐼𝑜 𝑒
−𝑚 ( 𝜏𝑎𝑒𝑟+ 𝜏𝑔𝑎𝑠+ 𝜏𝑁𝑂2+ 𝜏𝐻2𝑂+ 𝜏𝑂3+ 𝜏𝑅 ) 

Here, 𝑚 =  
1

cos (𝜃)
  is the air mass factor, θ is the zenith angle to the Earth’s normal at the 

observation site, 𝑅 refers to Rayleigh scattering from molecular nitrogen and molecular 

oxygen, 𝑎𝑒𝑟 to aerosols, 𝑔𝑎𝑠 to uniformly mixed gases ( oxygen and carbon dioxide 

mainly), and other terms refer to absorption by the indicated gas molecules. Since the 

density of absorbing molecules is not constant along any path of length 𝑧 in the 

atmosphere, the modified Beer-Lambert law for atmospheric applications has the 

following form: 

𝑇 = 
𝐼

𝐼𝑜
= 𝑒−∫𝛼

′ 𝑑𝑧 = 𝑒−𝜎∫𝑛 𝑑𝑧 

Quantitative analysis based on Beer-Lambert Law are widely applied in various areas of 

science and industry. 
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APPENDIX B 

REVIEW OF ELECTROMAGNETIC RADIATION AND THE WAVE EQUATION 

 

The integral form of Maxwell’s equations in SI units [368] is as follows: 

∯𝐸 . 𝑑𝑆 =  ∫
𝜌

𝜀𝑜
 𝑑𝑉  

∯𝐵 . 𝑑𝑆 = 0 

∮𝐸 . 𝑑ℓ = − 
𝑑

𝑑𝑡
 ∬𝐵 . 𝑑𝑆 

∮𝐵 . 𝑑ℓ =  µ𝑜𝐼 +  µ𝑜𝜀𝑜  
𝑑

𝑑𝑡
 ∬𝐸 . 𝑑𝑆 

Here, 𝐸(𝑟, 𝑡) is the electric field, 𝐵(𝑟, 𝑡) is the magnetic field, 𝐼 is the current, 𝜀𝑜 𝑖𝑠 the 

electric permittivity of free space, and  µ𝑜 is the magnetic permeability of free space.  

Using Gauss’s law and Stokes theorem for a vector field 𝐹(r): 

∯𝐹 . 𝑑𝐴 =  ∫∇ . 𝐹 𝑑𝑉  

∮𝐹. 𝑑𝑆 = ∫∇ 𝑋 𝐹. 𝑑𝐴 

   

We arrive at the differential form of Maxwell’s equations: 

∇. 𝐸 =  
𝜌

𝜀𝑜
 

∇. 𝐵 =  0 

∇ 𝑋 𝐸 =  − 
𝜕𝐵

𝜕𝑡
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∇ 𝑋 𝐵 =   µ𝑜𝐽 +  µ𝑜𝜀𝑜  
𝜕𝐸

𝜕𝑡
 

The divergence and the curl operators are defined as follows: 

∇ =  
𝜕

𝜕𝑥
 𝑖̂ +  

𝜕

𝜕𝑦
 𝑗̂ +  

𝜕

𝜕𝑧
 𝑘̂ 

∇ . A =  
𝜕𝐴𝑥
𝜕𝑥

 + 
𝜕𝐴𝑦

𝜕𝑦
 + 

𝜕𝐴𝑧
𝜕𝑧
  

∇ 𝑋 𝐴 =   ||

𝑥̂ 𝑦̂ 𝑧̂
𝜕

𝜕𝑥

𝜕

𝜕𝑦

𝜕

𝜕𝑧
𝐴𝑥 𝐴𝑦 𝐴𝑧

|| 

Using the following vector identity: 

𝐴 𝑋 ( 𝐵 𝑋 𝐶 ) = ( 𝐴 . 𝐶 )𝐵 − ( 𝐴 . 𝐵 )𝐶  

we get as a result: 

∇ 𝑋 ( ∇ 𝑋 𝐵 ) =   ∇ ( ∇. 𝐵 ) − ∇2𝐵 =  − ∇2𝐵 

And from Maxwell’s equations we obtain: 

∇ 𝑋 ( ∇ 𝑋 𝐵 ) =   µ𝑜𝜀𝑜  
𝜕

𝜕𝑡
 ( ∇ 𝑋 𝐸 ) =  µ𝑜𝜀𝑜  

𝜕

𝜕𝑡
(− 

𝜕𝐵

𝜕𝑡
) 

resulting in the wave equation: 

∇2𝐵 −  µ𝑜𝜀𝑜  
𝜕2𝐵

𝜕𝑡2
= 0 

Similarly for E, we obtain: 

∇2𝐸 −  µ𝑜𝜀𝑜  
𝜕2𝐸

𝜕𝑡2
= 0 
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The speed of light in vacuum 𝑐 is related to the electromagnetic constants  µ𝑜 =

4𝜋 𝑋 10−7 𝐹/𝑚  and 𝜀𝑜 ≈ 
1

36𝜋
 𝑋 10−9 𝐻/𝑚  ≈  8.854 𝑋 10−12 𝐻/𝑚 (in MKS units) 

such that 𝑐 =  
1

√ µ𝑜𝜀𝑜 
= 299792458 𝑚/𝑠 ≈ 3 𝑋108 𝑚/𝑠. 

The Poynting vector describes the flow of electromagnetic power, which is 

orthogonal to both E and B: 

𝑆 =
1

 µ𝑜 
𝐸 𝑋 𝐵 

In the presence of charges and currents, the following constitutive relations describe 

the response of bound charges and currents to the applied fields: 

𝐷 = 𝜀𝑜𝐸 + 𝑃 

𝐻 =  
1

 µ𝑜
 𝐵 − 𝑀 

where 𝑃(𝑟, 𝑡) is the polarization field, 𝑀(𝑟, 𝑡) is the magnetization field,  𝐷 =  𝜀𝐸 is 

the electric displacement field, 𝐻 =  
𝐵

µ
  is the magnetic field ,  𝜀 is the permittivity of 

the material, and µ is the permeability of the material. 

 The differential form of the Poynting theorem describes the energy transfer 

in terms of the energy flux and the rate of work done by the fields on a charged object, 

where 𝑆 = 𝐸 𝑋 𝐻 , is: 

−
𝜕𝑢

𝜕𝑡
=  ∇. 𝑆 + 𝐽. 𝐸 

𝑢 = 𝐸 . 𝐷 + 𝐵 . 𝐻 =  
1

2
 (𝜀𝑜 𝐸

2 + 
1

µ𝑜
  𝐵2 ) 

The energy density associated with an electric field is denoted by 𝑢𝐸: 
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𝑢𝐸 = 
1

2
 𝜀𝑜 𝐸

2 

and the energy density associated with a magnetic field is denoted by 𝑢𝐵: 

𝑢𝐵 = 
1

2 µ𝑜
  𝐵2 

and their summation gives: 

𝑢 =  𝑢𝐸 + 𝑢𝐵 
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APPENDIX C 

THE PIEZOELECTRIC EFFECT 

 

C.1 Basic Concepts 

The piezoelectric effect is explained by the theory of ferroelectrics, which depends 

of Landau theory of phase transformations [409]. Landau theory uses the concept of “order 

parameter”, which is based on order-disorder transformation arising from the change in 

the symmetry of the crystal. The order parameter represents the broken symmetry resulted 

from a transformation from a disordered phase of high-symmetry to an ordered phase of 

low symmetry [410, 411]. According to Landau, the Helmholtz free energy of this 

transformation can be expressed as a Taylor series expansion of the order parameter. In 

general, any variable of the system present at the phase transition point can be the order 

parameter. The spontaneous polarization is the order parameter in the case of ferroelectrics 

[409]. 

Let us consider the thermodynamic formalism of a simple transformation from a 

nonpolar cubic phase to a uniaxial ferroelectric phase upon cooling [409]. In this case, the 

free energy functional is an even function of the form: 

∆𝐴𝐿(𝑃, 𝑇) =
1

2
𝛼𝑃2 +

1

4
𝛽𝑃4 +

1

6
𝛾𝑃6 +⋯ 

where 𝑃 is the polarization,  𝑇 is the temperature, and 𝛼, 𝛽, and 𝛾 are the expansion 

parameters as a function of temperature. Typically, only 𝛼 is considered the temperature-

dependent parameter, and it has the form of a reciprocal Curie-Weiss Law: 
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𝛼 =
𝑇 − 𝑇𝑐
𝜀𝑜𝐶

 

where 𝐶 is the Curie-Weiss constant, 𝑇𝑐 is the Curie-Weiss temperature, and 𝜀𝑜 is the 

permittivity of free space. The spontaneous polarization 𝑃𝑆 of the uniaxial ferroelectric 

phase can be determined by the thermodynamic equilibrium condition 
𝜕∆𝐴𝐿

𝜕𝑃
= 0 as: 

𝑃𝑆
2(𝑇) =

−𝛽 + √(𝛽2 − 4𝛼𝛾)

2𝛾
 

which results in spontaneous strains. 

Piezoelectric materials are commonly used around us. They are found in items of 

everyday life such as microphones, electric lighters, vehicle seat belt locks, and electronic 

toothbrushes. Applications in industry, medical diagnosis, environmental and underwater 

sensors, and musical instruments are broad [412]. This is a consequence of the various 

advantages these materials have.  

A piezoelectric crystal has a rapid response, and it operates over a wide range of 

frequencies, which makes it a key element in broadband ultrasonic systems. When used 

in sensors, the output voltage does not depend on the size of the crystal. Furthermore, these 

materials are highly stable and are available in different sizes and shapes. Quartz crystals 

and barium titanate ceramic, for example, can be provided in any shape or size to meet the 

requirement of an application. Disadvantages include relative sensitivity to temperature 

and to extreme humidity levels (higher than 85%), and the need for an external circuit with 

high impedance to amplify the low output signal of the transducer. 

Quartz crystals are natural piezoelectric materials. Rochelle salt, also known as 

potassium sodium tartrate, is made from natural components and was the first piezoelectric 
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material to be discovered [406]. Whereas, ammonium dihydrogen phosphate and lithium 

sulfate are artificial synthetic crystals [413]. Barium titanate is a popular man-made 

polarized ceramic.  

Ceramic, in general, does not exhibit the piezoelectric effect, but it can be 

manufactured with a special treatment of polarization to meet this requirement [414]. This 

treatment gives polarized ceramic crystals the advantage of operating at low voltage levels 

and at high temperatures ~ 3000𝑜𝐶. However, natural quartz is considered the mostly used 

crystal in PZTs. This rises from its high resistivity and low temperature sensitivity 

comparing to other piezoelectric materials. It also shows linearity over a broad range of 

vibration frequencies, enabling static calibration. 

Applications of PZTs spread over a variety of areas in scientific, industrial, and 

medical instrumentation and research. In condensed matter studies, pulsed photoacoustic 

spectroscopy is a technique that uses a pulsed laser emitted on a sample, and senses the 

thermal changes in the gas layer, which is in contact with the sample, to observe any 

cooling or heating effects [415, 416]. This techniques depends on the transient acoustic 

waves generated by the absorption of optical pulses. The high peak power of laser pulses 

allow for high sensitivity and for detection of nonlinear absorption in liquids or solids.  

Medical imaging systems based on the photoacoustic effect are used for diagnosis 

of several diseases [417]. It is well-known that the ultrasound is the safest and the most 

commonly used medical imaging technique. For different diagnoses, transducers with 

specific characteristics are developed to meet the requirement of each imaging system 

[418].  
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Broadband ultrasonic-imaging transducers were designed and fabricated by 

Cannata and co-workers for medical imaging applications [419]. The center frequency of 

the single-element lithium niobate (𝐿𝑖𝑁𝑏𝑂3) transducers are in the range 20 − 80 Hz, 

which results in high sensitivity that improves the SNR of the image and allows for deeper 

penetration. 

In industry, certain procedures are performed for quality control of products. One 

of the popular technique is the non-destructive testing (NDT) technique, in which high 

frequency ultrasonic waves are used. In most of those applications, PZTs of pulse-mode 

operation are used to generate and detect the ultrasonic waves. The wave propagates in 

the fabricated material and encounters mechanical discontinuities. This results in 

scattering, reflection, and attenuation effects that can be analyzed allowing for the 

assessment of the internal structure of the material [420].  

In spectroscopic experiments, applications of PZTs mainly involve scanning the 

length of the optical cavity [9, 370]. Sandercock studied the elastic constant of SbSI crystal 

in the neighborhood of a ferroelectric transition [421]. He used a piezo-electrically 

scanned double-pass interferometer to investigate the back scattering from this non-

transparent material.  

A recent innovative system applies the quartz-enhanced photoacoustic 

spectroscopy (QEPAS) technique for trace gas sensing [422]. The system is based on an 

external cavity quantum cascade laser (EC-QCL) coupled with a mid-IR fiber. To 

demonstrate the detection capabilities of the system, they have selected 𝑆𝐹6 as a target 

gas. Effective QCL fiber coupling resulted in transmission of almost the whole laser beam 
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~ 94.4%, which allowed for high sensitivity of the spectroscopic system, 50 parts per 

trillion, in a measurement time equal to one second. This result corresponds to 2.7 ×

10−10 𝑊 𝑐𝑚−1 𝐻𝑧−
1

2 normalized noise-equivalent absorption. 

 

C.2 Mathematical Approach 

In a simple approach to the mathematical formulation of the piezoelectric effect, 

we start with the demonstrations made by the brothers Curie [407]. Denote the applied 

stress by 𝑇 and the piezoelectric strain coefficient by 𝑐𝑆. Then, the piezoelectric 

polarization vector can be written as: 

𝑃𝑝𝑧 = 𝑐𝑆 𝑇 

In the reverse piezoelectric effect, the brothers Curie verified that the produced 

strain in the piezoelectric material due to an applied electric field is equal in ratio to the 

produced polarization due to an applied stress in the direct effect. Denote the magnitude 

of the applied electric field by 𝐸, then the produced strain takes the form: 

𝑆𝑝𝑧 = 𝑐𝑆 𝐸 

Using the elastic properties of the piezoelectric material, these expressions can be 

rewritten as: 

𝑃𝑝𝑧 = 𝑐𝑆 𝑇 = 𝑐𝑆 𝑐𝑒 𝑆 =  𝑐𝑃 𝑆 

𝑇𝑝𝑧 = 𝑐𝑒 𝑆𝑝𝑧 = 𝑐𝑒 𝑐𝑆 𝐸 = 𝑐𝑃 𝐸 

where 𝑐𝑒 is the elastic constant associated with the applied strain 𝑇 = 𝑐𝑒 𝑆, and 𝑐𝑃 is the 

piezoelectric stress constant. A compliance coefficient duo to material deformation under 

stress can be introduced such that 𝑆 = 𝑠 𝑇. 
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Let us consider the contribution of the piezoelectric effect to the elastic properties 

of the material. The material stiffness increases under the piezoelectric effect. When the 

material experiences a strain 𝑆, an elastic stress 𝑇 = 𝑐𝑒 𝑆 will be generated and a 

piezoelectric polarization 𝑃𝑝𝑧 = 𝑐𝑃 𝑆. An internal electric field, of the following form, will 

be created in the material due to this polarization: 

𝐸𝑝𝑧 =
𝑃𝑝𝑧

𝜀
=
𝑐𝑃 𝑆

𝜀
 

where 𝜀 is the dielectric constant of the material. As a result, this electric field produces a 

stress 𝑇𝑝𝑧 = 𝑐𝑃 𝐸𝑝𝑧 against the deformation. Adding the two contributions, the strain 𝑆 

generates a stress given by: 

𝑇 = 𝑇𝑒 + 𝑇𝑃 = 𝑐𝑒 𝑆 + 𝑐𝑃 𝐸𝑝𝑧 = 𝑐𝑒 𝑆 + 𝑐𝑃
𝑐𝑃 𝑆

𝜀
= (𝑐𝑒 +

𝑐𝑃
2 

𝜀
) 𝑆 = 𝑐̅𝑆 

where 𝑐̅ is the piezo-electrically stiffened constant. As can be seen, an increase of the 

elastic constant 𝑐𝑒 of the material duo to the piezoelectric effect increases its stiffness 

[407]. The piezoelectric and elastic constants of alpha-quartz were determined by 

Bechmann with a high accuracy [423]. 

Consider now a material of a dielectric constant ɛ under the effect of 

piezoelectricity, where the material is placed between two electrodes. Applying an 

external electric field causes an electric displacement in the material towards the 

electrodes. This results in a free surface charge density on the electrodes of magnitude 

𝐷 = 𝜀𝐸 given by: 

𝜎 = 𝜎𝑜 + 𝜎𝑑 = 𝜀𝑜𝐸 + χ𝐸 = (𝜀𝑜 + χ)𝐸 = 𝜀𝐸  
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where 𝜎𝑜 is the vacuum charge density, 𝜀𝑜 is the vacuum dielectric permittivity, 𝜎𝑑 is the 

charge density induced by the dielectric effect, and χ is the material dielectric 

susceptibility.  

If the material is piezoelectric, the electric field also produces a strain 𝑆𝑝𝑧 = 𝑐𝑆 𝐸, 

which causes a deformation in the structure of the material. And because of the material 

polarization, the stain 𝑆𝑝𝑧 increases the charge density by 𝑃𝑝𝑧 = 𝑐𝑃 𝑆𝑝𝑧 = 𝑐𝑃 𝑐𝑆 𝐸. If the 

electric field is maintained constant, the piezoelectric polarization 𝑃𝑝𝑧 increases the 

electric displacement of free charges so that the total is: 

𝐷 = 𝜀𝐸 + 𝑃𝑝𝑧 = 𝜀𝐸̅ 

where 𝜀̅ = 𝜀 + 𝑐𝑃 𝑐𝑆 is the effective dialectic constant with the piezoelectric contribution 

contained.  

The electric field applied on the material and the piezoelectric nature of the 

material both contribute to the internal stress in this material. As we discussed, the electric 

field causes a deformation in the material described by the strain 𝑆𝑝𝑧, which introduces an 

elastic stress of magnitude 𝑇𝑒 = 𝑐𝑒 𝑆𝑝𝑧. On the other hand, the applied field exerts a force 

on the internal structure of the material producing a stress 𝑇𝑝𝑧 = 𝑐𝑃 𝐸. The direction of 

this stress is opposite to that of the elastic stress 𝑇𝑒. And since 𝑇𝑝𝑧 is the major stress in 

the material, it tends to recover its structure. Therefore, the internal stress in the material 

can be obtained from: 

𝑇 = 𝑐𝑒 𝑆𝑝𝑧 − 𝑐𝑃 𝐸 
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In some cases when the two strains are equal, the material will be static and 

strained. In practice, a varying field is commonly applied, which results in a dynamic 

displacement caused by the variable strain. As a result, the medium in contact with the 

piezoelectric material experiences a perturbation [407, 409]. This electromechanical 

phenomenon based on piezoelectricity is used in transducers, actuators, and sensors. 

 



 

318 

 

APPENDIX D 

LOCK-IN AMPLIFIERS 

 

 

In experiments, lock-in amplifiers can be used to avoid the frequency range 

associated with considerable 1 𝑓⁄  noise. This noise is frequency-dependent and must be 

considered cautiously. For this purpose, the circuit of a lock-in amplifier has an electronic 

unit that includes a low-pass filter and a multiplier. After the input signal, with the 

accompanying noise, is multiplied to the reference signal, the filter allows some 

frequencies to pass and blocks off the unwanted higher frequencies in the output signal. 

Filters and amplifiers of a lock-in device are located at the “multiplication and integration 

unit” [331, 427]. Before this unit is the reference channel, which is responsible for 

generating and adjusting the reference signal. This channel is composed of a phase shifter 

and a phase-lock loop.  

Periodic modulation is performed based on the input signal and the reference to 

maintain the frequency and phase of the reference signal. Since the output is a DC signal, 

the phase difference between the signal and the reference should stay constant in time. For 

this synchronization to be achieved, a voltage-controlled oscillator (VCO) is used in the 

phase-lock loop, which is one of the main parts of this instrument [430]. In this loop, the 

reference signal is generated and locked to the internal local oscillator. All this takes place 

in the lock-in unit in advance of amplification and integration. The instrument is called a 

“lock-in amplifier” based on this feature.  
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The operation of the phase-lock loop is illustrated in Figure 108. At the phase-

checking stage, an error signal is generated to address the phase matching between the 

signal and reference. This error signal is proportional to the difference in phase. The AC 

part of the error signal is blocked since we only inquire the DC part [331].  

 

 

Figure 108 A schematic of the operation of a phase-lock loop inside a lock-in 

amplifier. 

 

After that, the output of the low-pass filter goes to the VCO, which uses the filtered 

signal to tune its frequency with correspondence to the input signal. Let us consider that 

the phase of the input signal is 𝜑1 and the phase of the reference signal is 𝜑2, then the 

frequency of the VOC is chosen such that: 

𝜔𝑉𝑂𝐶 = 𝜔𝑜 + 𝐾. (𝜑1 −  𝜑2) 

where 𝜔𝑜 is a characteristic frequency of the VOC, and 𝐾 is a constant that indicates 

proportionality. The term with the phase difference Δ𝜑 =  𝜑1 −  𝜑2 is fed back to the 

loop, and phase-checking is performed again. If a phase difference Δ𝜑 ≠ 0 is detected, 

the low-pass filter sends a nonzero output to the VCO. The sign of the feedback signal, 

which includes Δ𝜑, decides whether the VCO has to oscillate faster or slower. According 
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to this change in the oscillation, the phase of the reference signal is adjusted. The loop 

continues to perform until Δ𝜑 = 0 is obtained at the phase-checking stage. This result 

means that the frequency of the VCO is equal to that of the input signal. 

Let us discuss a simple example of a sinusoidal input signal of the form: 

𝑆 =  𝐴1 sin(𝜔𝑡 + 𝜑) 

and a reference signal of the form: 

𝑅 =  𝐴2 sin(𝜔𝑡)   

where 𝐴1 and 𝐴2 are the amplitudes of the input signal and the reference signal, 

respectively, and 𝜑 is the phase difference between the two signals. Denote the noise 

contribution to the input signal as 𝑁, and the time constant of the averaging process of the 

low-pass filter as τ, then the output signal of a lock-in amplifier can be written as: 

𝑉𝑜𝑢𝑡 = 
1

τ
 ∫ (𝑆 + 𝑁). 𝑅 𝑑𝑡 =  

1

τ
 ∫ 𝑆. 𝑅 𝑑𝑡

τ

0

τ

0

+  
1

τ
 ∫ 𝑁. 𝑅 𝑑𝑡

τ

0

 

The noise term is suppressed to zero by the filter, which is considered a hidden advantage 

of lock-in amplifiers [427]. The product in the signal term is handled using the following 

trigonometric identity, 

sin(𝑥) sin(𝑦) = 
1

2
 [cos(𝑥 − 𝑦) − cos(𝑥 + 𝑦) ] 

which gives: 

𝑆. 𝑅 =  𝐴1 𝐴2  sin(𝜔𝑡 + 𝜑) sin(𝜔𝑡) =
𝐴1 𝐴2
2

 [cos(𝜑) − cos(2𝜔𝑡 + 𝜑) ]  

Then, the output voltage after filtering yields: 

𝑉𝑜𝑢𝑡 = 
1

τ
 ∫ 𝑆. 𝑅 𝑑𝑡

τ

0

= 
𝐴1 𝐴2
2τ

 ∫ cos(𝜑) 𝑑𝑡
τ

0

− 
𝐴1 𝐴2
2τ

 ∫ cos(2𝜔𝑡 + 𝜑) 𝑑𝑡 
τ

0
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For simplicity, a rectangular function is considered for the low-pass filter, but in practice, 

the transfer function is more complicated [331]. In the second term of our result, we have 

a periodic function. Integrating this function over a sufficiently long time gives a zero 

because the negative part will cancel the positive one. In the first term, the integration over 

time is a constant equal to τ. As a result, we have: 

𝑉𝑜𝑢𝑡 = 
𝐴1 𝐴2
2

 cos(𝜑) 

Similarly, we can consider the case when the frequencies of the input and reference 

signals are different. Let the reference signal be: 

𝑅 =  𝐴2 sin(𝛺𝑡)   

Making use of the trigonometric equality mentioned above, and the following 

trigonometric equalities, 

sin(𝑥 + 𝑦) = sin(𝑥) cos(𝑦) + cos(𝑥) sin(𝑦) 

cos(𝑦) sin(𝑥) = 
1

2
 [sin(𝑥 − 𝑦) + sin(𝑥 + 𝑦) ] 

the product of 𝑆 and 𝑅 gives: 

𝑆. 𝑅 =  𝐴1 𝐴2  sin(𝜔𝑡 + 𝜑) sin(𝛺𝑡)

= 𝐴1 𝐴2 [sin(𝜔𝑡) cos(𝜑 ) sin(𝛺𝑡) + cos(𝜔𝑡) sin(𝜑) sin(𝛺𝑡)]

=  
𝐴1 𝐴2
2

 cos(𝜑) [cos(𝜔 − 𝛺)𝑡 − cos(𝜔 + 𝛺)𝑡 ]

+  
𝐴1 𝐴2
2

sin(𝜑) [sin(𝜔 − 𝛺)𝑡 + sin(𝜔 + 𝛺)𝑡 ]  

Under integration, the terms with periodic functions cancel out, and the only term which 

contributes to the output is the nonzero DC part at 𝜔 = 𝛺: 
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𝑉𝑜𝑢𝑡 = 
1

τ
 ∫ 𝑆. 𝑅 𝑑𝑡

τ

0

= 
𝐴1 𝐴2
2τ

 cos(𝜑)∫ cos(0) 𝑑𝑡 = 
τ

0

𝐴1 𝐴2
2

 cos(𝜑) 

Notice that the output voltage of the more general case is the same as the one obtained 

before for input and reference signals with the same frequency [427]. 

In conclusion, a lock-in amplifier is a device that receives an input signal, with the 

noise associated with it, as an input voltage: 

𝑉𝑖𝑛 = 𝑉𝑜 sin(𝜔𝑡 + 𝜑) + 𝑉𝑛𝑜𝑖𝑠𝑒 

and provide a DC output voltage proportional to the amplitude of the input signal, and 

related to the phase shift as follows: 

𝑉𝑜𝑢𝑡 ∝ 𝑉𝑜 cos (𝜑) 

Applications of lock-in detection to non-periodic signals involve an optical 

chopper, as discussed previously in Sections 3.4 and 3.5. Chopping the incoming signal at 

a constant rate creates a periodic behavior. This will produce a signal that carries 

information on the phase and frequency of modulation, which then serves as a reference 

in the lock-in amplifier. A variety of applications of lock-in amplifiers can be found in 

various fields. 
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APPENDIX E 

THE LABVIEW SOFTWARE 

 

An introductory description of the LabVIEW program is provided in this appendix 

based on LabVIEW Core 1 Participant Guide offered by National Instruments for 

LabVIEW training [431]. When LabVIEW is launched, one can select a saved project or 

open a new project. After choosing a project, a “Project Explorer” window appears. This 

window includes “Project Root,” “My computer,” “Dependencies,” and “Build 

Specifications.” Through this window, the developer can see the VI files in that particular 

project. A VI is a major element of LabVIEW environment, and it consists of three main 

parts; a front panel window, a block diagram, and an icon/connector pane [431].  

The Front Panel is the user interface window. By clicking anywhere on this 

window, a small window containing the “Controls” and “Indicators” will appear. The 

Controls are interactive inputs, and the Indicators are interactive outputs. Knobs and push 

buttons are examples of Controls, whereas a graph is an example of an Indicator. 

When the LabVIEW software is used with instruments, the Controls can simulate 

the input devices and transfer the data to the Block Diagram of the associated VI. On the 

other hand, the Indicators simulate the output devices and displays the data generated by 

the Block Diagram.  

The data type of Controls and Indicators can be a string, a Boolean, or a numeric. 

A string consists of ASCII characters, so it is used for text inputs and outputs. Whereas, 
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data that only have two possible values are represented by a Boolean control, e.g. ON and 

OFF, or a Boolean indicator, e.g. True or False conditions.  

Numeric values can be integers or real numbers. LabVIEW has different 

representations of Numeric data types that the developer can choose from, such as signed 

integers, unsigned integers, and floating point. The number of bits that the program uses 

to store the Numeric value can also be specified. This option offers the user to choose the 

appropriate number of bits, for each Numeric value in his program, and save usage and 

storage space in the memory.  

Modern, Silver, System, and Classic are different control palettes that the 

LabVIEW has. Each palette contains a different set of user interface building objects. The 

toolbar of the Front Panel allows the programmer to edit and run the VI. The Block 

Diagram also has a toolbar that allows for running the program and offers several 

debugging options. Components of the Block Diagram are Functions, Structures, 

Constants, Nodes, Terminals, Wires, SubVIs, Icon, and Connector Pane.  

 Functions or “Function Nodes” are fundamental elements of operation in 

LabVIEW. In the Block Diagram, Nodes are objects that have inputs and outputs, or either 

inputs or outputs. Comparing to text-based programming languages, LabVIEW Nodes are 

equivalent to operators, statements, and subroutines.  

Terminals are entrance and exit ports, through which data is exchanged between 

the Front Panel and the Block Diagram. Wires transfer data between different objects in 

the Block Diagram. If there is an error in connecting different objects, a broken wire with 
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“×” mark on it will appear between the two objects. In this case, the programmer cannot 

run the VI unless the error is fixed.  

At the upper right corner of the Front Panel, The Icon of the VI is located. The 

Icon is a graphical representation of the VI, and it can be edited by the programmer to 

reflect the main operation of the VI. The Connector Pane maps the locations of the input 

and the output terminals of an object. Since these terminals are connected to Controls and 

Indicators on the Front Panel, the Connector Pane is not accessible from the Block 

Diagram.  

In text-based programming languages, the programmer can recall a sub-function, 

which has a programming code written in a separate program file, to perform a certain 

operation within another function. Whereas in LabVIEW, the sub-functions which can be 

used within the VI are called SubVIs. Each SubVI has its own Front Panel and Block 

Diagram, which is analogous to a sub-function that has its specific programming code in 

a text-based language. In addition, each SubVI has an Icon that represents it in the main 

VI. One type of commonly used SubVIs is the Express VI, which can be configured with 

a dialog box. On the Block Diagram, a SubVI appears as an Icon, while Express VIs appear 

as an Icon with a blue field around it.  

LabVIEW has a large number of objects, and each one of them has specific 

terminals. The question mark tool located at the toolbar in LAbVIEW can be used to open 

the Context Help window. This window displays the specified Icon, all its terminals, and 

the wire connections. In LabVIEW, different colors are used for wires to indicate the type 

of data expected at different terminals. Examples of LabVIEW projects are available on 
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the NI Example Finder. When this window opens, it allows the developer to search for an 

example or browse an example. These examples cover a wide range of tasks including 

test, control, design, or measurement [431]. One can use the LabVIEW software instead 

of a hardware device to perform certain tasks for many experiments in engineering and 

science. 

 



 

327 

 

APPENDIX F 

MIRROR REFLECTIVITY 

 

The high reflectivity of the mirrors used in the multipass cell is tested in our 

laboratory based on the method explained here. We simply add a beam splitter (BS) in the 

path of the laser beam emitted from our mid-IR frequency comb source, as illustrated in 

Figure 109 below. Having only one hole for the beam to enter and exit the cell means that 

the beam follows almost the same path when it exits the cell. Therefore, the BS serves to 

transmit the beam as it enters the cell and reflect the output beam which has the 

information about the reflectivity. Using a pinhole helps to align the beam before entering 

the multipass cell.  

In this measurement, we only used 60% of the total optical power that can be 

emitted from the mid-IR comb source (0.6 𝑃𝑡𝑜𝑡𝑎𝑙 ≈ 200 𝑚𝑊). Since the beam travels for 

a distance before it arrives at the BS, we measure its power at that position and found it 

close to 100 𝑚𝑊. After splitting at the BS, we measure the power of the transmitted beam 

to be around 70 𝑚𝑊, which is the power of the beam incident into the multipass cell (𝑃𝑜). 

The power of the reflected part from the incidence side is measured to be around 30 𝑚𝑊. 

This indicates, experimentally, that the BS we are using is a 70/30 splitter in the mid-IR. 

After a total number of 580 passes inside the multipass cell, the beam exits the cell 

through the same hole. The power of the output beam after reflection from the BS is 

around 1.6 𝑚𝑊. Considering the 30% reflectivity of the BS, the power of the output beam 
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(𝑃) from the multipass cell has to be around 5 𝑚𝑊. Comparing this value to the incident 

power, we can estimate the reflectivity of our mirrors based on this expression: 

𝑃

𝑃𝑜
≈ (𝐴. 𝑅. 𝐷)𝑁 

where 𝑃𝑜 is the incident power, 𝑃 is the output power, 𝑁 is the total number of reflections 

on the mirrors, 𝐴 indicates absorption losses, 𝐷 is for diffraction losses, and 𝑅 refers to 

reflection losses. Ignoring absorption and diffraction terms sets both 𝐴 and 𝐷 to 1. Then, 

we can estimate the reflectivity using our experimental measurements, 𝑃𝑜 = 70 𝑚𝑊, 𝑃 =

5 𝑚𝑊, and 𝑁 = 279, and we get 𝑅 ≥ 0.9955. 

 

 

Figure 109 An illustration of the method used to measure the reflectivity of the 

mirrors. 

 

 

 


