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 ABSTRACT 

 

The rising concerns about the issue of climate change have led to the emergence 

of global efforts to mitigate the rising concentrations of CO2 in the atmosphere. Different 

pathways for carbon reduction exist, however, the application of such strategies is minor 

relative to the available opportunities due to economic burdens. Given the variety of 

options, it is important to establish a decision-support tool that allows the identification of 

carbon reduction strategies with minimum cost. Recent developments in process 

integration have addressed the issue of designing carbon reduction pathways with 

minimum costs. However, no work has been done on developing a cost targeting method 

that gives quick insights on the economics of carbon mitigation. This work proposes a 

simple and effective technique that allows the quick determination of the lowest cost 

portfolios for the implementation of the different technologies for carbon reduction. 

Insights can be provided on the optimal carbon reduction pathways through developing 

cost curves. The method was applied to assess different planning strategies and the 

economics of carbon mitigation in different regions. The aim is to provide planners, policy 

makers, and analysts with a decision support tool that allows a quick identification of the 

optimal pathways. 
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GHG Greenhouse Gas 
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EOR Enhanced Oil Recovery 
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MAC Marginal Abatement Cost 

Csi Specific cost for capture and compression of emissions from 
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Xnet Net fixated CO2 fraction 

TRdj Total revenue from processing emissions in sink dj 

TCsi Total cost for capture and compression of emissions from source 

si 
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Ps,d Net profit from capturing and allocating emissions from source s 

to sink d 

TP Total profit generated from the carbon network 

η  Efficiency of the unit 

γs Power-related emissions factor for capture and compression 

Femit  Flowrate of the produced CO2 from the sources 

Fpinch Flowrate of processed CO2 corresponding to the profitability 

pinch 

Fcost-neutral Processed CO2 flowrate corresponding to the cost-neutral carbon 

network 

Fijmax Maximum flowrate corresponding to introducing source si and 

sink dj 

CEj Specific total cost of the alternative energy source Ej 

CEi Specific operation cost of the existing energy source Ei 

ε𝐸𝑖 CO2 emissions factor of existing energy source Ei 

ε𝐸𝑗 CO2 emissions factor of alternative energy source Ej 

CT Carbon tax rate 

IT Income tax rate 

CF Process Cash Flow 

CP Specific Carbon Price 
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CHAPTER I  

INTRODUCTION 

 

Global warming is a major environmental issue threatening the planet’s stability 

due to its effect on various sustainability factors leading to losses in bio-diversity, water, 

and land[1]. Total CO2 emissions in 2019 were estimated to be around 43.1 GtCO2, 36.8 

GtCO2 of which were emitted by industrial activities and energy production[2]. These 

sources of emissions are referred to as stationary sources. Major stationary sources are 

iron steel, cement, and petrochemical plants[3], producing 31%, 27%, and 10% of the 

global industrial carbon emissions respectively[4]. It has been estimated that the demand 

for products from such industries will double by 2050[5]. With the increasing population 

and urbanization, and the development of technologies and economies, energy demand is 

expected to increase[6]. Consequently, carbon emissions are expected to increase further. 

To avoid the catastrophic consequences, Intergovernmental Panel on Climate Change 

(IPCC) has recommended that the global carbon emissions should decrease by 50%-80% 

by 2050[7]. Moreover, to fulfill the Paris Agreement’s goal of limiting the global 

temperature rise to below 2oC, countries have outlined their plans through Intended 

Nationally Determined Contributions (INDC)[8]. According to Rogeli et al[8], although 

INDCs will result in decreased global emissions upon implementation, a 3oC warming is 

expected by 2100.  

Therefore, the scientific community has given a great attention during the past 

years to the reduction of greenhouse gas emissions (GHGs), and many efforts have been 
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initiated to develop emissions mitigation tools to guide the set strategies[9]. Emissions 

mitigation can take place through increasing the efficiency of the existing processes, 

relying on energy sources with lower or zero emissions, or through capturing the emitted 

CO2 for storage or utilization[10]. Although implementing energy sources with lower 

carbon footprint has a significant role in mitigating GHG emissions, economic and social 

considerations remain obstacles in the required wide implementation path of such 

technologies[10]. In many cases shutting fossil fuel power plants will incur significant 

economic losses outweighing the environmental reward for the decision makers[11]. 

Consequently, the 50% emissions reduction target by 2050 cannot be achieved without 

the implementation of CCUS technologies[12]. On the other hand, the implementation of 

CCUS projects has not achieved the planned scales that allows their ultimate contribution 

to the worldwide carbon reduction. In Europe, 12 CCS projects were planned to be in 

operation by 2015, however, none has been executed [3]. According to the Global CCS 

institute, 26 CCS projects have been canceled due to economic burdens [13].  

The high costs of sustainable implementation of renewable energy production and 

carbon capture as well as other social considerations affect the competitiveness of the 

existing industries in a country, and hence the economy [14]. The result is the failure of 

national and international commitments in reaching the planned targets as the emissions 

levels keep increasing. In the past 50 years, 500 recognized agreements were signed by 

different countries, however the emissions rate increased by 30 × 106
  t CO2/y between 

1980 and 2014 [15]. The commitments are established based on plans and visions of future 

carbon reduction plans, and they include allocating to boost carbon reduction, as well as 
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penalties and incentives through tax and subsidy policies which have direct impact on the 

industrial sector in a country. Hence, it is important to understand the economics 

associated with the different options for CO2 reduction to design a strategy with the 

cheapest costs. The strategy should consider an optimal techno-economic system requiring 

the least costs and the political framework that ensures the feasibility of such system. 

This work proposes a targeting tool that allows the quick assessment of different 

carbon reduction pathways for a group of emission streams. The method gives insights on 

the cost optimal carbon abatement through CCUS by developing cost curves for carbon 

supply and demand. The developed targets include: the minimum cost (or highest profit) 

of implementing the carbon network for a given carbon processing flowrate, the sources 

and sinks required to generate the optimal carbon network, and the CO2 processing 

flowrates that correspond to the maximum profit generated by CCU and to the carbon 

network with zero costs. The method would then be developed to consider the secondary 

emissions generated from the carbon network in order to minimize the cost of the net 

carbon reduction. This would allow the comparison of CCUS with other pathways such 

as renewable energy to generate a holistic view on the cost-optimal carbon reduction. The 

approach identifies which sources and sinks need to participate in the established carbon 

network and which energy alternatives to utilize. The targets can then be used as 

benchmarks to assess the performance of carbon network and policy designs. The carbon 

tax is then investigated in the context of the developed targets, considering the different 

interactions between the different stakeholders.  
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Chapter II presents the existing literature on the decision support tools that are 

designed to help planners and policy makers in achieving optimal carbon reduction 

pathways. In Chapter III a graphical targeting tool is developed for optimizing carbon 

network implementation. The method will be illustrated through a demonstrative example. 

The method is then developed in Chapter IV to consider secondary emissions and to 

include other carbon reduction pathways such as renewable energy and planning under 

different criteria. The developed method will be used to show the effect of planning criteria 

on the total cost of carbon reduction. The impact of accessibility to different carbon 

reduction options is investigated through a case study with real data collected for three 

different geographic regions: Norway, Qatar, and Japan. The interactions between the 

different stakeholders: sources, sinks, and authority, are modelled in Chapter V, 

considering a traditional carbon policy: carbon tax, to analyze its performance towards 

achieving the developed targets. 
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CHAPTER II  

LITERATURE REVIEW 

 

This section summarizes different decision and policy support tools that have been 

developed in literature. The reviewed literature spans a range of different applications 

including carbon network planning methodologies and policy design and support models. 

Each tool is assessed in terms of the application to carbon reduction planning and the gaps 

are identified. 

Process Integration Tools 

Process integration is a comprehensive path approaching the wholeness of the 

process through process design, retrofitting, and operation [16]. Early applications go back 

to 1970s with the application of pinch analysis to minimize the external energy 

requirements of the process through heat integration [17]. Since then, process integration 

has been developed as an independent field with wide applications in sustainable and 

optimal design. The general framework of the process integration techniques can be 

described as follows: for a set objective (or objectives), optimal achievable targets can be 

developed to benchmark the optimal designs. Optimal designs can then be generated 

through identifying the possible alternatives and selecting the options that result in 

achieving the targets[18]. In this context, the planning tools developed in the process 

integration field can be categorized into targeting and design methodologies. The targeting 

tools are simple and give quick insights on the optimal achievable goals for the objective. 
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The design methodologies and more complicated and time consuming as they provide 

detailed pathways for achieving the goals. 

The developments in the field of process integration have led to the emergence of 

new tools addressing the issue of optimizing the planning of carbon reduction projects. 

Manan et al[19] reviewed the research work in process integration for CO2 emissions 

reduction. The review showed that different techniques are applied in the various stages 

from supply side energy management to the demand side management. Early applications 

of process integration in carbon reduction was through optimizing energy allocation 

between plants and reducing the energy-related CO2 emissions [20]. Tan and Foo [21] 

developed carbon emissions pinch analysis for energy planning under abatement 

constraints.  The methodology was applied for different regions in the Philippines and was 

later applied for different economic sectors in context of country’s commitment to carbon 

reduction [22]. 

Process integration techniques have been also used for CCUS planning. Tapia et 

al[10] reviewed the tools applied for supporting decision-making in planning CCUS 

carbon networks. The main existing models are mathematical programming optimization 

and pinch analysis methods. Such approaches emerge from the philosophy of targeting 

design described earlier. Pinch analysis methods are simple targeting techniques used to 

develop quick insights based on collected data. The design problems are addressed 

through mathematical optimization by modelling the material and energy flows in the 

system and setting the allocations to optimize the objective. The targets and the design 
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objectives included economic (minimizing costs) [23] and environmental (minimizing 

emissions) [24] considerations.  

Algebraic and graphical targeting methods have been proposed to provide insights 

on the best implementation of CCS retrofitting[25] and optimal source-sink matching[26]. 

Illyas et al [27] developed a targeting technique to optimize CCS retrofit to the power 

sector as well as the compensatory power demand from renewable sources. Diamante et 

al [26] developed a pinch analysis targeting technique to match CO2 sources to storage 

cites while minimizing the unused capacities of the reservoirs. The matching was 

constrained by the capacities and injectivity rates. Ooi et al [28] considered the time 

variability of the same problem and addressed a multi-period scheduling of the source-

sink matching problem.  Mohd Nawi et al [29] introduced the concept of CO2 total cite 

planning  through an algebraic pinch technique that maximizes the flow of CO2 from 

sources to utilization sinks and minimizes CO2 sequestration. All the developed targeting 

techniques aim to maximize the CO2 flowrate into the various sinks considered in order to 

maximize the capacity of CO2 reduction. However, the problem of planning a cost-optimal 

carbon network have not been addressed yet at the targeting stage. 

Designing carbon networks through source-sink matching has been addressed 

through mathematical programming with different objectives. Tan et al [30] developed a 

multiperiod mixed integer non-linear programming model to maximize the CO2 storage 

under temporal and physical constraints. The study was then developed to include the 

uncertainties associated with the capture and storage [31]. The level of details harnessed 

in the design approaches allows the optimization of the economics of CCUS 



 

8 

 

implementation.  Hasan et al [32] developed a linear programming model that allocates 

emissions from sources in the United States to enhanced oil recovery (EOR) sinks 

regionally and nationally while maximizing the profit. Al-Mohannadi and Linke [33] 

developed an optimization model that allocates captured emissions streams from sources 

to sinks to minimize reduction cost under carbon reduction constraints. The model 

considered the capability of mixing streams at the sinks, and different possible carbon sink 

technologies were investigated. The multi-period planning problem was then addressed to 

minimize the cost of the carbon network implementation over phases [34]. Hassiba et al 

[35] later included heat integration into the planning. Al-Mohannadi et al [36] introduced 

a methodology based on linear programming to optimize the economic outcome of natural 

gas monetization under carbon reduction constraints with various CCUS options.  

Planning cost-optimal carbon networks for CCUS implementation has been 

addressed through process design methodologies. The tools are implemented through 

complicated and time-consuming procedures involving detailed modelling and 

optimization. Such approaches require computational power and may result in equally 

significant solutions which need further analysis. Having a final solution to the problem 

may not allow the understanding of the different available options and further insights are 

needed to assess the impact of the solution relative to other options. Hence, a cost-targeting 

technique is required which consider the economics of the carbon network. Such technique 

should provide quick insights on the available options to allow a high-level understanding 

of the system.  
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Moreover, the process integration techniques provide final optimal solutions 

disregarding the different interactions of the stakeholders affecting its implementation. 

This may lead to optimistic results which may not be feasible for all the stakeholders, 

affecting the implementation of proposed solution. Policy models have been developed to 

address the issue through defining the different stakeholders and modelling their 

interactions. Different policy frameworks have been investigated through such models to 

understand the feasibility of optimal solutions under multi-stakeholders’ interactions. 

These tools are reviewed in the following section. 

Policy Models 

The optimal solutions for carbon reduction should be implemented in a political 

framework that ensures their feasibility. Planning carbon reduction is performed at the 

level of a political authority (government) which issue national and international 

commitments to reach a certain level of carbon reduction. The implementation of carbon 

reduction technologies to achieve carbon reduction is implemented at the level of 

industrial plant which produce the emissions. The implementation of carbon reducing 

technologies in many cases requires costs which make such pathways economically 

infeasible compared to venting the emissions. Hence the governments enforce a set of 

regulations referred to as carbon policies that impact the dynamics of the existing techno-

economic system to ensure the economic feasibility of the carbon reduction set in the 

commitments. Designing such framework requires a deep understanding of the 

interactions between the different stakeholders. Different policy models have been 

developed in literature to describe such interactions and to investigate different policies 
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and actions in terms of waste minimization through industrial symbiosis. This allows 

understanding the complexities of the system and obtaining more realistic results feasible 

under the defined interactions. 

Agent Based Modelling 

Agent-based modelling (ABM) is a computational method used in the study of 

technical, social, biological, and economic systems’ dynamics [37].  It is a computing tool 

that allows the user to establish models composed of different interacting components and 

analyses the behavior of the system accordingly. In agent-based modelling, the decision 

makers are referred to as agents: autonomous entities with different characteristics able to 

interact with the environment and make dynamic decisions toward achieving defined goals 

[38]. Being able to address the various features of interactions through industrial parks, 

ABM was proposed to study the evolution of industrial symbiosis [39]. 

Different plants constituting industrial parks were modelled as agents [40], taking 

decisions concerning establishing symbiotic relations to reduce waste and emissions. The 

proposed models can be divided according to the way an agent is defined to perceive the 

environment into stochastic and deterministic. Bichraoui et al [41] focused on identifying 

the behavioral factors that foster industrial symbiosis through setting probabilistic input 

parameters. Another stochastic model was developed by Mantese and Amaral [42]. Agent 

based simulation was used to assess different indicators that reflect symbiotic 

performance. These stochastic models are tested over different hypothetical scenarios to 

compare between the obtained and the expected outcomes. The lack of proper validation 

limits the application and relevance of such models.  The other approach of establishing 
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agent-based models for industrial park defines the agents’ features based on rational 

thinking rather than probabilistic outcomes. Ruiz and Romero [43] proposed a conceptual 

framework to model the operations taking place in an industrial park. Economic and 

environmental system objectives were identified, while individual companies had 

economic objective with environmental constraints. Such goals would induce 

collaborative relations between the plants leading to symbiotic relations which can reduce 

feedstock cost, waste disposal price, and taxation. Albino et. al [44] developed a model 

also considering the firms as autonomous agents taking decisions on whether to establish 

symbiotic links or not. All the firms aim at maximizing a fitness function which depends 

solely on the economic benefit of the connection. A later study [45] harnessed the 

proposed model to study the effect of introducing landfill taxation and subsidy policies on 

the symbiotic relations within industrial parks. Tang et al [46] established an agent-based 

model to investigate the application of carbon emissions trading scheme on the Chinese 

case. The main decision-making agents are the firms and the government. If the emission 

level is high, the firm consider investing in carbon-reducing technologies when the 

investment is economically feasible. The government agent allocates free carbon limit and 

control the carbon emission trade market, specifying the price of carbon quota exchanged. 

The model developed is a simulation tool and it was applied to investigate the effect of the 

various policy tools through sensitivity analysis.  

The problem with multiagent modelling is the fact that the interpretation depends 

on many repeated runs with rational justification which is hard to be obtained for systems 

like countries implementing carbon reduction strategies. Although ABM is a versatile tool, 
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its value is generally limited to the prediction of general trends of systemic behavior. The 

limited scope of these models and the lack of detailed data for calibration and validation 

are limitations that must be overcome to improve their usefulness and accuracy.  

Game Theory 

Game theory provides a framework to model interactions among different agents 

(now called players) acting rationally [38]. The interactions are defined by set of rules 

which are followed by each player to reach a desired outcome. Although game theory is 

applied within multiagent programming as a decision-making model that defines agents’ 

actions and reactions, the surveyed literature focuses on game theory as an optimization 

framework that considers the different levels and actors of decision-making. Taking the 

industrial park context, interactions can be made either between two plants; one that 

produces wastes/ by-products, and one that uses them, or between a plant and the authority. 

Various research groups have been working on using game theory to model such 

interactions in order to better understand the factors affecting them and how to optimize 

the performance taking these interactions into consideration. 

Cooperative game methodologies have been used to allocate the connection costs 

between the waste producer and the waste receiver. Yazdanpanah and Yazan [47] 

presented industrial symbiotic relations as cooperative cost-allocation games. Both waste 

producing and waste receiving plants can cut on waste treatment cost and resources cost 

respectively through initiating a symbiotic relation. The decision made depends on the 

costs paid before and after the connection. The intended cost allocation had to be stable 

and fair. A follow-up discussion by the authors [48] suggested introducing regulations to 
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coordinate such interactions in order to stabilize an unstable but desired (by the authority) 

connection. Regulations are introduced as incentives (subsidies) on the connection cost so 

that the symbiotic relation become a win-win situation for both parties involved. Tan et al 

[49] presented an optimization-based cooperative game approach for systematic allocation 

of costs among plants in a symbiotic relation. Their approach is comprised of two steps: 

pooling the benefits and based on that a profit-sharing scheme is developed through linear 

programming. Although the linear programming approach allows the cooperative game 

technique to be integrated into other mathematical programming optimization 

methodologies, the two-step mechanism would require much effort to determine all 

possible optimal solutions of all possible coalitions. Moreover, the idea of fairness upon 

which the cooperative games are based may not hold in real life as each company will be 

looking for its best interest without giving much attention to the profitability of other 

players.  

The other game theoretic approaches try to account for an authoritarian entity that 

govern the operations in the industrial park. In such case, decisions are made at two 

different levels: the upper level where the authority sets incentive and tax policies to drive 

the plants towards eco-friendly operations, and the lower level at which plants take 

decisions on how to operate in response to the policy set by the government. Such scheme 

results in a bi-level optimization problem, also called leader-follower game, which was 

firstly introduced by the economist H.F. Stackelberg and named Stackelberg Game. 

Ramos [50] applied Stackelberg game to optimize the superstructure of water network in 

an industrial park.  Aguilar et al [51] proposed a bi-level fuzzy optimization model to 
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determine a proper incentive policy that results in the plants adopting proper heat and solid 

waste network to minimize carbon dioxide emissions. Gao and You [52] applied 

Stackelberg game on the supply chain of shale gas between producer and processor. The 

shale gas producer was the leader, trying to maximize its profit while minimizing the 

overall emissions of the process. The processing plant was identified as the follower 

aiming at maximizing own profit. Bilevel programming approaches provide powerful 

solutions because each player is considered to act for its ultimate benefit.  

As is the case with carbon network design, policy design methodologies are 

performed with the lack of targeting that can benchmark the performance of the generated 

policies. All the policy models implement complicated tools with many assumptions and 

the solutions are obtained without understanding the behavior under optimal performance. 

Hence it is important to develop a simple cost targeting technique to determine the optimal 

cost for carbon reduction and to understand the system with the various options at a higher 

level. This will allow better designs for both carbon networks and policies. 

Marginal Abatement Cost Curves 

In economics, cost curves are used to link the cost of production to its capacity. 

Different investment options with varying specific costs and production capacities can be 

represented on a cost vs capacity plot and arranged from the most economically viable to 

the least. Significant insights can be drawn that helps in optimizing the investment and 

operation of the available options. The concept of cost curves was first introduced in the 

1970s amid oil price shocks to save oil and electricity consumption [53]. The early term 

for such tools was: conservation supply curves, and later they were developed for 
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applications in carbon reduction policies and the term marginal abatement cost (MAC) 

curves emerged. 

Marginal abatement cost curves have been used to support planners and policy 

makers in understanding economics of the carbon reduction pathways. Marginal 

abatement cost is the specific cost associated with a certain level of emissions reduction. 

It characterizes the economics of a carbon reducing technology. Marginal abatement cost 

curves are generated by representing each of the available carbon-reducing options as 

segments characterized by their MAC and their abatement capacities. The different 

options are ranked in increasing order of MAC to ensure the implementation of lowest 

cost pathways for a given reduction goal.  

MAC curves been applied widely in literature. Morthorst[54] developed carbon 

reduction  cost curves for a case study of Denmark, focusing on energy efficiency 

improvement options. Enkvist et al[55] presented a global study for the possible pathways 

toward carbon reduction, and arranged the different options in a cost curve. The carbon 

reduction pathways included building insulation, energy efficiency, alternative fuels, 

alternative energy sources, and carbon capture and sequestration (CCS). The study 

provided an overall worldwide vision for the total carbon reduction, disregarding changes 

in options between different countries and sectors. Naucler et al[56] updated the global 

abatement cost profile and performed a more detailed analysis for the major carbon 

producing sectors with different scenarios and sensitivity analyses. A global profile was 

presented beside abatement cost curves for individual sectors showing more detailed 

options. These studies gave an overall insight to the possible carbon reduction pathways, 
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however, followed several assumptions that may affect the relevance of applications in 

specific contexts. For example, CCUS was considered as a general option with no regard 

to the cost variability between the different capture, utilization, and storage options.  

Sector specific studies have been developed that focused on the application of 

MAC curves for carbon capture and utilization options. Dahowski et al[57] developed 

preliminary cost curve for the possible carbon storage sites in China. Similar studies were 

performed for different geographical regions including North America[58] and 

Europe[59]. These studies consider the transport and storage costs associated with each 

site, however, the cost of capture from the sources is disregarded. The economics of carbon 

capture were investigated [60] in a study where different emissions sources were surveyed 

and arranged based on the cost of the required carbon capture. Insights were established 

on what sources should be considered for future carbon capture and utilization projects. 

Another study was conducted where the MAC curve was used to compare between ten 

different carbon utilization technologies that are either implemented or developed enough 

to be implemented soon [61]. The different utilization options were arranged on the MAC 

plot, and the discussion was focused on the expected revenues and capacities of the 

investigated technologies.  

The concepts implemented in MAC curves construction for CCUS options 

inspired work performed by Von der Assen et al[62] which proposed environmental-

merit-order curve, considering the environmental impact of CO2 capture from different 

CO2 emitting sources. Current commercial carbon capture technologies are energy 

intensive process causing additional emissions and affecting the total efficiency of carbon 
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reduction. The energy requirements of the capture depend on the properties of the emitted 

streams which vary between the sources. Each of the sources is represented on an 

environmental impact vs CO2 supply rate and arranged from the least environmental 

impact (due to capture) to the most. The study aimed at providing a life cycle analysis of 

carbon capture, focusing on the secondary emissions resulting from the energy 

requirements. 

MAC curves are powerful visualization tools that allow the results of extensive 

work to be represented and illustrated. They have shown effectiveness in communicating 

recommendations to policy makers where different technologies can be easily arranged 

from cheapest to most expensive and plotted against capacity. However, all the presented 

studies used the MAC curves as an illustration tool and not as a targeting technique. They 

dealt with the CCUS planning problem considering either carbon supply (sources) or 

carbon demand (storage and utilization), and none of the techniques give insights on the 

optimal carbon network formed between the sources of emissions and the different 

utilization and storage options simultaneously. Treating carbon network planning as a one-

sided problem along with the other assumptions used to develop the MAC curves may 

omit some options that are considered in the optimization algorithms presented in the 

process integration design. Hence MAC curves cannot be implemented as targeting 

technique that gives quick insights on the optimal solution for carbon network planning. 

From the literature work presented, it can be deduced that there are no targeting 

tools that address the problem of minimum cost carbon networks. There is a need for a 

targeting methodology that allows the identification of lowest-cost portfolios of carbon 
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network easily and without going directly into the design. Hence, the proposed tool in this 

work will address this gap and will be used to develop quick economic targets, considering 

both sources and sinks for minimum cost carbon networks and carbon reduction. A carbon 

policy model is then developed to account for the interactions between the different 

stakeholders and to assess the performance of carbon tax relative to the developed targets. 

The next chapters will explain the methodologies of the proposed approaches. 
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CHAPTER III  

SCOPE AND OBJECTIVES 

 

The high-level challenge addressed in this work is to develop a targeting method 

that allows to quickly identify the lowest cost (or most profitable) portfolios of carbon 

reduction pathways for a given group of fixed sources. The work focuses on carbon 

reduction through CCUS options; however, the method will be developed to target the 

minimum cost of net reduction through carbon networks. This will allow the comparison 

with other CO2 abatement technologies. Carbon reduction strategies are established 

through the political channels by following a set of penalizing or incentivizing legislations 

(carbon policy) that allows the stakeholders to endure the costs of implemented carbon 

reduction technologies. A policy framework model is then developed to evaluate an 

example of such policies: carbon tax, and the resulting carbon reduction portfolio is 

compared to the optimal operation of carbon reduction target. 

The main objective is approached over different stages. The first step is to develop 

a targeting technique that detects the cost-optimal utilization and/or sequestration 

processing options for emissions reduction. Given is a set of stationary CO2 emissions 

sources, and a set of candidate utilization and sequestration options (sinks). The method 

should identify which emissions sources should be processed, and which processing 

options (sinks) should be implemented. In order to address this problem, the proposed 

method needs to carefully consider the two main drivers of decision making, i.e. the 

specific cost (or profit) of emissions reduction across the different plants under study 



 

20 

 

(emissions sources and sinks, and power sources) which is to be minimized, and the 

quantity of CO2 processed, which constitutes the emissions reduction goal. A graphical 

approach is established that allows the identification of optimal carbon network through 

implementing CCUS, maximizing the profit generated from a carbon network for a set 

carbon processing flowrate. 

After that, the secondary emissions from the carbon network are considered 

through an algebraic method that targets the minimum cost of net CO2 reduction. The 

algebraic algorithm is more flexible in setting the optimization criterion and in including 

carbon reduction options other than CCUS. The algebraic technique developed can be 

used to investigate the economic impact of different planning criteria and of different 

carbon reduction options. Both methodologies are used to define several economic targets. 

The defined targets correspond to the maximum profit from carbon utilization and to cost 

neutral carbon reduction. The cost neutral carbon reduction can be performed through 

offsetting the costs of carbon reduction by the profit generated from carbon utilization. 

The algebraic technique is used to develop carbon abatement cost curves for different 

countries and to investigate the variations in the economics of carbon reduction. 

The interactions among the stakeholders in the system are then modelled to 

incorporate carbon tax as carbon policy. The decisions taken by the stakeholders are 

controlled by the economics of the available options. Each plant emitting CO2 can either 

pay for the carbon capture costs to reduce their emissions or pay the corresponding carbon 

tax. The impact of the carbon policy is investigated to evaluate the policy performance in 

comparison with the developed targets. 
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CHAPTER IV  

A GRAPHICAL APPROACH FOR DEVELOPING ECONOMIC TARGETS FOR 

CARBON REDUCTION THROUGH CCUS  

 

The proposed method for CCUS planning will consist of two plots, which allow 

an analyst to determine the minimum cost solution across a given set of CO2 utilization 

and sequestration options D (D = [d1, d2, … , dn], n ∈ ℕ ) for a given set of CO2 emissions 

sources S (S = [s1, s2, … , sm], m ∈ ℕ ) as well as the overall net CO2 reduction. The 

sources produce streams at varying specifications, different from the requirements for the 

sinks to be able to treat the streams. To deliver the emissions flow to the sinks, they should 

be treated through capture and compression whose cost vary according to the source. Each 

source si is characterized by the specific cost required for capture and compression Csi and 

by the maximum flowrate it can allocate after capture Fsi. On the other hand, the sinks 

process the CO2 to produce value added products whose revenues vary depending on the 

sink’s technology. Each sink dj is characterized by the specific revenue generated from 

the value-added products Rdj and by the capacity flowrate of CO2 processing Fdj. Treating 

the streams before reaching the sink and inside the sink generate secondary emissions 

which affect the total efficiency of carbon reduction. In the proposed method, the costs are 

analyzed in the two-dimensional space of specific CO2 processing revenue R or cost C 

(e.g. in units $/t CO2) vs. processed CO2 flowrate F, whereas net CO2 reduction is 

analyzed in the two-dimensional space of the net fixated CO2 fraction Xnet vs. processed 

CO2 flowrate F. 
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Methodology 

Consider a sink d processing a flow of CO2 of Fd at a reference specification 

(purity, temperature, pressure) at a specific price Rd. Then, the sink can be represented as 

a horizontal line in R vs. F space (Figure 1a).  The total revenue TRd from processing is 

represented by the area between the sink line and the flow axis starting at the origin (TRd 

= Rd Fd). A positive price of processing flow in a sink would result in a positive revenue, 

whereas a negative price of processing flow in a sink would result in a negative revenue, 

i.e. an overall processing cost. In terms of sink options, a sequestration sink will always 

result in a negative revenue, but CO2 utilization options may exist for sinks, such as 

Enhanced Oil Recovery (EOR) or methanol production, that may afford to pay CO2 prices 

greater than zero whilst meeting investment return expectations.  

 

 

(a) 

 

(b) 

Figure 1 The graphical representation of a sink (a) and a source (b) 

 

Similarly, the source can be represented as a horizontal line in C vs. F space (Figure 

1b).  The total cost TCs of supplying flow Fs is represented by the area between the source 
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line and the flow axis (TCs = Cs Fs). Unless a source of emissions is already at the reference 

condition, supply costs will typically include the cost of CO2 capture and compression. 

The specific cost Cs depends on the characteristics of source s, i.e. its composition, 

pressure, temperature, flow, and technology choices made, e.g. the selected CO2 capture 

technology. 

In case of integration, i.e. the processing of a flow from source s in sink d, the net 

profit Ps,d generated is represented by the area between the source and sink lines. Figure 

2a shows the case of a profitable integration, while Figure 2b illustrates a loss-making 

integration. The maximum flow that can be processed across source s and sink d is given 

by: argmin(Fs, Fd). It is the minimum between what the source can supply and what the 

sink can process. 

 

 

(a) 

 

(b) 

Figure 2 Graphical representation of a profitable (a) and non-profitable (b) CCUS 

application 
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(a) 

 

(b) 

Figure 3 Leakage of CO2 in processing (a) and its graphical representation (b) 

 

The representation in Figure 3 (a) illustrates the CO2 flows between a source and 

a sink. In many cases, there is a need to quantify the leakage of CO2 flows from the original 

steam to establish the net CO2 fixation achieved. Let ηs be the CO2 capture efficiency at 

source to achieve the reference specification, which is defined as the fraction of CO2 flow 

rate from the source Fs over the CO2 flow of the original emissions stream fed into the 

capture process Fc. Further, let ηd be the net CO2 fixation efficiency in the sink, i.e. the 

fraction of Fd received by a sink that is fixated either by sequestration or by fixation in a 

product in the case of utilization of CO2 as a feedstock. Moreover, the energy associated 

emissions of the connection are accounted for through including the additional energy 

requirements into the problem. Let γs be the emissions factor associated with the power 

and energy requirements for processing the source stream (capture, compression, and 

heating/cooling). On the other hand, let γd be the emissions factor corresponding to the 
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power and energy requirements for processing the allocated flow in the sink. With these 

efficiencies, the net amount of CO2 fixated becomes: Ffix = (ηd - γs) Falloc, where Falloc = Fs 

= Fd, and the gross amount of CO2 contained in the original emissions source becomes 

Femit. The fraction of the original source emission fixated in a source to sink allocation of 

flow F can be calculated as Xnet = (ηd - γs) (F/Femit). This information can be conveniently 

tracked alongside the profitability of a source to sink allocation as shown in Figure 3 (b).  

Consider a system with multiple sources with each source si characterized by Csi 

and Fsi, and multiple options for potential sinks with each sink di characterized by Rdi and 

Fdi. All the sources and sinks can be represented in R or C vs F domain as discussed 

previously (Figure 4a and Figure 4b).  Each horizontal segment represents a source or a 

sink assuming fixed cost and revenue over the corresponding processed flow interval.  

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 4 Graphical representation of multiple sources (a), multiple sinks (b), the 

capture cost profile (c), and the utilization profit profile (d) 
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Each allocation between a source and a sink results in a net profit making or profit 

loss as represented in Figure 2. In the case of multiple sources and sinks, the total 

profitability of the network is determined by subtracting the cumulative costs of carbon 

capture from the cumulative revenues of carbon utilization. To minimize the total cost of 

carbon reduction, the most profitable allocations are prioritized. Minimum carbon 

mitigation cost is achieved by allocating carbon from sources with minimal capture costs 

and implementing the most profitable sinks (with the highest revenues). Hence, the 

segments are arranged from the least capture cost to the highest for sources to obtain the 

carbon capture cost profile (Figure 4c) and from highest revenue to lowest for sinks to 

obtain the utilization revenue profile (Figure 4d). 

The total cost TC of capturing an overall flow Falloc throughout the network is equal 

to the area between the source profile and the F-axis from F=0 to F= Falloc (Figure 5a). The 

shaded region corresponds to the sum of the costs required to capture steams from each of 

the sources (TC = ∑TCsi). The total revenue TR generated from processing carbon at flow 

Falloc in the sinks is present in the plot as the area between the sink profile and the F-axis 

from F=0 to F=Falloc (Figure 5b). Like the total capture cost, the total utilization revenue 

is equal to the sum of the revenues generated by each sink (TR=∑TRdi). As mentioned 

earlier, for the sinks with negative price, the total revenue is negative represented in the 

area below the F-axis. 
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(a) 

 

(b) 

Figure 5 Graphical representation of the total capture cost in the supply profile (a) 

and the total revenue obtained from the utilization and storage options (b) 

 

The total profit of the carbon network TP is the difference between the total 

revenue generated by the sinks and the total capture cost.  It is the area between the capture 

cost profile and the utilization revenue profile (Figure 6a). A profit-making connection is 

between a sink and a source such that sink’s segment is higher than the source’s, otherwise 

the connection is loss-making. Since the source profile shows an increasing cost with 

flowrate while the sink profile shows a decreasing revenue with flowrate, a turn point 

exists that separates the connections with positive profit from the connections with 

negative profits (Figure 6a). The turn-point will be referred to as the profitability pinch. 

The most profitable network corresponds to a processed flow F which is equal to the 

flowrate at the profitability pinch Fpinch. Before the profitability pinch (F <= Fpinch), the 

connections are profit-making, and the net profit of the network increases with increasing 

the processed carbon flow. After the profitability pinch (F > Fpinch), the connections are 

loss-making and the net profit decreases with increasing the processed carbon flow. 
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(a) 

 

(b) 

Figure 6 Graphical representation of the different economic targets showing the net 

cost of carbon reduction and profitability pinch (a), and cost-neutral carbon 

reduction limit (b) 

 

The total cost of carbon reduction with allocated flow Falloc is equal to the 

difference between net cost of loss-making connections and the net profit of the profit-

making connections. The carbon allocation flow corresponding to cost-neutral 

implementation of CCUS is the flowrate Fcost-neutral at which the area to the left of the 

profitability-pinch between F=0 and F=Fpinch is equal to the area to its right between 

F=Fpinch and F=Fcost-neutral (Figure 6b). Fcost-neutral represents the limit where CCUS can be 

applied optimally without any economic constraints assuming that the revenues from the 

sinks are used to cover the costs of capturing and processing.  

The secondary carbon leakage from the network due to inefficiencies in capture 

technologies and sinks as well as the parasitic power requirements are taken into 

consideration in the overall net fixation plot (Figure 7). The plot in Xnet vs. F space shows 

the fraction of carbon reduced from the carbon emitted by the sources as function of the 
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allocated (processed) flow. Since each connection between a source si and a sink dj is 

characterized by the efficiencies and power requirements and the allocated flows Fij, the 

plot is composed of different segments with varying slopes each representing the 

cumulative carbon reduction by the network.  

 

 

Figure 7 Net capture and leakage the overall carbon network 

 

Illustrative Example 

The proposed tool was demonstrated through a hypothetical case study. Several 

industrial sources of emissions are considered, including Gas-to-Liquid (GTL) plant, a 

cement plant, a methanol plant, and a gas fired power plant (generated 1 GW of 

electricity). Four possible sinks are taken into consideration and these include an enhanced 
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oil recovery (EOR) facility, methanol production through dry reforming plant, a 

greenhouse, and an underground carbon sequestration unit. The economic data used in the 

example is determined from Al-Mohannadi et al [36]. The power emissions factors γsi are 

determined from von der Assen et al[62] and they include the emissions associated from 

supplying heat to the capture process (post combustion, MEA) as well as electricity for 

compression. The capture cost varies among the sources as well because it depends on the 

composition of the captured stream. The total carbon footprint is 26.3×106 t CO2/y out of 

which 24.25×106 t CO2/y can be captured assuming 90% capture efficiency.  The source’s 

data is summarized in Table 1. 

 

Table 1 Data collected for sources 

Plant CO2 production 

rate (106 tCO2/y) 

CO2 purity 

(wt%) 

Treatment 

Cost ($/tCO2) 

γsi (tCO2-

emitted/tCO2-

captured) 

GTL - pure  4.12 100 0 0.03 

Cement  1.53 27 38 0.27 

Aluminum 3.67 7 48 0.29 

Methanol A 0.71 7 48 0.26 

GTL (b) -

diluted 

12.64 7 48 0.26 

Power Plant  3.81 4 55 0.13 
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Table 2 summarizes the sink’s information. The sinks considered span a range of 

CO2 applications including chemical production, agriculture, and oil and gas industry. 

Carbon sequestration in saline aquifers is considered as well. The capacities of the sinks 

depend on the size of the demand on the products as well as the underground geology of 

the available area. All sinks require pure CO2 streams.  

 

Table 2 Data collected for sinks 

Sink (di) Fdi (106 tCO2/y) Rdi ($/tCO2) ηdi 

Enhanced Oil Recovery (EOR)  7 30 100% 

Methanol B  3 20 99% 

Greenhouse (GH)  2 5 50% 

Storage  13 -10 100% 

 

The streams captured from the emissions are assumed to be delivered to an 

intermediate stage with 100% purity and at 150MPa. The cost of processing the stream 

beyond capture is included in the capture cost. Sinks need to process the streams from the 

intermediate stage, and the cost of processing is included in the calculations for the 

revenues. The annualized capital cost of each plant is included as well with the assumption 

of 8670 annual operating hours and over 20 years. 
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Figure 8 Utilization and capture profiles representing the sources and sinks of the 

case study 

 

Capture cost profile and utilization profit profiles are plotted (Figure 8) with the 

available data in Table 1 and Table 2. For any given allocation target, sinks are 

implemented from the most profitable (EOR) to the least (storage). The network includes 

also the most profitable sources (ranked from the least capture cost (GTL-pure) to the most 

(Power Plant)).  

Figure 9 summarizes all the different allocations corresponding to the different 

scales of CCUS implementation. Note that “Other Sources” stand for methanol, GTL-

diluted, and aluminum as they all have the same capture cost in this example. All sources 

allocate pure CO2 streams at the mentioned intermediate state. The allocation mechanism 

from the sources to the sinks vary depending on the decision-making procedures followed 

in the set carbon reduction policy. The exact flow allocation between the sources and sinks 

participating in the CCUS implementation depends on the stakeholder’s interactions. 
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Nonetheless, the net profit/cost and the carbon reduction associated with the size of the 

CCUS network will be the same.  

 

Figure 9 Illustration of the different possible carbon networks under different scales 

 

The economic targets developed as the results of the profiles are present in Figure 

10. The flow of allocated CO2 stream corresponding to the maximum profit obtained from 

the CCUS network is Fpinch = 4.12×106 tCO2/y. This flow corresponds to the maximum 

implementation of the network between the most profitable sink (EOR) and the source 

with the highest CO2 purity (GTL’s reformer separation, i.e. GTL-pure). The maximum 

profit generated is the area between the capture and utilization profiles to the left of the 

profitability pinch, which is 123.6×106 $/y. To the right of the profitability pinch, the net 

profitability decreases with the implementation of loss-making CCUS. The flow of 

allocated CO2 corresponding the cost neutral CCUS network is around 10×106 tCO2/y.    
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(a) 

 

(b) 

 

(c) 

Figure 10 Economic targets in the case study illustrated on the capture and 

utilization profiles (a), net fixation profile (b), and the total profit profile (c) 

 

The net carbon fixation associated with the flow allocated throughout the CCUS 

network is plotted in Figure 10 (b). All sinks operate with high efficiencies except for the 

greenhouse, which efficiency is ηd = 50%. The inefficiency appears in the deviation of the 

Xnet profile from the 45o line (corresponding to 100% efficiencies in capture and 

utilization). The deviation is not significant due to the high efficiency of most sinks and 

the relative low capacity of the greenhouse. Moreover, the plot shows that the maximum 

profit (at F=Fpinch) is accompanied with 15.1% carbon reduction, and the cost neutral 

CCUS network (F=Fcost-neutral) is associated with 31% reduction. Any reduction targets 
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beyond 31% would be accompanied with a net cost depending on the size of 

implementation. The maximum reduction target achieved under the proposed sinks is 

around 68.7%. 

The net profit of carbon reduction is represented in Figure 10 (c). The net profit is 

calculated from the area between the source and sink profiles and plotted against the net 

carbon fixation factor. The plot shows the maximum profit as well as the cost-neutral 

carbon reduction. Implementing CCUS at maximum scale would cost 819×106 $/y for a 

carbon reduction of 68.7%. This net cost of the ultimate reduction is equal to 45$/tCO2. 
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CHAPTER V  

AN ALGEBRAIC APPROACH FOR THE DEVELOPMENT OF ECONOMIC 

TARGETS FOR CARBON REDUCTION  

 

The graphical method described in Chapter IV allows the determination of the 

sources and sinks participating in an optimal carbon integration network and the 

corresponding minimum cost for a set network capacity. However, this may not 

necessarily result in a solution with minimum cost for a set level of carbon reduction. The 

graphical method presented does not consider the secondary emissions, as the net fixation 

of the network is traced and plotted and does not have any role in the solution which is 

only based on the economics of the CCUS. For example, consider a case were carbon can 

be allocated to one of two utilization technologies: a very expensive sink (negative 

revenue) with high fixation efficiency and a cheaper sink (but negative revenue as well) 

with low fixation efficiency. Allocating the CO2 stream to the second sink will results in 

lower cost, however allocating the stream into the first option will result in a higher carbon 

reduction. Hence, the cost of the net carbon reduction may be higher for the case of the 

second sink although the technology itself is cheaper (per allocated carbon). Following 

the prioritization in the graphical procedure, the second sink would be the suggested option 

in the solution. However, in many cases it is important to minimize the cost for a certain 

level of carbon reduction, accounting for the secondary emissions. Considering the cost 

per carbon reduced allows the incorporation of abatement options other than CCUS which 

gives a wider view on the strategic carbon reduction. 
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In this chapter, an algebraic framework is proposed that helps in developing the 

targets defined in Chapter IV while considering the optimization of carbon reduction 

rather than that of carbon network. The system considers a set of existing sources S (S = 

[s1, s2, …, sm], m ∈ ℕ), a set of available sinks D (D = [d1, d2, …, dn], n ∈ ℕ). The sources 

are characterized by their secondary emissions (γs) and the required capture cost (Cs). The 

sinks are characterized by their efficiencies (ηd) and generated revenues from carbon 

utilization (Rd). 

Methodology 

The cost and the carbon fixation efficiency of a source-sink couple depends on 

both the source and the sink, hence, it is important to take both simultaneously in the 

arrangement and not each at a time as in the case of the targeting technique presented in 

Chapter IV. Figure 11 illustrates the steps followed in the proposed algebraic method. 

The introduced algebraic procedure aims at minimizing the cost of carbon 

reduction for a set reduction target based on prioritizing the source-sink incorporation to 

the carbon network according to the marginal abatement cost MAC (i.e. the cost per 

reduced CO2). Such analysis will make the solution comparable with other carbon 

reduction technologies, like shifting to cleaner energy sources, as the reference is the 

amount of carbon removed and not the amount of carbon allocated (which only applies to 

the case of CCUS). Hence, a mix between different carbon reduction options, including 

the carbon network, with minimum carbon removal cost for a given level of carbon 

reduction can be proposed.  
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Figure 11 Flowchart of the algebraic methodology for planning the carbon network 

 

The same data collected in the graphical procedure will be used as mentioned 

earlier (capture costs, utilization revenues, efficiencies and secondary emissions). All the 

possible combinations of source and sink pairs are considered, and the marginal abatement 
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cost (MAC) of adding a source si and a sink dj to the carbon network can be calculated as 

shown in (1).    

𝑀𝐴𝐶𝐶𝐶𝑈𝑆𝑖𝑗 =  
𝐶𝑠𝑖 − 𝑅𝑑𝑗

𝜂𝑑𝑗 − 𝛾𝑠𝑖
 (1) 

After calculating the abatement cost for each source-sink pair, all the options are 

arranged in an increasing order of MAC to prioritize the cheapest pathways. The amount 

of CO2 available for allocation from the sources Fsi and the capacities of the sinks Fdj are 

determined. Before any allocation, the CO2 flowrate available by the source Fsi is 

calculated assuming the source allocates all its emissions to the capture unit. Similarly, 

the capacity of the sink Fdj is taken as the maximum processing capacity described in the 

problem statement. 

Fsi  = Fsi
𝑚𝑎𝑥 (2) 

 Fdj =   Fdj
𝑚𝑎𝑥  (3) 

The allocation of CO2 flowrate into each connection is performed starting from the 

first source-sink pair (with the lowest MAC). The flowrate allocated in each pair should 

be maximized as the allocations in the following pairs are more expensive. However, the 

allocation is constrained by how much flow the source can supply and how much flow the 

sink can process. To ensure that neither of these flows is exceeded, the maximum 

allowable allocation between a source si and a sink dj is equal to the minimum between 

the flow available by the source and the capacity of the sink.  

Fijmax  =  argmin(Fsi , Fdj) (4) 
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The allocation capacity of the first pair (k = 1) is equal to the minimum between 

the capturable CO2 flowrate of the first source and the capacity of first sink. The remaining 

available flow from the source and the remaining capacity of the sink are updated by 

subtracting the allocated flowrate at the current iteration from the available flow from the 

source and from the capacity of the sink before the allocation. The flow availability and 

capacity of the sources and sinks excluded from the pair at the current iteration are not 

changed. Equations (3) to (6) summaries the updates performed at each iteration k for the 

availability and capacity of the flows for all the sources and sinks.  

Fsi  = Fsi −  Fijmax (5) 

 Fdj =   Fdj −  Fijmax  (6) 

The procedure is repeated until either the sources allocate all the possible CO2 

available or until all the sinks reach maximum capacity. The result is a carbon neutral 

network designed based on prioritizing the source-sink pairs with the least carbon removal 

cost. The CO2 abatement flowrate resulting from introducing each pair to the network is 

determined by multiplying the flowrate of the allocated CO2 stream by the net efficiency 

of the pair (𝜂𝑗 − 𝛾𝑖). The updated MAC curve can then be constructed which considers 

CCUS planning as a two-sided problem. It allows the comparison between CCUS and 

other carbon reduction technologies. Accordingly, the cost optimal strategies for given 

levels of carbon reduction can be identified.  

The economic targets developed in the graphical method can be determined for the carbon 

network developed through the algebraic technique. The profit obtained from each 

allocation Pij is the product of the corresponding net profit (𝑅𝑑𝑗 − 𝐶𝑠𝑖) and the flowrate 
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Fij. The cumulative profit TP corresponding to a set abatement level is the summation of 

the profit of all the connections until the planned carbon reduction level is achieved. 

Profitability pinch is achieved when maximum carbon flow is allocated in all the profit-

making connections (𝑅𝑑𝑗 − 𝐶𝑠𝑖 > 0). The total allocated flow at the profitability pinch 

Fpinch is equal to cumulative allocated flow at which TP achieves its maximum. Fcost-neutral 

is equal to cumulative allocated flow at which TP = 0.  

 

Developing Targets for Different Planning Criteria 

The application of the algebraic methodology allows the planning according to the 

different criteria to be more flexible. Different criteria other than MAC can be applied and 

the same procedure can be followed for calculating the flows remains the same. For 

example, the same results of the graphical method in Chapter IV can be obtained through 

arranging the source-sink couples in decreasing order of profit (Pij = Rj – Ci) which ensures 

the maximization of the profit collected for given carbon network scale. This is the case 

where a group of industrial stakeholders decide to invest in CCUS projects, allocating 

funds based on the scale of the proposed projects.  The environmental merit-order[62] 

arranges the sources in increasing order of capture emissions factors in order to minimize 

the emissions associated with the carbon network. taking the sink’s efficiency into such 

criteria, the algebraic method can be applied for an environmental planning through 

arranging the source-sink couples in the increasing order of the net efficiency of the 

pairs (𝜂𝑗 − 𝛾𝑖). 
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The three different criteria were applied to the sets of sources and sinks of the case 

study presented in Chapter IV. The generated profiles represent the source-sink pairs 

characterized by the planning criterion and the allocated flow.  Figure 12 shows the results 

generated for maximizing the profit for a given network size. Figure 13 shows the profiles 

generated from planning the network based on the environmental merit order. Figure 14 

shows the profiles generated for a network with maximum MAC. 

 

 

Figure 12 Carbon network profit profile planned according to the “Net Profit” 

criterion 

 

 

Figure 13 Carbon network fixation efficiency profile planned according to the 

“Environmental” criterion 
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Figure 14 Carbon network cost profile planned according to the “MAC” criterion 

 

As seen from the figures, the varying prioritizations lead to the emergence of 

different source-sink couples, and consequently different carbon network profile for a 

given network scale. The “Net Profit” prioritization and the corresponding network has 

already been discussed in illustrative example of Chapter IV. The “Environmental” led to 

changes in the layout where the storage, which is the most expensive option and the least 

favorable from the “Net Profit” perspective, was prioritized over the revenue-generating 

methanol and greenhouse options due to its higher efficiency. Following the same trend 

on the source’s sides, the capturing the emissions from the power plant, which is the most 

expensive option, was prioritized over the cheaper capturing of the streams from other 

sources since the emissions factor of capturing CO2 from the power plant stream is less. 

Such contradiction shows that planning carbon reduction through CCUS from only the 

economic perspective may not lead to an efficient reduction and depending solely the 

environmental criterion may be too expensive.  
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Minimizing the MAC takes into consideration both the economic and 

environmental perspective, as the expensive source-sink pairs are prioritized over cheaper 

ones only if they have much higher removal efficiency worth the higher investment.  

Comparing the capture of the power plant effluent and that of the GTL, the economic 

benefit upon implementation with EOR or methanol utilization options makes the capture 

from power plants less cost efficient since it is more expensive (capturing from power 

plant is 7$/tCO2 more expensive than capturing from the GTL-diluted). However, when 

the capture is accompanied with utilization in carbon storage (an expensive sink option), 

the network becomes much more expensive (net profit is very low) that the capture from 

power plant becomes more efficient (since capture from power plant produces less 

emissions than capture from GTL-diluted). Such insight proves the importance of 

considering both the supply and demand economics and technical properties when 

planning for CCUS implementation.  

Figure 15 shows the total profits generated from the carbon networks planned 

according to the different criteria as function of the allocated flows and the net fixation. 
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(a) 

 

(b) 
 

 

Figure 15 Total profit generated from the different criteria plotted against carbon 

allocated (a) and net fixation (b) 

 

The profit profiles in Figure 15 shows serve to back up the discussion presented 

earlier, where the profit is maximized against the network scale for the “Net Profit” 

criterion, while it is maximized against the fixation for the “MAC” criterion. The 

environmental planning is accompanied with lower profit whether for a given network 

scale or a given fixation efficiency. The economic targets can be obtained from the profit 
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profiles as well. Since all criteria gave the same solution before the profitability pinch 

(allocating CO2 from GTL-pure to EOR), the profitability pinch and the maximum 

network profit are the same. The differences appear beyond the pinch, where the cost-

neutral carbon fixation for the environmental arrangement (27%) is lower compared to 

that of the “Net Profit” arrangement or “MAC” arrangement (both gave 31% cost-neutral 

fixation). Although the differences between the results of the “Net Profit” arrangement 

and the “MAC” arrangement are not significant for the presented case study, the 

generalization of the findings applies over the whole range of carbon allocation and carbon 

reduction. 

Including Alternative Energy Options to the MAC Curve 

Considering only the profit per allocated carbon as present in the graphical 

technique would result in difficulties in comparing the carbon network as a carbon 

reduction option against other technologies. However, generating the MAC curve of the 

carbon network profiles allows solves this issue since all carbon reduction technologies 

share the MAC property that defines the economic efficiency of the options. Hence the 

MAC curves allow the illustration of a holistic planning with minimal cost of carbon 

reduction. 

Another option for reducing CO2 emissions is implementing alternative energy 

technologies with less emissions levels than the ones already implemented. Consider a set 

of the different alternative energy options E (E = [E1, E2, …, Ep], p ∈ ℕ). Each of the 

alternative energy sources requires a capital investment and operational costs CE (in 

$/kWh) and may emit CO2 at levels ε (in tCO2/kWh) lower than the existing energy 
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generation processes. Note that already existing energy sources requires only operational 

costs. The MAC of shifting from an energy source Ei to a cleaner energy source Ej is 

defined in Eq (7). 

𝑀𝐴𝐶𝐸𝑖𝑗 =  
𝐶𝐸𝑗 − 𝐶𝐸𝑖

ε𝐸𝑖 − ε𝐸𝑗
 (7) 

The capacity of carbon removal through replacing an existing power source Ei by 

an alternative power source Ej is equal to the minimum power generation capacity between 

the two sources multiplied by (ε𝐸𝑖 − ε𝐸𝑗). Energy shifting can then be represented as a 

segment on the MAC curve. 

For the case study previously discussed, consider an option for implementing solar 

panels that can generate up to 50% of the existing capacity of the existing capacity of the 

gas fired power plant (producing at 1GW of electricity). Hence, the renewable energy 

option (with ε𝐸𝑖=0) can reduce 1.9MtCO2-reduced/y without any secondary emissions. 

Based on the capital cost of solar panels[63] annualized over 20 years of operation with 

8760 working days per year, the MAC for solar panels is calculated to be around 

31$/tCO2-reduced. The abatement cost curve for power related emissions is shown in 

Figure 16.  
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Figure 16 The MAC curve of power-related emissions 

 

The solar panel option is cheaper than CCUS for reducing emissions from power 

plant. The capacity of the carbon reduction from the power plant emissions is adjusted 

considering the emissions after downscaling the plant by 50% along with the efficiencies 

of carbon capture and utilization options.  

The total abatement cost curve can be updated considering the addition of solar 

panels and the change in capture capacity of the power plant as shown in Figure 17.  

 

 

Figure 17 MAC curve including CCUS and energy shifting 
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The range of abatement cost decreased with introducing the solar panel (-

30$/tCO2-reduced up to 81.7$/CO2-reduced) since GH (the low efficiency option) cannot 

be implemented under the capture capacity constraint (i.e. all emissions are allocated 

without the need of GH). The cost of the solar panel lies in the middle of the cost range. 

The carbon network (CCUS) is more cost efficient than solar panel until network fixation 

of 23%. Beyond that, a mix between solar energy and CCUS would be the optimal 

pathway for carbon abatement. Introducing the solar panel to the planning increases the 

capacity of carbon reduction from 68% to 74% as well as the cost-neutral carbon fixation 

from 31% to 32.8%, as the renewable energy option is highly efficient with no secondary 

emissions produced during operation. The average carbon reduction cost associated with 

the implementation of reduction projects at full capacity is 40$/tCO2-reduced. 

Developing Targets for Different Geographic Regions 

Countries often choose a variety of CO2 reduction options to define their carbon 

reduction strategies and commitments toward the climate change problem. Unfortunately, 

these commitments, in many cases, fail to reach the targets and the emissions levels keep 

increasing. This failure is attributed in many cases to the costs associated with the chosen 

pathways, and the corresponding consequences on the competitiveness of the existing 

industries and the economy [14]. The costs vary between countries depending on the 

availability of options like renewable energy sources or CCUS options. Consequently, the 

allocation of funds to implement or incentivize the existing industries to adapt mitigation 

methods differ according to the geographic region. This section investigates the 

implementation costs of different carbon reduction pathways focusing on power 
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alternatives and CCUS implementation for three different geographic regions: Qatar, 

Norway, and Japan.  

The chosen countries exhibit variations in the availability of carbon utilization 

options as well as energy resources. Both Qatar and Norway depend on the oil and gas 

industry as they are located above producing reservoirs, which allows the utilization of 

CO2 in EOR. Japan, on the other hand, is not an oil and gas country and cannot implement 

CO2 for EOR applications. Japan is located over a complicated geological structure [64], 

which makes CO2 sequestration in the available water beds risky and more expensive. 

Energy prices differ between the countries under study, with 0.04 $/kWh in Qatar, 0.1 

$/kWh in Norway, and up to 0.2$/kWh in Japan [65]. These differences would affect the 

operating cost of an energy-intensive carbon capture process.  Norway manages a 

sustainable industry by successfully using renewable sources of energy that cover the 

demand. Qatar scores the highest emissions per capita worldwide, being a country with a 

small population and large scale industry [66]. Power in Qatar is currently generated from 

natural gas-fired power plants. Japan contributed by around 3 % of the total CO2 emissions  

worldwide in 2016 [67], relying heavily on fossil fuels for energy generation. Table 1, 

Table 2, and Table 3 show the data for the sources in the three countries.  

Qatar’s emissions level from the oil and gas industry were determined based on 

production rates retrieved from  Alfadala and El-Halwagi [68] and emissions factors from 

Al-Mohannadi et al. QatarSteel [69], and emission from power generation was obtained 

from [70]. Capture and compression cost data (Ci) were obtained from Al-Mohannadi et 

al [36] through summing the operating cost and the annualized capital cost. Post-
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combustion MEA absorption was considered as the capture process, and compression was 

set to achieve a pressure of 150 MPa. Energy associated emissions for capture and 

compression (γi) were obtained from von der Assen, Müller [62].  

 

Table 3 Qatar’s emissions sources and the corresponding parameters 

Source CO2 Produced 

(106 tCO2/y) 

Ci ($/tCO2) γi (t CO2-produced/tCO2-

captured) 

GTL C U 7.43 2.50 0.04 

Natural Gas Processing 2.60 2.50 0.04 

Steel 3.47 30.50 0.13 

Cement 3.79 32.50 0.27 

Fuel Combustion 42.22 36.54 0.10 

Power Plant (NG) 18.06 40.17 0.13 

 

Emissions rates from the sources in Norway and Japan were obtained from the 

database of the United Nations Framework Convention on Climate Change [71]. The 

operating costs of capture and compression were adjusted according to the variations in 

energy prices between the three countries. Energy related emissions from capture and 

compression were neglected for Norway since clean renewable energy sources are 

expected to supply energy for the introduced processes. The cumulative contributions of 

the sources considered to the total emissions of each of the countries are as follows: 78 % 

for Qatar, 60 % for Norway, and 65 % for Japan. 
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Table 4 Norway’s emissions sources and the corresponding parameters 

Source CO2 Produced (106 t CO2/y) Ci ($/t CO2) 

Natural Gas Processing and Ammonia 1.96 3 

Ferroalloys 2.64 36 

Cement and Lime 0.98 38 

Fuel Combustion  15.46 42 

Public Electricity and Heat Production 1.83 46 

Refineries 0.84 46 

Aluminum 1.94 48 

 

Table 5 Japan’s emissions sources and the corresponding parameters 

Source CO2 Produced (106 t 

CO2/y) 

Ci ($/t CO2) γi (t CO2-produced/t CO2-

captured) 

Chemical Industry 3 4.4 0.04 

Steel 6 61.4 0.13 

Cement and Lime 32 63.4 0.27 

Power - Coal 211 66.2 0.10 

Power - Oil 39 66.2 0.12 

Fuel Combustion  286 67.4 0.10 

Power - NG 168 71.1 0.13 

Refineries 36 71.1 0.25 
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Three different options were considered for carbon sinks: EOR, methanol 

production from water splitting, carbon utilization in horticulture (greenhouses), and 

carbon sequestration. Carbon revenues were obtained from Al-Mohannadi et al [36], and 

their values are: 30 $/t CO2 for EOR, 20 $/t CO2 for methanol, and -10 $/t CO2 for 

sequestration, applicable for Norway and Qatar. Sequestration cost for Japan was taken at 

20 $/t CO2.  The capacities were estimated based on conventional scales of already existing 

technologies. Solar energy option was considered for Qatar, assuming a capacity of 20 % 

of total demand, with the price estimated from EIA [72]. Since Qatar is a major producer 

of natural gas, the operating cost of the existing power plants was neglected (no fuel import 

cost). Different energy options were considered for Japan, including solar energy, wind, 

hydroelectric energy, and nuclear energy. Fuel switching from coal to oil or gas and from 

oil to gas was found to be cost-wise inefficient as the resulting carbon reduction is small 

relative to the incurred costs. The prices were obtained from Reuters [73]. The operating 

costs of the existing power plants were assumed to be the prices of imported fossil fuels, 

which were obtained from Momoko, Yorita [74]. The capacities for the alternate energy 

sources were determined from Kato and Kurosawa [75].  

Figure 18, Figure 19, and Figure 20 show the results for the abatement cost curves 

of the three countries under study. The results show that carbon capture and utilization 

present feasible carbon reduction pathways that would allow profit generation in both 

Norway and Qatar. This is due to the availability of high purity carbon streams that do not 

require expensive capture. Reducing CO2 in Qatar from the point sources under 

investigation by 11 % would generate a net profit of 180 × 106 $/y. A net profit of 53 × 
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106 $/y can be generated from implementing EOR in Norway as a carbon utilization option 

to reduce emissions by 8 %. The cost-neutral carbon fixation in Qatar is 17% of the 

considered total emissions, while that of Norway is 22%. 

 

 

Figure 18 Qatar’s abatement cost profile 

 

 

 
Figure 19 Norway’s abatement cost profile 
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The profit margin of CCU in Japan is narrow since the capacity of the utilization 

option considered (methanol) is negligible compared to the emissions rate. The major CO2 

emissions in Japan have low purity since they are mainly produced from the power sector, 

requiring high capture cost, especially with the high electricity prices. Energy generation 

from alternate sources presents another expensive solution for Japan. The results show 

that switching coal energy to nuclear as well as capturing and sequestering emissions from 

industrial combustion present the cheapest options costing around 100 $/t CO2 reduced. 

Fuel switching from natural gas is the most expensive (310 $/t CO2) because of the low 

emissions produced from natural gas power plants relative to coal and oil-fired plants. 

Power switching from natural gas to solar energy shows Qatar’s different position in the 

abatement profile due to the ease of implementation of solar energy, which resulted in a 

cheaper system. Natural gas to solar energy switching (31 $/tCO2) is cheaper than carbon 

sequestration in Qatar (48-58 $/tCO2), and it needs to be prioritized directly after the 

profitable CCU options. 
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Figure 20 Japan’s abatement cost profile 

 

The MAC curves developed provides general insights that can support the 

decisions of planners and policymakers in setting carbon reduction strategies. The 

comparison between the different options for each country shows how the same 

technology can vary widely in cost.  Qatar’s most optimal pathways are in the area of CCU 

and solar energy. Japan’s strategy should focus on decreasing the energy requirements, re-

establishing nuclear power to replace coal, and sequestering carbon generated from fuel 

combustion. Norway’s low carbon emissions level allows the application of CCUS 

technologies to have a significant role in decreasing the remaining emissions from point 

sources.  
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CHAPTER VI  

ASSESSING CARBON TAX IN THE CONTEXT OF DEVELOPED METHODS 

 

In the described approaches, sources are assumed to allocate pure CO2 streams to 

a shared carbon network from which the streams are then delivered to the sinks. Such 

mechanism does not consider the interaction between the different stakeholders, and how 

the decision of each component may impose constraints affecting the overall solution of 

the problem. Consequently, the result of a carbon policy that intend to achieve a set level 

of carbon reduction for a minimal cost may not be the optimal solution. In this section, the 

system is defined as a game composed of the different players: the sources and the sinks, 

and a planning authority which set the policy parameters. That is to allow the assessment 

of the performance of the carbon tax under the various interactions.  

Traditional carbon policies include carbon taxation, carbon-reducing technology 

subsidy, and carbon emissions trading scheme, and they are enforced by the political 

authorities (governments) in order to achieve a set level of carbon reduction defined in 

national and international strategies and commitments. Carbon taxation obliges the 

polluters to pay the government a fee for emitting CO2. If the tax is high enough, 

stakeholders would be convinced to invest in carbon-reducing technologies to reduce their 

emissions. carbon-reducing technology subsidy can incentivize the stakeholders to invest 

in carbon-reducing technology as the government would be covering a fraction of the 

expenses incurred due to the low-carbon transition. In the carbon trading scheme, 

emissions cap is set for every plant above which no CO2 is allowed. Plants which can 
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reduce CO2 at low cost can sell its emissions permit to plants that require high cost for the 

low-carbon transition. This ensures that technologies with lowest costs are implemented.  

The work presented in this chapter investigates the performance of carbon tax on 

the implementation of CCUS and alternative energy options, and it assesses the resulting 

solution due to the interactions with respect to the targets developed in the described 

methods. Other carbon policies are out of the scope of the presented investigation as the 

aim of this chapter is to provide an outlook on possible future work that can be done in 

designing carbon policies based on the targets developed in the tools described earlier. 

The economic impact of the policies is examined through studying the additional costs 

paid (or revenues collected) by the different stakeholders due to the policy. 

Consider a set of existing emissions sources S (S = [s1, s2, …, sm], m ∈ ℕ) 

characterized by the capture and compression costs (Csi) and emission (γsi), and a set of 

available sinks D (D = [d1, d2, …, dn], n ∈ ℕ) characterized by the utilization/storage 

economics (Rdj) and fixation efficiency (ηdj). Power sources E (E = [E1, E2, …, Ep], p ∈ 

ℕ), are characterized by their emissions level εk and costs CEk. Carbon reduction planning 

is performed at the level of the government which sets the carbon reduction target. The 

implementation of carbon reduction technologies is performed at the level of the industrial 

stakeholders (owning the plants and represented by S, D, and E). The sources pay for 

carbon capture and the power plants pay for upgrading to cleaner power sources if 

implemented. The sinks pay the sources for the allocated CO2. The decisions taken by 

each industrial stakeholder aim to maximize its net profit. The sources decide either to 

vent their emissions and pay the carbon tax or to invest in carbon capture based on the 
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revenues. The sinks decide to participate in the carbon network if the carbon price allows 

it to generate profit. Power sources decide whether to vent their emissions, capture them, 

or reduce them through renewable energy depending on the economics of the different 

options. The government sets the carbon tax to incentivize enough sources toward the low-

carbon transition. The different interactions considered in the system are shown in Figure 

21. 
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(a) 

 

(b) 

Figure 21 The interactions between the source, sink, and government without the 

carbon network (a) and with the carbon network (b) 

Developing the Model 
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Under the described scheme, the carbon tax is defined as the fee paid by CO2 

sources to the government for every ton of CO2 emitted to the atmosphere. The tax is 

proportional to the amount of CO2 emitted, and its rate CT is set by the authority. Sinks 

do not pay the carbon tax as the processes operated are carbon negative: more carbon is 

fed to the process than the carbon produced due to the inefficiency.  

Considering the CCUS options; when a source participates in the carbon network, 

it gets paid for the allocated CO2 at specific carbon price CP (in $/tCO2 for example) 

determined by the market equilibrium (Carbon Price = Falloc-s × CP). The source funds the 

installment and operation of CO2 capture and compression (Capture Costs = Falloc-s × Cs) 

which reduces the paid carbon tax (since it will be reducing CO2). The monetary flows to 

the source are represented in Figure 21a. If the source decides not to participate in the 

carbon network, the system would be as illustrated in Figure 21b. Since the source’s 

decisions are economically driven, the source would choose to participate in the carbon 

network only if the profit generated (Source’s Profit in Figure 21b) is higher than that if 

the source did not participate (Source’s Profit in Figure 21a). The source’s revenues and 

operating costs (Process Cash Flow = CF = Revenue - Opex) do not change upon 

participation in the carbon network assuming the same production level is maintained. The 

income tax is the fraction of the profit collected by the government based on the income 

tax rate IT. The source’s profit when the source participates in the carbon network and 

when it does not participate can be calculated as shown in equations Eq.8 and Eq.9 

respectively. 

Carbon Tax = CT × [Femit – Falloc-s × (1-γs)] (7) 
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Source′s Profit (with CCUS)

= [(CF + Falloc−s × CP)– (Falloc−s × Csi

+ CT × [Femit– Falloc−s × (1 − γs)])] × (1 − IT)   

(8) 

Source′s Profit (without CCUS) = (CF– CT × Femit) × (1 − IT)   (9) 

 The condition on the carbon price for the source to participate in the carbon 

network can be derived from the condition on the profits (Source’s Profit with CCUS > 

Source’s Profit without CCUS). The constraint on the carbon price presented in Eq.10. 

CP > Csi – CT × (1- γsi) (10) 

Eq.10 shows that for each source there exist a minimum carbon price below which 

the source will not participate in the carbon network. This cost will be referred to as CPsi, 

equal to the right-hand side of the Eq.16, and characterizes the decision of each source si. 

 A sink would participate in the carbon network if the carbon price allows at least 

the generation of profit from processing the CO2 allocated (Sink’s Profit > 0). A specific 

breakeven carbon price (in $/tCO2 for example) is commonly reported in the literature to 

characterize the economics of the CO2 utilization and sequestration technologies (sinks), 

and this price is equal to the net cashflow generated from operating the sink’s process (i.e. 

break even CO2 price = Rd = (Sink’s Revenues – Sink’s Costs)/Falloc-d).  

 Hence, the sink’s profit can be calculated as follows: 

Sink’s Profit = [Rd – CP] ×Falloc×(1-IT) (11) 

The condition for the sink to participate in the carbon network (Sinks Profit > 0) 

can be used to derive an expression describing the maximum carbon price the sink is 
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willing to pay for the allocated CO2. The constraint on the carbon price CP that allows the 

sink’s participation in the network is: 

CP < Rdj (12) 

Eq.12 shows that for each sink there exist a maximum carbon price above which 

the sink will not participate in the carbon network. This price will be referred to as CPdj, 

equal to the right-hand side of the Eq.12, and characterizes the decision of each sink dj. 

 As mentioned earlier, the carbon price is determined through the carbon market 

dynamics. It depends on the flow available for allocation, the price at which the sources 

are willing to sell and the price at which the sinks are willing to buy. All these 

characteristics can be represented graphically on the carbon price curve. The curve is 

similar to the tool developed in Chapter IV (the graphical technique), representing the 

source through its minimum selling price CPsi and its flow availability Fsi (Figure 22a), 

and representing the sink through its maximum buying price CPdj and its capacity Fdj 

(Figure 22b). Both Figure 22a and Figure 22b show the feasible ranges for CP at which 

the source or the sink will be willing to participate in the carbon network. 
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(a) 

 

(b) 

Figure 22 The representation of the source (a) and the sink (b) on the carbon price 

curve 

 

The integration of both sources and sinks into the carbon network can be 

represented graphically as shown in Figure 23. Two configurations can be generated upon 

the integration: either CPd is greater than CPs (Figure 23a) or CPs is greater than CPd 

(Figure 23b). If CPd is greater than CPs, then this indicates a possibility for carbon network 

that ensures the win-win situation for both the source and the sink. Otherwise, the sink 

won’t afford the minimum price that the source is asking, and the network will not exist. 
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(a) 

 

(b) 

Figure 23 The representation of the source-sink integration on the carbon price 

curve showing a feasible carbon network (a) and an infeasible carbon network (b) 

 

Note that Eq.10, shows that the minimum carbon price for the source to participate 

in the network is dependent on the carbon policy applied. If no carbon policy is 

implemented (CT = 0), CPs would be equal to the total capture and compression costs. 

The source’s representation on the carbon price curve would be similar to the source’s 

presentation on the carbon capture profile in the graphical technique developed in Chapter 

IV. CPs decreases with increasing carbon tax rate. This is translated graphically by 

downward transition of the source’s segment, which mean that if the carbon tax rate is 

high enough, an infeasible carbon network can become feasible. The government sets the 

carbon policy to achieve a required carbon reduction. On the other hand, increasing the 

carbon tax may have recessive impact on the economy as the industries will be losing a 

fraction of their income which may affect the global competitiveness of the locally 

produced products. As a result, businesses may close, and unemployment may increase. 

Hence a balance is required to avoid any economic consequences.  
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When multiple sources and multiple sinks exist, the same representation holds for 

each source and each sink. The sources, constituting the supply side of the carbon network, 

will follow the law of supply and their segments will be arranged in the increasing order 

of CPsi (Figure 24a). The sinks, constituting the demand side of the carbon network, will 

follow the law of demand, and their segments will be represented in the decreasing order 

of CPdj (Figure 24b).  

 

 

(a) 

 

(b) 

Figure 24 The representation of multiple sources (a) and multiple (b) sinks on the 

carbon price curve 

  

The carbon network can be represented graphically as shown in Figure 25. The 

representation of the sources’ and the sinks’ profiles give an insight on the scale of the 

feasible carbon network and the participating sources and sinks. The carbon market 

equilibrium is defined as the point at which the position of the two profiles with respect to 

each other shifts: the sink’s profile drops below the source’s profile. This point divides the 

graph into two sections: before the carbon market equilibrium is achieved, there is a 
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feasible region for the network to take place where the supply flowrate is equal to the 

demanded flowrate at a possible carbon price. In this region, there exist a carbon price at 

which all the sources can afford to sell, and all the sinks can afford to buy, and beyond 

that region none of the sources or the sinks can hold up to the competition. Hence after 

the equilibrium point, it is assumed that none of the sources or the sinks would be willing 

to participate the carbon price set by the dynamics between sources and sinks before the 

equilibrium. 

 

 

Figure 25 The graphical representation of the carbon network with multiple sources 

and multiple sinks 

 

 It is common in economics to determine the price of a product from the supply-

demand equilibrium presented on the price curve. However, the generated carbon price 

curve differs from the traditional curve used; it is not continuous, and every segment 



 

68 

 

represent a different stakeholder. Each source aims to sell at the maximum possible carbon 

price and each sink tries to buy at the lowest possible carbon price. The competition 

between the sources to sell at a profitable CP and between sinks to buy at affordable CP 

defines the market dynamics which control the carbon price in the network. As mentioned 

earlier, before the carbon market equilibrium, their exist a carbon price CP which satisfies 

all the sources and all the sinks which segments are to the left of the equilibrium. This 

condition is shown by the following inequality: 

max (CPsb) <CP< min (CPdb)  ∀𝑠𝑏 & ∀𝑑𝑏 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡ℎ𝑒 𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 (20) 

Note that max (CPsb) corresponds to the selling carbon price for the source at the 

equilibrium and min (CPdb) corresponds to the buying carbon price sink at the equilibrium. 

Since the sinks to the left of the carbon market equilibrium are more profitable than the 

sinks to the right, they may afford to participate in the carbon network at higher carbon 

prices to win the competition and generate profit from the allocated CO2. This condition 

can be translated into the following inequality: 

max (CPda) < CP  ∀𝑑𝑎 𝑎𝑓𝑡𝑒𝑟 𝑡ℎ𝑒 𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 (21) 

In Eq.21, max (CPda) is carbon price corresponding to the sink right after the 

equilibrium. Similarly, the sources to the left of the carbon market equilibrium require less 

capture costs and can sell at lower carbon price to ensure the participation in an 

economically favorable carbon network. This condition can be shown by the following 

constraint: 

min (CPsa) > CP  ∀𝑠𝑎 𝑎𝑓𝑡𝑒𝑟 𝑡ℎ𝑒 𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 (21) 
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In Eq.22, min (CPsa) is carbon price corresponding to the source right after the 

equilibrium. The system of the inequalities represented in Eq. 20, Eq.21, and Eq.22 can 

be solved graphically to determine the possible value or range for the CP at which the CO2 

exchange to and from the network takes place. Figure 26 shows the graphical solution for 

CP at different configurations of sources and sinks right before and right after the 

equilibrium profile. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 26 The graphical solution of the carbon price for different source-sink 

configurations at carbon market equilibrium 
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After setting the carbon policy parameters (carbon tax rate) and determining the 

market layout and carbon price as described earlier, the net profits of each source, each 

sink, and the government can be calculated. The generated profits can be compared with 

the profits without the implementation of the carbon policy to assess its economic impact 

of the policy on the different players.  

Case Study 

Consider a system composed of different plants: GTL, cement, methanol, 

aluminum, and a natural gas fired power plant.  Each of the plants has one source of 

emissions except for GTL which produces pure CO2 from capturing the effluent of the 

reformer and a diluted CO2 stream from its utilities. The technical and economic properties 

of the different sources are represented in Table 6.  

 

Table 6 Source’s data for the case study on carbon policy 

Source CO2 Produced (106 

tCO2/y) 

Ci ($/tCO2) γi (tCO2-produced/tCO2-

captured) 

GTL - Concentrated 4.12 2.5 0.03 

Cement 1.38 32.5 0.27 

GTL - Diluted 11.38 36.5 0.26 

Methanol 0.64 36.5 0.26 

Aluminum 3.30 36.5 0.29 

Power Plant  3.8 40.1 0.13 
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The total emissions level of the considered sources is 24.62×106 tCO2/y. Amine 

absorption is considered as the capture process with 90% capture efficiency. The 

considered sinks are summarized in Table 7 with their technical and economic properties. 

Beside CCUS, solar energy can be used to generate up to 50% of the power plant’s 

capacity to reduce CO2 emissions at a marginal abatement cost of 31 $/tCO2-reduced. 

 

Table 7 Sink’s data for the case study on carbon policy 

Sink (di) Fdi (106 tCO2/y) Rdi ($/tCO2) ηdi 

Enhanced Oil Recovery (EOR)  5 30 100% 

Methanol B  2 20 99% 

Storage  18 -10 100% 

 

The algebraic approach described in Chapter V was applied to the presented data 

in order to obtain the marginal abatement cost curve of the system. The MAC curve 

represents the optimal pathways to reduce CO2 from the described sources (Figure 27) 
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Figure 27 MAC curve for the case study on carbon policy 

 

The algebraic targeting showed that the profitability pinch of the carbon network 

is achieved at a CO2 allocation flowrate of 4.12 ×106 tCO2/y, resulting in 15.1% carbon 

reduction and 113 ×106 $/y net profit. The cost-neutral carbon reduction target was found 

to be 31% of the total emissions considered, achieved through allocating 7.38 ×106 tCO2/y 

into the carbon network, and operating the solar energy system at its maximum capacity. 

Figure 28 shows the carbon price curve generated for the described system without 

the implementation of any carbon policy.  The “combustion segment” represents the CO2 

sources that are the utility generation units in the methanol and GTL plant which have the 

same economic properties. When no policy is applied, a carbon network can be generated 

corresponding the “profitability pinch” target which in this case is characterized by an 

allocation flowrate of 4.12 ×106 tCO2/y. In other words, 15.1% of the total emissions can 

be reduced without applying any carbon policy. 
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Figure 28 Carbon price curve without applying any carbon policy 

  

 The cost-neutral carbon reduction target can ideally be implemented without any 

economic impact on any of the different stakeholders, as the total profit of the system 

would be zero and no costs should be paid to achieve such target. Due to the different 

interactions among the various stakeholders in the system, carbon policy is necessary to 

achieve a net carbon reduction exceeding that associated with the profitability pinch. The 

targeting developed has shown that the carbon reduction can reach up to 31% while being 

profitable. A carbon tax policy that allows the cost neutral carbon reduction target to be 

achieved was investigated. 

 Varying the carbon tax rate CT, a net fixation of 30% was achieved for CT = 

33$/tCO2. The effect of the new carbon tax on the CO2 market is shown on the carbon 

price curve in Figure 29. As mentioned earlier, the carbon tax’s effect is shown by the 

downward shifting of the supply curve. Since the sources would still have to pay carbon 

tax for the secondary emissions from the capture process, the impact of the tax differs 

among the sources depending on the corresponding secondary emissions factor γi. This 
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will result in a change in the arrangement of the sources where sources with high capture 

cost but relatively low γi may ask for lower carbon price than sources with lower capture 

cost but higher γi. This is the case for the power plant where its rank among the sources in 

the CCUS network dropped from the 6th to the 3rd in terms of carbon pricing. Graphically, 

it is shown that the feasible carbon network under the proposed carbon tax will be 

constituted of GTL-concentrated, cement, and power plant from the supply side, and from 

EOR and methanol on the demand side, with a carbon exchange flowrate of 7 ×106 tCO2/y. 

Solar energy will be implemented at its maximum capacity.  

 

 

Figure 29 Carbon price curve of the system with carbon tax rate CT = 33 $/tCO2 

 

In the optimal network obtained from the targeting for a CO2 reduction of 30%, 

power plant did not participate. Hence, the carbon tax resulted in a deviation from the 

optimal solution. As a result, carbon network generated under the carbon tax policy 
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implemented as describe in this Chapter would result in a 5 ×106 $/y deviation from the 

optimal solution.  

The case study performed shows a possible application of the targeting techniques 

to assess the design of carbon policies.  Future work will focus on addressing the problem 

of designing carbon policy and assessing its performance under the different interactions 

in the context of the developed targets. Consequently, the carbon network design strategies 

can be implemented in a political framework that ensures the feasibility of the carbon 

reduction targets.
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CHAPTER VII  

CONCLUSION AND FUTURE WORK RECOMENDATIONS 

 

This work has presented a novel targeting technique that is simple relative to the 

other design methodologies used to address the problem of economic optimization of 

carbon reduction. It can serve as a benchmark to assess process design and carbon policy 

design in the future. A graphical approach was developed to address the problem of CCUS 

cost targeting. The method was developed further through an algebraic approach that 

accounts for the secondary emissions of the capture and utilization processes to determine 

the MAC and allow the comparison between the different carbon reduction strategies. The 

methods were applied to a case study and different planning criteria were investigated: 

minimizing carbon network cost, minimizing carbon network footprint, and minimizing 

MAC of the carbon network. It was found that the environmental criteria lead to higher 

costs and lower targets, and the MAC provides a balance between the economic and 

environmental impacts. Power shifting options to reduce CO2 emissions were then added 

to the picture and the costs of carbon abatement options in different geographic regions 

were investigated, and it was found that the impact of the different options varies 

depending on the accessibility to energy and carbon utilization/sequestration options. An 

outlook on carbon policy was provided through developing a model that describes the 

different interactions and the carbon market dynamics under carbon tax. It was found that 

applying the carbon tax to reach the cost-neutral carbon reduction did not result in the 

optimal solution.  
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Recommendations: 

1. Developing the targeting technique to consider the effect of mixing 

streams on the cost of carbon capture.  

2. Further carbon reduction pathways can be considered such as energy 

integration. 

3. Accounting for the different uncertainties that can affect the costs and 

capacities of the considered pathways. 

4. Developing a tool to design optimal carbon policies in context of the 

developed targets.  
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