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ABSTRACT

This thesis presents Name-Centric Prefetching (NCP) that prefetches data before users request

for them to improve user experience. NCP seeks to identify user request patterns solely based on

names in prior interests, and without any other knowledge about user applications. As such, NCP

can be easily implemented without any modifications for applications. A prototype of NCP has

been built within Named-Data Networking (NDN). The implementation includes multiple modules

that make it easy to implement and test new prefetching algorithms and to manage the computa-

tion, storage, and bandwidth overheads. The utility of NCP is evaluated under two scenarios, one

derived from a real-world trace from a Google cluster and the other constructed by mimicking the

behaviors of a variety of applications, and three different prefetching algorithms. Testbed emula-

tion results demonstrate that NCP is able to significantly reduce end-to-end latency experienced by

users while incurring little additional network traffic.
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1. INTRODUCTION

1.1 Introduction

Traditional TCP/IP network architecture adopts a host-centric approach that decouples network 

connections and the applications. As a result, the network is unaware of the information flowing 

through it. In contrast, Information-Centric Network (ICN) seeks to break the boundary between 

network and information. In Named-Data Networking (NDN) [1], a leading proposal for ICN 

architecture, every piece of information is treated as a named object, and the network forwards and 

requests for packets based on their associated names, rather than the end-hosts. Thus, in NDN, 

named contents become the first citizen. This architecture has inspired many studies on name-

based protocols for routing and caching [2, 3, 4, 5, 6, 7, 8, 9].

Prefetching is the network operation that fetches data before the applications request for them. 

When prefetching is successful, it can significantly reduce the end-to-end latency experienced by 

the applications, and hence improve quality of experience (QoE). Prefetching inevitable requires 

the prediction for future application requests. Most current studies on prefetching either require 

that applications request data in a deterministic manners, such as variants to the Pub-Sub and Sync 

protocols [10, 11, 12, 13], or assume a prediction oracle that knows the probability distribution of 

future requests [14, 15, 16, 17]. Thus, these studies are application-specific, and it may be difficult 

to generalize them for applications whose request patterns are not well-defined or difficult to learn.

In this thesis, we explore name-based protocols for prefetching. We observe that many appli-

cations request data in correlated, though not necessarily deterministic, patterns. Such patterns can 

be observed by the names in interests that the applications generate. Motivated by this observation, 

we propose a Name-Centric Prefetching (NCP) protocol. The core of NCP is a name-centric pre-

diction rule. This rule seeks to identify patterns solely based on previously received interests, and 

use these patterns to predict future ones. It can be implemented easily without any knowledge of 

the applications. In addition, NCP is fully compatible with NDN, and it includes multiple modules
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that ensure it can be easily extended to support new prefetching algorithms with limited overheads

on computation, storage, and bandwidth usage.

To demonstrate the usefulness of NCP, we implement a NDN prototype with NCP support.

In the absence of traces of comprehensive NDN applications, we construct two scenarios, one is

derived from an actual trace from a Google cluster, and the other is synthesized by considering the

behaviors of a variety of applications. We also implement and evaluate three different prefetching

algorithms. Testbed emulation results demonstrate that, in both scenarios, NCP can significantly

reduce end-to-end latency by prefetching the correct data in advance. Moreover, NCP incurs little

bandwidth overhead, as its false alarm rate is very low.

The rest of the thesis is organized as follows: Section-2 discusses the patterns exhibited by

a variety of applications, and use them to establish the name-centric prediction rule. Section-3

introduces several fundamental concepts that are central to the design and implementation of NCP.

Section-4 discusses the software architecture of NCP, its implementation, and several algorithms of

NCP. Section-5,6 describes the emulation scenarios, and presents the emulation results. Section-7

summarizes some related work. Finally, Section-8 concludes the thesis.
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2. NAME CENTRIC INTEREST PREDICTION

The core of NCP is a name-centric interest prediction rule that uses the names of recently

received interests to predict future ones. In this section, we first provide a brief overview of NDN.

We will provide several case studies of interest patterns by various applications that motivate our

design. Finally, we introduce our name-centric interest prediction rule.

(a) The router does not have the requested data. (b) The Router has the requested data.

Figure 2.1: The procedure of data retrieval in NDN.

2.1 Basics of Named-Data Networking

The basic idea of NDN is to communicate via named packets. In NDN, each piece of data is

assigned a semantically meaningful name. This name identifies the data itself and is independent

of the data container, its location, or the underlying network connectivity. To communicate, data

applications (consumers) express requests, called interests, which carry the names of desired data

generated by data source (producers). Each piece of data has a unique name.

A NDN router has the capability to store recently received data, along with their names, in its

own Content Store (CS). When a consumer requests for a piece of data, it first sends an interest to

the NDN router. If the NDN router has the data in its CS, it can reply with the data immediately.

Otherwise, the NDN router forwards the interest to the backbone network, and waits for the data

to arrive. When the requested data arrives, it forwards the data to the client, and may store the data

3



in its own Content Store.

Fig. 2.1 illustrates the procedure to obtain data in NDN, both when the data is cached by the

router and when it is not. Obviously, the latency is much smaller when the NDN router already

has the requested data. Thus, if the router is capable of predicting and prefetching future interests

in advance, then the consumers will experience much less latency, which, in turn, can significantly

improve user experience.

2.2 Case Studies of Interest Patterns

NDN uses hierarchical naming to identify the content. In many applications, the names of the

interests, though being unique, follow some sequential patterns. We provide several examples that

show these patterns in their interest names.

In Virtual Reality (VR) gaming, the game requests the panoramic frame according to the lo-

cation of the player in the virtual world. The name of the interest contains information about the

player’s current location. An example of interest of VR gaming type could be

<Name of Game>/x_<pos.x>_y_<pos.y>,

where (pos.x, pos.y) is the players location in the virtual world. Now, consider that the

player moves in a certain direction, say, east. Then, every time the player moves and requests

for a new panoramic image, pos.x reduces by one and pos.y remains unchanged. Fig. 2.2(a)

shows an example of the sequence of interests from the player. After observing the four interests

shown in Fig. 2.2(a), one can reasonably predict that the next interest from the player is likely

to be Game/x_16_y_20. Another example is GPS navigation, where the application requests

map data for its surroundings periodically. Each interest contains the current location of the user,

which, as is the case of URL naming convention of Google Map, is typically specified by the lat-

itude and longitude values of the user. An example of an interest name for such an application is

<Map name>/lat_<pos.lat>/lon_<pos.lon>,

where pos.lat and pos.lon are the latitude and longitude of the user’s current location. Con-

sider a driver that uses cruise control on a highway, then the amount of change in (pos.lat,

pos.lon) between consecutive interests remains the same. Fig. 2.2(b) shows one such example.

4



Game/x_20_y_20

Game/x_19_y_20

. . . 

Game/x_18_y_20

Game/x_17_y_20

(a) VR game interest pattern

GPS/lat_30.500/lon_96.720

GPS/lat_30.450/lon_96.800

GPS/lat_30.400/lon_96.880

. . . 
(b) GPS interest naming pattern

Video_Title/v_1/seg_1

Video_Title/v_1/seg_2

. . . 

Video_Title/v_1/seg_3

(c) On-demand video streaming interest pattern

Comic/page_1

. . . 

Comic/page_2

Comic/page_3

Comic/page_4

Comic/page_5

(d) Comic book interest pattern

Figure 2.2: The interest patterns of four different applications.

Based on the three interests shown, it appears that the next interest is likely to be

GPS/lat_30.350/lon_96.960.

We can only consider on-demand video streaming services. Suppose the streaming services

uses Dynamic Adaptive Streaming over HTTP (DASH) protocol. DASH works by breaking video

contents into small segments and transferring the segments to the application. Each segment is

stored as a separate file, and DASH uses the GET command in HTTP to fetch segments. These

segments are then combined and played by the application. A typical naming convention of DASH

is

<Video_Title>/v_<ver_num>/seg_<seg_num>.

The segments are numbered sequentially. As the video progresses, the segment number increases,

resulting a clearly identifiable pattern as shown in Fig. 2.2(c).

Finally, we can consider the application of online comic books. The content can be identified

by the name of the page. A user reads a comic book page by page. Each page is a named data with

5



name, <Book Title>/page_<page number>. The reader sends a new interest whenever

it turns a page. Based on the series of interest shown in Fig. 2.2(d), one can predict that the next

requested page is Comic/page_6.

From the case study of these four vastly different applications, we observe that many applica-

tions exhibit clear patterns in their interests. We therefore seek to identify and exploit such patterns

to design a rule for predicting future interests.

2.3 Prediction Rule

We now propose a name-centric prediction rule based on the observations in the previous sec-

tion. We decompose each interest into an array of string components (str_comp) and an array of

numerical components (num_comp). For example, the first interest in Fig. 2.2(a) can be decom-

posed into str_comp = [“Game/x_”, “_y_”] and num_comp = [20, 20]. After the

decomposition, we note that all four interests in Fig. 2.2(a) have the same str_comp. Moreover,

the difference of num_comp between consecutive interests is always [-1, 0]. We thus propose a

name-centric prediction rule as shown below:

Name-Centric Prediction Rule:

IF there exists three received interests, A, B and C, such that

1. A.str_comp = B.str_comp = C.str_comp,

AND

2. C.num_comp - B.num_comp = B.num_comp - A.num_comp =: ∆,

THEN predict interest D with

D.str_comp = C.str_comp

AND

D.num_comp = C.num_comp + ∆

In Fig. 2.3, we show that the first three interests in Fig. 2.2(a) can be used to correctly predict

the fourth interest by the proposed name-centric prediction rule. It is straightforward to verify that

this rule also works for the other three discussed applications.

6



Game/x_20_y_20 Game/x_ 20 _y_ 20

PATTERN

Game/x_19_y_20

Game/x_18_y_20

Game/x_ 19 _y_ 20

Game/x_ 18 _y_ 20

Game/x_ 17 _y_ 20 Game/x_17_y_20

Predicted Next Interest

-1 0

-1 0

-1 0

str_comp
num_comp

Figure 2.3: Pattern Identification

The proposed name-centric prediction rule has several important features that distinguish it

from other existing work on prediction and prefetching:

• Application-oblivious: The name-centric prediction rule does not need any knowledge about

the application, nor does it require any modifications from application developers. The pre-

diction rule passively observes incoming interests to make predictions.

• Low complexity: The name-centric prediction rule is very simple and can be easily carried

out with low complexity. Suppose a router stores N prior interests. Upon the arrival of a

new interest, the router needs to check whether there are two prior interests that, along with

the arriving new interest, satisfy the name-centric prediction rule. A brute-force search only

requires O(N2) complexity. The complexity can be further reduced with the help of hash

table.

• Compatible with fast-changing patterns: The name-centric prediction rule only requires

three prior interests to make a prediction. This feature is important for many interactive

applications whose interest patterns can change frequently. For example, the interest pattern

of VR gaming changes whenever the player makes a turn, and the interest pattern of GPS

navigation changes whenever the driver changes its speed.

7



3. NCP PRELIMINARIES

Using the name-centric prediction rule, NCP seeks to identify opportunities to prefetch data.

As a router needs to serve multiple consumers with very different behaviors simultaneously, there

are multiple practical challenges that need to be addressed to develop a fully NDN-compatible

protocol that can potentially support a variety of prefetching algorithms with low overheads in

terms of computation, memory, and bandwidth. In this section, we introduce some fundamental

concepts that are useful for the design and implementation of NCP.

3.1 Pattern

Formally, when there is a sequence of interests where consecutive interests satisfy the name-

centric prediction rule, then we say that this sequence of interests form a pattern. The length of

a pattern is the number of received interests in this sequence. For example, the interests shown

in Fig. 2.2(a) form a pattern of length four. Intuitively, a long pattern suggests that the consumer

indeed generates interests according to the identified pattern, and thus the prediction is likely to be

correct.

We also note that different applications generate interests at different rate. The knowledge

about interest rate can be useful for the prefetching algorithm to estimate when the predicted inter-

est is supposed to arrive. To capture this information, we assign a sequence number to each interest

arrived at the router. We define the gap of a pattern as the difference in the sequence numbers of

the last two interests in the pattern. A pattern with large gap generates interests at a low rate.

3.2 Interest Capture Table

In order to perform the name-centric prediction rule, the router needs to store some previously

received interests. We create an Interest Capture Table (ICT) to store recent interests. Similar

to the Pending Interest Table (PIT) in NDN, ICT only stores the names of interests, but not their

corresponding data. Thus, the size of an entry in ICT is small. On the other hand, unlike PIT,

an entry in ICT may not be deleted even when the corresponding data packet arrives. To avoid

8



Table 3.1: Future Interest Table (FIT)

Prediction Str_comp Num_comp Delta
Game/x_16_y_20 "Game/x", "_y_" 16, 20 -1,0

GPS/lat_30.350/lon_96.960 "GPS/lat_", ".", "/lon_", "." 30, 350, 96, 960 0, -50, 0, 80
Video_Title/v_1/seg_4 "Video_Title/v_", "/seg_" 1, 4 0,1

Comic/page_6 "Comic/page_" 6 1

excessive usage of memory, the router may impose a limit on the size of ICT.

3.3 Future Interest Table

A Future Interest Table (FIT) is the table that keeps track of all patterns and their predictions.

Each FIT entry contains the predicted interest of the pattern, the difference in the num_comp, the

gap and the length of the pattern, the sequence number of the last received interest, and whether

the predicted interest has already been prefetched. The router may impose a limit on the size of

FIT.

Suppose a router receives all the interests shown in Fig. 2.2, then its FIT would be similar to

Table 3.1. The entries for Gap, length, sequence number and prediction status are not shown but

form a part of FIT for each entry. Using the num_comp and the delta, we can generate the next

predicted interest. A prefetching algorithm then determines which predicted interest in FIT should

be prefetched.
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4. IMPLEMENTATION AND ALGORITHMS

NDN protocol is implemented using Named Data Networking Forwarder Daemon (NFD). To

demonstrate that NCP is fully NDN-compatible, we have implemented NCP within NFD version

0.6.3[18], [19]. For implementing the application, we are using the ndn-cxx C++ library [20], [21].

In this section, we provide a detailed discussion on the design and implementation of NCP.

4.1 Software Architecture

Fig. 4.1 shows the overall software architecture of our NCP implementation. The left part

of the figure is a flow chart of the original NFD. In the original NFD, when an interest i arrives,

NFD first updates its Pending Interest Table (PIT). Then, NFD checks whether the requested data

already exists in its own Content Store (CS). If the requested data already exists, NFD can reply

with the data directly. Otherwise, NFD uses its Forwarding Information Base (FIB) to determine

which router to forward i to.

In our implementation, after updating PIT, NFD sends a copy of the interest to NCP through

a function call. NCP then determines whether, and what, to prefetch. If NCP decides to prefetch

a piece of data, it creates a predicted interest ip, and then uses FIB to forward ip. When the

prefetched data arrives, NFD stores the data in its CS. We do not create a separate memory for

storing prefetched data, nor do we modify how NFD manages its CS. This makes the implementa-

tion simpler and reduces NCP’s memory usage. The right part of Fig. 4.1 shows the flow chart of

NCP, which involves four different modules. We discuss the purpose and implementation of these

four modules below. For each module, we also introduce algorithms for each module. Since the

purpose of this work is to demonstrate the design and usefulness of NCP, we do not seek to opti-

mize these algorithms. It should be noted that the performance of NCP may be further improved

with more intelligent algorithms.
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Pending Interest Table (PIT)

Interest (i)

Content Store (CS)

Forwarding Informa�on Base (FIB)

Predicted
Interest (ip)

Name Centric Prefetching (NCP)

Interest Capture Module (ICM)
Maintains Interest Capture 
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Figure 4.1: NCP Implementation on top of NFD

4.2 Interest Capture Module (ICM)

The purpose of the Interest Capture Module (ICM) is to manage the Interest Capture Table

(ICT). When an interest arrives, ICM inserts its name to ICT. If the size of ICT exceeds its limit,

we use a simple first-in-first-out algorithm that removes the oldest entry.

4.3 Token System Module (TSM)

An important constraint of NCP is the need to manage its bandwidth overhead. In the extreme

case, one can consider an implementation where NCP prefetches a new interest whenever the

name-centric prediction rule predicts one. Such an implementation is likely to result in an excessive

amount of bandwidth usage, and many prefetched data may never be requested by consumers.

The purpose of the Token System Module (TSM) is to manage the bandwidth usage of NCP.

TSM manages the number of tokens. NCP can only prefetch when there is an available token, and

each prefetch uses one token.

Our algorithm for TSM is motivated by the leaky bucket model in network calculus. Specif-

ically, TSM generates one new token for every M incoming interests. Moreover, the number of

available tokens is upper-limited by B. This guarantees that the traffic generated by NCP is no

11



more than 1
M

of the traffic generated directly by consumers. The upper-limit B further limits the

burstiness of prefetching traffic. The values of M and B can be chosen by the router.

4.4 FIT Management Module

This module manages the Future Interest Table (FIT). When a new interest arrives, this module

first checks whether the name of the interest matches the Prediction field in any entry. A match

indicates that the prediction by the corresponding pattern is correct, and the pattern should be

updated. For example, suppose the current FIT is shown in Table 3.1, and an interest with name

Game/x_16_y_20 arrives. This interest is a match for the first entry in the FIT. The entry should

then be updated to have Prediction = Game/x_15_y_20 and Length = 5. Other fields of this entry

should also be updated as appropriate.

On the other hand, if no match is found in the FIT, this module will search in the ICT and see if

it can find two prior interests that, along with the new interest, satisfy the name-centric prediction

rule. A new pattern can then be formed and added to the FIT.

When the size of the FIT exceeds its limit, this module needs to remove one entry from the

FIT. We use a simple algorithm that is similar to the Least-Recently-Used (LRU) algorithm. The

algorithm removes the entry with the smallest Seq field, that is, the entry that has not seen a

matched interest for the longest time.

4.5 Prefetching Module (PM)

The Prefetching Module (PM) is the place to implement prefetching algorithms. When there

is an available token, the PM may select an entry in the PIT and prefetch the corresponding name.

When an entry is chosen, the Prefetch field is updated to TRUE, and the number of tokens re-

duces by 1. PM then creates a predicted interest ip and uses the FIB to forward ip. To evaluate

performance, this module also generates a log of all prefetches.

In our implementation, we consider three simple prefetching algorithms as listed below:

• Prefetch Current: When an incoming interest causes an update in the FIT, this algorithm

will prefetch the updated entry as long as there is an available token.
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• Prefetch Random: When there is an available token, this algorithm randomly selects an entry

in the FIT with Prefetch = FALSE and prefetches this entry.

• Prefetch Longest Unexpired Pattern: When there is an available token, this algorithm finds

all entries in the FIT with Prefetch = FALSE and Seq + Gap is larger than the sequence

number of the incoming interest. Among these entries, this algorithm selects the entry with

the largest Length and prefetches it. The intuition of this algorithm is two-fold: First, Seq +

Gap is the estimated time that the next interest from this pattern should arrive. Thus, if the

sequence number of the incoming interest is larger than Seq + Gap, then we consider this

pattern to be expired and should not prefetch for it. Second, among all unexpired patterns,

we choose the longest one because we consider the prediction to be more reliable when the

length is larger.
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5. EMULATION

5.1 Testbed Description

We have implemented NCP in our NDN testbed, which consists of multiple machines running

NFD, and have conducted some preliminary experiments. However, we later lost access to our

testbed when our lab was closed due to COVID-19. Instead, we replicate the system in our per-

sonal computer. In order to create a networked environment within just one machine, we set up

two virtual machines in our personal computer. One virtual machine contains a NFD with NCP

implementation, and a consumer program that sends interest packets to the NFD. The other virtual

machine contains a producer program running on top of a NFD without NCP implementation. The

two virtual machines are connected through a UDP socket using VM VirtualBox Router. Fig. 5.1

illustrates the emulation environment.

.

Consumer Producer

NFD with NCP NFD

UDP Connec�on

VM1
VM VirtualBox

VM2
Ubuntu for Desktop

Host OS

Figure 5.1: Emulation Environment

5.2 Interests Generation

Obviously, the performance of NCP is significantly impacted by the actual arrival patterns of

interests. In order to evaluate NCP in a realistic setting, we construct two scenarios. The first

14



scenario is derived from an actual trace of request arrivals at a Google cluster. The second scenario

is created based on observations of several different applications.

5.2.1 Scenario of Google Trace

We use a real Google Cluster Trace data set from a Google research blog [22]. This data set

records a huge number of requests for different services in a Google cluster. The record includes

more than three million requests for 9,218 unique services in a seven-hour span. In this section,

we run our simulation for first 30,000 requests.

In the trace file, each request is identified by a ParentID that indicates the service for the

request. We note that just because several requests are for the same service does not mean that these

requests form a pattern. To capture this behavior, we create a name for each request in the format

of <ParentID>_<Req_Seq>. The value of Req_Seq is chosen as follows: When a request

arrives, we look for the previous request for the same service. The Req_Seq of this new request

is the Req_Seq of the previous request plus ⌈the number of other requests between them/20⌉.

Under our approach, a sequence of requests for the same service will form a pattern if they are

evenly spaced. Intuitively, a consumer that generates interests periodically is much more likely to

exhibit a pattern than one that generates interests at varying rate. Our approach therefore captures

this intuition.

5.2.2 Scenario with Multiple Applications

This scenario considers a system with multiple heterogeneous applications. We discuss our

model for these applications below:

• GPS Navigation: This application considers a vehicle requesting map data for its surround-

ings. The application generates one interest packet every 100 milliseconds, and the name

in each interest packet contains a number indicating the vehicle’s current location. When a

vehicle maintains its speed, the difference of locations between interest packets is the same.

A vehicle may change its speed based on some random process. When a vehicle is using

cruise control, we assume that, on average, it will change its speed once every 100 seconds.
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When a vehicle is not using cruise control, we assume that, on average, it will change its

speed once every second.

• VR Gaming: This application considers a player of a VR game that requests panoramic

images periodically based on its current location in the VR world. The application generates

one interest packet every 25 milliseconds, which corresponds to a frame rate of 40 frame-

per-second. The name in each interest packet contains a number indicating the player’s

location. The difference of locations between interest packets remain the same when the

player moves in the same direction. We consider two types of VR games, intensive games

and leisure games. On average, players in intensive games change their movements once

every 250 milliseconds, and players in leisure games change their movements once every 5

seconds.

• Video Streaming: At 40 frame-per-second, a video streaming application generates one in-

terest packet every 25 milliseconds. The name in each interest packet contains a segment

number. The segment number increases by 1 in every new interest packet.

• Random: This simulates applications that do not exhibit clear patterns. The name in each

interest packet contains the name of the applications, the name of user, and a sequence

number. In every new interest packet, the sequence number increases by a random integer

uniformly in [1, 10]. Thus, it is possible for interest packets from this application to form

a pattern according to our prediction rule. However, the prediction is likely to be wrong.

These applications generate one interest packet every 10 milliseconds.

We construct a scenario with five vehicles using cruise control, five vehicles not using cruise

control, two intensive VR players, two leisure VR players, one video stream, and two random

applications. In total, these consumers generate 500 interests per second, out of them 200 interests

per second are generated by the two random applications. We create a one-minute-long trace of

interest packets based on this setting.
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6. EMULATION ENVIRONMENTS AND PERFORMANCE METRICS

Table 6.1 summarizes the parameters we use in emulations. For each scenario, we evaluate all

three prefetching algorithms discussed in Section 4.5. The Token System Module generates one

token for every M incoming interest. The value of M varies from 1 to 10.

Table 6.1: Emulation Environment

Configuration Parameter Value
Number of Interest 30000

CS Size 200
ICT Size 300
FIT size 20

Max Token at a time 10

When a consumer generates an interest, and the interest is already available in the Content

Store due to an earlier prefetch, then we say that the corresponding prefetch is a hit. If a prefetch

does not result in a hit, then we say that the prefetch is a false alarm. A prefetch can be a false

alarm either because the consumer never generates the predicted interest, or because NFD deletes

the prefetched data before the consumer generates the predicted interest.

For each emulation, we evaluate the following three performance metrics:

HitPercentage =
Number_of_Hits

Total_Number_of_Prefetches
∗ 100

HitRate =
Number_of_Hits

Total_Number_of_Interests
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FalseAlarmRate =
Number_of_False_Alarms

Total_Number_of_Interests

When there is a hit, the consumer can obtain its data with a much smaller latency. Thus,

HitRate represents the portion of interests that NCP is able to serve with low latency. In addition

to latency, we also evaluate the actual bandwidth usage by NCP. We note that a hit does not result

in any additional bandwidth usage. Without NCP, the piece of data is still going to be fetched.

NCP only fetches the data earlier. In contrast, a false alarm represents a transmission that is not

actually needed. On average, NCP forwards (1 + FalseAlarmRate) interests for every incoming

interest. In comparison, NFD without NCP will forward one interest for every incoming interest.

6.1 Emulation Results

The emulation results for the two scenarios are shown in Figs. 6.1 and 6.2. When M = 1,

the Token System Module generates one token for every incoming interest. Thus, NCP always

has tokens for prefetch, and all three prefetching algorithms will prefetch every time the name-

centric prediction rule produces a prediction. We can then learn some basic properties about the

two scenarios by studying the case when M = 1. As can be seen in the figures, when M = 1,

the HitPercentage is larger than 90% for the scenario of Google trace, and is about 60% for

the scenario with multiple applications. This is because the second scenario includes two random

applications that generate a lot of false alarms. In this sense, the second scenario represents a more

challenging scenario for NCP. We also note that the first scenario is derived from a real-world trace

file. The fact that it has a high HitPercentage suggests that the name-centric prediction rule may

be very accurate in real world.
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Figure 6.1: Emulation results for the Google trace scenario.
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Figure 6.2: Emulation results for the scenario with multiple applications

From Figs. 6.1 and 6.2, we also observe that the Prefetch Longest Unexpired Pattern algorithm

performs very well. When M is at least 3, the HitPercentage of this algorithm is always higher

than 90%. Its FalseAlarmRate is always lower than 0.05, showing that it causes little bandwidth
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overhead. Moreover, its HitRate is close to 1
M

, suggesting that it is able to considerably reduce

latency.
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7. RELATED WORK

In all Information Centric Networking (ICN) architecture design [23],[24],[25],[1], the network

identifies content items using unique names in contrast to hosts and endpoints with IP address.

This opened up boundaries for in-network caching of named content. The availability of data

content locally at the Access Point (AP) greatly improve the performance (latency, throughput)

[26], [27], [28], [29]. An optimal cache policy can help in achieving this improvement. Psaras et

al. [30] uses a probabilistic approach for caching object at each node present in the path. Age-

Based Cooperation (ABC) [31] uses age as a component to evict cache entries. Similarly freshness

is used by Jost’e Quevedo et al. [32] to design a cache policy. WAVE [33] suggest routers to

dynamically adjust the cache window based on the content popularity. Progressive Caching [34]

uses content popularity to cache it closer to the edge node. Popularity based caching has been

extensively researched in literature [35], [36], [37].

Caching and prefetching are intertwined with each other. Prefetch operation can reduce the

latency by making future data available in the cache even before the user requests it. Mobility

scenario utilises prefetching extensively. Making data available in the cache in the next AP where

a user is going to move-to, can extensively improve the performance. Edge Buffer [38] predicts

client mobility and performs prefetching on the router to which the user is approaching. It also

uses popularity based caching policy. Markov model is also used to predict mobility [39], [40].

ICN-FOG [41] uses layering approach to prefetch the data on the designated router.

Prefetching if done for video application enhances the QoE of the user. Video files are trans-

ferred as chunks, making the future chunks available on the edge router can reduce latency ex-

perienced by the end user. DASH [42] protocol is the popular method used for video streaming.

The naming scheme in DASH can be used to predict future interest and perform prefetching [43],

[44]. ICN-PEP [45], [46] uses segments present as part of file name to perform prediction and

prefetching of content.

The prefetching strategies mentioned are strictly application specific. NCP overcomes this

22



limitation by its unique prediction scheme. NCP is also simplistic in implementation and doesn’t

require any modifications on the application side.
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8. CONCLUSION

We have presented Name-Centric Prefetching (NCP), a protocol that aims to identify applica-

tion interest patterns solely based on previously received interests, and uses the identified patterns

to prefetch data. NCP is application-oblivious, and is able to identify and prefetch for applications

that generate correlated, but not perfectly deterministic, interest patterns. Moreover, NCP can be

directly implemented within Named-Data Networking (NDN), with multiple modules to ensure

flexibility and the ease to manage computation, storage, and bandwidth overheads. Testbed emu-

lation results suggest that NCP can be a promising approach to reduce user experienced latency.

It should be noted that this research work does not attempt to optimize its algorithms for man-

aging various modules and prefetching data. Rather, the thesis presents a platform that makes it

possible to implement and test new algorithms. Developing new algorithms that leverage patterns

identified by NCP to further improve performance can be an interesting future research direction.
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