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ABSTRACT

In this dissertation, we study algebraic relations among periods, quasi-periods, logarithms and

quasi-logarithms of Drinfeld modules. This work is motivated by the Tannakian theory for t-

motives especially the function field analogue, proved by Papanikolas, of Grothendieck’s conjec-

ture for periods of abelian varieties. Papanikolas’ theorem shows that the dimension of the Galois

group associated to a t-motive is equal to the transcendence degree of the entries of the period

matrix of the t-motive. In recent work, Papanikolas and the author proved that the period matrix of

the prolongation t-motives, introduced by Maurischat, of t-motives associated to t-modules entail

hyperderivatives of periods and quasi-periods. Computing the Galois group of these prolongations,

we prove that the algebraic relations among the hyperderivatives of periods and quasi-periods of a

Drinfeld module are the ones induced by the endomorphisms of the Drinfeld module. Furthermore,

we construct a new t-motive using these prolongations and compute its Galois group, using which

we investigate hyperderivatives of Drinfeld logarithms and quasi-logarithms, and prove transcen-

dence results about them.
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NOMENCLATURE

Fq finite field with q = pn elements.

A Fq[θ], the polynomial ring in θ over Fq.

k Fq(θ), the fraction field of A.

k∞ Fq((1/θ)), the completion of k with respect to | · |∞.

K the completion of an algebraic closure of k∞.

k the algebraic closure of k inside K.

A Fq[t], the polynomial ring in t over Fq, t independent from θ.

k Fq(t), the fraction field of A.

T {
∑∞

h=0 aht
h ∈ K[[t]] | limh→∞ | ah |∞ = 0}, the Tate algebra

of the closed unit disk of K.

L the fraction field of T.

F sep a separable algebraic closure of a field F .

GLr /F for the field F , the F -group scheme of invertible r × r

matrices.
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1. INTRODUCTION

1.1 Introduction

Drinfeld modules were introduced as “elliptic modules" by Drinfeld, as a function field ana-

logue of elliptic curves [18]. Later, Anderson defined higher dimensional generalizations of Drin-

feld modules, called t-modules [1]. Yu proved several transcendence results concerning periods

and logarithms of Drinfeld modules [41], [42], and proved the Sub-t-module theorem [44], a re-

markable result regarding linear independence among logarithms of Anderson t-modules. Brow-

nawell [4], and Brownawell and Papanikolas [6] proved linear independence results concerning

logarithms and quasi-logarithms of certain t-modules. Thiery [39] proved algebraic independence

results among periods and quasi-periods of rank 2 Drinfeld modules with complex multiplication.

Concerning hyperderivatives, algebraic independence results among hyperderivatives of the period

of the Carlitz module (rank 1 Drinfeld module) were proved by Denis [15], [16], [17] and Mau-

rischat [28]. Further work in this direction was also done in unpublished work by Brownawell

and van der Poorten. Utilizing Yu’s sub-t-module theorem, Brownawell and Denis proved lin-

ear independence of hyperderivatives of logarithms and quasi-logarithms of Drinfeld modules [3],

[5]. Shortly after this, Brownawell proved linear independence results among hyperderivatives of

several logarithms and quasi-logarithms of Drinfeld modules [4].

In this dissertation, we prove all algebraic independence results among hyperderivatives of

periods, quasi-periods, logarithms and quasi-logarithms of Drinfeld modules. To prove our results,

we employ Papanikolas’ theorem [34, Thm. 1.1.7] on the transcendence degree of the period matrix

of a t-motive and the dimension of its Galois group. Using this result, Chang and Papanikolas have

subsequently proved algebraic independence results among periods, quasi-periods, logarithms and

quasi-logarithms of Drinfeld modules [11], [12].
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1.2 Hyperderivatives of periods and logarithms

Let Fq be a finite field, where q is a positive power of a prime number p. Letting θ be an

indeterminate, we set A := Fq[θ], k := Fq(θ) and k∞ := Fq((1/θ)), the completion of k at its

infinite place. We further set K to be the completion of an algebraic closure of k∞ and let k and

ksep be the algebraic closure and the separable closure respectively of k inside K. For a variable t

independent from θ, we further define A := Fq[t] and k := Fq(t).

For n ∈ Z, we define the n-fold Frobenius twist τn : K((t)) → K((t)) by setting for f =∑
i ait

i,

τn(f) := f (n) =
∑
i

aq
n

i t
i. (1.1)

For a fieldK ⊆ K, we define the twisted power series ringK[[τ ]] such that τf = f qτ for all f ∈ K.

Then, we define the twisted polynomial ring K[τ ] as the subring of K[[τ ]], where K[τ ] is viewed

as a subalgebra of the Fq-linear endomorphisms of the additive group of K.

For a field k ⊆ K ⊆ K, a Drinfeld A-module of rank r defined over K is an Fq-algebra

homomorphism

ρ : A → K[τ ]

uniquely determined by ρt = θ + κ1τ + · · · + κrτ
r such that κr 6= 0. The exponential function

associated to ρ is given by Expρ(z) = z +
∑

h≥1 αhz
qh ∈ K[[z]] and it satisfies the functional

equation Expρ(θz) = ρt(Expρ(z)). The period lattice of ρ is the kernel Λρ of Expρ, which is

a free and finitely generated discrete A-submodule of rank r inside K (see §3.1 for details about

general Anderson t-modules).

The de Rham cohomology theory for Drinfeld modules was developed by Anderson, Deligne,

Gekeler and Yu [20], [42]. A ρ-biderivation is an Fq-linear map δ : A → K[τ ]τ satisfying

δab = a(θ)δb + δaρb ∀a, b ∈ A.

Let u ∈ K[τ ]. Then, the ρ-biderivation δ(u) defined by δ(u)a = uρa − a(θ)u, ∀ a ∈ A is called

2



an inner biderivation. If u ∈ K[τ ]τ , then δ(u) is said to be strictly inner. The set of ρ-biderivations

Der(ρ) forms a K-vector space. The set of inner biderivations Derin(ρ) and the set of strictly inner

biderivations Dersi(ρ) are also K-vector subspaces. We define the de Rham module for ρ to be

H1
DR(ρ) := Der(ρ)/Dersi(ρ).

For each δ ∈ Der(ρ) there is a unique Fq-linear and entire power series Fδ(z) =
∑

i≥1 ciz
(i) ∈

K[[z]] such that

Fδ(a(θ)z) = a(θ)Fδ(z) + δa Expρ(z), ∀ a ∈ A. (1.2)

We call Fδ the quasi-periodic function associated to δ. For λ ∈ Λρ, the value Fδ(λ) is called a

quasi-period of ρ. For u ∈ K satisfying Expρ(u) ∈ K the value Fδ(u), which is a coordinate of

logarithms on quasi-periodic extensions, is called a quasi-logarithm of ρ (see [6], [32]).

Since every ρ-biderivation δ is uniquely determined by the image δt, a K-basis of H1
DR(ρ)

is represented by {δ1, . . . , δr}, where δ1 is the inner biderivation such that (δ1)t = ρt − θ, and

δi(t) = τ i−1 for i = 2, . . . , r. We see that Fδ(1)(z) = Expϕ(z) − z, and so Fδ(1)(λ) = −λ for all

λ ∈ Λρ. Thus, if we take {λ1, . . . , λr} to be an A-basis of Λρ and we set Fτ i−1(z) := Fδi(z) for

i = 2, . . . , r, then we define the period matrix of ρ to be

Pρ :=



λ1 Fτ (λ1) . . . Fτr−1(λ1)

λ2 Fτ (λ2) . . . Fτr−1(λ2)

...
...

...

λr Fτ (λr) . . . Fτr−1(λr)


. (1.3)

Using Papanikolas’ result [34, Thm. 1.1.7], Chang and Papanikolas proved algebraic indepen-

dence of periods and quasi-periods of Drinfeld modules. We define End(ρ) := {x ∈ K | xΛρ ⊆

Λρ} and let Kρ be its fraction field.

Theorem 1 (Chang-Papanikolas [12, Thm. 1.2.2]). Let ρ be a Drinfeld A-module of rank r defined

over k. Then

tr. degk k (Pρ) = r2/s,

3



where s = [Kρ : k].

The first goal of the dissertation is to extend this result to algebraic independence of hyper-

derivatives of periods and quasi-periods of Drinfeld modules. The hyperderivative ∂jθ : k → k is

defined by ∂jθ(θ
m) :=

(m
j

)
θm−j where j ≥ 1 and

(
m
j

)
is the binomial coefficient, and it satisfies the

product rule ∂jθ(ab) =
∑

i1+i2=j ∂
i1
θ (a)∂

i2
θ (b) for all a, b ∈ k. Moreover, ∂jθ extends uniquely to

ksep and ksep∞ (see §2.4 for a detailed review of hyperderivatives).

If the Drinfeld A-module ρ is defined over ksep, then Denis [16, p. 6] showed that the periods

and quasi-periods of ρ have coordinates in ksep∞ (see also [32, Lem. 4.1.19]). Therefore, for n ≥ 0

we can consider ∂nθ (Pρ), where we take hyperderivatives entrywise. Our first main result is as

follows (restated as Theorem 12):

Theorem 2. Let ρ be a Drinfeld A-module of rank r defined over ksep and suppose that Kρ is

separable over k. If s = [Kρ : k], then for n ≥ 1, we have

tr. degk k
(
Pρ, ∂

1
θ (Pρ), . . . , ∂

n
θ (Pρ)

)
= (n+ 1) · r2/s.

By constructing a suitable t-motive and calculating the dimension of its Galois group, Chang

and Papanikolas proved the algebraic independence among logarithms and quasi-logarithms of

Drinfeld modules.

Theorem 3 (Chang-Papanikolas [12, Thm. 5.1.5]). Let ρ be a Drinfeld A-module defined over

k. Let u1, . . . , uw ∈ K with Expρ(ui) = αi ∈ k for each i = 1, . . . , w and suppose that

dimKρ SpanKρ
(λ1, . . . , λr, u1, . . . , uw) = r/s+ w. Then,

tr. degk k

( r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{λj, Fτ i(λj), um, Fτ i(um)}
)

= r2/s+ rw.

Denis [16, p. 6] showed that, for a Drinfeld A-module ρ defined over ksep and ρ-biderivation δ

defined over ksep, if u ∈ K such that Expρ(u) ∈ ksep, then u ∈ ksep∞ and Fδ(u) ∈ ksep∞ . (see also [32,

Lem. 4.1.19]). Therefore, for n ≥ 0 we can consider ∂nθ (u) and ∂nθ (Fδ(u)). Building on Theorem 2

4



and utilizing Theorem 3, we create suitable t-motives and prove algebraic independence results

among hyperderivatives of logarithms and quasi-logarithms of Drinfeld modules. Our second main

result is as follows (restated as Theorem 14):

Theorem 4. Let ρ be a Drinfeld A-module defined over ksep. Suppose that Kρ is separable over

k. Let u1, . . . , uw ∈ K with Expρ(ui) = αi ∈ ksep for each i = 1. . . . , w and suppose that

dimKρ SpanKρ
(λ1, . . . , λr, u1, . . . , uw) = r/s+ w. Then,

tr. degk k

( n⋃
s=0

r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{∂sθ(λj), ∂sθ(Fτ i(λj)), ∂
s
θ(um), ∂

s
θ(Fτ i(um))}

)
= (n+ 1) · (r2/s+ rw).

Returning to an arbitrary basis {δ1, . . . , δr} of H1
DR(ρ) defined over ksep, we further deduce the

following corollary.

Corollary 1. Let ρ be a Drinfeld A-module defined over ksep. Suppose that Kρ is separable over

k. Let u1, . . . , uw ∈ K with Expρ(ui) = αi ∈ ksep for each i = 1, . . . , w. Let δ1, . . . , δr be a basis

of H1
DR(ρ) defined over ksep. If u1, . . . , uw are linearly independent over Kρ, then for n ≥ 1 the

(n+ 1)rw quantities

{
n⋃

s=0

r⋃
j=1

(
∂sθ(Fδj(u1)), ∂

s
θ(Fδj(u2)), . . . , ∂

s
θ(Fδj(uw))

)}

are algebraically independent over k.

1.3 Structure of the dissertation

Since, to prove our main theorems, the key result we use is Papanikolas’ theorem [34, Thm.

1.1.7] which shows that the dimension of the Galois group associated to a t-motive is equal to

the transcendence degree of the entries of the period matrix of the t-motive, in §2.2 and §2.3 we

give necessary background concerning t-motives and t-motivic Galois groups. Next, we give a

brief review of hyperderivatives and then present a summary of prolongations of dual t-motives as

introduced by Maurischat [28].

5



It proved to be the case that prolongations provide the necessary framework for the study of

hyperderivatives of periods and logarithms of Anderson t-modules. The author and Papanikolas

[32] showed that using prolongations of t-motives, one can recover hyperderivatives of entries

of the period matrix of the t-motive (see Theorem 7), and so to prove Theorem 2, for n ≥ 1 we

calculate the Galois group ΓPnMρ , where PnMρ is the n-prolongation of the t-motiveMρ associated

to the Drinfeld A-module ρ.

For a Drinfeld A-module ρ defined over K, where k ⊆ K ⊆ k with [K : k] < ∞, there is

a representation φt : Gal(Ksep/K) → GLr(Fq[[t]]) coming from the Galois action on the t-power

torsion points ρ[tm] := {x ∈ K | ρtm(x) = 0}. In §4, using Anderson generating functions and φt

we determine the Galois representation on the t-adic Tate module of the n-th prolongation Ander-

son t-module Pnρ associated to the Drinfeld A-module ρ (Lemma 2), and prove that the image of

this Galois representation is naturally contained in the kt-valued points of ΓPnMρ (Theorem 8).

The main difficulty in proving Theorem 2 is that unlike the Drinfeld module case (see [12,

§3]) where Pink’s theorem [36, Thm. 0.2] on the openness of the Zariski closure of the image of

the Galois representation was used to calculate the Galois group ΓMρ , the Zariski closure of the

image in our case need not be open. However, by building on information from the n = 0 case,

employing differential algebraic geometry (Theorem 10) and closely examining the elements of

ΓPnMρ (Theorem 9), we are able to compute ΓPnMρ explicitly and prove Theorem 2.

In §5, for u1, . . . , uw ∈ K satisfying Expρ(ui) ∈ ksep we build on results of §4 and uti-

lize the ideas of [12, §4 and §5] to construct new t-motives Y1,n, . . . , Yw,n. These t-motives are

constructed using the prolongation t-motive PnMρ such that the entries of the period matrix of

⊕w
m=1Ym,n comprise

⋃n
s=0

⋃r−1
i=1

⋃w
m=1{∂sθ(um), ∂sθ(Fτ i(um))}. We utilize properties of prolonga-

tions and hyperderivatives to prove that there is a surjective map from the Galois group of Ym,n to

the Galois group of Ym,ℓ for ℓ ≤ n and m = 1, . . . , w (Lemma 5). Adapting the ideas of the proof

of [12, Thm. 5.1.5] and using Lemma 5, we prove Theorem 4.

6



2. PRELIMINARIES

2.1 Notation

For n ∈ Z, recall the n-fold Frobenius twist τn from (1.1). In some cases, we will write σ for

τ−1. For a matrix M = (mij) with entries in K((t)), we define M (n) by setting M (n) = (m
(n)
ij ). Let

k(t)[σ, σ−1] be the Laurent polynomial ring over k(t) in σ subject to the relation

σf = f (−1)σ, ∀ f ∈ k(t).

For a field K ⊆ K, recall the twisted power series ring K[[τ ]] and the twisted polynomial ring

K[τ ] given by τf = f (1)τ for all f ∈ K. Similarly, we define K[[σ]] and K[σ] when K is a perfect

field. For b =
∑
ciτ

i ∈ K[τ ], we define b∗ :=
∑
b(−i)σi ∈ K[σ]. If B = (bij) ∈ Mate×d(K[τ ]) =

Mate×d(K)[τ ], then B∗ := (b∗ji). Thus, if B ∈ Mate×d(K[τ ]) and C ∈ Matd×h(K[τ ]), then

(BC)∗ = C∗B∗. Moreover, if B = β0 + β1τ + · · ·+ βℓτ
ℓ, then we set dB := β0.

2.2 Dual t-motives and t-motives

The reader is directed to [34] for details. A pre-t-motive M is a left k(t)[σ, σ−1]-module that is

finite dimensional over k(t). We denote by P the category of pre-t-motives whose morphisms are

the left k(t)[σ, σ−1]-module homomorphisms. Let m ∈ Matr×1(M) be so that its entries consist

of a k(t)-basis of M . Then, there is a matrix Φ ∈ GLr(k(t)) such that

σm = Φm,

where the action of σ on m is entry-wise. We say that M is rigid analytically trivial if there exists

a matrix Ψ ∈ GLr(L) such that

Ψ(−1) = ΦΨ.
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The matrix Ψ is called a rigid analytic trivialization for Φ. Set M † := L ⊗k(t) M , where we give

M † a left k(t)[σ, σ−1]-module by letting σ act diagonally:

σ(f ⊗m) := f (−1) ⊗ σm, ∀ f ∈ k(t), m ∈M.

If we let

MB := (M †)σ := {µ ∈M † : σµ = µ},

then MB is a finite dimensional vector space over k, and M 7→ MB is a covariant functor from

P to the category of k-vector spaces. The natural map L ⊗k(t) M
B → M † is an isomorphism

if and only if M is rigid analytically trivial (see [34, §3.3]). If Ψ is a rigid analytic trivialization

of Φ, then the entries of Ψ−1m form a k-basis for MB (see [34, Thm. 3.3.9(b)]). Then, by [34,

Thm. 3.3.15], the category of rigid analytically trivial pre-t-motives R forms a neutral Tannakian

category over k with fiber functor M 7→MB. Its trivial object is denoted by 1.

We now consider A-finite dual t-motives, which were first introduced in [2] (see also [24],

[32]). A dual t-motive M is a left k[t, σ]-module that is free and finitely generated as a left k[σ]-

module and such that (t− θ)sM ⊆ σM for s ∈ N sufficiently large. If, in addition, M is free and

finitely generated as a left k[t]-module, then M is said to be A-finite. Thus, if m ∈ Matr×1(M)

is a k[t]-basis for M, then there is a matrix Φ ∈ Matr(k[t]) such that σ(m) = Φm with detΦ =

c(t − θ)s for some c ∈ k
×
, s ≥ 0. We say that M is rigid analytically trivial if there exists a

matrix Ψ ∈ GLr(T) so that Ψ(−1) = ΦΨ. In [2], the term “dual t-motives" is used for A-finite dual

t-motives. We will consider both dual t-motives and A-finite dual t-motives [24].

Given an A-finite dual t-motive M,

M := k(t)⊗k[t] M

is a pre-t-motive where σ(f ⊗m) := f (−1) ⊗ σm. Then, M 7→ M is a functor from the category

of A-finite dual t-motives to the category of pre-t-motives.
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The category AI of A-finite dual t-motives up to isogeny, is the category whose objects are

generated by A-finite dual t-motives and morphisms are defined as follows: for A-finite dual

t-motives M and N , HomAI (M,N ) := Homk[t,σ](M,N ) ⊗A k. We further define the full

subcategory ARI of rigid analytically trivial A-finite dual t-motives up to isogeny by restriction.

Then, the functor M 7→ M : ARI → R is fully faithful (see [34, Thm. 3.4.9]) and we define

T , the category of t-motives, to be the strictly full Tannakian subcategory of R generated by the

essential image of this functor.

For a t-motive M , we let TM be the strictly full Tannakian subcategory of T generated by

M . As TM is a neutral Tannakian category over k, there is an affine group scheme ΓM over k, a

subgroup of GLr /k, so that TM is equivalent to the category of finite dimensional representations

of ΓM over k, i.e., TM ≈ Rep(ΓM ,k) (see [34, §3.5]).

2.3 The difference Galois group

For this section, the reader is directed to [34] for details. A triple of fields F ⊆ K ⊆ L along

with an automorphism σ : L → L is said to be σ-admissible if σ restricts to automorphisms of F

and K; F = F σ = Kσ = Lσ; and L is a separable extension of K. For a fixed σ-admissible triple

of fields (F,K,L), we fix Φ ∈ GLr(K) and suppose that Ψ ∈ GLr(L) satisfies

σ(Ψ) = ΦΨ.

We define a K-algebra homomorphism ν : K[X, 1/ detX] → L by setting ν(Xij) := Ψij , where

X = (Xij) is an r × r matrix of independent variables. We let

p := ker ν, Σ := Im ν = K[Ψ, 1/ detΨ] ⊆ L.

Setting ZΨ = Spec Σ, we see that ZΨ is the smallest closed subscheme of GLr/K such that

Ψ ∈ ZΨ(L).

Set Ψ1,Ψ2 ∈ GLr(L ⊗K L) to be such that (Ψ1)ij = Ψij ⊗ 1 and (Ψ2)ij = 1 ⊗ Ψij , and let
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Ψ̃ := Ψ−11 Ψ2 ∈ GLr(L ⊗K L). We define an F -algebra homomorphism µ : F [X, 1/ detX] →

L⊗K L by setting µ(Xij) := Ψ̃ij . We let

q := kerµ, ∆ := Imµ.

Setting ΓΨ = Spec ∆, we see that ΓΨ is the smallest closed subscheme of GLr/K such that

Ψ̃ ∈ ΓΨ(L⊗K L).

Now suppose that M is a t-motive and let Φ ∈ GLr(k(t)) represent multiplication by σ on M .

Let Ψ ∈ GLr(L) satisfy Ψ(−1) = ΦΨ. Using the σ-admissible triple (F,K,L) = (k, k(t),L), the

following properties hold.

Theorem 5 (Papanikolas [34, §4]). Let M be a t-motive, and let Φ ∈ GLr(k(t)) represent multi-

plication by σ on M . Let Ψ ∈ GLr(L) satisfy Ψ(−1) = ΦΨ.

(a) ΓΨ is a closed k-subgroup scheme of GLr/k.

(b) The closed k(t)-subscheme ZΨ is stable under right-multiplication by k(t) ×k ΓΨ and is a

k(t)×k ΓΨ-torsor over k(t). In particular, ΓΨ(L) = Ψ−1ZΨ(L).

(c) ZΨ is absolutely irreducible and smooth over k(t).

(d) The k-scheme ΓΨ is absolutely irreducible and smooth over k.

(e) dimΓΨ = tr. degk(t) ΛΨ, where ΛΨ is the fraction field of ΣΨ.

(f) ΓΨ
∼= ΓM over k.

Furthermore, the main theorem of [34] is as follows.

Theorem 6 (Papanikolas [34, Thm. 1.1.7]). Let M be a t-motive, and let ΓM be its Galois group.

Suppose that Φ ∈ GLr(k(t)) ∩Matr(k[t]) represents multiplication by σ on M and that detΦ =

c(t−θ)s, c ∈ k
×

. Let Ψ be a rigid analytic trivialization of Φ in GLr(T). Then, tr. degk k(Ψ|t=θ) =

dimΓM .
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2.4 Hyperderivatives and Hyperdifferential operators

In this section, we review results concerning hyperderivatives and hyperdifferential operators.

The reader is directed to [3], [26] and [32] for more details and proofs. For m, j ≥ 0, let
(
m
j

)
∈ N

be the binomial coefficient. Then, for F a field where θ is transcendental over F , the F -linear

map ∂jθ : F [θ] → F [θ] defined by setting ∂jθ(θ
m) =

(
m
j

)
θm−j is called the j-th hyperdifferential

operator with respect to θ. For each f ∈ F [θ], we call ∂jθ(f) the j-th hyperderivative of f . The

definition of ∂jθ extends naturally to ∂jθ : F [[θ]] → F [[θ]]. The hyperdifferential operators satisfy

various identities including the product rule ∂jθ(fg) =
∑j

i=0 ∂
i
θ(f)∂

j−i
θ (g) and the composition

rule ∂iθ(∂
j
θ(f)) =

(
i+j
j

)
∂i+j
θ (f).

The product rule extends ∂jθ to the Laurent series field F ((θ)) where as usual for m > 0, we

have
(−m

j

)
= (−1)j

(
m+j−1

j

)
. Similarly, for a place v of F (θ) there is a unique extension ∂jθ :

F (θ)sepv → F (θ)sepv . The formulas that we will use are summarized in the following proposition.

Proposition 1 (see Brownawell [3, §7], Jeong [26, §2], [32, Lem. 2.4.3]). Let F be a field of

characteristic p > 0, and let v be a place of F (θ). The hyperdifferential operators with respect to

θ, ∂jθ : F (θ)
sep
v → F (θ)sepv , j > 0, satisfy the following.

(a) For f1, . . . , fs ∈ F (θ)sepv and j ≥ 0,

∂jθ(f1 · · · fs) =
∑

k1,...,ks≥0
k1+···+ks=j

∂k1θ (f1) · · · ∂ksθ (fs).

(b) For f ∈ F (θ)sepv , n > 0, and j ≥ 1,

∂jθ
(
fpn
)
=


(
∂kθ (f)

)pn if j = kpn,

0 if pn - j.
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(c) For f ∈ F (θ)sepv and j ≥ 1,

∂jθ

(
1

f

)
=

j∑
k=1

(
j + 1

k + 1

)
(−1)k

fk+1
∂jθ(f

k).

For f ∈ F (θ)sepv and n ≥ 1, we define the d-matrix with respect to θ, dθ,n[f ] ∈ Matn(F (θ)
sep
v )

to be the upper-triangular n× n matrix

dθ,n[f ] :=



f ∂1θ (f) . . . . . . ∂n−1θ (f)

f ∂1θ (f)
...

. . . . . . ...
. . . ∂1θ (f)

f


. (2.1)

Using the product rule, it is straightforward to see that dθ,n[g] · dθ,n[f ] = dθ,n[gf ]. For a ma-

trix B := (bij) ∈ Mate×d(F (θ)
sep
v ), we also define the d-matrix with respect to θ, dθ,n[B] ∈

Matne×nd(F (θ)
sep
v ) in (2.1), where for c ≥ 0 we let ∂cθ(B) := (∂cθ(bij)) ∈ Mate×d(F (θ)

sep
v ).

We further define partial hyperderivatives for n independent variables θ1, θ2 . . . , θn to be the

F -linear maps

∂jθℓ : F (θ1, θ2, . . . , θn) → F (θ1, θ2, . . . , θn), j ≥ 0, ℓ = 1, . . . , n

such that for m ∈ Z and u, v = 1, . . . , n, u 6= v, we have ∂jθu(θ
m
u ) =

(
m
j

)
θm−ju and ∂jθu(θ

m
v ) = 0.

Thus, we have that ∂θu ◦ ∂θv = ∂θv ◦ ∂θu . We can define the d-matrix with respect to each indepen-

dent variable. In this dissertation, we make use of partial hyperderivatives for two variables. For

our convenience, we let the two independent variables be t and θ.

2.5 Prolongation of dual t-motives

We review the construction of new dual t-motives and t-modules from old ones, called prolon-

gations, as introduced by Maurischat [28]. For a left k[t, σ]-module M and n ≥ 0, we define the
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n-th prolongation of M to be the left k[t]-module PnM generated by symbols Dim, for m ∈ M

and i = 0, . . . , n subject to the relations

(a) Di(m1 +m2) = Dim1 +Dim2,

(b) Di(a ·m) =
∑

i=i1+i2

∂i1t (a) ·Di2m,

where m,m1,m2 ∈ M and a ∈ k[t]. The σ action on PnM given by

σ(a ·Dim) = a(−1) ·Di(σm)

where a ∈ k[t], m ∈ M, is well defined and thus, the n-th prolongation PnM of M is also a left

k[t, σ]-module.

Via D0m 7→ m, we see that P0M is naturally isomorphic to M and for 0 ≤ ℓ < n, the ℓ-th

prolongation PℓM is a k[t, σ]-submodule of PnM. Thus, we obtain a short exact sequence of

k[t, σ]-modules

0 → PℓM → PnM
pr−→ Pn−ℓ−1M → 0 (2.2)

where pr(Dim) := Di−ℓ−1m for i > ℓ and pr(Dim) := 0 for i ≤ ℓ and m ∈ M.

If M is an A-finite dual t-motive, then PnM is an A-finite dual t-motive (see [28, Thm. 3.4]).

Thus, if m = [m1, . . . ,mr]
T is a k[t]-basis of M, then a k[t]-basis of PnM is given by

Dnm := (Dnm
T, Dn−1m

T, . . . , . . . , D0m
T)T ∈ Matr(n+1)×1(k[t]), (2.3)

where Dim := (Dim1, . . . , Dimr)
T ∈ Matr×1(k[t]) for each i (see [28, Prop. 4.2]). Also, if

Φ ∈ GLr(k[t]) represents multiplication by σ on m, then

σ(Dnm) = dt,n+1[Φ] ·Dnm. (2.4)

If M is rigid analytically trivial with Ψ ∈ GLr(T) so that Ψ(−1) = ΦΨ, then since twisting
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commutes differentiation with respect to t, we have

(dt,n+1[Ψ])(−1) = dt,n+1[Ψ
(−1)] = dt,n+1[ΦΨ] = dt,n+1[Φ]dt,n+1[Ψ] (2.5)

Therefore, PnM is rigid analytically trivial. See [28, §3] for detailed proofs.

14



3. RIGID ANALYTIC TRIVIALIZATIONS, PROLONGATIONS AND

HYPERDERIVATIVES

3.1 Anderson t-modules and associated dual t-motives

For a field K ⊆ K, an Anderson t-module defined over K is an Fq-algebra homomorphism

ϕ : A → Matd(K[τ ])

such that ϕt = B0 + B1τ + · · · + Bℓτ
ℓ, where Bi ∈ Matd(K) and dϕt = B0 = θId +N with Id,

the d× d identity matrix and N , a nilpotent matrix. Then, ϕ defines an A-module structure on Kd

via

a · x = ϕa(x), ∀ a ∈ A, x ∈ Kd.

We say that d is the dimension of ϕ. There exists a unique power series Expϕ(z) =
∑∞

i=0Ciz
qi ∈

K[[z1, . . . , zd]]
d, z = [z1, . . . , zd]

T so that C0 = Id and satisfies

Exp(dϕaz) = ϕa(Exp(z))

for all a ∈ A. Moreover, Expϕ(z) defines an entire function Expϕ : Kd → Kd. If Expϕ is

surjective, then we say that ϕ is uniformizable. The kernel Λϕ ⊆ Kd of Expϕ is a free and finitely

generated discrete A-submodule and it is called the period lattice of ϕ. If ϕ is uniformizable, then

we have an isomorphism Kd/Λϕ
∼= (Kd, ϕ), where (Kd, ϕ) denotes Kd together with the A-module

structure defined as above coming from ϕ. If ϕt = B0 ∈ Matd(K), then ϕ is said to be a trivial

Anderson t-module.

We define the dual t-motive Mϕ associated to the t-module ϕ in the following way. We let

Mϕ := Mat1×d(k[σ]). To give Mϕ the k[t, σ]-module structure, we set

a ·m = mϕ∗a, m ∈ Mϕ, a ∈ A, (3.1)
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where ϕ∗a is defined as in §2.1. Then, as in [7, §4.4], [24] and [32, §2.3], Mϕ defines a dual t-motive

and (3.1) gives a unique correspondence between a t-module and its associated dual t-motive. The

reader is directed to [24], [32] for more information on dual t-motives associated to t-modules.

A non-trivial Anderson t-module of dimension 1 is called a Drinfeld A-module. We now fix a

Drinfeld A-module ρ : A → ksep[τ ] such that

ρt = θ + κ1τ + · · ·+ κrτ
r,

where κr 6= 0. We call r the rank of ρ. Drinfeld modules are uniformizable and the rank of the

period lattice Λρ of ρ as an A-module is r. As defined above for t-modules, we define Mρ :=

k[σ]. Then {m1,m2, . . . ,mr} = {1, σ, . . . , σr−1} forms a k[t]-basis for Mρ (see [12, §3.3], [32,

Example 3.5.13]) and with respect to this basis, multiplication by σ on Mρ is

Φρ :=



0 1 . . . 0

...
... . . . ...

0 0 . . . 1

(t− θ)/κ
(−r)
r −κ(−1)1 /κ

(−r)
r . . . −κ(−r+1)

r−1 /κ
(−r)
r


. (3.2)

Recall from §2.2 that if Mρ is free and finitely generated as a left k[t]-module, then Mρ is said to

be A-finite. Thus, Mρ is an A-finite dual t-motive. We letMρ := k(t)⊗k[t]Mρ be the pre-t-motive

associated to Mρ.

Since we can associate an A-finite dual t-motive to a Drinfeld A-module, by §2.5 we can

define an Anderson t-module Pnρ for n ≥ 0 which has as an associated A-finite dual t-motive

the n-th prolongation PnMρ of Mρ (see for details, [28, §5]). The n-th prolongation t-module

Pnρ : A → Matn+1(k
sep[τ ]) of the Drinfeld A-module ρ is of dimension n+ 1 and is defined by

(Pnρ)t = d(Pnρ)t + diag(κ1)τ + · · ·+ diag(κr)τ
r
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where

d(Pnρ)t =



θ

−1
. . .

0
. . . . . .

... . . . . . . . . .

0 . . . 0 −1 θ


, (3.3)

and diag(κi) is the diagonal matrix with diagonal entries all equal to κi for each i. We also let

PnMρ := k(t)⊗k[t] PnMρ be the pre-t-motive associated to PnMρ. By [32, §5], we have that for

z = [z0, . . . , zn]
T ∈ Kn+1,

ExpPnρ(z) = [Expρ(z0), . . . ,Expρ(zn)]
T. (3.4)

Set for z ∈ K, (z)j := [0, . . . , 0, z, 0, . . . , 0]T ∈ Kn+1, where z is in the j-th entry and all other

entries are 0. Thus, if {λ1, . . . , λr} is an A-basis of Λρ, then {(λi)j | i = 1, . . . , r and 1 ≤ j ≤

n+ 1} forms an A-basis of ΛPnρ, the period lattice of Pnρ.

For Drinfeld A-modules ρ and ρ′ defined over K ⊆ K, a morphism b : ρ → ρ′ is a twisted

polynomial b ∈ K[τ ] such that

bρa = ρ′ab ∀ a ∈ A.

We say that b is defined over L ⊆ K if b ∈ L[τ ]. Let b : ρ→ ρ′ be a morphism defined over L ⊆ k.

Then, b induces a morphism B : Mρ → Mρ′ of A-finite dual t-motives in the following way. If

b =
∑
ciτ

i ∈ L[τ ], then recall from §2.1 that b∗ =
∑
c
(−i)
i σi. As in [11, Lem. 2.4.2], B is the

k[σ]-linear map such that B(1) = b∗. The map

End(ρ) → {c ∈ K | cΛρ ⊆ Λρ} :
∑
i

ciτ
i 7→ c0

is an isomorphism. Throughout this dissertation, we identify End(ρ) with the image of this map

and let Kρ denote its fraction field. The following result is due to Anderson.
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Proposition 2 (See Chang-Papanikolas [12, Prop. 3.3.2, Cor. 3.3.3]). The functor ρ → Mρ from

the category of Drinfeld A-modules defined over K ⊆ k to the category of A-finite dual t-motives

is fully faithful. Moreover, for any Drinfeld A-module ρ defined over K ⊆ k,

End(ρ) ∼= Endk[t,σ](Mρ), Kρ
∼= EndT (Mρ),

and Mρ is a simple left k(t)[σ, σ−1]-module.

3.2 Rigid analytic trivializations of Drinfeld modules, and prolongations

We continue with our choice of Drinfeld A-module ρ of rank r defined over ksep. By construct-

ing the rigid analytic trivialization Ψρ, we show that its associated A-finite dual t-motive Mρ is

rigid analytically trivial, and then extend to the prolongation t-modules Pnρ. The details regarding

Drinfeld modules can be found in [12, §3.4] and [32, §4.4] (see [32, Prop 4.4.11]). For u ∈ K, we

define the Anderson generating function

fu(t) :=
∞∑

m=0

Expρ

(
u

θm+1

)
tm =

∞∑
i=0

αiu
qi

θqi − t
∈ T, (3.5)

where Expρ(z) =
∑∞

i=0 αiz
qi with α0 = 1. The last equality is due to Pellarin [35, §4]. Since

ρt(Expρ(u/θ
m+1)) = Expρ(u/θ

m), we have

κ1f
(1)
u (t) + · · ·+ κr−1f

(r−1)
u (t) + κrf

(r)
u (t) = (t− θ)fu(t) + Expρ(u), (3.6)

and so

κ1f
(1)
u (θ) + · · ·+ κr−1f

(r−1)
u (θ) + κrf

(r)
u (θ) = −u+ Expρ(u). (3.7)
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For {λ1, . . . , λr} an A-basis of Λρ, we set fi(t) := fλi
(t) for each i. Define the matrix

Υ =



f1 f
(1)
1 . . . f

(r−1)
1

f2 f
(1)
2 . . . f

(r−1)
2

...
...

...

fr f
(1)
r . . . f

(r−1)
r


. (3.8)

For each 1 ≤ i ≤ r and 1 ≤ j ≤ r − 1, it follows from [20, p.194], [32, §4.4] and [38, §6.4] that

the quasi-period Fτ j(λi) of λi associated to the biderivation δj : t 7→ τ j is

Fτ j(λi) =
∞∑

m=0

Expρ

(
λi
θm+1

)qj

θm = f
(j)
i (t) |t=θ . (3.9)

Moreover, by [12, Lem. 3.4.4] (see also [32, Lem. 4.3.9]), it follows that detΥ 6= 0. As in [12,

§3.4], if we let

V =



κ1 κ
(−1)
2 . . . κ

(−r+2)
r−1 κ

(−r+1)
r

κ2 κ
(−1)
3 . . . κ

(−r+2)
r

...
...

κr−1 κ
(−1)
r

κr


,

and set

Ψρ := V −1[Υ(1)]−1, (3.10)

then Ψ(−1) = ΦρΨρ. Thus, the pre-t-motive Mρ = k(t)⊗k[t] Mρ is rigid analytically trivial and is

in T , the category of t-motives.

By (2.5), the n-th prolongation t-motive PnMρ = k(t) ⊗k[t] PnMρ is rigid analytically trivial

and ΨPnρ = dt,n+1[Ψρ]. Thus,

ΨPnρ = dt,n+1[V ]−1dt,n+1[Υ
(1)]−1.
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3.3 Hyperderivatives of periods and logarithms, and prolongations

For this section also, we continue with our choice of Drinfeld A-module ρ of rank r defined

over ksep. In [32], Papanikolas and the author studied extensively the periods, quasi-periods, log-

arithms and quasi-logarithms of prolongations of abelian and A-finite Anderson t-modules. For

δ ∈ Der(ϕ) such that δt =
∑v

h=1 bhτ
h ∈ K[τ ]τ , we set δt(fu(t)) =

∑v
h=1 bhf

(h)
u (t). The statement

of the result from [32] for Drinfeld A-modules is as follows.

Theorem 7 (Namoijam-Papanikolas [32]). Fix n ≥ 0. Let ρ be a Drinfeld A-module defined over

ksep. If {δ1, . . . , δr} is a basis of H1
DR(ρ) defined over ksep and {λ1, . . . , λr} is an A-basis of the

period lattice Λρ, then we have

Spank

( n⋃
s=0

r⋃
i=1

r⋃
j=1

{∂sθ(Fδi(λj))}
)

= Spank

(
dt,n+1[Ψρ]

−1|t=θ

)
.

Moreover, if u ∈ K such that Expρ(u) ∈ ksep, then

Spank

(
n⋃

s=1

r⋃
i=1

{
(δi)t(fu(t)), ∂

s
t ((δi)t(fu(t)))

}
|t=θ

)
= Spank

(
n⋃

s=0

r⋃
i=1

{
∂sθ(Fδi(u))

})
(3.11)

Thus, by Theorem 6, computing the dimension of the Galois group ΓPnMρ for n ≥ 1 will

enable us to prove algebraic independence results concerning hyperderivatives of periods and

quasi-periods of abelian and A-finite Anderson t-modules. Moreover, by (3.11), if we are able

to create appropriate t-motives and determine the dimension of its associated Galois group, then

we can prove algebraic independence results concerning hyperderivatives of logarithms and quasi-

logarithms of Abelian and A-finite Anderson t-modules.
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4. HYPERDERIVATIVES OF PERIODS AND QUASI-PERIODS

In this chapter, we prove Theorem 2. To prove this theorem, we first show in Theorem 10 that

dimΓPnMρ ≥ (n + 1) · r2/s, and in Theorem 11 that dimΓPnMρ ≤ (n + 1) · r2/s. Moreover, in

Corollary 3 we explicitly compute ΓPnMρ for all n ≥ 1.

4.1 The t-adic Tate module, Anderson generation functions and prolongations

For parts of this section, we adapt the methods in [12, §3.4]. Let ϕ be a uniformizable, A-

finite Anderson t-module of rank r. Then, for any a ∈ A, the torsion A-module ϕ[a] := {x ∈

Kd | ϕa(x) = 0} is isomorphic to
(
A/(a)

)⊕r. We define the t-adic Tate module

Tt(ϕ) := lim←−
m

ϕ[tm] ∼= A⊕rt .

Now, we fix a Drinfeld A-module ρ of rank r. If ρ is defined over K such that k ⊆ K ⊆ k and

[K : k] < ∞, then every element of ρ[tm] is separable over K. Thus, the absolute Galois group

Gal(Ksep/K) of the separable closure of K inside k acts on Tt(ρ), defining a representation

φt : Gal(Ksep/K) → Aut(Tt(ρ)) ∼= GLr(At).

We fix an A-basis {λ1, . . . , λr} of Λρ and define

ξi,m := Expρ

(
λi
θm+1

)
∈ ρ[tm+1],

for 1 ≤ i ≤ r and m ≥ 0. We define {x1, . . . , xr} to be the At-basis of Tt(ρ), where we set

xi := (ξi,0, ξi,1, ξi,2, . . . ). Then, for ϵ ∈ Gal(Ksep/K), there exists gϵ ∈ GLr(Fq[[t]]) such that

φt(ϵ)x = gϵx, (4.1)

where x = [x1, . . . , xr]
T.
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For the remainder of this section, we fix n ≥ 0. Recall from §3.1 that for z ∈ K, (z)j =

[0, . . . , 0, z, 0, . . . , 0]T ∈ Kn+1, and {(λi)j | i = 1, . . . , r and 1 ≤ j ≤ n + 1} is an A-basis of

ΛPnρ. We define

χi,j,m := ExpPnρ

(
(d(Pnρ)t)

−(m+1)(λi)j
)
.

Similar to the case of the Drinfeld A-module ρ, we define {yi,j | 1 ≤ i ≤ r, 1 ≤ j ≤ n+ 1} to be

the At-basis of Tt(Pnρ), where for each i, j, we set yi,j :=
(
χi,j,0, χi,j,1, χi,j,2, . . .

)
.

For each i = 1, . . . , r, by (3.5) the Anderson generating function of ρ with respect to λi is

fi(t) =
∞∑

m=0

Expρ

(
λi
θm+1

)
tm =

∞∑
m=0

ξi,mt
m ∈ Ksep[[t]].

The Galois group Gal(Ksep/K) acts on Ksep[[t]] by acting on each coefficient. The following

lemma shows that the induced Galois action on fi(t) and its Frobenius twists as elements ofKsep[[t]]

are compatible with its action on them as elements of Tt(ρ). Set f = [f1, . . . , fr]
T.

Lemma 1 (Chang, Papanikolas [12, Lem. 3.3.2, Cor. 3.2.4]). For any ϵ ∈ Gal(Ksep/K), we have

ϵ(f) = gϵf , where ϵ(f) = [ϵ(f1), . . . , ϵ(fr)]
T. Moreover, for 1 ≤ j ≤ r−1, we have ϵ(f (j)) = gϵf

(j).

We want to extend Anderson generating functions to Anderson generating functions of the

prolongation t-module Pnρ. Anderson generating functions of general Anderson t-modules have

been extensively studied in [21], [27], [32]. For each i = 1, . . . , r and j = 1, . . . , n+ 1, we define

the Anderson generating function of Pnρ with respect to (λi)j to be

Gi,j(t) :=
∞∑

m=0

ExpPnρ

(
(d(Pnρ)t)

−(m+1)(λi)j
)
tm =

∞∑
m=0

χi,j,mt
m ∈ Ksep[[t]]n+1.

Observe that in (3.3), the subdiagonal entries of d(Pnρ)t are −∂1θ (θ). Also, 0 = (−1)c∂cθ(θ) for
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c ≥ 2 and so by the product rule of hyperderivatives, for h ∈ Z we have

(d(Pnρ)t)
h =



θh

−∂1θ (θh) θh

∂2θ (θ
h) −∂1θ (θh) θh

... . . . . . .

... . . . . . .

(−1)n∂nθ (θ
h) . . . . . . ∂2θ (θ

h) −∂1θ (θh) θh


.

From this it follows that for m ≥ 0

(d(Pnρ)t)
−(m+1)(λi)j =

n+1−j∑
c=0

(
(−1)c∂cθ(θ

−(m+1))λi
)
j+c
,

and since (−1)c∂cθ(θ
−(m+1)) =

(
m+c
c

)
θ−(m+1+c) for c ≥ 1, using (3.4), we have

χi,j,m =

n+1−j∑
c=0

(
m+ c

c

)(
Expρ

(
λi

θm+1+c

))
j+c

=

n+1−j∑
c=0

(
m+ c

c

)
(ξi,m+c)j+c, (4.2)

and

Gi,j(t) =
∞∑

m=0

n+1−j∑
c=0

(
m+ c

c

)
(ξi,m+c)j+ct

m =

n+1−j∑
c=0

( ∞∑
m=c

(
m

c

)
ξi,mt

m−c
)

j+c

.

Thus,

Gi,j(t) =

n+1−j∑
c=0

(
∂ct (fi)

)
j+c
. (4.3)

Similar to the case of Drinfeld modules (see Lemma 1), the following lemma and corollary

show that the induced Galois action on Gi,j(t) and its Frobenius twists as elements of Ksep[[t]]n+1

are compatible with its action on them as elements of Tt(Pnρ). Set

y := [y1,1, . . . , yr,1, . . . , . . . , y1,n+1, . . . , yr,n+1]
T ∈

(
Tt(Pnρ)

)r(n+1)
.
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Lemma 2. For each ϵ ∈ Gal(Ksep/K), let gϵ ∈ GLr(Fq[[t]]) be defined as in (4.1). Let G :=

[G1,1, . . . ,Gr,1, . . . , . . . ,G1,n+1, . . . ,Gr,n+1]
T ∈ Matr(n+1)×1

(
Ksep[[t]]n+1). Then,

(a)

ϵ(y) = dt,n+1[gϵ](y),

(b)

ϵ(G) = dt,n+1[gϵ]G,

where ϵ(G) = [ϵ(G1,1), . . . , ϵ(Gr,1), . . . , . . . , ϵ(G1,n+1), . . . , ϵ(Gr,n+1)]
T.

Remark 1. For the case of the prolongations of the Carlitz module, this was proved by Maurischat

(see [29]).

Proof of Lemma 2. For parts of the proof, we apply methods similar to the ones used in the proof

of [12, Lem. 3.2.2]. For a =
∑∞

ℓ=0 aℓt
ℓ ∈ Fq[[t]], it is easy to see that for each i, j, we have

a · yi,j :=
(
a · χi,j,0, a · χi,j,1, a · χi,j,2, . . .

)
, where for each m ≥ 0,

a · χi,j,m = amχi,j,0 + am−1χi,j,1 + · · ·+ a0χi,j,m ∈ (Pnρ)[t
m+1], (4.4)

and

a · ξi,m = amξi,0 + am−1ξi,1 + · · ·+ a0ξi,m ∈ ρ[tm+1]. (4.5)

For 1 ≤ u ≤ r, let h := [hu,1, . . . , hu,r] ∈ Mat1×r(Fq[[t]]) be the u-th row of gϵ and let hu,i =∑∞
ℓ=0 γi,ℓt

ℓ as an element of Fq[[t]]. Then, for each c ≥ 0, we have

∂ct (hu,i) =
∞∑
ℓ=0

(
ℓ

c

)
γi,ℓt

ℓ−c. (4.6)

Define ∂ct (h) := [∂ct (hu,1), . . . , ∂
c
t (hu,r)]. By definition, dt,n+1[gϵ] is a block upper triangular

r(n + 1) × r(n + 1) matrix with (n + 1)2 blocks of size r × r. Therefore, for 0 ≤ v ≤ n the

(vr + u)-th row of dt,n+1[gϵ] is [0, . . . ,0,h, ∂1t (h), . . . , ∂
n+1−v
t (h)] ∈ Mat1×n(r+1)(Fq[[t]]). Thus,
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the (vr+u)-th entry of dt,n+1[gϵ](y) is
∑n+1−v

c=0

∑r
i=1 ∂

c
t (hu,i) ·yi,v+c and we see that its (m+1)-th

entry is the following:

n+1−v∑
c=0

r∑
i=1

∂ct (hu,i) · χi,v,m =
n+1−v∑
c=0

r∑
i=1

m+c∑
w=0

(
w

c

)
γi,wχi,v+c,m+c−w

=
n+1−v∑
c=0

r∑
i=1

m+c∑
w=0

n−(v+c)∑
k=0

(
w

c

)(
m+ c− w + k

k

)
γi,w(ξi,m+c−w+k)v+c+k,

where we obtain the first equality by using (4.5) and (4.6), and the second equality by using (4.2).

Setting α := c+ k and changing the order of summations (we also use the fact that for j > m, we

have
(
m
j

)
= 0), we obtain

n+1−v∑
c=0

r∑
i=1

∂ct (hu,i)·χi,v,m =
n+1−v∑
α=0

r∑
i=1

m+α∑
w=0

α∑
k=0

(
w

α− k

)(
m+ α− w

k

)
γi,w(ξi,m+α−w)v+α. (4.7)

We now consider the calculation of ϵ(y). For 1 ≤ u ≤ r and 0 ≤ v ≤ n, the (vr + u)-th entry of

ϵ(y) is ϵ(yu,v). By using (4.2), the (m+ 1)-th entry of ϵ(yu,v) for m ≥ 0 is

ϵ(χu,v,m) =
n+1−v∑
α=0

(
m+ α

α

)(
ϵ(ξu,m+α)

)
v+α

.

Since h is the u-th row of gϵ, we see from (4.1) and (4.5) that

ϵ(χu,v,m) =
n+1−v∑
α=0

r∑
i=1

m+α∑
w=0

(
m+ α

α

)
(γi,wξi,m+α−w)v+α. (4.8)

Using Chu-Vandermonde summation
∑α

k=0

(
w

α−k

)(
m+α−w

k

)
=
(
m+α
α

)
, it follows that the right hand

sides of (4.7) and (4.8) are the same and thus, we have that ϵ(yu,v) =
∑n+1−v

c=0

∑r
i=1 ∂

h
t (hu,i) · yi.v.

This proves part (a).

For part (b), we have from Lemma 1 that

ϵ(fu(t)) = [hu,1, . . . , hu,r]f .
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Since ϵ commutes with taking hyperderivatives with respect to t, for c ≤ n we have

ϵ(∂ct (fu)) = ∂ct ([hu,1, . . . , hu,r]f),

and so by (4.3) we obtain ϵ(Gu,v) =
∑n+1−v

c=0

(
∂ct ([hu,1, . . . , hu,r]f)

)
v+c

. Therefore, by part (a), it

follows that via multiplication of power series in Ksep[[t]]n+1, ϵ(Gu,v) is the same as the (vr+ u)-th

entry of dt,n[gϵ]G.

Corollary 2. For 1 ≤ i, j ≤ r, define Υ ∈ Matr(K
sep[[t]]) so that Υij := f

(j−1)
i (t) as in (3.8).

Then, for any ϵ ∈ Gal(Ksep/K) and gϵ ∈ GLr(Fq[[t]]) as in (4.1), we have

ϵ
(
dt,n+1[Υ](1)

)
= dt,n+1[gϵ]dt,n+1[Υ](1).

Proof. Since the j-th column of Υ(1) is f (j), by Lemma 1 we have that ϵ(Υ(1)) = gϵΥ
(1). Since for

each i, j and 0 ≤ c ≤ n, we have ϵ(∂ct (f
(j)
i ))) = ∂ct (ϵ(fi)

(j)), it follows from Lemma 2 that

ϵ
(
dt,n+1[Υ

(1)]
)
= dt,n+1[gϵΥ

(1)] = dt,n+1[gϵ]dt,n+1[Υ
(1)] = dt,n+1[gϵ]dt,n+1[Υ](1).

The last equality follows from the observation that ∂ct (·) commutes with twisting.

We now consider the t-motivic Galois group ΓΨPnρ
and its principal homogeneous space ZΨPnρ

as in §2.3.

Theorem 8. Let ρ be a Drinfeld A-module defined overK such that k ⊆ K ⊆ k and [K : k] <∞,

and let Pnρ be its n-th prolongation t-module. Suppose that End(ρ) ⊆ K[τ ] and ZΨρ is defined

over K(t). Then, the assignment ϵ 7→ dt,n+1[gϵ] induces a group homomorphism

βn : Gal(Ksep/K) → ΓΨPnρ
(Fq((t))).

Proof. The proof uses the ideas of the proof of [12, Thm. 3.5.1]. Since φt is a group homomor-

phism and dt,n+1[·] respects multiplication, it suffices to show that dt,n+1[gϵ] is in ΓΨPnρ
(Fq((t))).
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Let ϵ ∈ Gal(Ksep/K), and let gϵ ∈ GLr(Fq[[t]]) be defined as in (4.1). By (2.5) and (3.10), the

rigid analytic trivialization of ΦPnρ is ΨPnρ = dt,n+1[Ψρ]. Since Gal(Ksep/K) = Aut(K/K) and

entries of V are purely inseparable over K, we see that ϵ(V ) = V . By Corollary 2,

ϵ
(
dt,n+1[Ψρ]

)
= dt,n+1[ϵ(V

−1(Υ(1))−1)] = dt,n+1[V
−1(gϵΥ

(1))−1] = dt,n+1[Ψρ]dt,n+1[g
−1
ϵ ]. (4.9)

Let S ⊆ K(t)[X, 1/ detX] denote a finite set of generators of the defining ideal of ZΨPnρ
. Then,

for any h ∈ S, we have h(dt,n+1[Ψρ]) = 0. Since ϵ fixes the coefficients of h, we have

0 = ϵ(h(dt,n+1[Ψρ])) = h(dt,n+1[Ψρ]dt,n+1[g
−1
ϵ ]).

Therefore, dt,n+1[Ψρ]dt,n+1[g
−1
ϵ ] ∈ ZΨPnρ

(K((t))). By Theorem 5, we see that dt,n+1[g
−1
ϵ ] =

dt,n+1[gϵ]
−1 ∈ ΓPnρ(Fq((t))).

4.2 Elements of ΓPnMρ

We continue with a Drinfeld A-module ρ defined over ksep and the t-motive Mρ associated

to ρ (see §3.1). In this section, for n ≥ 1 we determine what the elements of ΓPnMρ , the Galois

group associated to the n-th prolongation t-motive PnMρ, look like. We let EndT (PnMρ) denote

the ring of endomorphisms of PnMρ and set Kρ := EndT (Mρ). Recall from (2.3) that if m ∈

Matr×1(Mρ) is a k(t)-basis of Mρ, then Dnm is a k(t)-basis of PnMρ. Given h ∈ EndT (PnMρ),

let H ∈ Matr(n+1)(k(t)) be such that h(Dnm) = HDnm. Since hσ = σh and ΦPnρ = dt,n+1[Φρ],

we have

dt,n+1[Φρ]H = H(−1)dt,n+1[Φρ].

From this, we see that σ fixes dt,n+1[Ψρ]
−1Hdt,n+1[Ψρ], and therefore dt,n+1[Ψρ]

−1Hdt,n+1[Ψρ] ∈

Matr(n+1)(k). We have thus defined the following injective map:

EndT (PnMρ) → End((PnMρ)
B) = Matr(n+1)(k),
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h 7→ hB := dt,n+1[Ψρ]
−1Hdt,n+1[Ψρ]. (4.10)

Since the tautological representation ϖn : ΓPnMρ → GL((PnMρ)
B) is functorial in (PnMρ)

B

(see [34, §3.5.2]), for any k-algebra R and µ ∈ ΓPnMρ(R), it follows that we have the following

commutative diagram:

R⊗k (PnMρ)
B R⊗k (PnMρ)

B

R⊗k (PnMρ)
B R⊗k (PnMρ)

B.

ϖn(µ)

1⊗hB 1⊗hB

ϖn(µ)

(4.11)

Proposition 3. Given f ∈ Kρ, let F ∈ Matr(k(t)) satisfy f(m) = Fm. Also, for n ≥ 1 let

h ∈ EndT (PnMρ) be such that h(Dnm) = HDnm, where H = (Hij) ∈ Matr(n+1)(k(t)) and

each Hij is an r × r block for 1 ≤ i, j ≤ n+ 1.

(a) IfKρ is separable over k, then for n ≥ 1 there exists g ∈ EndT (PnMρ) such that g(Dnm) =

dt,n+1[F]Dnm.

(b) For 0 ≤ j ≤ n − 1, the matrix Hj := (Huv) ∈ Matr(j+1)(k(t)), j + 1 ≤ u ≤ n + 1, 1 ≤

v ≤ j + 1 formed by the lower left r(j + 1)× r(j + 1) square of H represents an element of

EndT (PjMρ).

Proof. For part (a), since Kρ is separable over k (by hypothesis and Lemma 2), we can take

hyperderivatives of entries of F. Since fσ = σf , we have ΦρF = F(−1)Φρ. Since multiplication

by σ on PnMρ is represented by ΦPnρ = dt,n+1[Φρ], the proof of (a) follows from the observation

that

dt,n+1[Φρ]dt,n+1[F] = dt,n+1[F]
(−1)dt,n+1[Φρ].

For part (b), using dt,n+1[Φρ]H = H(−1)dt,n+1[Φρ] and the definition of d-matrices, we see that for

0 ≤ j ≤ n− 1,

dt,j+1[Φρ]Hj = H
(−1)
j dt,j+1[Φρ],

and the result follows.
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Theorem 9. For each n ≥ 1 and any k-algebra R, an element of ΓPnMρ(R) is of the form



A0 A1 A2 . . . An−1 An

A0 A1
. . . . . . An−1

. . . . . . . . . ...
. . . . . . A2

. . . A1

A0


,

where for each 0 ≤ i ≤ n, Ai is an r × r block. Furthermore, for 0 ≤ j ≤ n − 1, the matrix

formed by the upper left r(j + 1)× r(j + 1) square is an element of ΓPjMρ(R). In particular, the

matrix (A0) ∈ ΓMρ(R).

Proof. Since the prolongation of an A-finite dual t-motive is also an A-finite dual t-motive, by

(2.2), for any n ≥ 1 and 0 ≤ j ≤ n− 1 we obtain a short exact sequence of t-motives

0 → PjMρ
ι−→ PnMρ

pr−→ Pn−j−1Mρ → 0, (4.12)

where pr(Dim) := Di−j−1m for i > j and pr(Dim) := 0 for i ≤ j and m ∈ Mρ and ι is the

inclusion map. Note that P0Mρ
∼= Mρ via D0m 7→ m for all m ∈Mρ.

For any k-algebra R, we recall the action of ΓPnMρ(R) on R⊗k (PnMρ)
B from [34, §4.5]. Re-

call that ΨPnρ = dt,n+1[Ψρ]. The entries of un := dt,n+1[Ψρ]
−1Dnm form a k-basis of (PnMρ)

B

(see [34, Prop. 3.3.9]) and similarly for 0 ≤ j ≤ n − 1, we have that the entries of uj :=

dt,j+1[Ψρ]
−1Djm form a k-basis of (PjMρ)

B. For any µ ∈ ΓPnMρ(R) and any ah ∈ Mat1×r(R),

0 ≤ h ≤ n, the action of µ on (a0, . . . , an) · un ∈ R⊗k (PnMρ)
B is

(a0, . . . , an) · dt,n+1[Ψρ]
−1Dnm 7→ (a0, . . . , an) · µ−1dt,n+1[Ψρ]

−1Dnm (4.13)

Note that dt,n+1[Ψρ]
−1Dnm = Dn(Ψ

−1
ρ m).
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We first restrict the action of µ to R ⊗k (PjMρ)
B via the map ι in (4.12). So, we take

a0, . . . , an−j−1 = 0 and set µ−1 := (Biw), 1 ≤ i, w ≤ n+ 1 where each Biw is an r × r block. By

ι in (4.12), we see that µ leaves (PjMρ)
B invariant and thus the blocks

Bn−j+v,1 = Bn−j+v,2 = · · · = Bn−j+v,n−j = 0, for v = 1, . . . , j + 1.

Moreover, since the non-zero ah’s were chosen arbitrarily, we see that the matrix formed by the

lower right r(j + 1) × r(j + 1) square is an element of ΓPjMρ(R). Varying j from 0 to n − 1,

we see that µ−1 is a block upper triangular matrix and that the matrices formed by the lower right

r(j + 1)× r(j + 1) square is an element of ΓPjMρ(R) for each j ∈ {0, . . . , n− 1}.

We return to arbitrary ah ∈ Mat1×r(R). We restrict the action of µ to R ⊗k (Pn−j−1Mρ)
B via

the map pr in (4.12). Through pr, we see that µ leaves (Pn−j−1Mρ)
B invariant and so the matrix

formed by the upper left r(n− j)× r(n− j) square of µ is an element of ΓPn−j−1Mρ(R). Varying

j from 0 to n− 1, we see that the matrices formed by the upper left r(j + 1)× r(j + 1) square of

µ is an element of ΓPjMρ(R) for each j ∈ {0, . . . , n− 1}.

Now, we let h ∈ EndT (PnMρ) be such that for H ∈ Matr(n+1)(k(t)) we have h(Dnm) =

HDnm. Let H := (Hiw), where each (Hiw) is an r × r block. For 0 ≤ j ≤ n − 1, let Hj :=

(Huv) ∈ Matr(j+1)(k(t)), j+1 ≤ u ≤ n+1, 1 ≤ v ≤ j+1 be the matrix formed by the lower left

r(j+1)×r(j+1) square of H. Using the definition of d-matrices, we see that the matrix formed by

the lower left r(j+1)×r(j+1) square of dt,n+1[Ψρ]
−1Hdt,n+1[Ψρ] is dt,j+1[Ψρ]

−1Hj dt,j+1[Ψρ]. By

Proposition 3 (b), we have that dt,j+1[Ψρ]
−1Hj dt,j+1[Ψρ] is an element in the image of the natural

embedding (4.10) for the j-th prolongation. Thus, by using the commutative diagram (4.11) for

the n-th and the (n − 1)-th prolongations, we see that since µ is upper triangular, the matrices

formed by the lower right rn× rn square and the upper left rn× rn square of µ are equal. Now,

comparing each r × r block in this equality, we get the required result.
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4.3 Lower bound on Dimension of ΓPnMρ

For this section, the reader is directed to Appendix A for details about differential algebra and

differential algebraic geometry in characteristic p > 0. By the properties of hyperderivatives (see

§2.4), for a field F of characteristic p > 0 with t transcendental over F , we see that (F (t), ∂t),

(F ((t)), ∂t) and (F (t)sep, ∂t), where ∂t represents hyperderivative with respect to t, are ∂t-fields.

By Theorem 9, we make the choice to let the coordinates of ΓPnMρ be

X :=



X0 X1 . . . . . . Xn

X0
. . . . . . ...

X0
. . . ...
. . . X1

X0


, (4.14)

where Xh := ((Xh)ij), an r × r matrix for h = 0, 1, . . . , n. We set ∂jt (Xh) := (∂jt ((Xh)i,j)) and

vec(Xh) := [(Xh)1,1, . . . , (Xh)r,1, (Xh)1,2, . . . , (Xh)r,2, . . . , . . . , (Xh)1,r, . . . , (Xh)r,r]
T,

which consists of all entries of Xh lined up in a column vector.

Let 0 ≤ i ≤ n. Define Fq((t)){X0, . . . ,Xi} to be the ∂t-polynomial ring, as in Appendix A.2,

over Fq((t)) with entries of each Xh for h = 0, . . . , i as ∂t-indeterminates. Also, define the ∂t-

polynomial ring Fq((t)){X0, . . . ,Xi, 1/ detX0} with ∂t-indeterminates comprising of 1/ detX0

and entries of each Xh for h = 0, . . . , i. Moreover, define Fq((t))[X0, . . . ,Xi] to be the poly-

nomial ring over Fq((t)) with entries of each Xh for h = 0, . . . , i as indeterminates, and define

Fq((t))[X0, . . . ,Xi, 1/ detX0] to be the polynomial ring with 1/ detX0 and entries of each Xh for

h = 0, . . . , i as indeterminates.

Theorem 10. Fix n ≥ 1. Let ρ be a Drinfeld A-module of rank r defined over ksep and Pnρ be its
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associated n-th prolongation t-module. Suppose that [Kρ : k] = s. Then,

dimΓPnMρ ≥ (n+ 1)
r2

s
.

Proof. From Theorem 8, we see that the Zariski closure Im βn
Z

of Im βn is an algebraic sub-

group of ΓPnMρ/Fq((t)). Therefore, our task is to prove that Im βn
Z

is defined over k and that

dim(Im βn
Z
/k) = (n+ 1)r2/s. For any k-algebra R, we define the algebraic group over k,

CentGLr /k(Kρ)(R) := {γ ∈ GLr(R) | γg = gγ for all g ∈ R⊗k Kρ ⊆ Matr(R)}.

By [36, Thm. 0.2] and [12, Thm. 3.5.4], we see that ΓMρ = CentGLr /k(Kρ) = Im β0
Z

with

dimension r2/s. Since the defining polynomials of CentMatr(k)(Kρ) = Lie ΓMρ are homogeneous

degree one polynomials, let its defining equations be as follows:

r∑
i=1

r∑
j=1

(bu)ij(X0)ij = 0, (bu)ij ∈ k, u = 1, . . . , r2 − r2/s, (4.15)

which can be written as

B · vec(X0) = 0, (4.16)

where we set B to be the (r2 − r2/s) × r2 matrix with (bu)ij as the u × ((j − 1)r + i)-th entry.

We see that rankB = r2 − dimΓMρ = r2 − r2/s. Therefore, the defining ideal of ΓMρ is the ideal

generated by the entries of B · vec(X0) in k[X0, 1/ detX0], the coordinate ring of GLr /k.

Let Im β0
∂

be the Fq((t))-∂t-closure of Im β0 in GLr(Fq((t))
∂
), where Fq((t))

∂
is the ∂t-closure

of Fq((t)) inside the algebraic closure Fq((t)) (see Appendix A.2). Then

I(Im β0) = I(Im β0
∂
) = D(B · vec(X0)),

where I(Im β0) and I(Im β0
∂
) are the defining Fq((t))-∂t-ideal of Im β0 and Im β0

∂
respectively in

Fq((t)){X0, 1/ detX0}, and D(B ·vec(X0)) is the ∂t-ideal in Fq((t)){X0, 1/ detX0} generated by

32



the linear homogeneous polynomials given by the entries of B · vec(X0).

Let T be the radical ∂t-ideal inside Fq((t)){X0, . . . ,Xn, 1/ detX0} generated the entries of

B · vec(X0),vec(∂
1
t (X0) − (X1)),vec(∂

2
t (X0) − (X2)), . . . ,vec(∂

n
t (X0) − (Xn)), which are

linear homogeneous ∂t-polynomials, that is,

T := R(B · vec(X0),vec(∂
1
t (X0)− (X1)),vec(∂

2
t (X0)− (X2)), . . . ,vec(∂

n
t (X0)− (Xn))).

We set Z(T ) to be zero set of T in GLr(n+1)(Fq((t))
∂
) and Im βn

∂
to be the Fq((t))-∂t-closure of

Im βn. We see from Theorem 8 and (4.16) that Im βn
∂ ⊆ Z(T ). Moreover, Proposition 11 implies

that

T = D(B · vec(X0),vec(∂
1
t (X0)− (X1)),vec(∂

2
t (X0)− (X2)), . . . ,vec(∂

n
t (X0)− (Xn))),

(4.17)

the ∂t-ideal generated by the set of linear homogeneous ∂t-polynomials given by the entries of

B · vec(X0),vec(∂
1
t (X0)− (X1)),vec(∂

2
t (X0)− (X2)), . . . ,vec(∂

n
t (X0)− (Xn)).

We claim that Im βn
∂
= Z(T ). It suffices to show that I(Im βn

∂
) ⊆ T . To do this, we define a

monomial order on Fq((t)){X0, . . . ,Xn} and use the division algorithm [25, Prop. 1.9]. We denote

by Z(∞)
≥0 the set of all sequences (a1, a2, a3, . . . . . . ) of non-negative integers such that ai = 0 for all

but finitely many i ≥ 1. Note that any monomial in Fq((t)){X0, . . . ,Xn} can be described uniquely

as Xb =
∏
∂ℓt ((Xh)i,j)

(bh,ℓ)i,j for some b = (b0,0,b0,1 . . . ,b1,0,b1,1, . . . , . . . ,bn,0,bn,1, . . . ) ∈

Z(∞)
≥0 , where for h = 0, . . . n and ℓ ∈ Z≥0, we have each bh,ℓ = vec(((bh,ℓ)i,j))

T such that

((bh,ℓ)i,j) is an r × r matrix and (bh,ℓ)i.j = 0 for all but a finite number of h, ℓ, i, j. We define a

monomial order on Fq((t)){X0, . . . ,Xn} as in [25, Def. 1.1] in the following way:

• we set ∂ℓt ((Xh)1,1) < · · · < ∂ℓt ((Xh)r,1) < . . . · · · < ∂ℓt ((Xh)1,r), · · · < ∂ℓt ((Xh)r,r),

• we set ∂ℓt ((Xh)i1,j1) < ∂ℓ+1
t ((Xh)i2,j2),

• we set ∂ℓ1t ((Xh)i1,j1) < ∂ℓ2t ((Xh+1)i2,j2),
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• we take the pure lexicographic order defined such that Xb < Xc if the left-most nonzero

component of b− c is negative,

where b, c ∈ Z(∞)
≥0 , ℓ, ℓ1, ℓ2 ∈ Z≥0, i, j, i1, i2, j1, j2 ∈ {0, . . . , r} and h = 0, . . . , n.

Now, let F ∈ I(Im βn
∂
) ⊆ Fq((t)){X0, . . . ,Xn, 1/ detX0}. Note that for h = 1, . . . , n, we

have ∂ℓt (∂
h
t ((X0)i,j)) < ∂ℓt ((Xh)i,j) and so the leading monomial of each ∂ℓt (∂

h
t ((X0)i,j)−(Xh)i,j)

is ∂ℓt ((Xh)i,j). Then, by using the division algorithm [25, Prop. 1.9] we see that

F =
n∑

h=1

mh,i,j∑
ℓ=0

r∑
i,j=1

∂ℓt
(
∂ht ((X0)i,j)− (Xh)i,j

)
· fh,i,j +H, (4.18)

where mh,i,j is the largest number such that ∂mh,i,j

t ((Xh)i,j) occurs as a variable in F , each fh,i,j ∈

Fq((t)){X0, . . . ,Xn, 1/ detX0}, and the remainderH = H(X0) is an element of the ∂t-polynomial

ring Fq((t)){X0, 1/ detX0}. Note that for gϵ, Im βn and Im β0 as in Theorem 8, there is a surjective

map

Im βn � Im β0

given by

dt,n+1[gϵ] 7→ gϵ.

Moreover F (dt,n+1[gϵ]) = 0. Since
∑n

h=1

∑mh,i,j

ℓ=0

∑n
i,j=1 ∂

ℓ
t

(
∂ht ((X0)i,j)− (Xh)i,j

)
· fh,i,j ∈ T

and Im βn
∂ ⊆ Z(T ), we obtain from (4.18) that H(gϵ) = 0. Thus, H(X0) is an element of

I(Im β0) = D(B · vec(X0)), the ∂t-ideal in the ∂t-polynomial ring Fq((t)){X0, 1/ detX0}. Thus,

F ∈ T . This proves our claim. Therefore, Im βn
∂
= Z(T ).

We are now ready to compute Im βn
Z

. Based on Lemma 7, we can find the defining equations

of Im βn
Z

if we find

T := T ∩ Fq((t))[X0,X1, . . . ,Xn, 1/ detX0].
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By (4.17), an element of T is of the form

a :=

r2−r2/s∑
u=1

cu · ∂vut (Bu · vec(X0)) +
n∑

h=1

mh,i,j∑
ℓ=0

r∑
i,j=1

(wh,ℓ)i,j · ∂ℓt
(
∂ht ((X0)i,j)− (Xh)i,j

)
, (4.19)

where Bu is the u-th row of B, (wh,ℓ)i,j, cu ∈ (Fq((t)), ∂t) and mh,i,j ∈ Z≥0 for h = 1, . . . , n,

i, j = 1, . . . r, u = 1, . . . , r2 − r2/s. Suppose a ∈ T ⊆ Fq((t))[X0, . . . ,Xn, 1/ detX0]. Then,

since for any h = 1, . . . , n and for 1 ≤ i, j ≤ r, the coordinate ∂ℓt ((Xh)ij) appears only once in a,

we see that each mh,i,j = 0. Note that by the product rule of hyperderivatives, we have ∂vut (Bu ·

vec(X0)) =
∑vu

h=1 ∂
vu−h
t (Bu) · vec(∂ht (X0))). From (4.15), we see that Bu = (vec((bu)i,j))

T,

where ((bu)i,j) is the r × r matrix with (bu)i,j in the (i, j)-th entry. Since each mh,i,j = 0 we see

that for a to be in T, we need

r2−r2/s∑
u=1

cu · ∂vu−ht ((bu)i,j)∂
h
t ((X0)1,1) + (wh,0)i,j · ∂ht ((X0)1,1) = 0,

that is, (wh,0)i,j = −
∑r2−r2/s

u=1 cu · ∂vu−ht ((bu)i,j). Moreover, since each ∂ht ((X0)ij) appears only

once in the second sum of a, we need each vu ≤ n. Combining all the results above we obtain

a = −
∑r2−r2/s

u=1

∑vu
h=1 cu ·

(
∂vu−ht (Bu) · vec(Xh)

)
such that each cu ∈ Fq((t)). Varying u from 1

to r2 − r2/s, varying each vu from 0 to n and varying cu over all elements of Fq((t)), we see that

the ideal T = T ∩ Fq((t))[X0,X1, . . . ,Xn, 1/ detX0] is the same as the ideal generated by

{
n∑

h=0

∂n−ht (Bu) · vec(Xh), u = 1, . . . , r2 − r2/s

}
,

which can be written as

dt,n+1[B] · vec



Xn

Xn−1

...

X0


,

where we define vec([Xn, . . . ,X0]
T) := [(vecXn)

T, . . . , (vecX0)
T]T. Since, by its definition,
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dt,n+1[B] is a block upper triangular matrix with all diagonal blocks equal to B, we have that

rank dt,n+1[B] ≥ (n + 1) · rankB = (n + 1) · (r2 − r2/s). Also, since dt,n+1[B] is an (n + 1) ·

(r2 − r2/s) × (n + 1) · r2 matrix, we have that rank dt,n+1[B] ≤ (n + 1) · (r2 − r2/s) and so

rank dt,n+1[B] = (n+ 1) · (r2 − r2/s). Since rank dt,n+1[B] is full, we see that

dt,n+1[B] · vec



Xn

Xn−1

...

X0


= 0 (4.20)

are the defining equations of Im βn
Z

. Since each (bu)ij is an element of k, we see that each entry

of dt,n+1[B] is an element of k and so, Im βn
Z

is defined over k. Moreover,

dim Im βn
Z
= (n+1) ·r2− rank dt,n+1[B] = (n+1) ·r2− (n+ 1) · (r2− r2/s) = (n+1) ·r2/s,

(4.21)

which gives the desired result.

4.4 Upper bound on Dimension of ΓPnMρ

Recall from Theorem 9 that for any k-algebra R and n ≥ 1, an element of ΓPnMρ(R) is of the

form

µ =



γ A1 . . . . . . An−1 An

γ A1
. . . . . . An−1

. . . . . . . . . ...
. . . . . . ...

. . . A1

γ


, (4.22)

where for each 1 ≤ i ≤ n, Ai and γ are r × r blocks, and for 0 ≤ j ≤ n− 1 the matrix formed by

the upper left r(j + 1)× r(j + 1) square is an element of ΓPjMρ(R) and γ ∈ ΓMρ(R).
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Since Pn−1Mρ is a sub-t-motive of PnMρ, we have a short exact sequence of affine group

schemes over k,

1 → Qn → ΓPnMρ

πn−→ ΓPn−1Mρ → 1, (4.23)

where π
(R)
n : ΓPnMρ(R) � ΓPn−1Mρ(R) maps µ to the matrix formed by the upper left rn × rn

square. An element of Qn(R) is of the form

ν =



Idr 0 . . . 0 v

Idr 0 . . . 0

. . . . . . ...
. . . 0

Idr


∈ GL(n+1)r(R).

By using the commutative diagram (4.11) and Proposition 3(a), one checks directly that

v ∈ CentMatr /k(Kρ)(R), (4.24)

where Kρ := EndT (Mρ) and we set

CentMatr /k(Kρ)(R) := {γ ∈ Matr(R) | γg = gγ for all g ∈ R⊗k Kρ ⊆ Matr(R)}.

Moreover, it can easily be checked that

µνµ−1 =



Idr 0 . . . 0 γvγ−1

Idr 0 . . . 0

. . . . . . ...
. . . 0

Idr


. (4.25)

Similar to (4.23), since Mρ is a sub-t-motive of PnMρ, there is a surjective map of affine group

37



schemes over k,

π : ΓPnMρ � ΓMρ ,

where π(R) : ΓPnMρ(R) → ΓMρ(R) is the map given by µ 7→ γ. Thus, via conjugation there is a

left action of ΓMρ on Qn given by (4.25).

Theorem 11. Let ρ be a Drinfeld A-module of rank r defined over ksep and for n ≥ 1, let Pnρ be

its associated n-th prolongation t-module. Let Mρ and PnMρ be the t-motives corresponding to ρ

and Pnρ respectively. If Qn in (4.23) is k-smooth, then dimΓPnMρ ≤ (n+ 1) · r2/s.

Proof. By (4.24), for any k-algebra R we have the following well-defined map:

α(R)
n : Qn(R) → CentMatr /k(Kρ)(R). (4.26)

Since by hypothesis Qn is k-smooth, regarding CentMatr /k(Kρ) as an additive group scheme of

dimension r2/s over k, we see that the map αn : Qn → CentMatr /k(Kρ) defined above is a

morphism of group schemes over k. Moreover, by (4.24), αn is a monomorphism and so dimQn ≤

dimCentMatr /k(Kρ).

Now, by (4.23) our task is to prove that dimQn + dimΓPn−1Mρ ≤ (n + 1) · r2/s, which

we show by induction. For the base case n = 1, since dimCentMatr /k(Kρ) = r2/s (by [19,

Thm. 3.15(3)]) and dimΓMρ = r2/s (by [12, Thm. 3.5.4]) we see that dimQ1 + dimΓMρ ≤

dimCentMatr /k(Kρ) + dimΓMρ = 2 · r2/s. Suppose we have shown that dimΓPn−1Mρ ≤

n · r2/s. Similar to the base case, we obtain dimQn + dimΓPn−1Mρ ≤ dimCentMatr /k(Kρ) +

dimΓPn−1Mρ = (n+ 1) · r2/s.

Corollary 3. Let ρ be a Drinfeld A-module of rank r defined over ksep and for n ≥ 1, let Pnρ be

its associated n-th prolongation t-module. Let Mρ and PnMρ be the t-motives corresponding to ρ

and Pnρ respectively. Let Im βn
Z

be the Zariski closure of Im βn, where βn is as in Theorem 8. If

Qn in (4.23) is k-smooth, then dimΓPnMρ = (n+ 1) · r2/s and

Im βn
Z
/k = ΓPnMρ .

38



Proof. We obtain dimΓPnMρ = (n + 1) · r2/s by combining Theorem 10 and Theorem 11. By

(4.21) we see that dim Im βn
Z
= dimΓPnMρ . Since the defining polynomials of Im βn

Z
are degree

one polynomials, it is connected and so Im βn
Z
/k = ΓPnMρ .

Lemma 3. If Kρ is separable over k, then for n ≥ 1, Qn in (4.23) is smooth over k.

Remark 2. This lemma is the reason for the separability hypothesis in Theorem 2 and one of the

reasons for the separability hypothesis in Theorem 4. However, suppose to the contrary that Kρ is

not separable over k but the hyperdifferential operator ∂jθ can be extended to Kρ. In this case, if

Qn is k-smooth, then Theorem 2 holds for the Drinfeld A-module ρ defined over ksep.

Proof of Lemma 3. We adapt the ideas of the proof of [11, Prop. 4.1.2] and the proof of a lemma

from a preliminary version of [12] (Lemma 5.1.3: arXiv:1005.5120v1). To prove this, by [37,

Cor. 12.1.3] it suffices to show that the induced tangent map dπn at the identity is surjective onto

Lie ΓPn−1Mρ . Since Kρ is separable over k (by hypothesis and Proposition 2), we see from [12,

Cor. 3.5.6] and [40, p.61 Problem 14] that through conjugation by some A ∈ GLr(k
sep), we have

an isomorphism

ΓMρ ×k Kρ

∼=−→
s∏

i=1

(GLr/s /Kρ)i,

where

s∏
i=1

(GLr/s /Kρ)i :=




GLr/s

. . .

GLr/s


 ,

and (GLr/s /Kρ)i is the canonical embedding of GLr/s /Kρ into the i-th diagonal block matrix of

GLr /Kρ. Making a change of basis, we obtain

ΓMρ ×k k
∼=−→

s∏
i=1

(GLr/s /k)i.

For n ≥ 1, it follows that via conjugation by dt,n+1[A] ∈ GL(n+1)r(k
sep) on ΓPnMρ , we obtain
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ΓPnMρ , an algebraic subgroup of GL(n+1)r /k, such that there is an isomorphism

a : ΓPnMρ ×k k
∼=−→ ΓPnMρ . (4.27)

Moreover, the projection πn : ΓPnMρ → ΓPn−1Mρ induced by πn is surjective. Thus, we are

reduced to proving that the induced tangent map dπn : Lie ΓPnMρ → Lie ΓPn−1Mρ is surjective.

Similar to the coordinates of ΓPnMρ in (4.14), we make the choice to let the coordinates of

ΓPnMρ be

Y :=



Y0 Y1 . . . . . . Yn

Y0
. . . . . . ...

Y0
. . . ...
. . . Y1

Y0


,

where Yh := ((Yh)ij), an r × r matrix for h = 0, 1, . . . , n. Recall X, the coordinates of ΓPnMρ ,

from (4.14). Then by construction we have X = dt,n+1[A]Ydt,n+1[A]
−1 and so for each w =

0, . . . , n, we obtain

Xw =
∑

w1+w2=w
w1,w2≥0

w1∑
h=0

∂w1−h
t (A) ·Yw2 · (∂ht (A))−1,

where the hyperderivatives are taken entrywise. Then, we have

vec(Xw) =
∑

w1+w2=w
w1,w2≥0

w1∑
h=0

(
[(∂ht (A))

−1]T ⊗ ∂w1−h
t (A)

)
· vec(Yw2)

=
∑

w1+w2=w
w1,w2≥0

∂w1
t

(
(A−1)T ⊗ A

)
· vec(Yw2),

where we obtain the first equality by using properties of the Kronecker product and the second
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equality by further applying the product rule for hyperderivatives. This implies

vec



Xn

Xn−1

...

X0


= dt,n+1[(A

−1)T ⊗ A] · vec



Yn

Yn−1

...

Y0


(4.28)

where we set

vec([Xn, . . . ,X0]
T) := [(vecXn)

T, . . . , (vecX0)
T]T,

and we define vec([Yn, . . . ,Y0]
T) similarly. Recall Im βn

Z
from Theorem 3. Note that by The-

orem 8, we have Im βn
Z ⊆ ΓPnMρ . For i = 0, . . . , n, let k[Y0, . . . ,Yi, 1/ detY0] be the poly-

nomial ring over k with 1/ detY0 and the entries of each Yh for h = 0, . . . , i as indetermi-

nates. Then, by (4.20), (4.27) and (4.28), the defining ideal of a(Im βn
Z ×k k) is the ideal in

k[Y0, . . . ,Yn, 1/ detY0] generated by the entries of

dt,n+1[B ·
(
(A−1)T ⊗ A

)
] · vec



Yn

Yn−1

...

Y0


. (4.29)

First suppose n = 1. We consider the following short exact sequence of linear algebraic groups

1 → Q1 → ΓP1Mρ

π1−→
s∏

i=1

(GLr/s /k)i → 1.

Our task is to prove that the induced tangent map at the identity dπ1 is surjective. It is clear by

observing
∏s

i=1(GLr/s(k))i that for Y0 := ((Y0)i,j), the defining ideal of
∏s

i=1(GLr/s(k))i is the

ideal in k[Y0, 1/ detY0] generated by

{(Y0)i,j | (i, j) 6= (ur/s+ v1, ur/s+ v2), u = 0, . . . , s− 1 and v1, v2 = 1, . . . , r/s} . (4.30)
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Moreover, by (4.16) and (4.28), the defining ideal of
∏s

i=1(GLr/s(k))i is also generated by the

entries of

(B · ((A−1)T ⊗ A)) · vec(Y0). (4.31)

By (4.30) and (4.31), we see that the entries of B · ((A−1)T ⊗ A) that give relations among

{(Y0)i,j | (i, j) = (ur/s+ v1, ur/s+ v2), u = 0, . . . , s− 1 and v1, v2 = 1, . . . , r/s}

are all zero. Therefore, the hyperderivatives of these entries are also all zero. Using this and using

(4.30), for γ0 ∈
∏s

i=1(GLr/s(k))i we see that

∂1t
(
B · ((A−1)T ⊗ A)

)
· γ0 = 0. (4.32)

By using (4.31) and (4.32), we have

dt,2[B · ((A−1)T ⊗ A)] · vec

 0

γ0

 = 0

and so by (4.29) for n = 1, we see that

γ0 =

 γ0 0

0 γ0

 ∈ ΓP1Mρ(k)

is a pre-image of γ0 under the map π1. Let Q1,1 be the Zariski closure of the subgroup inside

ΓP1Mρ generated by all γ0 with γ0 running over all elements of
∏s

i=1(GLr/s(k))i. Then, Q1,1
∼=∏s

i=1(GLr/s(k))i. Since Lie(·) is a left exact functor, when we restrict dπ1 to Lie(Q1,1), we obtain

a surjection onto
∏s

i=1(Matr/s(k)i). Thus, dπ1 is surjective and so Q1 is smooth over k.

Now let n = 2. We consider the following short exact sequence of linear algebraic groups

1 → Q2 → ΓP2Mρ

π2−→ ΓP1Mρ → 1.
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Since Q1 is smooth over k, by Theorem 3 and (4.29) the defining ideal of ΓP1Mρ is the ideal in

k[Y0,Y1, 1/ detY0] generated by the entries of

dt,2[B · ((A−1)T ⊗ A)] · vec
(
Y1
Y0

)
. (4.33)

Recall that Y0 = ((Y0)i,j) and Y1 = ((Y1)i,j). Since the defining ideal of
∏s

i=1(GLr/s(k))i is

the ideal in k[Y0, 1/ detY0] generated by the entries of (4.31), we see that the defining ideal of∏s
i=1(Matr/s(k))i is the ideal in k[Y1] generated by the entries of

(B · ((A−1)T ⊗ A)) · vec(Y1). (4.34)

Therefore, using (4.32) we see that for all γ0 ∈
s∏

i=1

(GLr/s /k)i and γ1 ∈
s∏

i=1

(Matr/s /k)i, we have

dt,2[B · ((A−1)T ⊗ A)] · vec

γ1
γ0

 = 0.

Thus, by (4.33) we have

ΓP1Mρ =


 γ0 γ1

0 γ0

 : γ0 ∈
s∏

i=1

(GLr/s /k)i, γ1 ∈
s∏

i=1

(Matr/s /k)i

 . (4.35)

By (4.35), the defining ideal of ΓP1Mρ is the ideal in k[Y0,Y1, 1/ detY0] generated by

{(Y0)i,j, (Y1)i,j | (i, j) 6= (ur/s+ v1, ur/s+ v2), u = 0, . . . , s− 1 and v1, v2 = 1, . . . , r/s} .

(4.36)

By (4.33) and (4.36), we see that the entries of dt,2[B · ((A−1)T ⊗ A)] that give relations among

{(Y0)i,j, (Y1)i,j | (i, j) = (ur/s+ v1, ur/s+ v2), u = 0, . . . , s− 1 and v1, v2 = 1, . . . , r/s}
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are all zero. Therefore, the hyperderivatives of these entries are also all zero. Using this and (4.36),

we see that for any γ0,1 =
( γ0 γ1

0 γ0

)
∈ ΓP1Mρ(k),

∂2t
(
B · ((A−1)T ⊗ A)

)
· γ0 = 0; ∂1t

(
B · ((A−1)T ⊗ A)

)
· γ1 = 0,

and so by (4.29) for n = 2, we see that

γ1 =


γ0 γ1 0

0 γ0 γ1

0 0 γ0

 ∈ ΓP2Mρ(k)

is a pre-image of γ0,1 under the map π2. Let Q2,1 be the Zariski closure of the subgroup inside

ΓP2Mρ generated by all γ1 with γ0 and γ1 respectively running over all elements of
∏s

i=1(GLr/s(k))i

and
∏s

i=1(Matr/s(k))i, that is, γ0,1 running over all elements of ΓP1Mρ(k). Then, Q2,1
∼= ΓP1Mρ .

Since Lie(·) is a left exact functor, when we restrict dπ2 to Lie(Q2,1), we obtain a surjection onto

Lie ΓP1Mρ .

For the general n case, after having proven thatQn−1 is smooth over k, it follows by Theorem 3

and by applying the same methods used to determine (4.35) that

ΓPn−1Mρ =





γ0 γ1 . . . γn−1

γ0
. . . ...
. . . γ1

γ0


:
γ0 ∈

s∏
i=1

(GLr/s /k)i, γj ∈
s∏

i=1

(Matr/s /k)i,

∀ j = 1, . . . , n− 1


. (4.37)

Similar to Q1,1 and Q2,1, we construct Qn,1, the Zariski closure of the subgroup inside ΓPnMρ
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generated by





γ0 γ1 . . . γn−1 0

γ0
. . . . . . γn−1

. . . . . . ...
. . . γ1

γ0


:
γ0 ∈

s∏
i=1

(GLr/s /k)i, γj ∈
s∏

i=1

(Matr/s /k)i,

∀j = 1, . . . , n− 1


⊆ ΓPnMρ .

(4.38)

Then, Qn,1
∼= ΓPn−1Mρ . Since Lie(·) is a left exact functor, restricting dπn to LieQn,1 gives a

surjection onto Lie ΓPn−1Mρ . The details are similar to the n = 2 case and so, we leave the task of

constructing Qn,1 to the reader.

4.5 Algebraic Independence of periods and quasi-periods

The following result proves Theorem 2.

Theorem 12. Fix n ≥ 1. Let ρ be a Drinfeld A-module of rank r defined over ksep and Pnρ be its

associated n-th prolongation t-module. Suppose thatKρ is separable over k. LetMρ and PnMρ be

the t-motives corresponding to ρ and Pnρ respectively. Then, tr. degk k(ΨPnρ(θ)) = (n+1) ·r2/s,

where s = [Kρ : k]. In particular,

tr. degk k

( n⋃
s=1

r−1⋃
i=1

r⋃
j=1

{λj, Fτ i(λj), ∂
s
θ(λj), ∂

s
θ(Fτ i(λj))}

)
= (n+ 1) · r2/s.

Proof. By Theorem 7, we have

k(ΨPnρ(θ)) = k

( n⋃
s=1

r−1⋃
i=1

r⋃
j=1

{λj, Fτ i(λj), ∂
s
θ(λj), ∂

s
θ(Fτ i(λj))}

)
. (4.39)

Moreover, by Theorem 6 we have

dimΓPnMρ = tr. degk k(ΨPnρ(θ)).
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Then, the result follows from Corollary 3 and Lemma 3.

46



5. HYPERDERIVATIVES OF LOGARITHMS AND QUASI-LOGARITHMS

In this chapter, we fix a Drinfeld A-module ρ of rank r defined over ksep and an A-basis

{λ1, . . . , λr} of Λρ as in §3.1. We let Mρ be the t-motive associated to ρ along with a fixed

k(t)-basis m ∈ Matr×1(Mρ), multiplication by σ given by Φρ as in (3.2), and rigid analytic

trivialization Ψρ as in (3.10). Also for each n ≥ 1, let PnMρ be the t-motive corresponding to the n-

th prolongation Pnρ of ρ as in §3.1. Note that the 0-th prolongation t-motive P0Mρ is simplyMρ via

the map D0m 7→ m for all m ∈ Mρ. Then, a k(t)-basis of PnMρ is Dnm ∈ Mat(n+1)r×1(PnMρ)

(see (2.3)) such that multiplication by σ is given by ΦPnρ = dt,n+1[Φρ] (see (2.4)) with rigid

analytic trivialization ΨPnρ = dt,n+1[Ψρ] (see (2.5)). We also set Kρ := EndT (Mρ) as in (4.24)

and let Kρ denote the field of fractions of End(ρ).

In what follows, we adapt the methods of Chang and Papanikolas (see [12, §5]).

5.1 t-motives and quasi-logarithms

Given u ∈ K such that Expρ(u) = α ∈ ksep, we set fu(t) to be the Anderson generat-

ing function of ρ with respect to u as in (3.5). Then, for n ≥ 1 we see that by (4.3) the An-

derson generating function of Pnρ with respect to un = [u, 0, . . . , 0]T ∈ Kn+1 is Gu,1(t) =

[fu(t), ∂
1
t (fu(t)), . . . , ∂

n
t (fu(t))]

T. Moreover, by (3.4) we obtain

ExpPnρ(un) = [Expρ(u), 0 . . . , 0]
T = [α, 0 . . . , 0]T ∈ (ksep)n+1.

We define

sα :=



−(t− θ)fu(t)− α

−(κ
(−1)
2 f

(1)
u (t) + · · ·+ κ

(−1)
r−1 f

(r−2)
u (t) + κ

(−1)
r f

(r−1)
u (t))

−(κ
(−2)
3 f

(1)
u (t) + · · ·+ κ

(−2)
r−1 f

(r−3)
u (t) + κ

(−2)
r f

(r−2)
u (t))

...

−κ(−r+1)
r f

(1)
u (t)



T

∈ Mat1×r(T),
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as in [12, §4.2] and let hα,n := (α, 0, . . . , 0) ∈ Mat1×(n+1)r(k
sep). Then, we define the pre-t-

motive Yα,n of dimension (n+ 1)r+ 1 over k(t) such that multiplication by σ is given by Φα,n :=(
ΦPnρ 0
hα,n 1

)
. If we set gα,n := (sα, ∂

1
t (sα), . . . , ∂

n
t (sα)), then we obtain the difference equation

g
(−1)
α,n ΦPnρ = gα,n + hα,n, and so we set Ψα,n :=

(
ΨPnρ 0

gα,nΨPnρ 1

)
to obtain Ψ

(−1)
α,n = Φα,nΨα,n. Thus,

Yα,n is rigid analytically trivial.

Proposition 4. Let u ∈ K such that Expρ(u) = α ∈ ksep. The rigid analytically trivial pre-t-

motive Yα,n is a t-motive.

Proof. To prove that Yα,n is a t-motive, we follow the arguments of the proof of [34, Prop. 6.1.3].

Let M1 and M2 be A-finite dual t-motives such that multiplication by σ on k[t]-bases are repre-

sented by Φ1 amd Φ2 respectively. Then, multiplication by σ on a suitable k[t]-basis of the tensor

product M1⊗k(t)M2 is represented by the Kronecker product Φ1⊗Φ2 (see [34, §3.2.5]). Let C be

the A-finite dual t-motive associated to the Carlitz module C (rank 1 Drinfeld A-module) uniquely

determined by Ct = θ + τ (see [34, §3.4.3]. Let C := k(t) ⊗k[t] C be the pre-t-motive associated

to C.

We claim that the pre-t-motive C ⊗k(t) Yα,n is in the essential image of the functor M 7→ M :

ARI → R of [34, Thm. 3.4.9] (see §2.2). By the definition of the category T in [34, §3.4.10] (see

§2.2), it follows that Yα,n is a t-motive.

Let N := Mat1×(n+1)r+1(k[t]) and let e := [e1, . . . , e(n+1)r+1]
T be its standard k[t]-basis. We

give N a left k[t, σ]-module structure by setting

σe = (t− θ)Φα,ne.

We obtain the following short exact sequence of k[t, σ]-modules:

0 → C ⊗k[t] PnMρ → N → C → 0. (5.1)

Since C and C ⊗k[t] PnMρ are finitely generated left k[σ]-modules, it follows from [2, Prop. 4.3.2]
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that N is free and finitely generated as a left k[σ]-module. Since C ⊗k[t] PnMρ is an A-finite

dual t-motive, we have (t − θ)u(C ⊗k[t] PnMρ) ⊆ σ(C ⊗k[t] PnMρ) for u ∈ N sufficiently large.

Moreover, (t − θ)C = σC and so, by (5.1) we obtain (t − θ)vN ⊆ σN for v ∈ N sufficiently

large. Thus, by [34, §3.4.1] (see §2.2) we see that N is an A-finite dual t-motive. This proves our

claim.

5.2 Non-triviality in Ext1T (1,PnMρ)

We continue with the t-motive Yα,n from the previous section. Recall the trivial object 1 of R

(see §2.2). Note that Yα,n represents a class in Ext1T (1,PnMρ). Suppose e ∈ EndT (Mρ) and let

E ∈ Matr(k(t)) such that e(m) = Em. If we set

E :=

 0 ... 0 E
. . . . . . 0

. . . ...
0

 ∈ Mat(n+1)r(k(t)), (5.2)

then one checks easily that E represents an element e of EndT (PnMρ). For classes Y1 and Y2

in Ext1T (1,PnMρ), if multiplication by σ on suitable k(t)-bases are represented by
(
ΦPnρ 0
v1 1

)
and(

ΦPnρ 0
v2 1

)
respectively, then their Baer sum in Ext1T (1,PnMρ) is achieved by the matrix

(
ΦPnρ 0
v2+v2 1

)
.

Moreover, we see that multiplication by σ on a k(t)-basis of the pushout e∗Y1 is represented by(
ΦPnρ 0
v1E 1

)
.

Theorem 13. Suppose u1, . . . , uw ∈ K such that Expρ(ui) = αi ∈ ksep for each i. For n ≥ 1,

we let Yi,n := Yαi,n be as above. Suppose that dimKρ SpanKρ
(λ1, . . . , λr, u1, . . . , uw) = r/s +

w. Then, for e1, . . . , ew ∈ Kρ, not all zero, S := e1∗Y1,n + · · · + ew∗Yw,n is non-trivial in

Ext1T (1,PnMρ), where each ei ∈ EndT (PnMρ) corresponds to ei as in (5.2).

Proof. We adapt the ideas of the proof of [12, Thm. 4.2.2]. For each i, we let hi,n := hαi,n and

gi,n := gαi,n. FixEi ∈ Matr(k(t)) so that ei(m) = Eim for each i. Then ei(Dnm) = Ei ·Dnm,

where Ei is as in (5.2). By choosing an appropriate k(t)-basis s for S, multiplication by σ on s is

represented by

ΦS :=
(

ΦPnρ 0∑w
i=1 hi,nEi 1

)
∈ GL(n+1)r+1(k(t)),

49



and a corresponding rigid analytic trivialization is represented by

ΨS :=
(

ΨPnρ 0∑w
i=1 gi,nEiΨPnρ 1

)
∈ GL(n+1)r+1(L).

Suppose on the contrary that S is trivial in Ext1T (1,PnMρ). Then, there exists a k(t)-basis s′ of S

such that σs′ = (ΦPnρ ⊕ (1))s′, where ΦPnρ ⊕ (1) is the block diagonal matrix with ΦPnρ and 1 in

the diagonal blocks and all other entries are zero. If we let γ =
(

Id(n+1)r 0

γ0...γn 1

)
∈ GL(n+1)r+1(k(t)),

where γi := (γi1, . . . , γir) for each i be the matrix such that s′ := γs, then we obtain

γ(−1)ΦS = (ΦPnρ ⊕ (1))γ. (5.3)

Note from [34, Proof of Prop. 3.4.5] that all denominators of entries of γ are in Fq[t] and so in

particular, each γij is regular at t = θ, θq, θq
2
, . . . . Using ΦPnρ = dt,n+1[Φρ], the ((n + 1)r +

1, (n− j) · r + 1)-th entry of (5.3) for each j = 1, . . . , n is

n−j∑
h=0

γ
(−1)
h,r ∂n−j−ht

(
(t− θ)/κ(−r)r

)
= γn−j,1,

and the ((n+ 1)r + 1, nr + 1)-th entry is

n∑
j=0

γ
(−1)
n−j,r∂

j
t

(
(t− θ)/κ(−r)r

)
+

w∑
i=1

αi(Ei)11 = γn,1.

For each j = 0, 1, . . . , n, applying (−1)j∂jt (·) to each ((n + 1)r + 1, (n − j) · r + 1)-th entry

and then adding them, we obtain (by applying the product rule of hyperderivatives and using the

property ∂vt ∂
w
t (f(t)) =

(
v+w
v

)
∂v+w
t (f(t)))

n∑
j=0

(−1)j∂jt (γn−j,r)
(−1) ((t− θ)/κ(−r)r

)
+

w∑
i=1

αi(Ei)11 =
n∑

j=0

(−1)j∂jt (γn−j,1). (5.4)
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Specializing both sides of this equation at t = θ, we obtain

n∑
j=0

(−1)j∂jt (γn−j,1)(θ) =
w∑
i=1

αi(Ei)11(θ). (5.5)

Moreover, (5.3) implies that (γΨS)
(−1) = (ΦPnρ ⊕ (1))(γΨS) and so by [34, §4.1.6], for some

δ =
(

Id(n+1)r 0

δ0...δn 1

)
∈ GL(n+1)r+1(k) where δi := (δi1, . . . , δir) for each i, we have

γΨS = (ΨPnρ ⊕ (1))δ. (5.6)

Since ΨPnρ = dt,n+1[Ψρ], by applying to (5.6) the same methods applied on (5.3) to obtain (5.4),

it follows that
n∑

j=0

(−1)j∂jt (γn−j) +
w∑
i=1

siEi =
n∑

j=0

(−1)j∂jt (δn−j)Ψ
−1
ρ , (5.7)

where for each i and j, we set ∂jt (γi) := (∂jt (γi1), . . . , ∂
j
t (γir)). Since for each i the first entry of

si(θ) is ui − αi, using [12, Prop. 4.1.1(b)] and specializing both sides of (5.7) at t = θ, we see that

n∑
j=0

(−1)j∂jt (γn−j,1)(θ) +
w∑
i=1

(ui − αi)(Ei)11(θ) = −
r∑

m=1

n∑
j=0

(−1)j∂jt (δn−j,m)(θ)λm,

and so from (5.5) we have

r∑
m=1

n∑
j=0

(−1)j∂jt (δn−j,m)(θ)λm +
w∑
i=1

(Ei)11(θ)ui = 0.

Since e1, . . . , ew are not all zero, Ei is nonzero for some i. Moreover, by Proposition 2 we see that

Kρ
∼= Kρ and so Ei is invertible. By [12, Prop. 4.1.1(b),(c)] we get (Ei)11(θ) ∈ K×ρ and thus we

get a contradiction.

5.3 Construction of the t-motives Y and N

In this section, we construct a t-motive that is suitable for the investigation of the hyperderiva-

tives of logarithms and quasi-logarithms of the Drinfeld A-module ρ, and the study of its Galois

51



group. Suppose that we have u1, . . . , uw ∈ K with Expρ(ui) = αi ∈ ksep for each i. We let

hαi
:= hαi,n,gαi

:= gαi,n, Yi,n := Yαi,n,Φi,n := Φαi,n and Ψi,n := Ψαi,n for each n ≥ 1. The

matrix Ψn := ⊕w
i=1Ψi,n gives the rigid analytic trivialization for Yn := ⊕w

i=1Yi,n.

Define the t-motive Nn such that multiplication by σ on a k(t)-basis is given by ΦNn ∈

GL(n+1)rw+1(k(t)) along with rigid analytic trivialization ΨNn ∈ GL(n+1)rw+1(T) such that

ΦNn :=



ΦPnρ

. . .

ΦPnρ

hα1 . . . hαw 1


, and ΨNn :=



ΨPnρ

. . .

ΨPnρ

gα1ΨPnρ . . . gαwΨPnρ 1


.

Similar to the n = 0 case (see [12, §5.1]), Nn is an extension of 1 by (PnMρ)
w which is a

pullback of the surjective map Yn � 1w and the diagonal map 1 → 1w. Thus, the two t-motives

Yn and Nn generate the same Tannakian subcategory of T and hence the Galois groups ΓYn and

ΓNn are isomorphic. For any k-algebra R, an element of ΓNn(R) is of the form

ν =



µ

. . .

µ

v1 . . . vw 1


,

where µ ∈ ΓPnMρ(R) and for each i, we have vi = (vi,1, . . . ,vi,n+1) such that vi,h ∈ Gr
a(R) =

Mat1×r(R), for each h = 0, . . . , n. Since (PnMρ)
w is a sub-t-motive of Nn, we have the following

short exact sequence of affine group schemes over k,

1 → Xn → ΓNn

πn−→ ΓPnMρ → 1, (5.8)

where π(R)
n : ΓNn(R) → ΓPnMρ(R) is the map ν 7→ µ (cf. [12, p.138]). It can be checked directly
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that via conjugation, (5.8) gives an action of any µ ∈ ΓPnMρ(R) on

v =



Id(n+1)r

. . .

Id(n+1)r

u1 . . . uw 1


∈ Xn(R)

given by

νvν−1 =



Id(n+1)r

. . .

Id(n+1)r

u1µ
−1 . . . uwµ

−1 1


. (5.9)

Lemma 4. Let n ≥ 1. If Kρ is separable over k, then Xn in (5.8) is k-smooth.

Remark 3. Similar to what was said in Remark 2, Lemma 3 and this lemma are the reasons for the

separability hypothesis in Theorem 4. However, suppose to the contrary that Kρ is not separable

over k but the hyperdifferential operator ∂jθ can be extended to Kρ. In this case, if for n ≥ 1 each

Qn and Xn are k-smooth, then Theorem 4 holds for the Drinfeld A-module ρ defined over ksep.

Proof of Lemma 4. Similar to Lemma 3, we adapt the ideas of the proof of [11, Prop. 4.1.2] and

the proof of a lemma from a preliminary version of [12] (Lemma 5.1.3: arXiv:1005.5120v1). To

prove this, by [37, Cor. 12.1.3] it suffices to show that for n ≥ 1, the induced tangent map dπn

at the identity is surjective onto Lie ΓPnMρ . We prove this for w = 1. The argument used in this

case can be applied in a straightforward manner to prove the arbitrary w case, which we leave to

the reader. First suppose n = 1. Let ΓP1Mρ and A be as in Lemma 3, that is, conjugation by

dt,2[A] ∈ GL2r(k
sep) on ΓP1Mρ gives (see (4.35))

ΓP1Mρ =


 γ0 γ1

0 γ0

 : γ0 ∈
s∏

i=1

(GLr/s /k)i, γ1 ∈
s∏

i=1

(Matr/s /k)i

 . (5.10)
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Let (⊕w
i=1dt,2[A])⊕(1) ∈ GL2rw+1(k

sep) be the block diagonal matrix such that dt,2[A] is in the first

w diagonal blocks and 1 in the last diagonal and all other entries are zero. Then, via conjugation

by (⊕w
i=1dt,2[A])⊕ (1) on ΓN1 we obtain ΓN1 such that we have an isomorphism ΓN1 ×k k ∼= ΓN1 .

Moreover, ΓN1 is an algebraic subgroup of GL2rw+1 /k such that π1 : ΓN1 → ΓP1Mρ induced by

π1 is surjective. Thus, we are reduced to proving that the induced tangent map dπ1 : Lie ΓN1 →

Lie ΓP1Mρ is surjective. Let w = 1 and consider the short exact sequence of linear algebraic groups

1 → X1 → ΓN1

π1−→ ΓP1Mρ → 1. (5.11)

From π1, we see that X1 is contained in the 2r-dimensional additive group

G :=





Idr/s

. . .

Idr/s

v1 . . . v2s 1


: vi ∈ Gr/s

a


,

where we call v1, . . . ,v2s the coordinates ofG. We see that via conjugation,X1(k) has a ΓP1Mρ(k)-

module structure coming from (5.20) (see (5.9)). Using (5.10) and this module structure, one

checks easily that there is a natural decomposition X1(k) =
∏2s

i Wi such that each Wi is either

zero or k
r/s

. Fix any 1 ≤ i ≤ s. For any γi ∈ GLr/s(k), we let

γi =



Idr/s 0

. . . . . .
γi 0

. . . . . .
Idr/s 0

Idr/s

. . .
γi

. . .
Idr/s

u1 ... ui ... us us+1 ... us+i ... u2s 1


∈ ΓN1(k)

be an arbitrary element, which by (5.10) and (5.11) is a pre-image of the matrix formed by the
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upper left 2r × 2r square of γi under the map π1. For each j 6= i with 1 ≤ j ≤ s, we claim that

if uj 6= 0 and us+j 6= 0, then Wj = Ws+j = k
r/s

. To prove this claim, assuming that uj 6= 0 and

us+j 6= 0 we pick δj ∈ GLr/s(k) so that ujδj−uj 6= 0 and us+jδj−us+j 6= 0, and let δj ∈ ΓN1(k)

be such that

π1(δj) =



Idr/s 0

. . . . . .
δj 0

. . . . . .
Idr/s 0

Idr/s

. . .
δj

. . .
Idr/s


∈ ΓP1Mρ(k).

Then one checks directly that δ
−1
j γiδjγ

−1
i is an element of X1(k) and its vj and vs+j coordinate

vectors respectively are ujδj − uj and us+jδj − us+j , and so it follows that Wj = Ws+j = k
r/s

.

Therefore, multiplying γi by a suitable element of X1(k) we get an element of the form

γ′i =



Idr/s 0

. . . . . .
γi 0

. . . . . .
Idr/s 0

Idr/s

. . .
γi

. . .
Idr/s

0 ... ui ... 0 0 ... us+i ... 0 1


∈ ΓN1(k).

For any bi ∈ Matr/s(k), by using a similar method as above where we take an element of the form

δj , we obtain an element of the form

b
′
i =



Idr/s 0

. . . . . .
Idr/s bi

. . . . . .
Idr/s 0

Idr/s

. . .
Idr/s

. . .
Idr/s

0 ... wi ... 0 0 ... ws+i ... 0 1


∈ ΓN1(k),
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which is a pre-image of the matrix formed by the upper left 2r × 2r square of b
′
i under the map

π1. Let X1,i be the Zariski closure inside ΓN1 of the subgroup generated by all γ′i with γi running

over all elements of GLr/s(k) and b′i with bi running over all elements of Matr/s(k). Let

(
ΓP1Mρ/k

)
i
:=


γ0 γ1

0 γ0

 : γ0 ∈ (GLr/s /k)i; γ1 ∈ (Matr/s /k)i

 ,

where we set (GLr/s /k)i and (Matr/s /k)i to be the canonical embeddings of GLr/s /k and

Matr/s /k into the i-th diagonal block matrix of GLr /k and Matr /k respectively. Note that

dimX1,i ≤ 2r2/s2 + 2r/s. First suppose that dimX1,i = 2r2/s2 + 2r/s. Then, we could simply

take γ′i and b
′
i so that ui,us+1,wi and ws+i are zero. Taking the Zariski closure X1,0,i inside ΓN1

of the subgroup generated by all such γ′i and b′i with γi running over all elements of GLr/s(k) and

b′i with bi running over all elements of Matr/s(k), we obtain

X1,0,i =


νi 0

0 1

 : νi ∈ (ΓP1Mρ(k))i

 . (5.12)

Restricting dπ1 to LieX1,0,i, we obtain a surjection onto Lie(ΓP1Mρ/k)i. As we vary all 1 ≤ i ≤ s,

the surjection of dπ1 follows.

Next, suppose that dimX1,i < 2r2/s2 + 2r/s. Then, via π1 we have a short exact sequence,

1 → Q1,i → X1,i
π1,i−−→ (ΓP1Mρ/k)i → 1,

where Q1,i is contained in an additive subgroup of G whose vj coordinate vector is zero for all

j 6= i, s+ i and dimQ1,i < 2r/s.

We first show that dimQ1,i = 0. We follow the argument of the proof of [11, Lem. 4.1.1].
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Suppose dimQ1,i = m, where 1 ≤ m < 2r/s. Note that Q1,i is a vector group. We claim that

Q1,i ⊆





Idr/s 0

. . . . . .
Idr/s 0

. . . . . .
Idr/s 0

Idr/s

. . .
Idr/s

. . .
Idr/s

0 ... vi ... 0 0 ... vs+i ... 0 1


:

vi,vs+i ∈ Gr/s
a , and

ifvi = (vi,1, . . . ,vi,r/s), then

vi,u = 0 for someu ∈
{
1, . . . ,

r

s

}


.

If vi,j 6= 0 for all j ∈ {1, . . . , r/s}, then there exists k-linearly independent elements µ1, . . . , µm ∈

Q1,i(k) such that all the entries of µ1 in the vi coordinate vector are non-zero. For a ∈ k such that

a 6= 0, 1, pick η ∈ X1,i(k) such that

π1,i(η) =



Idr/s 0

. . . . . .
a 0

. . . . . .
Idr/s 0

Idr/s

. . .
a

. . .
Idr/s


∈ (ΓP1Mρ(k))i,

where

a :=


a
1

. . .
1 a

1
. . .

1

 .

Then, one checks directly that η−1µ1η, µ1, µ2, . . . , µm are k-linearly independent inQ1,i(k), which

contradicts dimQ1,i = m. This proves our claim. Thus, vi,u = 0 for some u ∈ {1, . . . , r/s}.

Now, since m 6= 0, at least one of vi,j , j ∈ {1, . . . , r/s} is non-zero, say vi,v. Let Pu,v be the

permutation matrix obtained by switching the ((i−1)r/s+u)-th column and the ((i−1)r/s+v)-
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column of the r × r identity matrix. Pick γ ∈ X1,i(k) such that

π1,i(γ) =

Pu,v

Pu,v

 ∈ (ΓP1Mρ(k))i.

Then, since γ−1Q1,iγ ⊆ Q1,i, we get a contradiction to vi,u = 0. Therefore, dimQ1,i = 0.

Now, we claim that dπ1,i : LieX1,i → Lie(ΓP1Mρ/k)i is surjective. As we vary all 1 ≤ i ≤ s,

the surjection of dπ1 follows. To prove that dπ1,i is surjective, we follow the argument of the proof

of [11, Prop. 4.1.2]. We let the coordinates of X1,i be as follows:

Z1 :=


Z0 Z1 0

Z0 0

W0 W1 1

 , (5.13)

where

Z0 =



Idr/s

. . .

(Z0)

. . .

Idr/s


, Z1 =



0

. . .

(Z1)

. . .

0


,

such that (Z0) and (Z1) are the coordinates of GLr/s and Matr/s respectively, and for each h =

0, 1, we define (Zh) to be the r/s × r/s block ((Zh)a,b) for 1 ≤ a, b ≤ r/s. Moreover,

Wh := (0, . . . , 0, (Wh), 0, . . . 0), where we set (Wh) := (Wh,1, . . . ,Wh,r/s) for each h = 0, 1. For

1 ≤ u, v ≤ r/s, we define the following one-dimensional subgroups of ΓP1Mρ:

Tuv :=


Buv 0

0 Buv


 , Uuv :=


Idr Cuv

0 Idr


 , (5.14)
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where we set

Buv :=



Idr/s

. . .

Buv

. . .

Idr/s


, Cuv :=



0

. . .

Cuv

. . .

0


(5.15)

such that

Bvv :=





1

. . .

∗
. . .

1




, Buv :=





1 0 . . . 0

0
. . . ∗ ...

... . . . . . . 0

0 . . . 0 1




, (5.16)

and

Cuv :=





0

. . . ∗
. . .

0




, (5.17)

where ∗ in Buv and Cuv are in the (u, v)-coordinates. Note that the Lie algebras of the 2 · r2/s2 al-

gebraic groups Tuv and Uuv span Lie(ΓP1Mρ/k)i. We construct one dimension algebraic subgroups

T ′uv and U ′uv of X1,i so that T ′uv ∼= Tuv and U ′uv ∼= Uuv. Then, since Lie(·) is a left exact functor,

it follows that LieT ′uv ∼= LieTuv and LieU ′uv
∼= LieUuv, and so dπ1,i is surjective. Since Q1,i is

a zero dimensional vector group, π1,i is injective on points and so it follows by checking directly

that

• for w 6= v, all W0,w and W1,w coordinates of π−11,i (Tuv) are zero;

• all (W0) coordinates of π−11,i (Uuv) are zero, and for w 6= v, all W1,w coordinates of π−11,i (Uuv)
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are zero.

To construct T ′vv, we let av ∈ k
× \ Fq

×
and pick element γ1,v ∈ X1,i(k) so that

πℓ,i(γ1,v) =

av

av

 , where av =


1

. . .
av

. . .
1

 ∈ (GLr/s(k))i, (5.18)

such that av is in the (i · r/s + v)-th diagonal entry of av. For 1 ≤ v ≤ r/s, we let c0,v and c1,v

respectively be the (2r + 1, (i − 1) · r/s + v)-th and the (2r + 1, (r + (i− 1) · r/s) + v)-th the

entry of γ1,v. Let T ′vv be the Zariski closure of the subgroup of X1,i generated by γ1,v, for each

v = 1, . . . , r/s. Then, one checks directly that the defining equations of the one dimensional sub-

group T ′vv of X1,i can be written as follows:



(av − 1)W0,v − c0,v((Z0)v,v − 1) = 0, ∀1 ≤ v ≤ r2/s,

(Z0)w,w = 1 ∀w 6= v, 1 ≤ v ≤ r2/s,

(Z1)u,v = 0 ∀ 1 ≤ u, v ≤ r/s,

Wh,w = 0 ∀w 6= v; h = 0, 1, 1 ≤ v ≤ r2/s,

W0,v · c1,v −W1,v · c0,v = 0 ∀1 ≤ v ≤ r2/s.

Then, we see that T ′vv ∼= Tvv via π1,i. Similarly, we use the methods used for T ′vv to construct U ′vv

such that U ′vv ∼= Uvv for all v = 1, . . . , r/s. To construct T ′uv when u 6= v, we let bu,v ∈ Tuv(k)

be a k-rational basis for the one dimensional vector group Tuv and pick b′u,v ∈ X1,i(k) so that

π1,i(b
′
u,v) = bu,v. We define T ′uv to be the one dimensional vector group inX1,i via the conjugations

η−1v b′uvηv, for ηv ∈ T ′vv, v = 1, . . . , r/s.

Then, we obtain T ′uv ∼= Tuv via π1,i. Similarly, to construct U ′uv for u 6= v, we let du,v ∈ Uuv(k)

be a k-rational basis for the one dimensional vector group Uuv and pick d′u,v ∈ X1,i(k) so that
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π1,i(d
′
u,v) = du,v. We defineU ′uv to be the one dimensional vector group inX1,i via the conjugations

η−1v d′u,vηv, for ηv ∈ T ′vv, v = 1, . . . , r/s.

Then, we obtain U ′uv ∼= Uuv via π1,i. This proves our claim.

Now suppose n > 1. We follow the methods used for n = 1 to prove that the induced tangent

map dπn at the identity is surjective onto Lie ΓPnMρ . Recall ΓPnMρ and A from Lemma 3, where

conjugation by dt,n+1[A] on ΓPnMρ gives (see (4.37))

ΓPnMρ =





γ0 γ1 . . . γn

γ0
. . . ...
. . . γ1

γ0


: γ0 ∈

s∏
i=1

(GLr/s /k)i, γj ∈
s∏

i=1

(Matr/s /k)i, j = 1, . . . , n


.

(5.19)

Let (⊕w
i=1dt,n+1[A]) ⊕ (1) ∈ GL(n+1)rw+1(k

sep) be the block diagonal matrix such that dt,n+1[A]

is in the first w diagonal blocks and 1 in the last diagonal and all other entries are zero. Then, via

conjugation by (⊕w
i=1dt,n+1[A]) ⊕ (1) on ΓNn we obtain ΓNn such that we have an isomorphism

ΓNn×kk ∼= ΓNn . Moreover, ΓNn is an algebraic subgroup of GL(n+1)rw+1 /k such that π1 : ΓNn →

ΓPnMρ induced by πn is surjective. Thus, we are reduced to proving that the induced tangent map

dπn : Lie ΓNn → Lie ΓPnMρ is surjective. Let w = 1 and consider the short exact sequence of

linear algebraic groups

1 → Xn → ΓNn

πn−→ ΓPnMρ → 1. (5.20)

Fix 1 ≤ i ≤ s. We follow the methods used for the construction of X1,i above to construct Xn,i,

the Zariski closure inside ΓNn of the subgroup generated by suitably chosen elements of ΓNn such
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that Xn,i is contained in the nr2/s2 + nr2/s dimensional group,

Hn,i :=





η0 η1 . . . ηn 0

η0
. . . ...

...
. . . η1

...

η0 0

s0 s1 . . . sn 1


:

η0 ∈ (GLr/s /k)i, ηj ∈ (Matr/s /k)i, j = 1, . . . , n

sh = (0, . . . ,0, sh,i,0, . . . ,0), sh,i ∈ Gr/s
a

for each h = 0, . . . , n


.

(5.21)

Let

(ΓPnMρ/k)i :=





γ0 γ1 . . . γn

γ0
. . . ...
. . . γ1

γ0


:
γ0 ∈ (GLr/s /k)i, γj ∈ (Matr/s /k)i,

where j = 1, . . . , n


.

Note that dimXn,i ≤ dimHn,i = nr2/s2 + nr/s. If dimXn,i = nr2/s2 + nr/s, similar to X1,0,i

as in (5.12) we simply construct

X1,0,i =


ϑi 0

0 1

 : ϑi ∈ (ΓPnMρ(k))i

 ,

and restrict dπn to LieX1,0,i to obtain a surjection onto Lie(ΓP1Mρ/k)i. As we vary all 1 ≤ i ≤ s,

the surjection of dπn follows.

Next, suppose dimXn,i < nr2/s2 + nr/s. Then, via πn we have a short exact sequence,

1 → Qn,i → Xn,i
πn,i−−→ (ΓPnMρ/k)i → 1.

The methods used above to prove dimQ1,i = 0 can be applied in a straightforward manner to

prove dimQn,i = 0, which we leave to the reader. Similar to the coordinates Z1 of X1,i in (5.13),
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we let the coordinates of Xn,i be as follows:

Zn =



Z0 Z1 . . . Zn 0

Z0
. . . ...

...
. . . Z1

...

Z0 0

W0 W1 . . . Wn 1


,

where

Z0 =



Idr/s

. . .

(Z0)

. . .

Idr/s


, Zj =



0

. . .

(Z0)

. . .

0


,

for each j = 1, . . . , n such that (Z0) is as in (5.13) and (Zj) is the r/s × r/s block ((Zj)a,b)

for 1 ≤ a, b ≤ r/s. Moreover, Wh := (0, . . . , 0, (Wh), 0, . . . 0), where we set (Wh) :=

(Wh,1, . . . ,Wh,r/s) for each h = 0, . . . , n. Similar to (5.14), we construct one-dimensional sub-

groups of ΓPℓMρ:

T0,u,v :=





Buv 0 . . . 0

. . . . . . ...
. . . ...

Buv




, Ui,u,v :=





Idr 0 . . . Cuv . . . 0

. . . . . . ...
. . . . . . . . . Cuv

. . . . . . ...
. . . 0

Idr





,

such that Buv and Cuv are as in (5.15), and Cuv is in the i-th diagonal block of Ui,u,v. Similar

to the n = 1 case, note that the Lie algebras of the n · r2/s2 algebraic groups T0,u,v and Ui,u,v

span Lie(ΓPnMρ/k)i. We construct one dimension algebraic subgroups T ′0,u,v and U ′i,u,v of Xn,i so
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that T ′0,u,v ∼= T0,u,v and U ′i,u,v ∼= Ui,u,v. Then, since Lie(·) is a left exact functor, it follows that

LieT ′0,u,v
∼= LieT0,u,v and LieU ′i,u,v

∼= LieUi,u,v, and so dπn,i is surjective. Since Qn,i is a zero

dimensional vector group, πn,i is injective on points and so it follows by checking directly that

• for w 6= v and h = 0, . . . , n, all Wh,w coordinates of π−1n,i(T0,u,v) are zero;

• all (W0) coordinates of π−1n,i(Ui,u,v) are zero, and for w 6= v and j = 1, . . . , n, all Wj,w

coordinates of π−1n,i(Ui,u,v) are zero.

To construct T ′0,v,v, we let av ∈ k
× \ Fq

×
and pick elements γn,v ∈ Xn,i(k) so that

πn,i(γn,v) =


av

. . .

av

 ,

where av is as in (5.18). For 1 ≤ v ≤ r/s and h = 0, . . . , n, we let ch,v be the (nr+1, hr+(i−1) ·

r/s+ v)-th the entry of γn,v. Let T ′0,v,v be the Zariski closure of the subgroup of Xn,i generated by

γn,v. Then, one checks directly that the defining equations of the one dimensional subgroup T ′0,v,v

of Xn,i can be written as follows:



(av − 1)W0,v − c0,v((Z0)v,v − 1) = 0, ∀1 ≤ v ≤ r2/s,

(Z0)w,w = 1 ∀w 6= v, 1 ≤ v ≤ r2/s,

(Zj)u,v = 0 ∀ j = 1, . . . , ℓ, 1 ≤ u, v ≤ r/s,

Wh,w = 0 ∀w 6= v; h = 0, . . . , ℓ, 1 ≤ v ≤ r2/s,

Wh1,v · ch2,v −Wh2,v · ch1,v = 0 ∀h1, h2 ∈ {0, . . . , ℓ}, 1 ≤ v ≤ r2/s.

Then, we see that T ′0,v,v ∼= T0,v,v via πn,i. Similarly, we use the methods used for T ′0,v,,v to construct

U ′i,v,v such that U ′i,v,v ∼= Ui,v,v for all v = 1, . . . , r/s. To construct T ′0,u,v and Ui,u,v for u 6= v such

that T ′0,u,v ∼= T0,u,v and U ′i,u,v ∼= Ui,u,v, we use conjugation where the arguments are essentially

the same as the arguments used to construct T ′uv and U ′uv in the n = 1 case, and so we omit the
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details.

5.4 Algebraic independence of logarithms and quasi-logarithms

In this section, we prove Theorem 4 (restated as Theorem 14) and Corollary 1. Recall the

short exact sequence (5.8). As was shown for the n = 0 case (Drinfeld module case) in [12,

§5.1], we will show that Xn can be identified with a ΓPnMρ-submodule of ((PnMρ)
B)w. Let n ∈

Mat((n+1)rw+1)×1(Nn) be the k(t)-basis of Nn such that σn = ΦNnn. Recall that the entries of

Ψ−1Nn
n form a k-basis of NB

n . If we write n = [n1, . . . ,nw, y]
T where each ni ∈ Mat(n+1)r×1(Nn),

then [n1, . . . ,nw]
T is a k(t)-basis of (PnMρ)

w and the entries of u := [Ψ−1PnMρ
n1, . . . ,Ψ

−1
PnMρ

nw]
T

form a k-basis of ((PnMρ)
B)w. Given any k-algebra R, we recall the action of ΓPnMρ(R) on

R ⊗k ((PnMρ)
B)w from [34, §4.5] (see also (4.13)) as follows: for any µ ∈ ΓPnMρ(R) and any

vh ∈ Mat1×(n+1)r(R), 0 ≤ h ≤ n, the action of µ on (v1, . . . ,vw) · u ∈ R⊗k ((PnMρ)
B)w is

(v1, . . . ,vw) · u 7→ (v1µ
−1, . . . ,vwµ

−1) · u. (5.22)

Thus, by (5.9) the action of ΓPnMρ on ((PnMρ)
B)w is compatible with the action of ΓPnMρ on Xn.

Then, when we regard ((PnMρ)
B)w as a vector group over k, by Lemma 4 we get the desired

result.

Since Xn is a ΓPnMρ-submodule of ((PnMρ)
w)B, by the equivalence of categories TPnMρ ≈

Rep(ΓPnMρ ,k), there exists a sub-t-motive Vn of (PnMρ)
w such that

Xn
∼= V B

n . (5.23)

By (4.12), we see that for any n ≥ 1 and 0 ≤ j ≤ n − 1 we obtain a short exact sequence of

t-motives

0 → (PjMρ)
w ι−→ (PnMρ)

w prw−−→ (Pn−j−1Mρ)
w → 0. (5.24)

Lemma 5. For n ≥ 1, let Vn be as in (5.23). Then, for 0 ≤ j ≤ n− 1 there is a surjective map of

t-motives prw : Vn → Vn−j−1 via the map prw in (5.24).
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Proof. We prove the result for w = 1. The following argument for w = 1 can be applied in a

straightforward manner to prove the arbitrary w case, which we leave to the reader. Let w = 1.

For n ≥ 1, recall from (2.3) that if m ∈ Matr×1(Mρ) is a k(t)-basis of Mρ, then Dnm forms

a k(t)-basis of PnMρ. Let [Dnm
T, y]T be a k(t)-basis of Nn. Then, Ψ−1Nn

[Dnm
T, y]T forms a

Fq(t)-basis of NB
n . By construction, PjMρ is a sub-t-motive of Nn for each j ≤ n and we have a

short exact sequence of t-motives

0 → PjMρ
ι−→ Nn

pr−→ Nn−j−1 → 0, (5.25)

where pr(Dhm) := Dh−j−1m for h > j, pr(Dhm) := 0 for h ≤ j and m ∈ Mρ, and pr(x) = x

for x ∈ Yn/PnMρ. Therefore, as t-motives

Nn/PjMρ
∼= Nn−j−1,

and so we have a surjective map of affine group schemes ΓNn � ΓNn−j−1
. We now determine this

surjective map. For any k-algebra R, we recall the action of ΓNn(R) on R ⊗k (Nn)
B from [34,

§4.5] as follows: for any νn ∈ ΓNn(R), b ∈ R and ah ∈ Mat1×r(R) where 0 ≤ h ≤ n, the action

of νn on (a0, . . . , an, b) ·Ψ−1Nn
[Dnm

T, y]T ∈ R⊗k (Nn)
B is

(a0, . . . , an, b) ·Ψ−1Nn
[Dnm

T, y]T 7→ (a0, . . . , an, b) · ν−1n Ψ−1Nn
[Dnm

T, y]T (5.26)

By the definition of ΨNn , we see that Ψ−1Nn
[Dnm

T, y]T = [Dn(Ψ
−1
ρ m)T, Dn(−sα1m) + y]T. We

restrict the action of νn to R ⊗k (Nn−j−1Mρ)
B via the map pr in (5.25). Note that an element

of ΓNn(R) is of the form
(

µn 0
wn 1

)
, where µn ∈ ΓPnMρ(R) and wn = (w0, . . . , wn) such that each

wh ∈ Gr
a(R) = Mat1×r(R). Through pr, we see that νn leaves (Nn−j−1)

B invariant and so for
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νn =
(

µn 0
wn 1

)
∈ ΓNn(R), we obtain

νn−j−1 =

µn−j−1 0

wn−j−1 1

 ∈ ΓNn−j−1
(R),

where µn−j−1 is the matrix formed by the r(n−j)×r(n−j) upper-left square of µn and wn−j−1 =

(w0, . . . , wn−j−1). Note that by Theorem 9, we have µn−j−1 ∈ ΓPn−j−1Mρ(R). Thus, the surjective

map ΓNn → ΓNn−j−1
is given by

νn 7→ νn−j−1, (5.27)

(cf. [11, proof of Prop. 3.1.2]). Since Xn and Xn−j−1 are k-smooth by Lemma 4, this map gives

a surjective map of group schemes Xn → Xn−j−1. By (5.23), this corresponds to a map of

representations of ΓPnMρ over k, prBw : V B
n → V B

n−j−1 via the map prBw , where prw is as in (5.24).

By the equivalence of categories TPnMρ ≈ Rep(ΓPnMρ ,k), we get the required conclusion.

Theorem 14. Let ρ be a Drinfeld A-module defined over ksep. Suppose that Kρ is separa-

ble over k. Let u1, . . . , uw ∈ K with Expρ(ui) = αi ∈ ksep for each i and suppose that

dimKρ SpanKρ
(λ1, . . . , λr, u1, . . . , uw) = r/s + w. For n ≥ 1, let Nn and ΨNn be defined as

in §5.3, and for each i = 1, . . . , w, let Yi,n := Yui,n be defined as in §5.2. Then, dimΓNn =

(n+ 1) · r(r/s+ w). In particular,

tr. degk k

( n⋃
s=0

r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{∂sθ(λj), ∂sθ(Fτ i(λj)), ∂
s
θ(um), ∂

s
θ(Fτ i(um)}

)
= (n+ 1) · (r2/s+ rw).

Proof. From the construction of ΨNn , by Theorem 7 we have

k(ΨNn(θ)) = k

( n⋃
s=0

r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{∂sθ(λj), ∂sθ(Fτ i(λj)), ∂
s
θ(um), ∂

s
θ(Fτ i(um)}

)
,

and by Theorem 6 and Theorem 12, we have

dimΓNn = tr. degk k(Ψn(θ)) ≤ (n+ 1)
r2

s
+ (n+ 1)rw. (5.28)
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Thus, we need to prove that dimXn = (n + 1)rw, where Xn is as in (5.8). By (5.23) it suffices

to show that V B
n

∼= ((PnMρ)
w)B. To prove this, we adapt the arguments of the proof of [12,

Thm. 5.1.5] (see also [22, Lem. 1.2]).

Note from (5.24) that for n ≥ 1 we have a short exact sequence of t-motives

0 → (P0Mρ)
w ι−→ (PnMρ)

w
prn,w−−−→ (Pn−1Mρ)

w → 0.

By Lemma 5, there is a surjective map prn,w : Vn → Vn−1 via prn,w. Then ker(prn,w) is a

sub-t-motive of Mw
ρ .

Suppose for now that Vn−1 ∼= (Pn−1Mρ)
w. We claim that the extension Nn/Vn is trivial in

Ext1T (1,PnMρ/Vn). Since Xn
∼= V B

n , we see that ΓNn acts on NB
n /V

B
n through ΓNn/Xn

∼=

ΓPnMρ via (5.8). Since prn,w is surjective onto (Pn−1Mρ)
w, by (5.25) we see that NB

n /V
B
n

∼=

NB
0 /(kerprn,w)

B. Recall that for any k-algebra R, an element of ΓPnMρ(R) is of the form (4.22)

such that γ is an element of ΓMρ(R). Then, (5.26) shows the action of ΓPnMρ on NB
n /V

B
n is the

same as the action of ΓMρ on it. It follows that NB
n /V

B
n is an extension of k by ((PnMρ)

w)B/V B
n

in Rep(ΓMρ ,k). By [12, Cor. 3.5.7] and the equivalence of category TMρ ≈ Rep(ΓMρ ,k), we get

the required conclusion of the claim.

Now, we prove the main result by induction. For the base case n = 1, suppose on the contrary

that V B
1 ( ((P1Mρ)

w)B. From [12, Thm. 5.1.5], we have Mw
ρ
∼= V0 and so, since Mw

ρ
∼= (P0Mρ)

w

we have ker(pr1,w) ( Mw
ρ . Since Mw

ρ is completely reducible in TMρ by [12, Cor. 3.3.3] and

ker(pr1,w) is a sub-t-motive ofMw
ρ , there exists a non-trivial morphism ϕ1 ∈ HomT (M

w
ρ ,Mρ) so

that ker(pr1,w) ⊆ kerϕ1. Moreover, the morphism ϕ1 factors through the map Mw
ρ / ker(pr1,w) →

Mw
ρ / (kerϕ1):

Mw
ρ

Mw
ρ / ker(pr1,w) Mw

ρ / (kerϕ1) ∼= Mρ.

ϕ1

Since ϕ1 ∈ HomT (M
w
ρ ,Mρ), there exist ei,1 ∈ Kρ not all zero such that ϕ1 (n1, . . . , nw) =∑w

i=1 ei,1(ni). Suppose that Ei,1 ∈ Matr(k(t)) satisfies ei,1(m) = Ei,1m. Recall from §2.5 that
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D1m forms a k(t)-basis of P1Mρ. Set

Ei,1 :=

0 Ei,1

0

 ∈ Mat2r(k(t)).

Then, by (5.2) there exists ei,1 ∈ EndT ((P1M)w) such that

ei,1(D1m) = Ei,1D1m.

Let ψ1 ∈ HomT ((P1Mρ)
w,P1Mρ) such that ψ1(Djn1, . . . , Djnw) =

∑w
i=1 ei,1(Djni) for each

j = 0, 1. We see that kerψ1/M
w
ρ

∼= kerϕ1 and P1M
w
ρ / kerψ1

∼= Mw
ρ / kerϕ1

∼= Mρ. Then the

pushout ψ1∗N1 := e1,1∗Y1,1 + · · ·+ ew,1∗Yw,1 is a quotient of N1/V1. By using the claim above, it

follows that ψ1∗N1 is trivial in Ext1T (1,P1Mρ). However by Theorem 13, this is a contradiction.

Now suppose that we have shown the result for n − 1, that is, Vn−1 ∼= (Pn−1Mρ)
w. Suppose

that V B
n ( ((PnMρ)

w)B. Then, ker(prn,w) ( Mw
ρ . Since Mw

ρ is completely reducible in TMρ

by [12, Cor. 3.3.3] and ker(prn,w) is a sub-t-motive of Mw
ρ , there exists a non-trivial morphism

ϕn ∈ HomT (M
w
ρ ,Mρ) so that ker(prn,w) ⊆ kerϕn. Moreover, the morphism ϕn factors through

the map Mw
ρ / ker(prn,w) →Mw

ρ / (kerϕn):

Mw
ρ

Mw
ρ / ker(prn,w) Mw

ρ / (kerϕn) ∼= Mρ.

ϕn

Since ϕn ∈ HomT (M
w
ρ ,Mρ), we can write ϕn(n1, . . . , nw) =

∑w
i=1 ei,n(ni) for some e1,n, . . . , ew,n

∈ Kρ not all zero. Suppose that ei,n(m) = Ei,nm where Ei,n ∈ Matr(k(t)). Recall from §2.5
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that Dnm forms a k(t)-basis of PnMρ. Set

Ei,n :=



0 . . . 0 Ei,n

. . . . . . 0

. . . ...

0


∈ Mat(n+1)r(k(t)).

Then, by (5.2) there exists ei,n ∈ EndT ((PnM)w) such that

ei,n(D1m) = Ei,nD1m.

Let ψn ∈ HomT ((PnMρ)
w,PnMρ) such that ψ1(Djn1, . . . , Djnw) =

∑w
i=1 ei,1(Djni) for each

j = 0, . . . , n. Similar to the base case, we see that kerψn/(Pn−1Mρ)
w ∼= kerϕn and that

PnM
w
ρ / kerψn

∼= Mw
ρ / kerϕ1

∼= Mρ. Then the pushout ψn∗Nn := e1,n∗Y1,n + · · ·+ ew,n∗Yw,n is a

quotient of Nn/Vn. By using the claim above, it follows that ψn∗Nn is trivial in Ext1T (1,PnMρ).

But by Theorem 13, this is a contradiction.

Proof of Corollary 1. We adapt the ideas of the proof of [11, Thm. 4.3.3] and [12, Cor. 5.1.6]. We

define W := SpanKρ
(λ1, . . . , λr, u1, . . . , uw) and let {η1, . . . , ηα} be a Kρ-basis of W . Clearly,

r/s ≤ α ≤ r/s+w. Since the quasi-periodic functions Fδ are linear in δ and satisfy the difference

equation (1.2), we have

k

( r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{λj, Fτ i(λj), um, Fτ i(um)}
)

= k

( r⋃
j=1

α⋃
m=1

{
Fδj(ηm)

})
.

Moreover, for any i1, i2 ∈ {1, . . . , r}, j1, j2 ∈ {1, . . . , α}, s ∈ {0, . . . , n} and v1, v2 ∈ Kρ, by the

product rule of hyperderivatives we obtain

∂sθ
(
v1Fδi1

(ηj1) + v2Fδi2
(ηj2)

)
=

s∑
h=0

(
∂s−hθ (v1)∂

h
θ

(
Fδi1

(ηj1)
)
+ ∂s−hθ (v2)∂

h
θ

(
Fδi1

(ηj2)
))

.
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Thus,

k

( n⋃
s=0

r−1⋃
i=1

w⋃
m=1

r⋃
j=1

{∂sθ(λj), ∂sθ(Fτ i(λj)), ∂
s
θ(um),∂

s
θ(Fτ i(um))}

)

= k

( n⋃
s=0

r⋃
j=1

α⋃
m=1

{
∂sθ(Fδj(ηm))

})
.

Then, the result follows from Theorem 14.
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6. CONCLUSION

In this dissertation, we determined all algebraic independence results among hyperderivatives

of periods, quasi-periods, logarithms and quasi-logarithms of Drinfeld A-modules. A natural next

step would be to investigate the transcendence of the entries of the periods and logarithms of

a general uniformizable Anderson t-module. Let ϕ be a uniformizable Anderson t-module of

dimension d and rank r defined over k. Similar to the case of the Drinfeld module ρ above,

we define its dual t-motive Mϕ by setting Mϕ := Mat1×d(k[σ]). If Mϕ is A-finite, then r =

rankk[t] Mϕ is the rank of Mϕ.

The t-motive (in the sense of [1]) Nϕ of ϕ is defined by setting Nϕ = Mat1×d(k[τ ]). We let

t·m := mϕt, ∀m ∈ Mϕ and thus we give Nϕ a unique structure of a left k[t, τ ]-module. Moreover,

for any m ∈ Nϕ, we have that (t− θ)d ·m ∈ τMϕ. If in addition Nϕ is free and finitely generated

as a left k[t]-module, ϕ is called an abelian t-module.

Similar to the case of the Drinfeld modules, suppose that {λ1, . . . ,λr} forms an A-basis of the

period lattice Λϕ and {δ1, . . . , δr} is a k-basis of H1
DR(ϕ), the de Rham module of a uniformizable,

abelian, and A-finite t-module ϕ. In [32], Papanikolas and the author investigated how to use

rigid analytic trivialization to study periods, quasi-periods, logarithms and quasi-logarithms of the

abelian Anderson t-module ϕ. Using Yu’s sub-t-module theorem [44], the following result was

proved.

Proposition 5 (Namoijam-Papanikolas, [32]). Let ϕ : A → Matd(k[τ ]) be a uniformizable abelian

t-module defined over k, and assume further that ϕ is simple (ϕ has no proper non-trivial sub-t-

modules). Then, dimk Spank

(
Fδi(λj) : 1 ≤ i, j ≤ r

)
= r2/s, where s = [End(ϕ) : A].

Even studying the Galois groups associated to simple, uniformizable, abelian, and A-finite

Anderson t-modules and strictly pure Anderson t-modules (see [24, § 5.2], [32]) to determine the

transcendence of their periods and quasi-periods would be interesting. The difficulty that arises in

the application of methods similar to the ones used in this dissertation or [12] to find the Galois
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group of the t-motives associated to Anderson t-modules of dimension greater that 1 is that the

Zariski closure of the image of a map similar to the one in Theorem 8 need not be open. Therefore,

we only get containment of this Zariski closure in our Galois group. We plan to investigate this in

future research.

Lemma 6 (Namoijam-Papanikolas, [32]). Suppose that ϕ : A → Matd(k
sep
∞ [τ ]) is an abelian

t-module defined over ksep∞ and that δ is a ϕ-biderivation also defined over ksep∞ . For any x ∈ Cd
∞

such that Expϕ(x) ∈ (ksep∞ )d, we have x ∈ (ksep∞ )d and Fδ(x) ∈ ksep∞ .

By this lemma, we can consider the hyperderivatives of the periods and logarithms of a uni-

formizable, abelian and A-finite Anderson t-module ϕ defined over ksep. Moreover, we determined

that the evaluation of the rigid analytic trivialization matrix of the prolongations of ϕ yields all its

periods, quasi-periods, logarithms, quasi-logarithms, and their hyperderivatives. Therefore, we in-

tend to study prolongations of Anderson t-modules of dimension greater than 1 by adapting the

methods used in this dissertation.

Thakur [38] defined the multiple zeta values

ζA(s) =
∑

deg(a1)>···>deg(ar)

1

as11 . . . asrr
,

where each ai ∈ A+, and s = (s1, . . . , sr) ∈ N. Let L0 := 1 and for i ≥ 1 define Li :=∏i
j=1(θ − θq

j
). Chang [8] introduced the Carlitz multiple polylogarithm (CMPL)

Lis(z1, . . . , zr) :=
∑

i1>···>ir≥0

zq
i1

1 . . . zq
ir

r

Ls1
i1
. . . Lsr

ir

,

where s = (s1, . . . , sr) ∈ N. Chang showed that ζA(s) can be expressed as a k-linear combination

of CMPL’s and further showed that each monomial of CMPL’s at algebraic points is transcendental

over k. The Carlitz multiple star polylogarithm (CMSPL) is defined as

Li∗s(z1, . . . , zr) :=
∑

i1≥···≥ir≥0

zq
i1

1 . . . zq
ir

r

Ls1
i1
. . . Lsr

ir

.
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Chang and Mishiba [10] introduced CMSPL’s and used them to construct an Anderson t-module

such that multiple zeta values appear in some form as a certain coordinate of a logarithm at an

algebraic point. Chang, Green and Mishiba [9] gave explicit formula for the coordinates of this

logarithm and hyperderivatives of the CMSPL’s appear in some form.

Since we were successful in the investigation of hyperderivatives of periods and logarithms of

Drinfeld A-modules, we are hopeful that methods used in this dissertation can be adapted for the

study of transcendence of these CMPL’s and CMSPL’s, and their hyperderivatives. The k-linear

independence of the Carlitz zeta values ζC(s) =
∑

a∈A+

1
an

was established by Yu [43], [44], and

their algebraic relations over k were completely proved by Chang and Yu [13]. Transcendence and

algebraic relations among CMPL’s have been studied by Chang [8] and Mishiba ([31], [30]).

74



REFERENCES

[1] G. W. Anderson, t-motives, Duke Math. J. 53 (1986), no. 2, 457–502.

[2] G. W. Anderson, W. D. Brownawell, and M. A. Papanikolas, Determination of the algebraic

relations among special Γ-values in positive characteristic, Ann. of Math. 160 (2004), no. 2,

237–313.

[3] W. D. Brownawell, Linear independence and divided derivatives of a Drinfeld module. I.,

Number Theory in Progress, Zakopane-Kościelisko Vol. 1 (1997), 47–61.

[4] , Minimal extensions of algebraic groups and linear independence, J. Number Theory

90 (2001), no. 2, 239–254.

[5] W. D. Brownawell and L. Denis, Linear independence and divided derivatives of a Drinfeld

module. II., Proc. Amer. Math. Soc. 128 (2000), no. 6, 1581–1593.

[6] W. D. Brownawell and M. A. Papanikolas, Linear independence of Gamma-values in positive

characteristic, J. Reine Angew. Math. 549 (2002), 91–148.

[7] , A rapid introduction to Drinfeld modules, t-modules, and t-motives, t-Motives:

Hodge Structures, transcendence, and other motivic aspects, BIRS, Banff, Canada (to ap-

pear) (2009).

[8] C.-Y. Chang, Linear independence of monomials of multizeta values in positive characteris-

tic, Compositio Math. 150 (2014), 1789–1808.

[9] C.-Y. Chang, N. Green, and Y. Mishiba, Taylor coefficients of t-motivic multiple zeta values

and explicit formulae, arXiv:1902.06879 (2019).

[10] C.-Y. Chang and Y. Mishiba, Logarithmic interpretation of multiple zeta values in positive

characteristic, arXiv:1710.10849 (2017).

[11] C.-Y. Chang and M. A. Papanikolas, Algebraic relations among periods and logarithms of

rank 2 Drinfeld modules, Amer. J. Math. 133 (2011), no. 2, 359–391.

75



[12] , Algebraic independence of periods and logarithms of Drinfeld modules. with an

appendix by B. Conrad, J. Amer. Math. Soc. 25 (2012), no. 1, 123–150.

[13] C.-Y. Chang and J. Yu, Determination of algebraic relations among special zeta values in

positive characteristic, Adv. Math. 216 (2007), 321–345.

[14] K. Conrad, The digit principle, J. Number Theory 84 (2000), no. 2, 230–257.

[15] L. Denis, Transcendence et dérivées de l’exponentielle de Carlitz, Séminaire de Théorie des

Nombres, (Paris, 1991-92), Birkhäuse, Boston, MA (1993), 1–21.

[16] , Dérivées d’un module de Drinfeld et transcendance, Duke Math. J. 80 (1995), no. 1,

1–13.

[17] , Indépendance algébrique des dérivées d’une période du module de Carlitz, J. Aus-

tral. Math. Soc. Ser. A 69 (2000), no. 1, 8–18.

[18] V. G. Drinfeld, Elliptic modules, Math. Sb. (N.S.) 94 (1974), 594–627.

[19] B. Farb and R. K. Dennis, Noncommutative algebra, Springer-Verlag, New York, 1993.

[20] E.-U. Gekeler, On the de Rham isomorphism for Drinfeld modules, J. Reine Angew. Math.

401 (1989), 188–208.

[21] N. Green, Tensor powers of rank 1 Drinfeld modules and periods, J. Number Theory (to

appear), arXiv:1706.1706.03854 (2017).

[22] C. Hardouin, Unipotent radical of Tannakian Galois groups in positive characteristic, Arith-

metic and Galois theories of differential equations, Seminars and Congresses 23 (2011), 223–

239.

[23] , Galoisian approach to differential transcendence, in “Galois Theories of Linear Dif-

ference Equations: An Introduction” with J. Sauloy and M. F. Singer, Mathematical Surveys

and Monograph of the AMS, 2016.

76



[24] U. Hartl and A.-K. Juschka, Pink’s theory of Hodge structures and the Hodge conjecture

over function fields, t-motives: Hodge structures, transcendence and other motivic aspects,

European Mathematical Society (EMS), Zurich, (to appear) (2016).

[25] K. Iima and Y. Yoshino, Gröbner bases for the polynomial ring with infinite variables and

their applications, Communications in Algebra 37:10 (2009), 3424–3437.

[26] S. Jeong, Calculus in positive characteristic p, J. Number Theory 131 (2011), no. 6, 1089–

1104.

[27] A. Maurischat, Periods of t-modules as special values, J. Number Theory, David Goss Memo-

rial Issue. (2018).

[28] , Prolongations of t-motives and algebraic independence of periods, Doc. Math. 23

(2018), 815–838.

[29] , Anderson t-modules with thin t-adic Galois representations, arXiv:1907.05144

(2019).

[30] Y. Mishiba, On algebraic independence of certain multizeta values in characteristic p, J.

Number Theory 173 (2017), 512–528.

[31] , Algebraic independence of the Carlitz period and the positive characteristic multi-

zeta values at n and (n, n), Proc. Amer. Math. Soc. 143 (2019), no. 9, 3753–3763.

[32] C. Namoijam and M. A. Papanikolas, Hyperderivatives of periods and quasi-periods for

Anderson t-modules, Preprint (2020).

[33] K. Okugawa, Differential algebra of nonzero characteristic, Kinokuniya Co. Ltd., Tokyo

(1987).

[34] M. A. Papanikolas, Tannakian duality for Anderson-Drinfeld motives and algebraic indepen-

dence of Carlitz logarithms, Invent. Math. 171 (2008), no. 1, 123–174.

[35] F. Pellarin, Aspects de l’indépendance algébrique en caractéristique non nulle, Astérisque

(2008), no. 973, viii, 205–242.

77



[36] R. Pink, The Mumford-Tate conjecture for Drinfeld modules, Publ. Res. Inst. Math. Sci. 33

(1997), no. 3, 393–425.

[37] T. A. Springer, Linear Algebraic Groups, 2nd ed., Birkhäuser, Boston, 1998.

[38] D. S. Thakur, Function Field Arithmetic, World Scientific Publishing, River Edge, NJ, 2004.

[39] A. Thiery, Indépendance algébrique des périodes et quasi-périodes dun module de Drinfeld,

The arithmetic of function fields (Columbus, OH, 1991), de Gruyter, Berlin (1992), 265–284.

[40] W. C. Waterhouse, Introduction to Affine Group Schemes, Springer, New York, 1979.

[41] J. Yu, Transcendence and Drinfeld modules, Invent. Math. 83 (1986), 507–517.

[42] , On periods and quasi-periods of Drinfeld modules, Compositio Math. 74 (1990),

no. 3, 235–245.

[43] , Transcendence and special zeta values in characteristic p, Ann. of Math. 134

(1991), no. 1, 1–23.

[44] , Analytic homomorphisms into Drinfeld modules, Ann. of Math. 145 (1997), no. 2,

215–233.

78



APPENDIX A

DIFFERENTIAL ALGEBRAIC GEOMETRY

We present a few topics from differential algebraic geometry in positive characteristic [33]

(cf. [23] for characteristic zero). For the most part, we follow the terminology of [23]. Even

though the proofs of most of the results presented here are covered in [33], we present them here

nevertheless for completeness.

A.1 Differential algebra in positive characteristic

Let R be a commutative ring with unity of characteristic p > 0. A differential ring or ∂-ring is

a pair (R, ∂), where ∂ represents a sequence of additive maps ∂j : R → R that satisfy

1. ∂0(a) = a,

2. ∂j(a+ b) = ∂j(a) + ∂j(b),

3. ∂j(ab) =
∑j

i=0 ∂
i(a)∂j−iθ (b),

4. ∂k∂j(a) =
(
k+j
j

)
∂k+j(a),

for all a, b ∈ R and j, k ≥ 0. If R is a field, then we say that (R, ∂) is a differential field or a

∂-field. When the context is clear, we shall write R instead of (R, ∂). Moreover, a ∂-morphism

between two ∂-rings R and S is a morphism of rings that commute with ∂. For a ∂-ring R, if

we let I ⊆ R be an ideal, then I is called a ∂-ideal if ∂j(I) ⊆ I for all j ≥ 1. If, in addition,

I is a radical (respectively prime) ideal of the ∂-ring R regarded as a ring, then we say that I is

a radical (respectively prime) ∂-ideal of the ∂-ring R. For a set Σ ⊆ R, the intersection of all

∂-ideals containing Σ is a ∂-ideal of R, which we denote by D(Σ) and it is the smallest ∂-ideal of

R containing Σ. We see that D(Σ) is the ideal, generated {∂j(a) | j ≥ 0, a ∈ Σ}, of the ∂-ring R

regarded as a ring. We denote by R(D(Σ)) or R(Σ) the radical of D(Σ) in the ∂-ring R.
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Proposition 6 (Okugawa [33, p.45, Thm. 5]). Let R be a ∂-ring of characteristic p > 0 and let

I ⊆ R be a ∂-ideal of R. Then, the radical R(I) is a ∂-ideal of R.

Proof. It suffices to prove that ∂j(R(I)) ⊆ R(I) for all j ≥ 1. Let a ∈ R(I). Then an ∈ I for

some n ≥ 1. For a sufficiently large e ≥ 1, we see that

am · an = ap
e ∈ I

for some m ∈ N. Since ∂ satisfies the same properties as hyperderivatives (see §2.4), by Proposi-

tion 1(b), for all j ∈ N we see that

∂jp
e

(ap
e

) = (∂j(a))p
e

.

Since I is a ∂-ideal of R, we have ∂jpe(ape) ∈ I for all j ≥ 1. Thus, (∂j(a))pe ∈ I and so

∂j(a) ∈ R(I).

Remark 4. The proof of Proposition 6 does not work in characteristic 0. See [23, Prop. 2.19] for

characteristic 0.

Theorem 15 (cf. [33, p.63 Thm. 1] and [23, Lem. 2.22]). Let R be a ∂-ring of characteristic p > 0

and let I is a proper ∂-ideal of R. If S is a multiplicative subset of R such that S ∩ I = ∅, then

there exists a prime ∂-ideal p of R such that I ⊆ p but S ∩ p = ∅.

Proof. Consider the set of all ∂-ideals of R that do not intersect S but contain I, ordered by

inclusion. Clearly, this set is not empty since it contains I. By Zorn’s Lemma, this set has a

maximal element p. We claim that p is a prime ideal of R. Suppose there exist elements a, b ∈ R

such that a /∈ p, b /∈ p and ab ∈ p. By the maximal property of p, we see that D(p, a) ∩ S 6= ∅

and D(p, b) ∩ S 6= ∅. Let s1 ∈ D(p, a) ∩ S and s2 ∈ D(p, b) ∩ S. Then, s1 · s2 ∈ D(p, ab) ⊂ p,

which is a contradiction since S is a multiplicative set.
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A.2 Kolchin topology in positive characteristic

The ∂-polynomial ring denoted by R{y1, . . . , ym} in the ∂-variables (y1, . . . , ym) is the poly-

nomial ring over R in the variables ∂j(yi), j ≥ 1, i = 1, . . . ,m made into a ∂-ring by setting

(a) ∂j(a) := ∂j(a) for a ∈ R,

(b) ∂k(∂j(yi)) :=
(
k+j
j

)
∂k+j(yi), k ≥ 1.

Here y1, . . . , ym are called ∂-indeterminates.

We can now define the Kolchin topology in positive characteristic. Let K be a ∂-field. A

∂-extension field of K is a ∂-field L which is an extension field of the ∂-field K. Let K be an

algebraic closure of the field K and Ksep be the separable closure of K in K.

Proposition 7. There is a unique extension of ∂j : K → K to ∂j : Ksep → Ksep, which satisfy all

the rules of ∂.

Proof. The proof follows the same argument as that for hyperderivatives. See [14, Thm. 5].

Let a ∈ K \Ksep. We say that ∂ can be extended to a if ∂ can be extended to some extension

field of Ksep that contains a. The largest extension field K
∂

of Ksep in K that has an extension of

∂ is called the ∂-closure of K in K.

Let S ⊆ K{y1, . . . , ym} be a set of ∂-polynomials. The zero set of S is defined as

Z(S) := {(a1, . . . , am) ∈ (K
∂
)m | f(a1, . . . , am) = 0, ∀f ∈ S}.

Proposition 8 (cf. [23, Prop. 3.2]). For i ≥ 0, let S, T, Si ⊂ K{y1, . . . , ym}. We have the following

properties.

1. Z(0) = (K
∂
)m and Z(R) = ∅.

2. S ⊂ T implies that Z(T ) ⊂ Z(S).

3. Z(S) = Z(D(S)) = Z(R(S)).
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4. Z(∪Si) = Z(
∑

D(Si)) = ∩Z(Si).

5. Z(D(S) ∩D(T )) = Z(D(S)D(T )) = Z(S) ∪ Z(T ).

Proof. The proofs of the assertions follow the same line of argument as that for the Zariski topol-

ogy.

A set X ⊆ (K
∂
)m is said to be K-∂-closed if there exists a subset S ⊆ K{y1, . . . , ym} such

that X = Z(S). If we set

I(X) := {P ∈ K{y1, . . . , ym} | P (a1, . . . , am) = 0 ∀ (a1, . . . , am) ∈ X},

then I(X) is a radical ∂-ideal in R, and we call it the defining K-∂-ideal of X .

If X is not K-∂-closed, then its K-∂-closure X
∂

is the smallest K-∂-closed subset of (K
∂
)m

containing X , that is, Z(I(X)).

Proposition 9 (cf. [23, Prop. 3.8]). Let X1, X2 ⊆ (K
∂
)m. Then,

1. If X1 ⊆ X2, then I(X2) ⊆ I(X1),

2. I(X1 ∪X2) = I(X1) ∩ I(X2).

Proof. The proofs of the assertions follow the same line of argument as that for the Zariski topol-

ogy.

Theorem 16 (Okugawa [33, p.71 Thm. 2]). Let p be a prime ∂-ideal of the polynomial ring

K{y1, . . . , ym}. There exists a zero ξ ∈ (K
∂
)m of p such that

p = {f ∈ K{y1, . . . , ym} | f(ξ) = 0}.

Proof. Let K{y1, . . . , ym}/p be the residue ring of K{y1, . . . , ym} mod p, and φ the canonical

∂-morphism of K{y1, . . . , ym} onto K{y1, . . . , ym}/p. Since φ induces a ∂-isomorphism of K

onto φ(K), we identify each a ∈ K with φ(a). Then the ∂-field of quotientsQ(K{y1, . . . , ym}/p)
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of K{y1, . . . , ym}/p is a ∂-extension of K. If we set ξ = (ξ1, . . . , ξm) where each ξi := φ (yi),

then we get the desired result.

Proposition 10 (Okugawa [33, p.72 Thm.4]). Let S ⊆ K{y1, . . . , ym} be a set of ∂-polynomials.

If Z(S) = ∅, then R(S) = K{y1, . . . , ym}.

Proof. Assume that R(S) 6= K{y1, . . . , ym}. By Theorem 15 there is a prime differential ideal p

such that R(S) ⊆ p. Then, the zero ξ of p from Theorem 16 is such that ξ ∈ Z(S), which is a

contradiction to the hypothesis.

The differential algebraic geometry analogue of Hilbert’s Nullstellensatz is as follows.

Theorem 17 (Okugawa [33, p.72, Cor. to Thms. 3 and 4]). For the ∂-field K, let K{y1, ..., ym} be

a ∂-polynomial ring and let S ⊆ K{y1, . . . , ym}. Then

R(S) = I(Z(S)).

Proof. It is clear that R(S) ⊆ I(Z(S)). Therefore, it suffices to show that if g ∈ I(Z(S)), then

g ∈ R(S). Let ym+1 be a ∂-indeterminate over K{y1, . . . , ym}. Consider the set

S ′ := {f, 1− ym+1g | f ∈ S} ⊆ K{y1, . . . , ym, ym+1},

where g ∈ I(Z(S)). Since g vanishes at every zero of S, the set S ′ has no zeros. Thus by

Proposition 10, the ideal D(S ′) of the ∂-ring K{y1, . . . , ym, ym+1} contains 1 and so

1 =
∑
Li∈S
j≥1

Qi,ℓj · ∂ℓj(Li) +
∑
h≥1

Qℓh∂
ℓh(1− ym+1g), (A.1)

where each Qi,ℓj , Qℓh ∈ K{y1, . . . , ym, ym+1} and ℓj, ℓh ∈ Z≥0. Note that the right hand side of

(A.1) has finitely many terms. Since ∂ satisfies the same properties as hyperderivatives (see §2.4),
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by Proposition 1(c) we see that for u ≥ 1

∂u
(
1

g

)
=
B

gv
, (A.2)

for some B ∈ K{y1, . . . , ym} and v ∈ N. Substituting ym+1 for 1/g, we have 1− ym+1g = 0 and

so by (A.2), we obtain

1 =
∑
Li∈S
j≥1

Bi,ℓj

gvi,ℓj
· ∂ℓj(Li),

where each Bi,ℓj ∈ K{y1, . . . , ym} and vi,ℓj ∈ N. Multiplying both sides by a sufficiently large

power w of g to clear denominators, we see that gw ∈ D(S) and so g ∈ R(S).

Given a K-∂-closed set X ⊆ ((K
∂
)m, ∂), we consider the Zariski closure X

Z ⊆ K
m

of X ,

the closure of X as a subset of (K
∂
)m equipped with the Zariski topology. Let S ⊆ K[y1, . . . , ym]

be a set of polynomials. The zero set of S is defined as

Z(S) := {(a1, . . . , am) ∈ K
m | f(a1, . . . , am) = 0, ∀f ∈ S}.

Lemma 7 (cf. [23, Lem. 3.42]). Let X ⊆ (K
∂
)m be a K-∂-closed set and let its defining K-∂-

ideal be I(X) ⊆ K{y1, . . . , ym}. Also, let K[y1, . . . , ym] be the polynomial ring in the variables

y1, . . . , ym over the field K. Then its Zariski closure is the set

X
Z
= Z(I(X) ∩K[y1, . . . , ym]),

where I(X) ∩K[y1, . . . , ym] ⊆ K[y1, . . . , ym].

Proof. We follow the outline of the proof of [23, Lem. 3.42]. Since Z(I(X) ∩K[y1, . . . , ym]) is

Zariski closed, it is straightforward to see that

X ⊆ X
Z ⊆ Z(I(X) ∩K[y1, . . . , ym]).
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Conversely, if S ⊆ K[y1, . . . , ym] ⊆ K{y1, . . . , ym} is such that X ⊆ Z(S), then by The-

orem 17 we have R(S) ⊆ I(X). This implies that S ⊆ R(S) ∩ K[y1, . . . , ym] ⊆ I(X) ∩

K[y1, . . . , ym]. Thus, Z(I(X) ∩K[y1, . . . , ym]) ⊆ Z(S). Since S was chosen arbitrarily, we see

that Z(I(X) ∩K[y1, . . . , ym]) ⊆ X
Z

.

If f ∈ K{y1, . . . , ym} is a linear combination over the ∂-field K of 1 and elements of the set

{∂j(yi) | j ≥ 0, i = 1, . . . ,m}, then we say that f is a linear ∂-polynomial in K{y1, . . . , ym}.

Moreover if the coefficient of 1 is 0, then we say that f is a linear homogeneous ∂-polynomial.

Proposition 11 (Okugawa [33, p.74 Thm. 5]). Let S ⊆ K{y1, . . . , ym} be a set of linear ∂-

polynomials, then

R(S) = D(S).

Proof. It suffices to show that D(S) is a prime ideal of the ∂-ring K{y1, . . . , ym} regarded as a

ring. By definition D(S) is generated, as an ideal of the ring K{y1, . . . , ym}, by {∂j(Li) | i, j ≥

0, Li ∈ S}. Suppose that f, g /∈ D(S) such that fg ∈ D(S). Then,

fg =
∑
Li∈S
j≥1

hi,ℓj∂
ℓj(Li),

where ℓj ∈ N, and hi,ℓj ∈ K{y1, . . . , ym}, and all but finitely many hi,ℓj are zero. We see that fg

is a polynomial in a finite subset of the variables {∂j(yi) | j ≥ 0, i = 1, . . . ,m} over the ∂-field K

regarded as a field. Let us denote this subset of variables by {x1, . . . , xn} for some n ≥ 1. Then,

L = ({∂ℓj(Li)}) is an ideal in K[x1, . . . , xn] such that f, g /∈ L and fg ∈ L and so, L is not a

prime ideal. However, for a polynomial ring in finitely many indeterminates, ideals generated by

linear polynomials are prime ideals and thus, we obtain a contradiction.

The reader is directed to [33] for a detailed account of different algebra in positive characteristic

and [23] for a detailed account of differential algebraic geometry in characteristic zero.
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