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ABSTRACT

Hospital congestion is a pervasive problem that causes care delays, frustration for pa-

tients and their families, and stressed staff. This could potentially reduce the quality of

care and ruin a hospital’s reputation. Hospital congestion also affects new patient admis-

sion, mainly through the emergency department (ED). ED overcrowding, which has been a

challenge for years, is primarily caused by patients waiting in ED for being admitted to the

inpatient unit (IU). The main reason for the delay in ED patient transfer to IU is inpatient

bed unavailability, which can also contribute to canceling elective surgeries and rejecting pa-

tient admission to intensive care units (ICU). The situation worsens with a pandemic virus

outbreak, which boosts demand for ED and ICU beds. Thus, improving access to IU beds

helps smooth the patient flow not only from the ED but also from other upstream units such

as ICU and post-anesthesia care unit. One efficient way to release IU beds is to improve

the discharge process and minimize non-medical inpatient days. This dissertation studies

improving hospital discharge in both operational and strategic levels.

Discharge planning on the day of discharge is necessary to ensure effective performance.

Discharge delay reduces patient satisfaction and increases hospital congestion and length

of stay. Patient satisfaction is impacted by adherence to patient preferred discharge time.

Preferences arise from many factors including waiting for family, avoiding rush hours, or

waiting to feel better. Flow congestion manifests in patient boarding, and length of stay

is extended if discharge delay incurs extra overnight stay. These factors are often in con-

flict, thus, good hospital performance can only be achieved through careful balancing. In

the first part of this dissertation, discharge planning problem is formulated as a two-stage

stochastic program with uncertainty in discharge processing and bed request times. The

objective minimizes a combination of discharge lateness, patient boarding, and deviation

from preferred discharge times. Patient boarding is integrated by aligning bed requests with

bed releases. The model is solved for different instances generated using data from a large
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hospital in Texas. Stochastic decomposition is compared with the deterministic equivalent

and the L-shaped algorithm. A shortest expected processing time heuristic is also investi-

gated. Computational experiments indicate that stochastic decomposition outperforms the

L-shaped algorithm and the heuristic, with a significantly shorter computational time and

small deviation from optimal. The L-shaped method solves only small problems within the

allotted time budget. Simulation experiments demonstrate that the developed modeling

approach improves discharge lateness and patient boarding compared to current practice.

In addition to patients being discharged to home, some wait for a transfer to the next

level of care. These patients may experience several days of non-medical stay in IU until

the hospital finds a post-acute care facility that fits their needs. The second part of this

dissertation studies the feasibility of creating a “post-discharge-unit” (PDU) for patients,

who are medically ready for discharge but are being delayed for some reason, to improve

access to valuable IU beds. We use a multistage stochastic program to address PDU capacity

planning and cost-effectiveness issues. The random variable is the number of bed requests

from upstream units, including the ED, ICU, direct admissions, etc. Our model takes the

impact of PDU on upstream patient flow, e.g., ED congestion and hospital admission into

account. We use the stochastic dual dynamic programming algorithm to solve the model.

An extensive numerical analysis is carried out using the data from a large hospital in Texas.

An analysis of the impact of a variety of parameters, including PDU’s fixed and operational

costs, and length of alternate-level-of-care (ALC) stays, on PDU capacity and cost savings

is performed. The results show that a PDU is cost-efficient and improves access to IU beds

significantly, even when the ALC population is small, which is counter-intuitive. Another

important finding is that PDU size in hospitals with a larger ALC population is more sensitive

to increasing the PDU fixed and operational costs. In other words, the PDU size decreases

faster when ALC population is larger.
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1. INTRODUCTION

Hospitals provide an array of services delivered by functional units such as emergency

departments (ED), intensive care units (ICU), and inpatient units (IU). Lack of efficient

coordination among these units results in hospital congestion which mainly affects patient

admission through ED. Over the past decade, ED crowding has been a serious and pervasive

problem. A 2002 hospital survey revealed that 90% of EDs in the U.S. operate at or over

capacity [1]. This is due to falling ED capacity (4,960 in 1994 to 4,408 in 2014) and increasing

ED visits (90M in 1994 to 136M in 2014) [2]. Consequences include critical care delays,

patients leaving without care, and ambulance diversions to other EDs. Further, ED crowding

negatively impacts a hospital’s reputation and patients’ satisfaction with the care process [3].

The main cause of ED crowding is ED boarding [4], the situation where patients unnecessarily

occupy ED beds due to transfer delays in moving patients to inpatient units. In the U.S., ED

patients wait roughly 3 hours for an available IU bed. This time increases to over 5 hours

when EDs are overcrowded [1]. The main reason for ED boarding is IU bed unavailability [1],

which can also contribute to canceling elective surgical operations [5] and rejecting patient

admission to intensive care units [6]. Thus, any effort to release IU beds is extremely valuable.

An efficient approach to improve access to IU beds is the elimination of unnecessary IU

stays, the primary source of which are patients waiting to be discharged. Some of these

patients are ready for discharge (RFD) to home or the next readily available level of care.

Improving the daily discharge process aimed at avoiding delays in operational activities will

expedite IU bed release. Another part of unnecessary IU stays is related to patients waiting

for transfer to post-acute care facilities (PACFs). They might experience several non-medical

inpatient days due to the hospital’s failure to find a PACF that fits the patient’s needs. This

unnecessary time in the hospital is referred to as the alternate level of care (ALC) days [7].

This dissertation studies the impact of both operational and strategic decision making on

reducing non-medical IU stays of RFD and ALC patients.
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1.1 Daily Inpatient Discharge Planning of RFD Patients

Patients often require services from several units of a hospital during an episode of care.

Poor coordination between functional units is a major challenge leading to delays in care,

patient flow congestion, and increased costs. Thus, coordination planning is essential for

effective hospital performance. IU patients can be categorized into two classes, medical

and surgical (based on discussions with nurses in several hospitals). Medical patients are

admitted for illnesses that require nursing care. These patients exhibit a broad range of

care needs and often require unexpected services prior to discharge. In contrast, surgical

patients are usually in the IU to recover after a surgical procedure. Barring any surgical

infection or complication, these patients are often discharged fairly quickly (2-3 days) with

a rehabilitation regime that is typically managed at home. As a result, surgical patients are

generally quicker to discharge with fewer unexpected complications.

Typically, the list of ready for discharge (RFD) patients is reasonably known one day

ahead, but the discharge time-of-day is uncertain due to staff availability, emerging pa-

tient need, variable discharge processing times, transportation arrangement, and so forth.

Discharge staff must consider and account for this wide variety of circumstances. Further,

patients often prefer either early or late discharge times for a variety of reasons. For example,

patients may prefer to leave certain times during the day to avoid heavy traffic or later if they

feel anxious about their health. Meeting these preferences helps improve satisfaction with

the overall hospital stay. Unfortunately, little research exists to support decision making for

discharge processes.

This research develops a stochastic parallel-machine sequencing-scheduling model for the

inpatient discharge planning (IDP) problem. Patients are modeled as jobs while nurses or

other resources are treated as machines. This approach is apt because nurses are typically

independent and work in parallel. The IDP problem is formulated as a two-stage stochas-

tic mixed-integer program with two sources of randomness; uncertain discharge processing

times and uncertain bed request arrival times. The method assigns every patient to a nurse,
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determines the optimal sequence of patients, and assigns IU beds to bed requests such that

the total penalty of violating patient preference, discharge lateness, and patient boarding are

minimized. Given the two-stage structure, the L-shaped algorithm and stochastic decompo-

sition (SD) are applicable solution methods. These algorithms are used to solve instances

of the IDP problem generated using real data from a large hospital in Texas. A shortest

expected processing time heuristic (SEPT), taken from the machine scheduling literature,

is also tested on the IDP problem. Contributions of the work include: (1) mathematical

formulation of the IDP problem optimizing adherence to patient preferences and hospital

performance, with uncertainty in discharge processing time and ED bed request arrivals;

(2) solution algorithm implementation including the L-shaped algorithm, a sophisticated

interior sampling technique (SD), and a modified SEPT heuristic; (3) numerical analysis,

using real world data, comparing algorithmic performance metrics including solution quality,

computational speed, and sensitivity analysis.

1.2 Managing Non-medical Inpatient Stays of ALC Patients

One efficient strategy to improve access to IU beds is reducing unnecessary inpatient

hospital stays. An example is IU bed occupancy by patients who are medically ready for

discharge but waiting for transfer to a lower level of care (ALC patients). While the major-

ity of inpatients are discharged to their homes, some are waiting on transfer to post acute

care facilities (PACFs) including rehabilitation centers, long-term care hospitals, and skilled

nursing facilities. Patients recovering from a stroke, hip fracture, and neurological diseases

typically need post-acute care. More than one-third of stroke patients in the US are dis-

charged to PACFs [8]. Hospitals and PACFs failing to efficiently coordinate is the main

reason for delayed discharges [9, 10], leading to increased ALC days. [11] showed that 31.8%

of long-stay inpatient days were non-medical in The Mount Sinai Hospital in New York. This

was mainly caused by transfer delays to nursing facilities.

Hospitals face several challenges when transferring complicated patients to PACFs, typ-

ically due to lack of facilities that fit each patient’s needs. [12] showed that patients spend
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12% of their hospital stays waiting for a rehabilitation bed. Another study [13], based on

data from a large Canadian hospital, found that 41.5% of unnecessary hospital stays are re-

lated to patients waiting for admission to skilled nursing facilities, while these patients only

account for 8.8% of ALC patients. Based on our interviews with leadership at a large can-

cer hospital in Houston, TX, PACFs frequently refuse to admit complicated cancer patients

since they typically need specific and expensive medications and physicians with particular

specialties. Even when a suitable PACF is found, miscommunication between the hospital

and the PACF or busyness of the PACF staff might delay the patient’s transfer. In such

cases, patients have to stay in the IU while medically ready for discharge, which contributes

to congestion in other units such as the ED, ICU, and PACU. [8] found that the average

waiting time for patient replacement in an academic inpatient neurology ward was 4.8 days,

per ALC patient, including a worst-case of 80 days for one patient. Thus, improving pa-

tient transmission to PACFs is essential to release IU beds for upcoming bed requests. A

bed request is made when a patient from an upstream unit (e.g., ED, ICU, and PACU) or

from outside the hospital (direct admission) needs an inpatient bed and is ready for being

transferred to IU.

Opening a post-discharge unit (PDU) for discharged patients, waiting on transfer to

PACFs, can avoid unnecessary occupancy of valuable IU beds. The PDU not only improves

patient flow but also decreases hospital costs in many ways by avoiding needless services.

First, utilizing a PDU reduces costs by increasing patient to nurse ratios and reducing

physician coverage. Second, patients in the PDU do not require as much medical or diagnostic

equipment in the room. Third, they typically need more non-hospital services which can

be delivered by case managers, social workers, and physical therapists. In fact, physical

therapy is the primary need for patients who require post-acute care after discharge. Thus,

centralizing these patients in a PDU improves the rounding process of physical therapists,

case managers, and social workers visiting every IU in the hospital.

From the patients’ perspective, discharge delays are frustrating and uncertain [14]. Based
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on patient experience studies [15], ALC patients feel isolated and neglected, and the nursing

staff’s lack of attention ruins their hospital-stay experience. Transferring ALC patients to

the PDU helps reduce the feeling of being ignored. Some patients travel long distances to

be treated in a specific hospital or by a particular physician. Thus, they may not feel ready

for transfer to a different facility or may prefer to stay closer to the hospital in case their

condition worsens. Further, patients and their family caregivers need to be educated on

what to expect at PACFs. However, this often does not happen due to time limitations.

In fact, most patients feel rushed when transitioning care [16]. Inappropriate preparation

of patients could confuse them and result in failure to manage their recovery treatment,

which could ultimately lead to a readmission. [17] showed that encouraging older patients to

participate in their care transition actively reduces re-hospitalization. Staying in the PDU

gives patients, their family caregivers, and the nursing staff more time to prepare patients

for this transition. Last but not least, patients could benefit from this step down in care to

the PDU financially. According to our healthcare professional partners, the PDU chargeable

rates should be lower than the IU rates since the level of care is different.

Considering the aforementioned benefits of a PDU, this study aims to understand how

opening a PDU could smooth patient flow and improve hospital operations. Therefore, sev-

eral research questions are proposed to investigate this. First, what is the optimal capacity of

the PDU, and how much would it cost? Second, how much does an optimally sized PDU im-

prove access to IU beds? Third, what is the magnitude of overall cost saving to the hospital?

This research is the first in the operations research literature to study patient transfer from

hospitals to post-acute care facilities and its impact on patient flow in the hospital. A mul-

tistage stochastic program (MSP) is developed for capacity planning and cost-effectiveness

analysis of a post-discharge unit. The PDU’s optimal capacity is impacted by the number

of bed requests from upstream units, which is a random variable due to the uncertainty in

patient arrivals to the ED, ICU, and PACU. Stages in the MSP are defined as t-duration

time intervals where t is based on hours. The first-stage decision determines the capacity of
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the PDU, while the next stage decisions are operational decisions based on the number of

patient admissions to the IU and patient transfers to the PDU. The stochastic dual dynamic

programming (SDDP) algorithm is adapted to solve the model using actual data from a large

hospital in Texas.

Contributions of the work include: (1) addressing the issue of ALC patients’ non-medical

stays for the first time in the operations research literature; (2) mathematical formulation of

the problem optimizing hospital cost and performance, with uncertainty in number of bed

requests from upstream unit; (3) numerical analysis, using real world data, investigating the

optimal PDU size, improvement in IU access, and cost savings.

The rest of this dissertation is structured as follows: Chapter 2 reviews the literature

of hospital discharge, patient transition to post-acute care facilities, and related stochas-

tic programming methods. Chapter 3 presents the IDP problem setting, the optimization

framework, the solution algorithm, and numerical results. The MSP mathematical model for

capacity planning and cost-effectiveness of a PDU unit is developed, verified, and analyzed

in Chapter 4. Chapter 5 concludes the dissertation and proposes future research directions.
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2. LITERATURE REVIEW

Lack of smooth patient flow is the main contributor to hospital congestion. Patient flow

is widely studied in the operations research (OR) community. In general, the literature of

patient flow includes three main areas of inflow/admission, inside hospital operations, and

outflow/discharge. There is a vast literature on the first two. A few examples include outpa-

tient scheduling [18, 19, 20], ED overcrowding management [21, 22, 23], hospital admission

scheduling and strategies [5, 24], and surgery scheduling [25, 26]. However, the role of hos-

pital outflow/discharge on patient flow and hospital congestion is almost missing in the OR

literature. This chapter reviews patient flow modeling literature with a focus on patient

outflow/discharge.

2.1 Operational Decision Making: Improvement of Inpatient Discharge Process

Several authors investigate the impact of discharge delay on IU bed availability, hospital

costs, and patient length of stay. [27] and [28] state that IU beds are often unavailable due to

discharge delays caused by inefficient IDP. [29] found that 11.9% to 36.7% of hospital stays

experience discharge delays, raising hospital costs by 9%. This increase results from extra

overnight stays, ED congestion and ambulance diversion, and overworked staff. A study at

a 233-bed tertiary-care children’s hospital indicated that the system-wide effect of poor IDP

was 82 delay-related inpatient days (9% of total) and $170,000 (8.9%) in excess costs over

a one-month period [30]. The study found that 25% of patients experienced at least one

day of delay, with 58% of delays caused by incomplete discharge tasks or lack of follow-up

by ancillary services (such as physical, speech, and radiation therapy). Several researchers

contend that inpatient discharge delays are critical factors in ED overcrowding and boarding

[27, 28]. [31] found that increasing inpatient beds reduces ED crowding more than increasing

ED beds.

In the emergency medicine and health services literature, several strategies are proposed,
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e.g., increasing discharge before noon percentage [32, 33], in-room display of discharge ap-

pointment [34], and admission-discharge balancing [28, 35]. However, none of these are

rigorously modeled.

A few research papers in the operations research community focus on the importance

of discharge strategies in hospital units. [36] develop a Markov chain model to reduce ICU

overcrowding by discharging patients with the smallest remaining length of stay. The authors

also investigate the impact of elective surgery schedules on ICU performance. [37] investigate

the impact of ICU discharge strategies on readmission rate and mortality. They use dynamic

programming to find an index policy that is proven to be optimal under some conditions

and near-optimal otherwise. The policy assists ICU physicians in deciding on discharging a

relatively stable patient to be able to admit a new one. [38] propose a stochastic network

model for inpatient flow management with the purpose of minimizing ED boarding. Via

simulation studies, the authors use their model to evaluate the impact of operational policies

on ED boarding. The policies are increasing bed capacity, having a limit on maximum length

of stay, and reducing allocation delays caused by reasons other than bed unavailability.

Some papers in the literature study the impact of non-discharge related strategies on

reducing ED boarding. These strategies include ambulance diversion [39], ambulance rede-

ployment and dispatching [40], controlling inpatient admissions [41, 42], ED resource capacity

management [43], ED bed capacity management and ambulance diversions [44], ED bed ca-

pacity management and leave-without-treatment [45], streaming patients through ED based

on the possibility of being discharged or admitted to the hospital [46], prioritizing patients

based on their complexity [47], and statistical monitoring of the daily operation of EDs [23].

Although the research discussed above is related to this dissertation, none of the litera-

ture cited addresses discharge planning at the level of granularity considered in this study.

Simple heuristics, such as increasing discharge before noon, do not capture the inherent

stochastic structure that characterizes uncertainty. Further, the OR work that acknowledges

uncertainty does not optimize patient flow across departments. In contrast, this disserta-
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tion uses knowledge of uncertainty coupled with optimization approaches to improve system

performance across hospital departments. Thus, it is relevant for researchers attempting to

optimize patient flow within any specific department, e.g., ED.

2.2 Strategic Decision Making: Management of ALC Patients’ Discharges

As explained in Chapter 1, non-medical inpatient stays (ALC days) are among primary

reasons for patient congestion and inefficient patient flow. Some articles in the emergency

medicine literature study characteristics of ALC patients and risk factors, but do not suggest

a policy to resolve the issue of ALC days. The main focus of OR literature has been on

capacity expansion of post-acute care facilities, particularly LTCs, as a policy to reduce

hospital congestion caused by patients waiting for a transfer to PACFs. A few papers in

operations literature analyze the impact of different policies on ALC population in hospitals.

The following is a review of related papers in both emergency medicine and operations

literature.

• The Emergency Medicine and Health Services Literature: Many articles study con-

tributing factors to the prolonged length of stay of ALC patients, characteristics of

these patients, and discharge barriers. Risk factors for designating as ALC include

functional impairment and being medically complicated [48], older ages [7, 49], behav-

ioral and financial barriers (e.g., being homeless) [50], co-morbidity [51], and inefficient

communication with the next level of care [9, 49]. These papers, although valuable, do

not suggest/model strategies to resolve the issue of ALC days and do not investigate

the impact of these non-medical stays on patient flow in hospitals.

• OR Literature on Capacity Planning of Post-acute Care Facilities: There is broad

literature in community care capacity planning, mainly focused on long term care

(LTC) facilities, to reduce congestion in different facilities in healthcare systems [52,

53, 54, 55]. Although improving access to post-acute care facilities such as LTC could

reduce ALC days in the hospital, the following shortcomings are worth attention. First,
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these strategic changes are not in hospital’s control, so the hospital does not have any

authority to ensure such changes be implemented. Second, LTCs are only one type of

post-acute care facilities. ALC patients are transferred to a variety of facilities such

as skilled nursing facilities which contribute to ALC days the most. Third, although

waiting for transfer to the next level of care is the main reason for non-medical inpatient

days, it is not the only reason. Some patients stay for a long time in the hospital, after

they are medically ready for discharge, due to financial and/or behavioral problems or

lack of decision-making capacity [50]. Thus, these ALC days need to be managed to

avoid unnecessary occupancy of IU beds as much as possible.

• OR Literature on ALC Patients: The following reviews a few available papers in the

operations literature that investigate patient congestion in healthcare systems, focus-

ing on reducing ALC days. [56] presents a queuing model to analyze the impact of

discharge rates on the number of ALC days. The authors compare the performance of

their model with the current practice in seven hospitals in New York. [57] develop a

Markov decision process model to ensure the number of ALC patients remains under

a threshold specified by the hospital. The ALC patients in their focused hospitals are

mainly waiting for transfer to an LTC facility, which also admits patients from the

community. The paper presents a policy which prioritizes hospital clients over commu-

nity clients, as long as the census of ALC patients is above the target unless there is a

an urgent community client. If the ALC population in the hospital is below the target,

an available LTC bed is assigned to community clients with the longest waiting times.

Although this policy meets threshold requirements for the ALC patient population,

it limits the LTC’s ability to respond to the community demand. Authors suggest

reducing LTC length of stay as a strategy to cope with this consequence of the policy.

They also develop a simulation model to compare their policy with other policies. [58],

an extension to [57], develops a simulation model to investigate the possibility of meet-

ing both the hospital’s threshold for number of ALC patients and the target waiting
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time of direct admissions from the community. The authors conclude that the avail-

able capacity in their studied region is not sufficient to achieve these goals. However,

they show that a combination of increasing supportive housings (facilities that provide

housing and medical services for people without stable housing and suffering from dis-

abilities and diseases such as mental illness, HIV, etc.) and reducing patients’ length

of stay in LTCs (from an average of 3 years to 2 years) meets both targets. [59] use

queuing network models with blocking to study the impact of different facility capaci-

ties on their congestion in the Philadelphia mental health system. The facilities they

investigate include acute care settings, extended acute hospitals, residential facilities,

and supported housing. The main finding of the study is that the Philadelphia health

system needs to increase the capacity of supported housing to prevent the tremendous

blockage of its mental facilities in the future.

2.3 Relevant Stochastic Programming Methods

• Two-stage Stochastic Programming for Parallel Machine Scheduling: The IDP problem

is similar to parallel machine scheduling with stochastic job processing times. Several

problems with similar structures are studied in the healthcare literature. [60] formulate

the multi-server appointment scheduling problem with uncertain service durations as

a two-stage mixed-integer program with chance constraints limiting the risk of server

overtime. The authors develop a decomposition algorithm to solve this problem. [61]

formulate the ED environment as a two-layer model. The first layer assigns patients to

ED beds using a parallel machine scheduling framework. In the second layer, a flexible

job shop model is developed to assign tasks for assisting ED patients to resources. A

heuristic method is proposed to solve the model. [62] study the surgery to operating

room allocation with uncertain surgery duration. They formulate this problem as a

two-stage stochastic program and apply an adapted integer L-shaped solution method.

[63] model the operating room scheduling problem with uncertain surgery duration as a

chance-constrained stochastic program. Joint chance constraints guarantee admissible
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levels of operating room overtime.

In all of these cases, scheduled services are similar to jobs with uncertain service dura-

tions and multiple service resources are similar to machines working in parallel. The

IDP problem also exhibits these similarities with a patient discharge being equivalent

to a job with uncertain processing time and a nurse being equivalent to a machine. In

addition, patient discharges have uncertain due dates represented by the random time

at which the occupied bed will be needed (the time at which bed requests occur).

• Multistage Stochastic Programming : This dissertation is the first one that applies op-

timization tools for providing hospitals with implementable policies to manage ALC

patients, improve patient flow, and reduce costs. Nested multistage stochastic pro-

grams (MSPs) fit the best with this problem as they capture the uncertainty and

cope with outcomes evolving sequentially over time. Multistage stochastic programs

(MSPs) are widely used in supply chain related problems such as production planning,

inventory control, lot sizing, and capacity planning [64, 65, 66]. MSPs are also pop-

ular in energy management and power generation [67, 68]. Finance problems, more

specifically asset allocation, are another well-known application for MSPs [69]. The

literature of MSP applied to healthcare, however, is narrow. Examples include infec-

tious disease control [70], clinical trial of new drugs [71], nursing staff allocation [72],

and appointment scheduling [73].
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3. INPATIENT DISCHARGE PLANNING

3.1 Problem Description

3.1.1 Discharge Process

Generally, the list of RFD patients is known at the beginning of each day. To be dis-

charged, these patients need several services, which are categorized as basic (BaS), ancillary

(AnS), and final review (FiR). For example, required basic services might include self care

education and medication reconciliation, whereas required ancillary services might include

therapy sessions or diagnostic tests. While surgical patients often need only some basic

services, more complex medical patients typically require additional ancillary services and

thorough final review by the attending physician. After discharge, the patient’s bed is re-

leased and must be cleaned (BeC) before being assigned to a bed request from upstream

units. Figure 3.1 provides an overview of discharge process.

To avoid unnecessary overnight stays, hospitals typically prefer to discharge patients by

a specific time of day, referred to as the target discharge time. Although only a soft deadline,

the target time helps in managing patient flow. However, predicting discharge time is often

difficult, especially for medical patients, since discharge processing time varies by patient

complexity, availability of hospital resources, and patient transportation.

Patient satisfaction is a widely held indicator of the quality of hospital service. It en-

hances patient retention and loyalty and improves hospital reputation and profit. Research

has shown that the discharge process has a significant impact on patient satisfaction, with

discharge time of day preferences being a key factor [74]. These preferences arise for many

reasons. For example, patients may not feel ready for discharge. They may still feel sick or

incapable of self care. Such patients prefer the latest possible discharge time. Other patients

may prefer to leave before or after traffic hours, or may need to accommodate family member

schedules. Thus, it is important to focus not only on the hospital’s target discharge time
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but also on accommodating patient preferences on discharge time of day.

3.1.2 IDP Modeling Assumptions

This section develops the underlying modeling assumptions for optimally assigning RFD

patients to nurses and sequence their discharges. In addition, the model will assign an IU

bed to each bed request from other units. The model minimizes total expected discharge

lateness (positive deviation of a patient’s discharge time from hospital’s target time) and

patient boarding (positive deviation of IU bed availability time from bed request time) in

upstream units. Figure 3.2 provides a schematic of the IDP problem. The IDP model makes

the following assumptions.
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1. RFD patients are known at the beginning of the day.

2. Patients may have preferences on discharge time of day.

3. Patient to nurse assignments are constant throughout a shift.

4. Number of IU nurses is known, nurses are identical, even across shifts.

5. Discharge process time and bed request arrival time are independent random variables.

6. Bed requests up to number of discharges are considered.

7. Stochastic discharge processing times are exogenous from the first-stage decisions.

8. Steps BaS, AnS, FiR, and BeC are aggregated into one step.

Assumptions 1-4 are consistent with the IU environment. If discharge processing times

exceed shift length, then a new, equally skilled, nurse assumes the responsibilities of the

outgoing nurse. Any delay incurred during the shift change is captured in the historical data

for stochastic discharge processing times. Assumption 5 is a basic requirement of stochastic

programming and is reasonable in the IDP setting.

Assumption 6 implies that the maximum number of bed requests that can be satisfied is

equal to the number of RFD patients. In practice, excess bed requests will be diverted to

other units and do not impact the discharge process for the current unit. Since our model is

not designed for capacity planning purposes (e.g. making decisions on the number of beds

in IU), assumption 6 does not make a difference in the decision-making process.

Assumption 8, aggregation of steps, requires a more detailed justification.

• Inconsistent AnS step: Not all patients require the same services during the AnS step

and often the exact AnS needs are not known at the beginning of the day.

• External resources : Even if regular ancillary services are known, the services are ex-

ternal to the decision-making unit and thus there is little to no control over their

availability.
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• Overlapping steps : The steps of the discharge process overlap. For example, a physician

can review results of BaS while the patient is in the AnS department.

• Nurse multi-tasking : The IDP model assumes sequential patient discharges. In reality,

when a patient is sent to the AnS department, the nurse can start BaS for next patient.

• Emphasis on final completion time: The objective function (discharge lateness and

patient boarding) does not require the detailed individual starting and stopping time

of every step, but rather the completion time of the final step (discharge completion

time) for each patient.

• Historical data: The historical data for discharge processing times captures the com-

plexity of the previously mentioned confounding issues.

• Gamma distribution: The processing times of all steps (BaS, AnS, FiR, BeC) are

independent, random, and constitute the total discharge processing time. Based on

best fit computations using historical data, the total discharge processing time is well

represented by a gamma distribution, which is commonly used to represent random

service times. Since a service is typically composed of a variety of constituent activities

determined by customer need (imagine a teller who cashes a check for one customer

and takes a deposit from the next), it is clear that the gamma of the total service time

often provides adequate modeling representation of the composition of its random

constituents. This work makes this common assumption.

• Practical impact : To test this assumption, we used a simulator (discussed in Section

3.4.3) to experiment with aggregation of the four-step IDP. In testing, we found little

practical difference in the performance metrics between simulation with four steps and

simulation with one (Tardiness 1.2%, Boarding 0.1%, Penalty 0.8%). Further, note that

the second-stage model, (3.2a)-(3.2f), is a linear program (LP) that captures first-stage

solution performance under given scenarios. All constraints in that LP are intrinsically

enforced in the operation of the simulator, while the simulator captures additional
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detail that the LP does not. Thus, it is reasonable to assume that if the more detailed

simulator indicates little difference in performance under aggregation, then the LP will

likely reflect the same. This indicates that for the IDP problem, second-stage evaluation

errors due to aggregation are not likely to be of practical importance, especially given

the uncertainties discussed above.

3.2 Two-Stage Stochastic Program

The IDP problem is formulated as a two-stage stochastic mixed-integer program. Stochas-

tic programs are useful when one or more aspects of the constraints or the objective function

is uncertain. Problem (P ) presents the general structure of the two-stage stochastic program

with recourse where the uncertainty is represented by ω̃.

(P ) Min c>x+ E[f(x, ω̃)]

s.t. x ∈ X,

where for every outcome ω of random variable ω̃, f(x, ω) is defined in the following:

f(x, ω) = Min q(ω)>y(ω)

s.t. Wy(ω) ≥ r(ω)− T (ω)x

y(ω) ≥ 0.

First stage decisions, represented by the n1 × 1 vector x, are made before realization of the

uncertainty. Note that c is the cost coefficient vector of size n1 × 1. In the second stage,

recourse actions represented by the n2 × 1 vector y(ω) are taken for a given realization ω.

The second-stage data include q(ω), r(ω), and T (ω) which are respectively of sizes n2 × 1,

m2 × 1, and m2 × n1. Each of this data could be random. The m2 × n2 matrix W is called

the recourse matrix and is fixed. Figure 3.3 visualizes the the decision-making process using

two-stage stochastic programming.

17



Scenario 
Realization

First-stage Decision (x)

Second-stage/Recourse Decision (y)

Figure 3.3: Two-stage Stochastic Programming

The IDP first-stage model sequences and assigns RFD patients to nurses and assigns

IU beds to bed requests. Recourse decisions are discharge completion times for each RFD

patient and bed availability times. As explained above, the second-stage model evaluates the

Assignment of patients to nurses and sequencing
Assignment of bed requests to released beds

Realization of discharge processing
times and bed request times

Discharge completion time
Bed availability time

First-stage Decision

Second-stage/Recourse Decision

Figure 3.4: First and Recourse Decisions in IDP Model

performance of the first-stage decisions for each scenario. In the IDP problem, each scenario
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consists of a realization of discharge processing time for each RFD patient and the arrival

time of each bed request. These are represented in Figure 3.4.

3.2.1 Notation

This section defines the IDP model notation and presents the mathematical formulation.

Table 3.1 presents set notation, most of which is obvious. The set,K, bears some explanation.

K is the set of positions in the sequence of patients assigned to every nurse, (in Figure 3.2,

each has three positions, thus K = {1, 2, 3}). The size of set K, |K|, specifies the maximum

number of patients that a nurse can discharge. Positions of the patients in the sequence

determine the order in which the nurse will discharge them. Table 3.2 presents the first-

Table 3.1: Sets for the IDP Model

I Set of nurses, indexed by i

J Set of RFD patients, indexed by j

M Set of bed requests, indexed by m

K Set of sequence positions, indexed by k

Ω Set of scenarios, indexed by ω

stage parameters and decision variables. The first-stage model minimizes total penalty of

violating patient preferences for discharge time. For each patient, a penalty is assigned to

every position in the sequence with respect to preferred discharge time. For example, if a

patient prefers to be discharged early in the morning, the penalty of assigning the patient

to the first position is 0. There is a penalty for assigning the patient to any other position.

The larger the deviation of the position from the patient’s preferred one, the greater the

penalty. The parameter η determines the importance of meeting patient preferences versus

minimizing discharge lateness and patient boarding. Satisfying patient preferences may be

as important as minimizing discharge lateness and patient boarding (η = 1), less important

(η ∈ (0, 1)), or not important (η = 0).
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Table 3.2: First-Stage Parameters and Decision Variables

First-Stage Parameters

αk
j ∈ [0,∞) Penalty of assigning patient j to position k with respect to patient’s

preference

η ∈ [0, 1] Importance of patients preferences compared to discharge lateness and
patient boarding

First-Stage Decision Variables

xkij 1, if patient j is scheduled as the kth patient for nurse i, 0 otherwise

ukim 1, if bed request m is assigned to the bed occupied by kth patient for
nurse i, 0 otherwise

Table 3.3 presents second-stage parameters and decision variables. These depend on

first-stage decisions and realization of random variables. Discharge completion and bed

availability times depend on assignment and sequencing decisions from the first stage and

realization of discharge processing times. Bed request arrival times influence boarding time

in upstream units.

3.2.2 Formulation

This section presents a two-stage stochastic program for the IDP problem. Equations

(3.1a)-(3.1h) represent the first-stage model, and equations (3.2a)-(3.2f) represent the second

stage. The first term in (3.1a) is the total penalty of deviating from patient preferred

discharge times. The second term is the expected future cost (expected total discharge

lateness and patient boarding). First-stage decisions are represented by the (ijk)× 1 vector

X = (xkij : ∀i, j, k) and the (imk)× 1 vector U = (ukim : ∀i,m, k). The function f(X,U, ω) is

called recourse function which depends on first-stage decisions X and U , and a realization

(scenario) ω of random variable ω̃.

Equation (3.1b) ensures that every patient is assigned to only one nurse and one position

in the sequence of patients assigned to that nurse. Constraint (3.1c) guarantees that at most
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Table 3.3: Second-Stage Parameters and Decision Variables

Second-Stage Parameters

ω̃ Multivariate random variable d Target discharge time for the inpatient
unit

ω Realization (scenario) of ω̃ pj(ω) jth patient’s discharge processing time
under ω

rm(ω) mth bed request time under ω M A large number

wm Importance ratio of request m

Second-Stage Decision Variables

ckij(ω) Discharge time of patient j if scheduled to kth position for nurse i, under ω; 0
otherwise

vkim(ω) Bed release time of patient in position k of nurse i, under ω, if assigned to mth

request; 0 otherwise

one patient is assigned to each nurse and position pair. Constraint (3.1d) ensures that a

position in the sequence can be filled only if the preceding position is filled. Equation (3.1e)

enforces that every bed request is assigned to only one bed (the bed occupied by the patient

assigned to nurse i, position k).

Constraint (3.1f) ensures that no more than one bed request can be assigned to every bed.

Constraint (3.1g) requires that if no RFD patient is assigned to a nurse and position pair,

there is no bed request assigned to that position (no patient is assigned that position, and

thus the position releases no bed). Constraint (3.1h) enforces binary values for first-stage

decision variables.

The first term in (3.2a) determines the total discharge lateness over all patients. The

second term represents the total weighted lateness in providing empty beds for bed requests.

Constraint (3.2b) ensures that ckij(ω) can take a non-zero value only if patient j is scheduled

as the kth patient for nurse i. Constraint (3.2c) enforces that if xkij = 1 then the discharge
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process for patient j starts after all patients sequenced earlier are discharged.

Min
∑
i

∑
j

∑
k

ηαk
jx

k
ij + E(f(X,U, ω̃)) (3.1a)

s.t.∑
k

∑
i

xkij = 1, ∀j (3.1b)

∑
j

xkij ≤ 1, ∀i, k (3.1c)

∑
j

xkij ≤
∑
j

xk−1ij , ∀i, k ≥ 2 (3.1d)

∑
k

∑
i

ukim = 1, ∀m (3.1e)

∑
m

ukim ≤ 1, ∀i, k (3.1f)

ukim ≤
∑
j

xkij, ∀i, k,m (3.1g)

xkij, u
k
im ∈ {0, 1}, ∀i, j, k,m (3.1h)

where for each realization ω ∈ Ω of ω̃,

f(X,U, ω) =Min
∑
i

∑
j

∑
k

(ckij(ω)− d)+ +
∑
m

∑
i

∑
k

wm(vkim(ω)− rm(ω))+ (3.2a)

s.t.

ckij(ω) ≤Mxkij, ∀i, j, k (3.2b)

ckij(ω) ≥
k∑

k′=1

|J |∑
j′=1

pj′ (ω)xk
′

ij′
−M(1− xkij), ∀i, j, k (3.2c)

vkim(ω) ≤Mukim, ∀i,m, k (3.2d)

vkim(ω) +M(1− ukim) ≥
∑
j

ckij(ω), ∀i,m, k (3.2e)

ckij(ω), vkim(ω) ≥ 0, ∀i, j, k,m (3.2f)
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Constraint (3.2d) ensures that vkim(ω) can take a non-zero value only if the mth bed request

is assigned to the bed occupied by nurse i’s kth patient (in which case, ukim = 1), otherwise

it is 0. Constraint (3.2e) guarantees that if ukim = 1, the bed will be free as soon as the

patient in the bed is discharged. Constraint (3.2f) imposes non-negativity restrictions on

second-stage decision variables.

3.2.3 An Upper Bound for Big-M

The existence of big-M in the second-stage model (constraints 2b-2e) is not computa-

tionally desirable. This section tightens the formulation of the second-stage by finding an

upper bound for the big-M. The following facts are used to this end:

• The second-stage model is defined for every scenario ω and does not include a scenario-

linking constraint. Therefore, an upper bound for the big-M is scenario-specific.

• An upper bound for the big-M in constraint (3.2b) is equivalent to an upper bound

for ckij(ω).

• The IDP problem is related to identical parallel machine scheduling. The processing

time of each job is thus the same on every machine. This implies that the upper bound

of the job completion time (which is equivalent to that of the big-M) does not depend

on the machine and only depends on the position of the job in the sequence.

Let P(ω) be the vector of patient discharge processing times given scenario ω, P(ω) = (pj(ω) :

∀j ∈ J). Define ξ(ω) as the following non-increasing sequence:

ξ(ω) = {ζ`(ω)}|J |`=1, ζ`(ω) = pj′(ω), where j′ = argmax{{pj(ω)|j ∈ J}\{ζ`′(ω)|1 ≤ `′ < `}}.

Tied terms are arranged arbitrarily in the above argmax function. Assume job j is positioned

as kth job in the sequence of jobs assigned to machine i. In the worst case, the jobs prior

to job j are the ones with highest processing times, and job j has the highest processing

time among remaining ones. Hence, summation of the first k elements of ξ(ω),
∑k

`=1 ζ`(ω),

is an upper bound for ckij(ω). Accordingly, the big-M in constraints (3.2b) can be replaced
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by
∑k

`=1 ζ`(ω). This upper bound also works for the big-M in constraints (3.2c), since
k∑

k′=1

∑
j′

pj′ (ω)xk
′

ij′
≤

k∑
`=1

ζ`(ω). In other words,
∑k

`=1 ζ`(ω) is large enough to ensure that

constraint (3.2c) is relaxed in case xkij = 0. The obtained upper bound,
∑k

`=1 ζ`(ω), is also

valid for the big-M in constraints (3.2d) and (3.2e) since the time a bed becomes available

is the same as the time the patient’s discharge is completed.

3.3 Solution Method

Because the model contains random variables and binary decisions, the deterministic

equivalent is computationally challenging to solve in reasonable time for large-scale instances.

Decomposition methods are often promising methods to overcome this difficulty. These

methods decompose the deterministic equivalent problem (DEP) into a master problem and

a subproblem. The master problem of the IDP model is presented in the following.

(Master problem) : Min
∑
i

∑
j

∑
k

ηαk
jx

k
ij + θ

s.t. (3.1b)− (3.1h)

βh
t

>
X + β′h

t

>
U + θ ≥ γt, t = 1, · · · , h (3.3)

xkij, u
k
im ∈ {0, 1}, ∀i, j, k,m.

Constraint (3.3) represents Benders-type optimality cuts generated in the first h itera-

tions of the algorithm to approximate the expected recourse cost (θ), where βh
t

>
X =∑

i

∑
j

∑
k

βkh
ijtx

k
ij and β′h

t

>
U =

∑
i

∑
m

∑
k

β′
kh
imtu

k
im. The βh

t = (βkh
ijt : ∀i, j, k) and β′h

t =

(β′khimt : ∀i,m, k) are respectively (ijk)× 1 and (imk)× 1 vectors, and are known as cut coef-

ficients for the tth cutting plane in iteration h. The γt is cut constant. Details on calculating

cut coefficients and the cut constant could be found under description of the stochastic de-

composition algorithm in Section 3.3.1. Since the two-stage formulation of the IDP problem

has relatively complete recourse (subproblem is feasible for every first-stage solution), there

is no need to add feasibility cuts to the master problem. The subproblem for each realization
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ω is the second-stage model presented by (3.2a)-(3.2f).

In this study, two decomposition algorithms including L-shaped and stochastic decompo-

sition (SD) are implemented to solve the IDP model. These decomposition algorithms have

three major steps repeated in every iteration until the algorithm converges or a stopping

criteria is met. The steps include: (1) solving the master problem; (2) plugging in the ob-

tained solution into the subproblem and solving that; (3) generating cuts and updating the

master problem. L-shaped and SD are different in sub-steps of these major steps and also

in convergence.

The widely used L-shaped algorithm solves the subproblem for all scenarios in every

iteration. Using the optimal dual solution of the subproblem, a cut is generated and added

to the master problem to improve approximation of the expected future cost. In terms of

convergence, it is proved that L-shaped algorithm converges to optimal solution in finite

number of iterations. However, the L-shaped method can be computationally burdensome

for problems with a large number of scenarios. For more details on the L-shaped algorithm,

see [75, 76, 77].

Unlike the L-shaped method, stochastic decomposition (SD) algorithm, developed by

[78], solves the subproblem for only one randomly selected scenario in every iteration. This

is the most important advantage of SD which significantly reduces the computational effort

in generating a new cut. The algorithm then generates a new cut and adds that to the master

problem. Another distinction between SD and L-shaped is that SD updates all previously

generated cuts in every iteration. One more difference is that SD converges to an optimal

solution asymptotically. By setting appropriate terminating criteria based on the instance

characteristics, SD can find near optimal solutions. Details on terminating criteria for the

IDP problem instances are discussed in Section 3.4.2. We refer interested readers to [79] for

more details on SD.

We compare these two decomposition algorithms with a shortest expected processing

time (SEPT) heuristic. It is the stochastic counterpart of the shortest processing time first
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policy which is optimal for deterministic parallel machine scheduling. We modify the SEPT

in order to account for bed request assignments in IDP problem. The idea is to sequence

discharges with shorter expected processing times prior to longer ones, and to satisfy earlier

bed requests with earlier discharges. As expected, computation time for SEPT is very short

(around a few seconds), but the quality of solution should be investigated. The algorithm is

discussed in details in Section 3.3.2.

3.3.1 Stochastic Decomposition Algorithm

Steps of the SD algorithm for solving the IDP model are presented below. In the algorithm

presentation, rh − T hXh − T ′hUh is the matrix format of right-hand sides of constraints

(3.1b)− (3.1h) for the scenario generated in iteration h of the algorithm. Other notation is

as follows.

h Iteration number

Vh Set of optimal dual solutions of the subproblem found up to iteration h

θ Approximation of the expected recourse cost

L Lower bound for the expected recourse cost

ih Iteration at which incumbent solution {X̄h, Ūh} is found

Π Set of feasible solutions of the dual problem of the subproblem

q Fixed parameter used in updating the incumbent solution

γht Cut constant of the tth cutting plane in iteration h

βh
t Vector of coefficient of X for the tth cutting plane in iteration h, βh

t = (βkh
ijt :

∀i, j, k)

β′h
t Vector of coefficient of U for the tth cutting plane in iteration h, β′h

t = (β′khimt :

∀i,m, k)

{Xh, Uh} Optimal solution of the master problem in iteration h

{X̄h, Ūh} Incumbent solution in iteration h
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Stochastic Decomposition Algorithm

Step 0. Initialization

Set h← 0, V0 = ∅, θ = −∞. Choose q ∈ (0, 1) and L.

Find an initial solution {X1, U1}. Set incumbent solution {X̄0, Ū0} ← {X1, U1},

i0 ← 0.

Step 1. Generate ωh

h ← h + 1. Randomly select a scenario ωh from the set of scenarios for random

variable ω̃, independent of previously selected scenarios.

Step 2. Update Vh, generate the cut, and define fh(x)

a. Update Vh

Plug {Xh, Uh} into the subproblem and find an optimal dual solution to that;

π(Xh, Uh, ωh) ∈ argmax{π(rh − T hXh − T ′hUh)|π ∈ Π}.

Do the same using the incumbent solution; π(X̄h−1, Ūh−1, ωh) ∈ argmax{π(rh−

T hX̄h−1 − T ′hŪh−1)|π ∈ Π}.

Update Vh; Vh ← Vh−1 ∪ {π(Xh, Uh, ωh), π(X̄h−1, Ūh−1, ωh)}.

b. Calculate cut constant γhh and cut coefficients βh
h and β′h

h

γhh +βh
hX +β′h

hU = 1
h

∑h
t=1 π

h
t (rt− T tX − T ′tX), where πh

t ∈ argmax{π(rt−

T tXh − T ′tUh)|π ∈ Vh}.

c. Update coefficients of the cut generated in iteration ih−1

γhih−1
+ βh

ih−1
X + β′h

ih−1
U = 1

h

∑h
t=1 π̄

h
t (rt − T tX − T ′tU),

where π̄h
t ∈ argmax{π(rt − T tX̄h−1 − T ′tŪh−1)|π ∈ Vh}.

d. Update coefficients of all remaining cuts
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γht ← h−1
h
γh−1t + 1

h
L, βh

t ← h−1
h
βh−1

t , β′h
t ← h−1

h
β′h−1

t

∀t ∈ {1, ..., h}\{ih−1, h}.

e. Define fh(X,U)

fh(X,U) =
∑

i

∑
j

∑
k ηα

k
jx

k
ij + max{γht − βh

tX − β′h
tU |t ∈ {1, .., h}}.

Step 3. Incumbent test

If fh(Xh, Uh)− fh(X̄h−1, Ūh−1) < q{fh−1(Xh, Uh)− fh−1(X̄h−1, Ūh−1)},

{X̄h, Ūh} ← {Xh, Uh}, ih ← h.

else

{X̄h, Ūh} ← {X̄h−1, Ūh−1}, ih ← ih−1.

Step 4. Solve the master problem

Solve the master problem to find {Xh+1, Uh+1}, then return to step 1.

3.3.2 Shortest Expected Processing Time First Heuristic (SEPT)

The Shortest Processing Time first policy, referred to as the SPT policy, is optimal for

deterministic parallel machine scheduling with summation of completion times over all the

jobs as the objective function [80]. Assuming m parallel machines, the SPT policy assigns

the job with the shortest processing time to the first machine as the first job in the sequence.

The second shortest job is assigned to the second machine, and the mth shortest job is

assigned to the mth machine. The (m+ 1)th shortest job follows the shortest job on the first

machine, the (m+ 2)th shortest job follows the job with the second shortest processing time

on the second machine, and so on.

Because the objective for which the SPT policy is optimal, minimizing the sum of com-

pletion times, is meaningful in the IDP problem, it is promising to test an appropriately

modified version of the stochastic counterpart, the SEPT heuristic, which sequences jobs by

their expected processing times [80]. In the version presented below, patients are assigned
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by the shortest expected processing time, then bed requests are assigned by the earliest

bed request arrival time. The intuition here is that earlier bed requests are most likely to

be satisfied by earlier discharges. Note that the SEPT heuristic does not consider patient

preferences.

Extended SEPT Heuristic

Step 1: Calculate the expected discharge processing (EDP) time for each patient and

expected bed request (EBR) time for each bed request. Sort patients and requests from

lowest EDP and EBR to highest, respectively.

Step 2: Do the following for the set of patients sorted based on their EDP times:

For k′ from 1 to |K|

For j′ from (k′ − 1)|I|+ 1 to min{|J |, k′|I|}

Starting from first nurse, assign j′th patient in the set to first available

position

Step 3: Repeat step 2 for the set of bed requests sorted based on the EBR times:

For k′ from 1 to |K|

For m′ from (k′ − 1)|I|+ 1 to min{|M |, k′|I|}

Starting from first nurse, assign m′th request in the set to the first avail-

able position

3.4 Computational Results

This section presents computational results for the IDP model using data obtained from

a large cancer hospital in Houston, TX, USA.
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3.4.1 Case Study Data

This study focuses on a general internal medicine unit in a large cancer center in Houston,

Texas. In this unit, mid-level physicians round every morning and write patient discharge

plans a day ahead based on their assessments and discussions with patient physicians. The

unit receives bed requests from ED, direct admissions, and transfers from other units, with

the majority of requests being from ED. In the course of our visits to the hospital, our

partners in the office of performance improvement helped us get familiar with the inpatient

discharge process, and confirmed the patient flow and IU dynamics depicted in Figure 3.1

as sufficient for their unit.

This inpatient unit has 48 beds divided evenly into four pods. Each pod is staffed by

four nurses leading to a 1:3 nurse:bed ratio. Data provided covered 365 days in 2015. The

data consisted of 2963 RFD patients and 3547 bed requests. Each RFD patient and bed

request had an associated discharge or arrival date and time stamp. The data was used to

fit distributions on the number of discharges per day, the discharge processing times, the

number of bed requests per day, and the bed request arrival times (see Table 3.4). The

fitted distributions are straightforward except for bed request times, which require some

explanation. Bed request times are converted to number of minutes with 8:00 AM as the

start point. Negative arrival times are thus the ones received before 8:00 AM. These are

well represented by a normal distribution with mean of 393 minutes (2:33 PM). In scenario

generation, we reset requests with negative arrival times to zero (which means those requests

are present at the beginning of the day). The target discharge time for the inpatient unit is

3:45 pm daily. Although the unit is staffed with 16 nurses (4 nurses per pod), all might not

be available or required for discharge-related tasks, as they may be fully occupied by non-

discharge related work. Hence, the number of nurses required for discharging patients must

be estimated (the model does not assume using the full capacity of nurses for discharging

patients). Note that each nurse is in charge of up to 3 patients, any number of which could

be RFD. Thus, the data is first used to estimate p(Z) for Z ∈ {0, 1, 2, 3}, that is, the
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probability distribution of the number of RFD patients cared for by each nurse. To generate

a realization of Z for each nurse i (denoted as ni), we apply the Roulette Wheel selection

method [81], the steps of which are summarized below:

Step 1. Define FZ =
∑Z
Z′=0 p(Z ′) ∀Z ∈ {0, 1, 2, 3}, F−1 = 0

Step 2. Generate a random number X ∈ [0, 1]

Step 3. If FZ−1 ≤ X < FZ ∀Z ∈ {0, 1, 2}, then ni = Z

Step 4. If FZ−1 ≤ X ≤ 1, Z = 3, then ni = Z

Then, using the argmin formula given in the row #ofNurses : |I| in Table 3.4, we

compute the number of required nurses for discharging RFD patients. In addition, the

Table 3.4: Inpatient Unit Case Study

Parameters Distribution

# of Patients: |J | Poisson(λ = 9.75)

# of Bed Requests: |M | Poisson(λ = 7.37)

# of Nurses: |I| argmin{n|
∑n

i=1 ni ≥ |J |, ni > 0}
# of Positions: |K| |K| ∈ {d |J ||I| e, ..., |J | − (|I| − 1)}

Target Discharge Time 3:45 PM

Random Variable Distribution

Discharge Process Time Gamma(α = 1.73, β = 164.27) µ = 284.2 min, σ = 216 min

Bed Request Time N(µ = 393 min (2:33 PM), σ = 6.9 hours)

maximum number of patients that can be assigned to a nurse, |K|, needs to be determined.

A lower bound on the value of |K| is d |J ||I| e, which ensures there is an available position for

each patient. However, setting |K| to its lower bound may cut an optimal solution from the

feasible region of the first-stage model. Fortunately, an upper bound for |K| can also be
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developed. Imagine a case where one patient is assigned to every nurse, and all remaining

|J |− |I| patients are assigned to one nurse. In that case, |K| takes the upper bound value of

|J |−(|I|−1). Setting |K| to its upper bound is conservative and increases the computational

time. Hence, there is a trade-off between solution quality and computational time.

3.4.2 A Designed Experiment

This section presents the results of three experiments. Fifteen IDP problem instances of

different sizes were generated and solved. Where possible, the DEP of the two-stage model

for each instance was solved first using IBM ILOG CPLEX Optimization Studio V12.6.3.

In doing so, we built the DEP as an IloModel object using a C++ application with CPLEX

in Concert Technology which is a C++ library. Then we used an IloCplex object to read the

DEP model, extract its data, and solve it. Two decomposition algorithms, L-shaped and SD,

were then applied to every instance. These algorithms were also implemented using CPLEX

with Concert Technology in a C++ project. All experiments were performed on Intel Core-

i7, 2.9 GHz, 8 GB of RAM computer. Table 3.5 provides the set sizes for each instance.

Instances S1-S5 are relatively small, M1-M5 are medium-sized, and L1-L5 are large. The

same number of scenarios were generated for each instance size.

For all experiments except the last, we assumed η = 0.1. That is, a higher weight is

assigned to the second-stage objective since, for high levels of utilization, discharge lateness

and patient boarding can have more negative consequences than failing to meet patient

preferences. For example, ambulance diversion (due to ED boarding and subsequent backup

of patients in the waiting area) can lead to patient death. Assuming η = 0.1 means that

minimizing discharge lateness and patient boarding is 10 times more important than meeting

patient discharge time preferences. It is also assumed that all bed requests are equally

important.

The average processing time over all patients is used to specify the penalty for violating

patient preferences. Therefore, both first-stage and second-stage objective functions are

time-based. For example, assume that the average expected processing time is ρ and patient
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j prefers to be discharged early in the morning, the penalty of assigning this patient to each

position in the sequence is as follows:

α1
j = 0, α2

j = ρ, α3
j = 2ρ · · ·

That is, no penalty is incurred for assigning the patient to the first position. However, if

assigned to the second position, patient j has to wait for the patient in the first position to

be discharged. Hence, patient j will be discharged ρ units of time, on average, later than the

preferred discharge time. Thus, the penalty of assigning this patient to the second position

is set to ρ. The penalty of assigning the patient to the third position is 2ρ by the same

argument.

Table 3.6 provides patient preferences (preferred sequence position) used in the exper-

imentation. These were uniformly randomly generated for each of the 15 instances since

no preferences were given in the data. Table 3.7 presents SD parameters for each instance

size. These values were chosen based on the computational experiments section of [82] where

SD is tested for standard instances, with different sizes, in the literature of the stochastic

programming. Twenty replications of the SD algorithm were performed for each instance.

For small- and medium-size instances, a maximum number of 200 and 300 iterations, re-

spectively, were allowed in every replication of the SD algorithm. For large instances, the

maximum number of iterations was 500. In addition, a minimum of 100 iterations was im-

posed to prevent premature termination. For instances S1-S5 and M1-M5, the incumbent

solution was required to remain unchanged for at least 50 iterations before terminating the

algorithm. For instances L1-L5, the incumbent solution needed to remain constant for at

least 70 iterations. Finally, all algorithms were terminated after 4 hours.
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Table 3.6: Preferred Positions by Patients

Patient

Instance 1 2 3 4 5 6 7 8 9 10 11 12 13

S1 1 1 1 2 - - - - - - - - -

S2 2 2 1 1 - - - - - - - - -

S3 2 3 1 3 1 - - - - - - - -

S4 1 1 2 1 1 2 - - - - - - -

S5 2 3 3 2 3 2 2 - - - - - -

M1 1 1 3 3 3 2 3 2 2 - - - -

M2 1 5 4 2 5 1 5 5 3 3 - - -

M3 1 3 2 3 2 4 3 2 2 - - - -

M4 2 3 3 3 3 1 3 2 3 1 - - -

M5 2 4 1 2 3 1 3 3 2 - - - -

L1 4 4 5 2 5 1 2 1 3 5 - - -

L2 1 3 3 2 1 4 2 2 2 3 - - -

L3 4 3 4 3 2 4 4 3 3 1 1 3 -

L4 5 2 5 3 5 1 1 5 3 3 2 4 4

L5 3 2 2 2 4 4 2 3 4 2 4 4 -

Table 3.7: SD Parameters for Each Instance

Instance # of Min # of Max # of Min # of Iterations

Size Replications Iterations Iterations Soln. Stays Unchanged

Small (S1-S5) 20 100 200 50

Medium (M1-M5) 20 100 300 50

Large (L1-L5) 20 100 500 70

3.4.2.1 Experiment 1: Solution Accuracy and Speed

In this experiment, DEPs of 15 instances were attempted using CPLEX. Then, L-shaped

and SD were also applied. Table 3.8 summarizes the results. Time units are in seconds.
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As expected, for small instances like S1, decomposition was not needed, since solving

DEP using CPLEX was the most efficient approach. For S2, which is larger than S1, CPLEX

solved in 6.5 minutes and SD in 4.6. Average deviation of the SD solution from optimal was

2.7%, but SD improves computation time by 29.4%. In contrast, the L-shaped method did

not converge (for S2, it required over 6 hours to converge, after which the time budget of

4 hours was applied). For S3 instance, SD was the most efficient. Compared to DEP, SD

improves computation time by 68.3% with an average deviation from optimal of 0.4%. After

4 hours of computation, the L-shaped algorithm failed to converge.

For the DEP of S4, CPLEX failed to find the optimal solution in 4 hours, and the objective

value of the best integer solution found was 662.5 minutes. The L-shaped algorithm also

failed to converge in 4 hours. However, SD solved S4 in 15.9 minutes with an average

error of 4.8%. This error is small compared to the improvement (94.4%) made by SD in

computational time. Similar performance was observed for S5. CPLEX failed to identify the

optimal solution and the L-shaped algorithm did not converge within 4 hours, but SD solved

S5 in about 20.1 minutes with an average error of 6.2% from the best CPLEX solution.

For medium-size instances (M1-M5), CPLEX did not solve the DEP to optimality in 4

hours and the L-shaped algorithm exhibited a very large gap between its upper and lower

bounds (note that the quality of the solutions found before termination/convergence is not

known). In contrast, in every case, SD terminated successfully and achieved an objective

value close to that obtained by CPLEX after 4 hours of computation. SD decreased compu-

tation time by over 60% in all cases. For M2, the objective value obtained by SD in about 54

minutes was 2.8% lower than the best objective value found by CPLEX in 4 hours. CPLEX

was unable to solve the DEP for any of the large instances (L1-L5) due to memory con-

straints. Further, the L-shaped algorithm did not converge in 4 hours, and the gap between

the lower bound and the upper bound was large. SD solved L1 in about 2 hours, and L5

(the largest) in about 3.2 hours. Further, the SD objective value was better than the upper

bound obtained by L-shaped.
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3.4.2.2 Experiment 2: Impact of Scenarios

Table 3.9 presents the impact of varying the number of scenarios for M3 and L3 from

500-1500 in increments of 250. Note that the DEP of M3 was not solvable (due to memory)

starting from 1000 scenarios, and L3 was not solvable for 500 and up.

The L-shaped algorithm does not converge for any scenario level of M3 or L3 within 4

hours. In contrast, SD solved all instances of M3 and L3 with an average computation time

about 1.4 hours and 2.65 hours, respectively. For M3 with 500 and 750 scenarios, the SD

solutions deviated from the best DEP solution by 3.3% and -0.3%, respectively. Note that

in one case, L3 with 750 scenarios, the L-shaped upper bound was slightly better than the

objective value found by SD.

3.4.2.3 Experiment 3: SEPT Performance

This section analyzes the performance of the SEPT heuristic method. SEPT is intuitively

appealing and quick, which could make it ideal for healthcare applications, but it is not

designed to handle patient preferences. This experiment varies η, the weight on preferences,

from 0 to 1 for instance S3. Table 3.10 provides a summary of results.

As expected, SEPT computational time was extremely small, 7.9 seconds. For the S3-

0 instance (η = 0), the SEPT solution had a value 5.2% greater than the optimal. This

gap increases as patient preferences become more important, growing to 53.5% when η = 1

(η = 1 implies that patient preferences are as important as minimizing discharge lateness and

patient boarding). In experiment 1, we observed that SD was within 0.4% of optimal for S3

(with η = 0.1), thus outperforming SEPT for this case, which is 7.7% greater than optimal.

Additional experimentation, not presented here, indicates that as problem size grows, this

objective value gap between SEPT and SD is within 10% except when patient preferences

are important. Thus, if patient preferences are not important, SEPT performs reasonably

well. But, when preferences are important, SEPT is not appropriate.
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3.4.3 Benchmarking with Current Practice

This section presents experiment results used to benchmark the performance of two-

stage IDP solutions with current practice. A discrete-event simulation model was developed

(Arena, version 15) to compare the two-stage solutions with simple ad hoc methods used in

practice. The simulation implemented a given schedule and followed the prescribed assign-

ments and sequences of patients to nurses and bed assignments to available beds. Processing

times and bed request arrival times were randomly selected during each simulation run.

Consistency tests were performed to determine whether metrics computed by the simula-

tor for a given schedule were similar to metrics computed by the two-stage model for the

same schedule. This was deemed necessary to verify that the simulator dynamics accurately

encompassed the more limited dynamics captured by the IDP model.

Due to space limitations, only the verification results for S3 are presented (other instances

were tested with similar results). Table 3.11 provides the S3 configuration used. The first

two patients were medical patients and the remaining three were surgical. Two bed requests

came from the general internal medicine (GIM) unit, two from PACU, and one from ED.

Table 3.11 provides the distributions for RFD patient processing times and bed request

arrival times (fitted from the data).

Table 3.11: Simulation Parameters

Bed Request Arrival Times RFD Patient Discharge Processing Times

Source Distribution Patient Type Distribution

GIM N(µ = 940, σ = 500) Medical Gamma(1.73,201) µ = 347.7, σ = 264.4

PACU N(µ = 750, σ = 120) Surgical Gamma(1.73,140) µ = 242.4, σ = 184.1

ED N(µ = 980, σ = 600)
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Table 3.12 reports optimization and simulation metrics. The penalty for simulation is

greater than the optimization model because the simulation computes penalties based on

actual discharge time rather than using the approximate position-based method of Section

3.4.2. The discharge lateness and patient boarding values of the two-stage model are con-

tained in the 95% CI of the simulation model. Thus, results indicate that simulator and

two-stage model are reasonably consistent.

Table 3.12: Simulation Verification (Values in Minutes)

Performance Metrics 2-Stage Model
Simulation

Mean 95% CI

Preference Penalty 28.42 126.94 (122.59, 131.29)

Disch. Lateness 734.79 745.42 (686.07, 804.77)

Pat. Boarding 1020.28 1030.00 (958.61, 1101.39)

Objective 1783.49 1902.36 (1776.50, 2028.22)

To benchmark current practice, the simulator was used to compare schedules created

with the two-stage approach and a simple rule easily applied in practice. Note that patient

discharges are often assigned to nurses based on external reasons (e.g. location). The

simulator implements this as a random assignment, then follows a simple sequencing rule.

With the TimePref rule, a nurse will sequence patient discharges based on type (surgical

before medical), since surgical patients are often less ill and have simpler discharge processes.

Priority among patients of the same type is determined by patient preference. Any ties are

resolved randomly. Further, bed requests are allocated on a first-come-first-serve basis.

Table 3.13 presents results. The two-stage model outperforms TimePref on all metrics

(the total objective by approximately 30.7%). Further, none of the confidence intervals

overlap, indicating that differences are statistically significant. Thus, it is reasonable to
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conclude that the two-stage stochastic program can bring significant value to real hospital

inpatient units.

Table 3.13: Comparison to Current Practice for S3 Instance (Values in Minutes)

Performance Metrics
Fixed Schedule TimePref

Mean 95% CI Mean 95% CI

Preference Penalty 126.94 (122.59, 131.29) 148.33 (142.63, 154.03)

Disch. Lateness 745.42 (686.07, 804.77) 989.81 (913.36, 1066.26)

Pat. Boarding 779.44 (707.18, 851.70) 1020.20 (928.39, 1112.01)

Objective 1651.80 (1525.12, 1778.48) 2158.34 (1992.38, 2324.30)

3.5 Conclusions and Future Research

We formulate the inpatient discharge planning (IDP) problem as a two-stage stochastic

program with discharge processing time and bed request arrival time as two independent

random variables. Our model optimizes the IDP problem from both the hospital and pa-

tient perspectives by minimizing upstream patient boarding and discharge lateness and by

integrating patient preferences on discharge time of day. The IDP problem is solved for

instances generated using real data from a large hospital in Texas. As the deterministic

equivalent of the IDP two-stage model is not solvable in reasonable time, three solution

approaches, L-shaped, stochastic decomposition (SD), and the shorted expected processing

time first (SEPT) heuristic are developed. Among these, SD emerges as the only effective

solution method. Overall, SD significantly improves computational time and achieves high

solution quality in those cases that can be benchmarked.

In current practice, a variation of the SEPT heuristic was analyzed and results show the

optimization approaches are considerably better. To implement the model, a scheduling tool
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would be needed to interface with the model and underlying software. The nurse would use

the model on a daily basis to make assignment and sequence decisions for IDP.

This work can be extended in several directions. The IDP problem can be formulated as a

multi-stage stochastic program where every step of the discharge process, discussed in Section

3.1.1, is considered as a stage. Another extension is to formulate the IDP problem as a risk-

averse two-stage stochastic program where the risk measure minimizes the positive deviation

of the discharge time from the target time. Furthermore, bed requests can be prioritized

base on their urgency. For example, one can assign the highest priority to bed requests from

the emergency department. Non-discharge related tasks for nurses can be incorporated into

the model explicitly. Nurse availability during the day can also be included as a random

variable. In addition, nurse productivity can be integrated as a decreasing parameter with

respect to fatigue level and time of the day. Most importantly, steps can be taken to apply

the approach in practice so that real value may be realized.

Extreme events, such as a norovirus outbreak which results in longer hospital stays and

more bed requests to IU, are not considered in our IDP problem. This work can be extended

to manage such extreme events by taking capacity planning decisions such as surge IU beds,

reserved nurses, and ambulance diversion into account. In this case, the objective function

will be based on cost since a cost trade-off analysis is required. Thus, time-based delays

should be translated into costs.
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4. IMPACT OF POST-DISCHARGE PLACEMENT ON HOSPITAL CONGESTION

AND COSTS

4.1 Problem Description

As explained in Chapter 1, while the majority of patients are discharged to home, some

are transferred to post-acute care facilities (PACFs). Hospitals sometimes fail to find a

suitable PACF for patients by the day they are medically ready to be discharged from the

hospital. In such cases, patients remain in the IU, even though it is not medically necessary.

In accordance with the research literature [7], we refer to these patients as alternate-level-of-

care patients (ALC) and medically unnecessary days spent in the IU are referred to as ALC

days. In addition to the ALC patients, some patients will stay in the IU longer than needed

due to a lack of stable housing and/or decision-making capacity. Considering the high value

of IU beds, this dissertation investigates the feasibility of creating a “post-discharge-unit”

(PDU) for patients who are medically ready for discharge but are being delayed for some

reason. More specifically, PDU capacity planning and cost-effectiveness issues are addressed,

especially with respect to how the PDU influences upstream patient flow, e.g., ED congestion

and hospital admission.

Figure 4.1 represents a schematic of the problem setting. The blue lines show the patient

flows that we consider. The IU contains inpatients, some being ready for discharge (RFD).

Most RFD patients will leave the hospital for home, so there is no barrier in discharging them,

as long as the discharge process and transportation arrangements are complete. However,

among patients who are medically ready for transition to the next level of care, some have

a prearranged place in a PACF while others are still waiting for one to be located. Thus, a

part of these patients can leave the hospital, as shown by a direct link from RFD to PACF

in Figure 4.1. The remaining patients waiting for transition to a PACF (ALC patients)

could be transferred to a PDU (if one existed and had available beds), stay there as long
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as needed, and then be transferred. Figure 4.1 also shows the incoming patient flow from

upstream units such as ED, ICU, and PACU. The IU receives bed requests from these units

and admits patients to available beds. Although on any given day, RFD and ALC patients

are known, the number and arrival time of bed requests throughout the day is not. This

creates uncertainty in IU occupancy and thus uncertainty in required PDU capacity and

cost-efficiency.

RFD Patients 

ED

Inpatient Unit 

ICU

PACU

PDU PACF

Home

Admission Hospital Operations Discharge

Figure 4.1: Patient Flow in Hospitals

This chapter models the patient flow throughout a hospital as a stochastic optimization

program to find the optimal capacity of the PDU. A multi-dimensional random variable

captures the uncertainty in demand for IU beds from upstream units. The objective is

minimizing a hospital’s total cost including fixed and operational costs of the PDU, the cost

of ALC days, and IU bed request rejection costs. The latter is assumed to be the same as

loss of revenue due to losing patients.
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4.2 A Multistage Stochastic Programming Model

Most practical problems involve uncertainty which is typically revealed sequentially. In

such problems, sequential decisions need to be implemented where the decision-making be-

comes more informed with evolving outcomes over time. An efficient approach to cope with

sequentially evolving uncertainty within an optimization model is multistage stochastic pro-

gramming. The general structure of a multistage stochastic program (MSP) is presented

below assuming the stages are denoted by t = 1, 2, · · · , H, x1 ∈ Rn1
+ , and xt(ωt) ∈ Rnt

+ ∀t.

The ξt(ωt) = {ct(ωt), rt(ωt), T t(ωt)} is a multi-dimensional random variable defined on the

probability space (Ω,Ξt, P ), where Ξt ⊂ Ξt+1 [76].

There is no uncertainty in the first stage meaning that the first-stage decision (here and

now) is made before uncertainty is realized. Thus, all the data in the first stage including

c1, W 1, and r1 are deterministic. The decisions in stages t > 1, xt(ωt), are called wait and

see and depend on the realization of the random variable.

Min z =c1
>
x1 + Eω2 [Min c2(ω2)

>
x2(ω2) + · · ·+ EωH [Min cH(ωH)

>
xH(ωH)] · · · ] (4.1)

s.t.

W 1x1 ≥ r1 (4.2)

T 2(ω2)x1 +W 2x2(ω2) ≥ r2(ω2) (4.3)

...

TH(ωH)xH−1 +WHxH(ωH) ≥ rH(ωH) (4.4)

x1 ≥ 0, xt(ωt) ≥ 0, t ∈ {2, · · · , H}. (4.5)

This dissertation develops an MSP to investigate the cost-effectiveness of a post-discharge

unit and to determine its optimal capacity. The random variable is number of bed requests

from upstream units, including the ED, ICU, PACU, transfers, etc. The demand for IU beds

is stochastic for many reasons including the uncertain arrival rates of patients to a hospital
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and service times in operating rooms and post-anesthesia care. Further, disastrous situations

such as an outbreak of a pandemic disease could cause unexpected demand shocks.

The inpatient unit occupancy is directly impacted by the demand for its beds. If IU

receives bed requests while operating on capacity, partially caused by ALC patients’ non-

medical stays, it has no choice other than rejecting the requests. This will incur the loss of

revenue due to admission decline to IU, which could potentially prevent patient admission to

upstream units, specifically the ED. If a post-discharge unit is available, the IU can transfer

ALC patients to the PDU and admit new patients. This choice is not free of charge either

as PDU is associated with a fixed and operational cost. However, it is expected that patient

stay in PDU is less expensive than the IU. The objective function of our MSP model takes

the trade-offs among these costs into account.

The decision on the PDU capacity is here and now. It means that a hospital needs to

know the size when making the unit while the future demand for IU beds and its occupancy

rate are unknown. Thus, PDU capacity is the first-stage decision. It is impacted by the IU

occupancy rate, which itself depends on the uncertain demand for IU beds. The number

of admissions to IU and transfers from IU to PDU depends on the IU occupancy level. All

decisions which rely on the random variable (demand for IU beds/number of requests from

upstream units for IU beds) are wait and see as they are made after realizing the uncertainty.

In our multistage setting, the sequential wait and see decisions are the number of admissions

to IU and transfers from the IU to PDU. These decisions should be made at different times

during the day. To capture this variability, we break a day into multiple time intervals

(stages). The following assumptions are used in developing the model:

• Patients are either discharged to their home or a PACF from IUs.

• Patients are admitted to a unit in the beginning of each stage.

Table 4.1 and Figure 4.2 show the notation for our MSP formulation.
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Table 4.1: Notation

Sets

J Set of upstream units indexed by j

Parameters

nt # of patients medically ready for transfer from IU to a PACF in stage t

ht # of patients that will be discharged from IU to home in stage t

rt Rate of patients for whom there is an available bed in a PACF in stage t

g # of beds in IU

c Fixed cost per unit capacity in PDU

cw Cost of non-medical stays in the IU per patient per night

crj Rejection cost of a bed request from source j

ωt Outcome of the random variable in stage t

qtj(ξt) # of bed requests from source j under outcome ωt

Decision Variables

x # of beds in the PDU

pt(ωt) # of patients transferred from IU to PDU at the end of stage t

wt(ωt) # of ALC patients in IU at the end of stage t

vtj(ωt) # of bed requests from source j satisfied by IU in stage t

ut(ωt) IU Beds occupied by non-ALC patients at the end of stage t

zt(ωt) Beds occupied in PDU at the end of stage t
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Inpatient Unit 
PDU PACF

Home

Figure 4.2: Notation

The MSP model for PDU capacity planning and cost-effectiveness evaluation is presented

below. We name this model MSP-PDU, the first stage of which is defined in the following.

Q1 = Min
x

cx+ Eω̃2(Q2(x, ω2)) (4.6)

s.t. x ≥ 0
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The optimization model (4.7)-(4.14) presents the stochastic program for t ∈ {2, · · · , T}.

Qt(x, u
t−1, zt−1, pt−1, wt−1, ωt) = Min

wt(ωt),vtj(ωt),pt(ωt)
cwwt(ωt) +

∑
j

crj(q
t
j(ωt)− vtj(ωt)

+ Eω̃t+1(Qt+1(x, ωt+1)) (4.7)

s.t.

wt(ωt) = (1− rt)wt−1 + nt − pt(ωt) (4.8)

ut(ωt) = ut−1 − nt − ht +
∑
j

vtj(ωt) (4.9)

ut(ωt) + wt(ωt) ≤ g (4.10)

zt + pt(ωt) ≤ x (4.11)

zt = (1− rt)zt−1 + pt−1 (4.12)

vtj(ωt) ≤ qtj(ωt) (4.13)

wt(ωt), v
t
j(ωt), p

t(ωt) ≥ 0 ∀j, (4.14)

where QT+1(.) = 0.

The first term in the objective function (4.6) is the fixed cost of making the PDU, and the

second term is the expected future cost function. The present cost in the objective function

(4.7) contains the cost of unnecessarily waiting in the IU and rejecting bed requests from

upstream units. Constraint (4.8) captures the cumulative number of ALC patients waiting

in the IU at the end of stage t. Constraint (4.9) is the balance constraint for the number

of inpatient beds occupied by non-ALC patients at the end of stage t. Constraints (4.10)

and (4.11) ensure that the number of occupied beds in the IU and PDU cannot exceed their

capacities. Equation (4.12) obtains the state variable zt. Constraint (4.13) ensures that IUs

can only admit up to the number of bed requests. Constraint (4.14) imposes non-negativity

restrictions on the decision variables in stage t. In equations (4.8) and (4.13), rt is the ratio

of ALC patients that can be transferred to a PACF immediately and it is equivalent to
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1
average ALC days . For example, if the average ALC days is 5, 20% ALC patients are discharged

every day.

IU

IU

PDU

PDU

PDU

PACF

Figure 4.3: Patient Flow from IU to PDU

Figure 4.3 clarifies the patient flow from IU to PDU. Discharges from IU happen at the

end of every stage, while patient admission to PDU is at the beginning of every stage. For

example, assuming the current stage being interval 1 (6 AM-12 PM), pt number of patients

are discharged from the IU at the end of this stage (12 PM) and are admitted to the PDU at

the beginning of the next stage (12 PM-6 PM). zt−1 is PDU occupancy at the end of stage

t − 1 and equivalently the beginning of stage t. rt is the ratio of patients being discharged

from PDU any time during stage t. This brings the total occupied beds in the end of stage

t to zt = (1− rt)zt−1 + pt−1, where pt−1 is the inflow to PDU in the beginning of stage t.

4.3 Stochastic Dual Dynamic Programming Algorithm

The size of a multistage stochastic program increases by number of stages and outcomes

of the random variable per stage. This makes solving the deterministic equivalent prob-

lem computationally burdensome and almost impossible using optimization solvers such as

CPLEX. Decomposition algorithms divide a multistage stochastic model into subproblems
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(the stochastic optimization model in each stage) to overcome computational issues. The

expected future cost function (the last term in Equations 4.6 and 4.7) in every subproblem

is approximated using a piece-wise linear function through adding Benders-type cuts. De-

composition algorithms are iterative and the approximation of the future cost function is

improved in every iteration by adding more informed cuts.

Figure 4.4: SDDP Forward Path

A standard decomposition method for solving multistage stochastic programs is stochas-

tic dual dynamic programming (SDDP) algorithm which was initially developed to solve

hydrothermal scheduling problems where the goal is to minimize expected costs. The algo-

rithm has been widely adopted by academia and industry, and it is one of the most efficient

techniques to deal with large-scale problems with hundreds of stages. There are several

descriptions of SDDP in the literature, starting with the original work [83]. We base our
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explanation in the description given in [84], which is fairly general. SDDP is proved to

converge to an optimal solution in a finite number of iterations.

The SDDP has two major paths referred to as forward and backward. In the forward

path, starting from the first stage, the subproblems are solved for N sample scenario paths.

A scenario path is defined as a set containing an outcome of the random variable in every

stage. At the end of each forward path, N trial solutions (X̂ t
i , i ∈ {1, · · · , N}) are obtained

for every stage. Figure 4.4 is a schematic of the SDDP forward path. This figure shows a

scenario tree with 4 stages and 16 scenario paths. The two scenario paths highlighted in blue

are sampled in this forward path (N = 2). Starting from the root node, the subproblem in

every blue node is solved leading to two trial solution (X̂ t
i , i = 1, 2) in every stage. Note that

the first stage is deterministic, so (X̂ 1
1 = X̂ 1

2 = X̂ 1). A lower bound which is the optimal

objective value of the first-stage model is updated in the beginning of each forward path.

An upper bound, average of the total cost over sampled scenario paths, is obtained at the

end of the forward path. The second major path of the SDDP is the backward path. As

it is shown in Figure 4.5, starting from the leaf nodes, dual multipliers are obtained for all

child nodes of a blue node. Then, a Benders type cut is generated using dual multipliers

and added to the subproblem in the parent node. This continues until the algorithm reaches

the root node. In words, every backward path improves the approximation of the stage-wise

future cost functions by adding new cuts. The SDDP algorithm iterates between forward

and backward paths until a stopping criteria (e.g., a maximum iteration limit) is met.

The subproblems for the MSP-PDU model and a detailed description of the steps of

SDDP algorithm are presented in the following.

Q1 = Min
x≥0

cx+ α̂1, (4.15)

βh
1x+ α̂1 ≥ γh1 , (4.16)

54



Figure 4.5: SDDP Backward Path

and the subproblems for t ∈ {2, · · · , T} are as follows. We name these subproblems PUD-SP.

Qt(X t−1, ωt) = Min cwwt(ωt) +
∑
j

crj(q
t
j(ωt)− vtj(ωt)) + α̂t (4.17)

s.t.

4.8− 4.14

βh
t

>X t + α̂t ≥ γht , (4.18)

assuming that X t−1 = (x, ut−1, wt−1, zt−1, pt−1). Equation 4.16 and 4.18 are Benders-type

cuts where βh
t
> and γht are the cut coefficient and constant in stage t, respectively.

SDDP Algorithm for MSPs
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Step 0. Initialization.

Let T be the planning horizon; initialize α̂t(X t) = 0 for t = 2, ..., T ; upper bound

UB =∞.

Step (a): Forward Path

Solve problem 4.15.

Let X̂ 1 be the optimal solution; initialize n trial decisions for the first-stage prob-

lem: X̂ 1
i = X̂ 1 for i = 1, ..., n.

Update the lower bound (LB) which is the optimal objective value of problem

4.15. If UB − LB ≤ ε, stop; otherwise, go to the next step.

Step (b)

For t ∈ {2, ..., T}.

For each trial decision {X̂ (t−1)
i , i = 1, ..., n}.

Take a sample V̂t from the set of outcomes in stage t.

Solve the optimization problem PDU-SP in stage t using V̂t.

Store the optimal solution as X̂ t
i .

Step (c): Update the upper bound

Calculate the upper bound as UB = 1
n

∑n
i=1

∑T
t=1 C>t X̂ t

i .

Step (d): Backward Path

For t ∈ {T, ..., 2}.

For each trial decision {X̂ (t−1)
i , i = 1, ..., n}.

For each outcome {Vtj, j = 1, ...,m}.

Let πt
ij be the dual multipliers associated with constraints of the

PDU-SP in stage t at the optimal solution.

Calculate the expected vertex value: π̂t
i =

∑m
j=1 p

t
jπ

t
ij
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construct a supporting hyperplane of the approximate expected future

cost function in stage t−1, α̂t. Add the cut to problem PDU-SP in stage

t− 1.

Step (e).

Go to step (a).

4.4 Numerical Analysis

In this section, the MSP-PDU model is solved for several instances generated using the

data from a large hospital in Texas. The case study is explained in Section 4.4.1. Some

parameters in the model, such as the PDU operating and fixed costs, are estimated as the

idea is new and is not yet implemented. Section 4.4.2 provides a detailed description of the

parameter estimation. Numerical results are presented in Section 4.4.3.

4.4.1 Case Study

To analyze our model’s performance, we use the data from a general internal medicine

unit (G19) in a large cancer hospital in Houston, Texas. The unit accepts bed requests from

different sources including ED, transfers from other inpatient units, direct admissions, and

ICU. This unit includes four pods, each occupied by 12 beds and 4 nurses. Thus, the ratio

of nurse to patient is 1:3. Patients in G19 are discharged to both home and PACFs. The ED

in our focused hospital is frequently on diversion, and using beds in the hallways and chairs

is sometimes inevitable.

Based on interviews with healthcare professionals in this hospital, transitions to post-

acute care are challenging. Although a relatively small part (15%) of inpatients are trans-

ferred to PACFs in this hospital, some have extremely long wait times. In the best cases,

patients are transferred to a PACF on the same day or the next day. However, in some cases,

the patient is never transferred. The issue is usually finding a facility that fits the patient’s

needs rather than bed unavailability in PACFs. Most PACFs reject G19 patients for being
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too medically complex (e.g., the need for high-cost medications, frequent radiations, and

blood transfusion). Another issue in transferring patients to PACFs is the patient reluctance

to leave the hospital. More than 50% of patients in G19 are not from Houston, and they

come to our partner hospital to be treated by specific physicians, so they are not willing to

leave the hospital.

This hospital does not own any PACFs and do not contract with them. Texas medical

center has plenty of PACFs in the greater Houston area. G19 patients are usually transferred

to one of these facilities. Patient preferences play the primary role in the process of selecting

a PACF. The hospital makes sure that patients are informed about Medicare rules and

in-network and out of network facilities. The hospital also considers patients’ geographic

preferences. Some patients may need out of state referrals.

The data we received includes bed requests to G19 from different sources and their arrival

times during 2014 and 2015. It also contains discharges and their associated times. Since

admissions to and discharges from the G19 happen at different times during the day, we break

a day into four intervals to better capture the dynamics involved. The intervals include 6

AM-12 PM, 12 PM-6 PM, 6 PM-12 AM, and 12 AM-6 AM, referred to as interval 1, 2, 3,

and 4, respectively. The relative frequencies for the number of bed requests from different

sources during each of these intervals are shown in Figures 4.6-4.9. Each figure includes

four sub-figures (a)-(d), and they represent the number of bed requests during intervals 1-4,

respectively. The figures confirm that ED is the primary source of G19 bed requests.
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(b) Interval 2
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(c) Interval 3
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(d) Interval 4

Figure 4.6: Number of Bed Requests from Emergency Department

As depicted in Figure 4.6, G19 receives a few bed requests from ED during interval 1 (no

demand for IU beds has the highest frequency). Most requests arrive during intervals 2 and

3. The data shows that, in some days, the number of bed requests from ED was as highest

as 8 and 9 during intervals 2 and 3, respectively. A few ED patients may need admission to

the IU during interval 4.
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(c) Interval 3
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(d) Interval 4

Figure 4.7: Number of Transfer Requests from Other Units to IU

Figures 4.7-4.9 show that transfers from other units are more frequent among the re-

maining sources of requests (direct admissions, transfers, and ICU). As explained earlier,

direct admissions include patients being admitted from outside of the hospital directly to

the IU. As Figure 4.8 shows, direct admissions, if any, are expected to arrive during intervals

2 and 3. Requests from ICU are negligible (Figure 4.9), so we will not consider them in our

experiments.
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Figure 4.8: Number of Direct Admission Requests to IU

Table 4.2 shows the average number of bed requests from different sources per interval.

This table confirms that majority of requests for G19 beds are made by the ED, especially

during intervals 2 and 3.
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Figure 4.9: Number of Bed Requests from ICU

Table 4.2: Average Number of Bed Requests Per Interval

Source Interval 1 Interval 2 Interval 3 Interval 4
ED 0.49 1.87 2.38 1.09
Transfer 0.15 0.57 0.86 0.59
Direct Admission 0.11 0.71 0.51 0.03
ICU 0.07 0.13 0.17 0.1
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Figure 4.10: Total Number of Discharges (to both Home and PACFs)

Figure 4.10 presents the number of discharges in G19 during each interval. Most dis-

charges happen during intervals 2 and 3 (12 PM-12 AM) with more frequency in interval 2.

In G19, out of RFD patients, 15% will be discharged to the next level of care.
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4.4.2 Parameter Description

This section explains parameter estimation, more specifically cost parameters, for the

MSP-PDU model.

• Cost of rejecting direct admission and transfer requests (per request): The inpatient

unit loses revenue if refusing direct admissions and patient transfers. According to [85],

the median revenue of a non-ED admission (transfers and direct admissions) is $4,118

per patient per day. The median length of stay for a non-ED admission is 3 days, so

the total revenue is $12,354.

• Rejection cost of requests for an IU bed made by ED (per request): Emergency depart-

ment operates on or above the capacity in our partner hospital. Consequently, there is

always a demand for ED beds. If the IU rejects a bed request, then ED should rely on

its own resources to take care of arriving patients who are typically in urgent need of

care. Declining admission of a new ED patient (ambulance diversion or patient walk-

out) and using chairs and beds in hallways might be helpful. Such policies, especially

declining new admissions, are costly for the hospital. Patients arriving by ambulance,

specifically trauma patients, are among the main sources of profit. Ambulance diver-

sion is a huge loss of revenue for a hospital. Admitting patients to hallways results in

patient disappointment and ruins hospital’s reputation, which is again a loss for the

hospital. However, there is not a measure to quantify this loss.

We estimate the cost of rejecting a bed request from ED as the expected revenue lost

due to an ED patient left without being seen. ED patients are either outpatients or

are admitted to the hospital. Expected revenue and percentage frequency for these

two types of patients, based on the data from a large teaching hospital, are presented

in Table 4.3 [85]. The weighted average of the median revenue, over patient types, is

$2002, which we will use as the cost of rejecting a request for an IU bed made by the

ED. Table 4.4 summarizes IU bed request rejection costs for different sources of request.
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Table 4.3: ED Patients Data

Patient type Outpatient Admitted

Frequency (%) 78 22

Median revenue (per patient per day) $647 $2,286

Median length of stay (days) - 3

Table 4.4: Rejection Cost of IU Bed Requests from Different Sources (Per Request)

Emergency department Direct admission Transfer

$2002 $12,354 $12,354

• Waiting cost of ALC patients in the IU (per patient per interval): The Kaiser Family

Foundation (https://kff.org/health-costs/state-indicator/expenses-per-inpatient-day/)

and [86] estimate that the average cost of a one-day hospital stay in the United States

in 2017 was $2,424 ($101 per hour). We estimate an ALC patient’s waiting cost in the

IU during each interval as the multiplication of hourly IU-stay cost with the interval

duration, which equals $606 for all intervals as they are of the same length.

• Fixed cost of PDU (per unit capacity): We assume that hospitals have some space for

being assigned to PDU, which means there are no land and major construction costs

for building a PDU. However, the hospital may still need to pay for minor construction

and renovation, basic medical equipment, and amenities. Making a small room larger,

dividing a large room into two rooms, and adding a bathroom and hand-washing areas
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are examples of minor constructions. Hospital furniture including beds, bedside tables,

and chairs are also a part of the fixed cost. Some stand-by basic medical equipment

such as blood pressure monitor and IV pumps are also needed for PDU. Amenities

(e.g., TV) are another part of the fixed cost. We do a sensitivity analysis on the total

fixed cost per unit capacity of the PDU. We assume a range of $8,000-$44,000 with

increments of $4,000 (equivalent to $960K-$5,280K (per unit capacity) in ten years).

The fixed allocation for one month is similar to a mortgage payment. We consider

the monthly fixed cost in our optimization model since we solve the model for 120

stages/30 days.

• Operational cost of PDU (per patient per interval): In addition to the fixed cost of

building a PDU, patient stay in this unit is associated with an operational cost. Nursing

staff and social workers are the main sources of operational cost in the PDU. Patient

supplies also contribute to this cost. As explained in Chapter 1, patients in the PDU

do not require diagnostic medical equipment, and they need less nursing care than

inpatients. Thus, we believe that operational cost in a PDU is less compared to an IU.

Since a PDU has never been studied, and there is no related data in the literature, we

quantify the PDU operational cost as a ratio of the waiting cost in IU. We consider a

range of 50%, 60%, and 70% of IU waiting cost ($606 per patient per interval) as the

operational cost in PDU.

• Average ALC days : ALC days are the length of ALC patients’ unnecessary stay in a

hospital after being medically ready for discharge. The average ALC days are estimated

at 4.8 [87]. However, to be conservative, we assume an average of 3 days in our initial

experiments. We then compare the results with those obtained after increasing this

parameter to 5.
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4.4.3 Design of Experiments

This section studies the impact of variation on PDU fixed cost, PDU operational cost,

the ratio of inpatients being transferred to PACFs, and average ALC days on PDU capacity.

We use the SDDP package [88] in Julia V1.0.5 and Gurobi as the solver in order for solving

the MSP-PDU model.

4.4.3.1 Impact of PDU Costs on Its Capacity

Based on interviews with healthcare professionals in our partner hospital, 15% of inpa-

tients in G19 are transferred to PACFs. This ratio is different depending on the type of

inpatient unit. For instance, the ratio is significantly larger in inpatient units with stroke

and mental health patients. Based on a study in a large acute hospital [87], 41.7% of stroke

patients, 65.2% of patients with hip fractures, and 63.6% of patients with amputation are

discharged to PACFs. Thus, we assume three hospital settings with 15%, 30%, and 60% in-

patient transfer to post-acute care facilities named H1, H2, and H3, respectively. For each of

these settings, we solve the MSP-PDU model to find the optimal PDU capacity for different

variations on PDU fixed and operational costs.

Results are presented in Figures 4.11-4.13. Each figure shows the results for PDU capacity

considering a range of monthly fixed costs ($8000-$44000 with increments of $4000) and

operational costs (50%, 60%, and 70% of the waiting cost in IU). In this experiment, we

assume that ALC patients wait an average of three days in IU before leaving the hospital.

This assumption is to be conservative as the average ALC days is estimated at 4.8 days in

the literature.
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Figure 4.11: Hospital Setting with 15% Transfer to PACFs

Figure 4.11 shows the results for our focused hospital, where only 15% of inpatients

are discharged to post-acute care facilities. The MSP-PDU model finds building a PDU

cost-efficient even when both the ratio of transition to PACFs and average ALC days are

reasonably small. As expected, the PDU capacity decreases by increasing its fixed and oper-

ational costs. However, the deviation among PDU sizes for different levels of the operational

cost (specifically when the fixed cost is lower than $28K) is minor. It is not cost-efficient to

build a PDU if the fixed cost goes beyond $44K.
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Figure 4.12: Hospital Setting with 30% Transfer to PACFs

Results for H2, where 30% of inpatients are transferred to PACFs, are presented in Figure

4.12. As expected, the larger the ALC patients population is, the bigger the PDU should be.

In this setting, the largest PDU will have 7.35 beds. Note that the capacity of our partner

hospital unit is 48, so a PDU with 7.35 beds is 15.3% of the IU size. This happens when

the monthly fixed cost is $8000, and the operational cost is 50% of the IU stay cost. Again,

the deviations among the three plots are not significant. As the figure shows, a PDU is not

beneficial for the monthly fixed cost greater than $44K (per unit capacity).
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Figure 4.13: Hospital Setting with 60% Transfer to PACFs

Figure 4.13 shows the results for hospital setting H3. Compared to the two previous

settings, the PDU capacity is significantly larger. The largest PDU among different combi-

nations of the fixed and operational costs is 30% of the IU size, and the smallest one is 20%

of it. Table 4.5 summarizes the results for the PDU capacity as a fraction of the IU size

(PDU Capacity
IU Capacity ×100). Given any level of the PDU operational cost, comparing the subtraction

of subsequent rows in Table 4.5 shows that H3 is more sensitive to increasing the fixed cost.

For example, assuming that the PDU operational cost is 50% of the IU’s and increasing the

fixed cost from $16K to $20K, the reduction in PDU capacity for H1, H2, and H3 is 0.2%,

0.3%, and 6.5% of the IU capacity, respectively.

Since H3 is more sensitive to the fixed cost changes, considering a fixed operational cost,

the ratio PDU Capacity in H3
PDU Capacity in H2 decreases faster compared to PDU Capacity in H2

PDU Capacity in H1 by increasing the

fixed cost. In fact, PDU Capacity in H2
PDU Capacity in H1 ≈ 2 stays almost constant. Doubling the transfer rate
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to PACFs from 15% to 30% almost doubles the PDU size no matter what the fixed cost is.

However, this is not true when the transfer rate increases from 30% to 60%. Further, Figure

4.13 is different than Figures 4.11 and 4.12 in the sense that the gap between the plots is

larger. We use Figure 4.14 to elaborate this better.

Table 4.5: (PDU Capacity/IU Capacity)×100

Operational Cost 50% 60% 70%

Fixed Cost ($) H1 H2 H3 H1 H2 H3 H1 H2 H3

8K 8.1 14.8 30.2 7.9 14.2 27.8 7.6 13.6 18.6

12K 7.6 14.7 26.6 7.3 13.5 18.6 7.1 13.4 16.3

16K 7.4 13.3 23.4 7.3 13.1 16.7 6.8 12.1 15.3

20K 7.2 13.0 16.8 6.9 12.3 15.5 6.6 11.9 13.7

24K 7.0 12.3 15.7 6.7 11.8 14.2 5.9 10.6 0

28K 6.8 11.9 14.6 6.2 10.8 12.0 4.1 0 0

32K 5.9 11.1 13.3 5.2 8.0 0 0 0 0

36K 5.1 9.4 9.4 2.6 0 0 0 0 0

40K 4.9 5.4 0 0 0 0 0 0 0

44K 0 0 0 0 0 0 0 0 0

Figure 4.14 shows the percentage reduction in the PDU capacity for the highest op-

erational cost (70% of IU stay) compared to the lowest (50% of IU stay) in each of the

three hospital settings. More specifically, Figure 4.14 represents the absolute value of

PDU size with 70% IU cost - PDU size with 50% IU cost
PDU size with 50% IU cost for each hospital setting. The brown line shows

H3, where the majority of patients are transferred to PACFs, and they wait an average of

3 days before leaving the hospital. In this hospital setting, ALC patients are the primary
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source of IU bed occupancy. Thus, the presence of a unit for ALC patients, which is less

expensive compared to IU, is exciting. The PDU capacity in H3 with the operational cost

being 50% of IU’s and a monthly fixed cost of 8000 is 14.49. This is 30.2% of the IU size

and is relatively large. However, as the PDU operational cost increases (gets closer to the

inpatient cost), its advantage over the IU decreases. Increasing PDU operational cost to

70% causes a 38.3% reduction in capacity (from 14.49 to 8.94).

0.5 1 1.5 2 2.5 3 3.5 4

PDU Fixed Cost/Per Unit Capacity ×104

0

10

20

30

40

50

60

70

80

90

100

C
a
p
a
c
it
y
 R

e
d
u
c
ti
o
n
 P

e
rc

e
n
ta

g
e

15% Transfer to PACF

30% Transfer to PACF

60% Transfer to PACF

Figure 4.14: Reduction Percentage of PDU Capacity for Operational Cost 50% IU Cost vs
70%

For H1 and H2, the PDU, although still beneficial, is not as critical compared to H3.

The largest PDUs have 7.12 and 3.91 beds (equivalent to 14.8% and 8.1% of IU capacity)

for H2 and H1, respectively. If PDU operates on 70% of the IU cost, these values decrease

to 6.52 and 3.67 (8.43% and 6.14% reduction). The reason is that the PDU for these two
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hospital settings is already relatively small. The smaller the PDU, the lower the impact of

operational cost on the capacity is. Note that the reduction rate is lower for H1 compared

to H2 (the blue line is almost always under the red line). Overall, an important finding is

that PDU capacity in hospitals with a more extensive transfer to PACFs is more sensitive

to PDU costs including the operational and fixed costs. Thus, such hospitals need to have a

better estimate of these costs to design the most cost-efficient PDU.

4.4.3.2 Impact of Average ALC Days on PDU Capacity

In the previous experiments, to be conservative, we assumed that the average ALC days

is 3 although it is estimated at 4.8 based on the literature [87]. In this experiment, we

increase the average ALC days to 5 and fix the PDU operational cost at 60% of IU stay

cost. This experiment studies the impact of longer average ALC stays on the PDU capacity

for the three hospital settings H1, H2, and H3. The results are presented in Figure 4.15.

The figure shows that the PDU capacity increases with the average number of ALC days,

which is reasonable. There is a large gap between the optimal PDU size for average ALC

days being 3 vs. 5. This gap is above 50%, for most of the assumed fixed costs, in all

three hospital settings. The gap closes by increasing the fixed cost. In other words, the

impact of ALC days on the PDU capacity becomes less critical for higher fixed costs. In

all three hospital settings, the blue and the red lines intersect on the x-axis (PDU size 0).

It means that creating a PDU becomes inefficient beyond the same fixed cost, for both 3

and 5 average ALC days. Further, the fixed cost, beyond which creating a PDU becomes

inefficient, decreases by moving from H1 (transfer rate 15%) towards H3 (transfer rate 60%).
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(b) Results for H2
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Figure 4.15: Comparing the Results for Different Average ALC Days

4.4.3.3 Benchmarking with Current Practice

In this section, we compare the current practice in our partner hospital with the optimal

policy obtained from the MSP-PDU model. The average number of ALC days is assumed

to be 5; the PDU fixed cost is $16K per month, and its operational cost is fixed at 60% of

the waiting cost at IU. The results are presented in Figures 4.16-4.23. The MSP-PDU model
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finds the optimal PDU size at 5.87 for this hospital setting. To evaluate the current practice,

we use our MSP-PDU model, enforcing the PDU capacity to 0. It means that we assume

the hospital’s performance is optimal, which is conservative.
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Figure 4.16: Current Practice Costs vs. the MSP-PDU Policy

Figure 4.16 compares the current practice vs. creating a PDU in terms of costs. Sub-

figures (a) and (b) show the stage-wise immediate costs (excluding the initial stage) for the
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current policy (no PDU) and MSP-PDU policy, respectively. Each figure represents the

results of evaluating the policy for 5000 randomly selected scenarios. Three shades of color

could be distinguished in these plots: from lighter to darker, colors indicate 0-100, 10-90,

and 25-75 percentiles, respectively. The solid line in the plots is the median.
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Figure 4.17: Mean and Median Costs for Current Practice vs. the MSP-PDU Policy

The median in Figure 4.16 is lower for the MSP-PDU policy than in the current practice.

The median also has fewer spikes when a PDU exists. In addition to less frequent spikes,

they are shorter with a PDU. The highest cost for the MSP-PDU policy is around $450K

while it is more than $600K in the current practice. Overall, shaded area is smaller in Figure

4.16(a) vs. 4.16(b). This shows the cost is more stable and fluctuates less when the hospital

assigns a separate PDU to ALC patients.

To better compare the current practice and the optimal policy, obtained from our model,

only the median and mean costs are depicted in Figure 4.17. The MSP-PDU solution

outperforms the current policy in terms of both the median and the mean of cost. In
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some stages, the difference is a big as $7000, which is significant considering that every stage

is a 6 hours time interval. The median cost of the optimal policy is smoother compared to

the current practice. Further, the range of the mean and median cost for the optimal policy

is smaller compared to the current practice.
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Figure 4.18: Medically Needed Stays in IU
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Figure 4.19: Median Number of Inpatients in Current Practice vs. the MSP-PDU Policy

The remaining figures compare hospital congestion through a variety of performance

metrics, including the number of declined bed requests, ALC population in IU, and medically

necessary IU occupancy. Figure 4.18 shows the IU occupancy by inpatients who need IU

beds for medical purposes. Most of the shaded region in Figure 4.18(b) is above 40, while

it is between 30 and 40 in Figure 4.18(a). The minimum number of beds, used for medical

purposes, is around 25 with a PDU while it is almost 20 in the current practice. The median

in Figure 4.18(b) is always higher than in Figure 4.18(a). This is better shown in Figure 4.19,

which shows the median of efficient IU occupancy for the two policies in the same figure.

The figure for mean IU occupancy by non-ALC patients, which is in the Appendix, was very

similar to the median.

Figure 4.19 shows that IU occupancy by non-ALC patients is significantly higher with

a small PDU with only 6 beds. In some stages, the difference is as big as 15. Overall,

Figures 4.18 and 4.19 indicate that IU beds are used more efficiently when ALC patients are

transferred to a PDU. This shows that our model was able to improve access to valuable IU
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beds, which is one of the main goals of this study.

0 25 50 75 100
0

2

4

6

8

10

Stage

N
um

be
r 

of
 A

L
C

 P
at

ie
nt

s 
W

ai
tin

g 
in

 I
U

(a) Current Practice

0 25 50 75 100
0

2

4

6

8

10

Stage

N
um

be
r 

of
 A

L
C

 P
at

ie
nt

s 
W

ai
tin

g 
in

 I
U

(b) MSP-PDU Policy

Figure 4.20: ALC Population in IU

Figure 4.20 depicts the ALC population in IU (medically unnecessary IU stays). The

general trend for current practice is almost non-decreasing, which potentially can cause ED

overcrowding during demand shocks for IU beds (e.g., a virus outbreak). In the current

practice, between 4-6 ALC patients wait in the IU in most stages, and the worst-case is
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around 7. Building a small PDU with 6 beds reduces non-medical IU stays significantly. As

Figure 4.20(b) shows, the ALC population falls under 1 in most stages. Although some spikes

are observable, the maximum is still under 2. As the difference between Figures 4.20(a) and

4.20(b) is evident, we do not show a separate figure for the median and mean. However,

these figures are included in the Appendix.
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Figure 4.21: ED Bed Request Rejections
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Figures 4.21 display the number of declined requests for IU beds from the ED. As dis-

cussed in Section 4.4.1, the majority of bed requests in our partner hospital are made by

ED. Although bed requests from other sources are more expensive to decline, they are only a

few. Besides, rejecting bed requests from ED is the main contributor to hospital congestion.

Figure 4.21 shows that more ED patients are declined for being admitted to IU in the current

practice vs. the optimal policy. The darkest shade (25%-75% quantiles) in Figure 4.21(a)

reaches higher values compared to Figure 4.21(b). In the current practice, the number of

declined requests from ED goes beyond 8 in the worst cases. Although the same may happen

even with a PDU, it is less frequent/likely.

0 20 40 60 80 100 120

Stages

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

N
u

m
b

e
r 

o
f 

D
e

c
lin

e
d

 R
e

q
u

e
s
ts

 f
ro

m
 E

D

Current Practice

MSP-PDU Policy

(a) Median

0 20 40 60 80 100 120

Stages

0

0.5

1

1.5

2

2.5

N
u

m
b

e
r 

o
f 

D
e

c
lin

e
d

 R
e

q
u

e
s
ts

 f
ro

m
 E

D

Current Practice

MSP-PDU Policy

(b) Mean

Figure 4.22: Mean and Median Number of Declined Bed Requests from ED in Current
Practice vs. the MSP-PDU Policy

Further, comparing Figures 4.21(a) and 4.21(b) indicates that the median is 0 in most

stages when a PDU exists while it is higher, has more spikes, and fluctuates a lot in the

current practice. This is better depicted in Figure 4.22 the sub-figures of which represent

the median and mean number of declined bed requests from ED in each stage. This figure
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shows that, in the current practice, the spikes are significantly taller (the difference could

reach 2 patients), and ED patients are more frequently (in more stages) declined compared

to the optimal policy.
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(b) Declined transfers with a PDU
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(c) Declined direct admissions without a

PDU

0 25 50 75 100
0

1

2

3

4

5

Stage

N
um

be
r 

of
 D

ec
lin

ed
 D

ir
ec

t A
dm

is
si

on
s

(d) Declined direct admissions with a PDU

Figure 4.23: Transfer and Direct Admission Request Rejections

Figure 4.23 compares the number of declined transfers and direct admissions with and

without a PDU. Sub-figures (a) and (b) are related to transfers, and (c) and (d) show direct

admission requests. The median for the number of declined transfers and direct admissions

is always 0 no matter there is a PDU in H1 or not. This is expected since G19 does not

receive much transfer and direct admission requests, and those are very expensive to decline.
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Thus, the MSP-PDU model always prioritizes them over bed requests from ED. However,

rejecting transfer and direct admission requests still happen in less number of scenarios when

a PDU exists comparing with the current practice.

Table 4.6: Current Practice vs. MSP-PDU Policy

Fixed Cost ($)
PDU Capacity 97.5% Confidence Interval Average Medically Needed

of Total Cost ($K/month) IU Occupancy (beds)

∞ (No PDU) 0 585.67± 4.81 35.79

8K 6.34 450.39± 4.50 39.9

12K 6.04 475.75± 4.53 39.9

16K 5.87 500.18± 4.59 39.9

20K 5.37 521.46± 4.63 39.6

24K 5.28 541.35± 4.54 39.5

28K 4.69 563.18± 4.63 39.1

32K 3.7 580.45± 4.67 38.2

36K 2.46 583.03± 4.68 37.5

40K 0 586.01± 4.83 35.7

Table 4.6 shows the performance of a PDU, assuming different fixed costs compared to

the current practice. The table compares the 97.5% cost confidence interval and the average

number of medically necessary occupied IU beds over all the stages. As expected, no PDU

(current practice) is the most expensive policy and has the lowest medical usage of IU beds.

The deviation among the PDU capacity for a fixed cost $8K-$16K is small, and the nearest

integer they all round to is 6. The average medically necessary occupancy for all three fixed

costs $8K, $12K, and $16K is also almost the same (≈ 40). By increasing the fixed cost to 20,

$24K, and $28K, the PDU capacity and medically needed IU usage decrease to ≈ 5 and ≈ 39,

83



respectively. By increasing the fixed cost beyond $28K, PDU capacity and efficient IU usage

decrease more rapidly. In general, the improvement over the current practice is between

4.9%-11.6% depending on the fixed cost. Figure 4.24 shows the increase in IU bed access for
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Figure 4.24: Percentage Improvement in IU Access Compared to the Current Practice

PDU with different fixed costs compared to the current practice. The results show that as

long as the fixed cost is under $28K per month, the 97.5% cost confidence intervals with and

without a PDU do not overlap, meaning that the differences are statistically significant.
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5. CONCLUSIONS AND FUTURE RESEARCH

5.1 Conclusions

This dissertation studies different approaches to improve hospital discharge/output, which

is the overlooked piece of the patient flow improvement puzzle in the literature. Ready for

discharge patients are categorized based on their destination after being discharged. Besides

inpatients who leave the hospital for home, many or a few might be transferred to post-acute

care facilities, including long-term care hospitals and skilled nursing homes depending on pa-

tients’ health complications. They usually experience several days of non-medical stay (ALC

days) in the inpatient unit as hospital delays their transfer to the next level of care for a

variety of reasons. Hospital’s unsuccessful search to find a PACF that fits a patient’s medical

needs and lack of patient’s decision-making capacity are among factors that contribute to

ALC days. Chapter 3 in this dissertation is assigned to patients who are discharged to home.

The discharge process, on the day of discharge, is studied and improved at the operational

level for these patients. Chapter 4 investigates the feasibility of creating a “post-discharge-

unit” (PDU) for patients who are medically ready for discharge, to a post-acute care facility,

but experience transition delays.

In Chapter 3, we formulate the inpatient discharge planning (IDP) problem as a two-

stage stochastic program with discharge processing time and bed request arrival time as

two independent random variables. Our model optimizes the IDP problem from both the

hospital and patient perspectives by minimizing upstream patient boarding and discharge

lateness and by integrating patient preferences on discharge time of day. The IDP problem

is solved for instances generated using real data from a large hospital in Texas. As the

deterministic equivalent of the IDP two-stage model is not solvable in a reasonable time, three

solution approaches, L-shaped, stochastic decomposition (SD), and the shorted expected

processing time first (SEPT) heuristic are developed. Among these, SD emerges as the
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only effective solution method. Overall, SD significantly improves computational time and

achieves high solution quality in those cases that can be benchmarked. In current practice, a

variation of the SEPT heuristic was analyzed and results show the optimization approaches

are considerably better. To implement the model, a scheduling tool would be needed to

interface with the model and underlying software. The nurse would use the model on a daily

basis to make assignment and sequence decisions for IDP.

Chapter 4 develops a multistage stochastic program (MSP) to study the cost-effectiveness

of assigning a separate unit, named post-discharge unit (PDU), to ALC patients. The

model contains a multi-dimensional random variable related to the number of bed requests

from different sources, including ED, ICU, transfers, and direct admissions. As the size of

MSPs increases with the number of stages and outcomes per stage, solving the deterministic

equivalent is not efficient. Thus we use the stochastic dual dynamic programming algorithm

to solve the model. Capacity planning and cost-effectiveness of PDU is studied for a large

hospital in Houston, Texas. We also assume different hospital settings by varying the ratio of

transfer to PACFs. For three different hospital settings, the impact of PDU operational and

fixed cost and the average number of LAC days on the cost-effectiveness of PDU is studied.

We also compare the performance of a PDU in our partner hospital with the current practice

in terms of cost and access to IU beds. The results show that creating a PDU in our partner

hospital can save money and improve access to IU beds, although the transfer ratio to PACFs

is relatively small (15%). Depending on the PDU fixed cost, it can improve access to IU

beds by 4.86%-11.59% compared to the current practice, which will consequently reduce

congestion in upstream units. The results also indicate that the optimal policy obtained

from our model is more sensitive to PDU costs in hospitals with a larger ALC population.

5.2 Future Research

This work can be extended in several directions. The IDP problem can be formulated as a

multi-stage stochastic program where every step of the discharge process, discussed in Section

3.1.1, is considered as a stage. Another extension is to formulate the IDP problem as a risk-
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averse two-stage stochastic program where the risk measure minimizes the positive deviation

of the discharge time from the target time. Furthermore, bed requests can be prioritized

base on their urgency. For example, one can assign the highest priority to bed requests from

the emergency department. Non-discharge related tasks for nurses can be incorporated into

the model explicitly. Nurse availability during the day can also be included as a random

variable. In addition, nurse productivity can be integrated as a decreasing parameter with

respect to fatigue level and time of the day. Most importantly, steps can be taken to apply

the approach in practice so that real value may be realized.

The objective function in our MSP-PDU model is cost-based. We assume that the

decision-maker does not have a pre-specified target for the number of patient admissions

from upstream units, more importantly, the ED. The decision maker’s preference for the

level of access to IU beds can be incorporated into the optimization model through a variety

of methods. For example, we can assure that a target percentage of bed requests from the

ED will be accepted by incorporating chance constraints in the model. Our current model

assumes that requests from different sources have the same level of importance. However,

declining requests from the ED contributes to hospital congestion the most. Thus, the model

might prioritize bed requests from the emergency department over other sources. Further,

extreme events (e.g., a virus outbreak) resulting in more extended hospital stays and higher

demand for the ED and consequently IU beds, are not considered in our MSP-PDU model.

A risk-averse extension of the MSP-PDU might be used to manage such extreme events.
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APPENDIX A

COMPUTATIONAL RESULTS FIGURES
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Figure A.1: Costs for Current Practice vs. the MSP-PDU Policy
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Figure A.2: Mean IU Medical Stays for Current Practice vs. the MSP-PDU Policy
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Figure A.3: Declined Requests from ED for Current Practice vs. the MSP-PDU Policy
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