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ABSTRACT

For centuries researchers have been pushing the boundaries of their respective technical

domains, but it is only a few decades ago that research started taking its dig on system

design theory. A system design theory encapsulates all individual components design and their

simultaneous optimization, i.e., it provides a complete framework to design the structure. The

approach behind this research is to make small steps in structure design, dynamic models,

information architecture, and control design with some free parameters and then finally optimize

those free parameters in a wholesome design approach to meet some specified performance. The

author uses tensegrity design models to integrate structure and control design due to the various

advantages mentioned further. This dissertation first makes three contributions to the study of

tensegrity structures and then provides a system design theory to integrate structure and control

design using the tensegrity paradigm.

The first part of the dissertation provides a detailed study of the minimum mass tensegrity

structures designed to take compressive loads, namely, D-bar and T-bar structures. These design

studies consider both local and global failures in designing the optimal configuration (optimal

complexity, angle, and cross-sectional area) for both D-bar and T-bar structures. The formulation

developed here provides a general methodology to avoid global buckling failures for any class-k

tensegrity structures. The proposed research provides different approaches to design a structure

based on optimizing mass, stiffness, or mechanical energy stored in a tensegrity structure.

The second part of this research work provides accurate dynamic models of axially loaded

members forming any general tensegrity structure. The formulation develops a second-order

matrix differential equation to perform dynamic simulation of tensegrity structures with massive

strings and rigid bars. The dynamics models for novel gyroscopic tensegrity systems are also

developed, which adds an extra degree of freedom to the control of the structure. A Matlab based

tensegrity dynamics simulator is another outcome of this research.
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The third section of the dissertation discusses a model-based approach to control the shape of

any general tensegrity structure. A reduced-order model of tensegrity dynamics is used to design

non-linear output feedback regulation, which derives error in position, velocity, and acceleration

to zero yielding a linear programming problem as the final equation to solve. The shape control

of gyroscopic tensegrity system is also discussed to show the increase in reachable 3-dimensional

space. A Linear Matrix Inequality (LMI) framework is further used to calculate control gains to

bound errors for five different types of control problems for given disturbance profile. All the

examples for this part are performed on a TnD1 tensegrity robotic arm.

The last fragment of the dissertation starts with the derivation of the minimal-order linear

model by linearizing the system about an equilibrium point and removing the modes which

causes the length of the bars to change. The liner control theory is further applied to reject the

disturbances using H∞, generalized H2 and covariance bound controller. The chapter further

provides a methodology to integrate structure and control design where some parameter of the

structure in the linearized dynamic model, control law and the information about the system

architecture (actuator/sensor) is simultaneously optimized to achieve some desired performance for

a covariance control problem. The developed Linear Matrix Inequality (LMI) framework is general

enough for any linear model with linear structure parameters to bound the output covariance for

given disturbance intensity. The force density in the strings (prestress) is used as the optimization

variable for the structure, which appears affinely in the system matrices of the linearized tensegrity

dynamics. The sub-optimal solution of this non-convex system design problem is found by

iterating over an approximated convex problem through the use of a convexifying potential

function, which enables convergence to a local minimum.
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8.6 The plots between Ȳ and Ū for different values of $̄ with only position of all the
nodes available for feedback. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

8.7 The plots between actuator/sensor precision γa/γs and Ū for different values of $̄
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8.19 The contour plot for the prestress value with variation in input-Ū and output-Ȳ . . . . . . 244
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1. INTRODUCTION

1.1 Literature Review

Tensegrity is a name coined by Buckminister Fuller [3]. The word is conjugated from “tension”

and “integrity”, and was originally used for art and architectural applications by Ioganson (1921)

and Kenneth Snelson [4]. Tensegrity is a network of compressive and tensile members, where the

compressive members (bars, struts) are connected together by tension members (strings, cables,

tendons) forming a stable system [5]. These structures are also described as a structurally stable

network of axially loaded pre-stressable members [6]. Skelton describes “Class-1" tensegrity when

no compressive members touch each other, and a “Class-k" when k compressive members join at a

node [6]. For class-k structures, bars are connected by frictionless ball joints, or their mathematical

equivalents, to constraint all members to be “axially loaded" only. For both class of structures, as

all the strings are connected to the node center of the bars, there would be no torque along the axis

of the bar and, therefore, no rotation along the bar axis.

Tensegrity allows for the development of structures with optimal properties or responses by

methodically arranging networks of one-dimensional elements [6, 7, 8]. Since tensegrity structures

are comprised exclusively of axially loaded members, elegant and accurate structural models and

design approaches have been developed to respectively simulate and optimize their responses; see,

for example [9, 10, 11]. Reviews of models and analyses of stability, statics, and dynamics of

tensegrity structures are found in [12, 13, 14, 15, 16]. Tensegrity provides a unique method in

which shape change can be achieved without a change in stiffness of the structure, and stiffness

can also be changed without changing the shape of the structure. This is achievable as structure

morphs from one equilibrium configuration to another on the control surface [6, 17] as shown

in figure 1.1. This morphing from one equilibrium position to another equilibrium position also

results in minimal control energy requirement for shape change [18]. In addition to the accurate

dynamic models, tensegrity structures of several topologies have been mathematically proven to
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optimally (i.e., with minimum mass) sustain different loads when compared to their continuum

counterparts.

Figure 1.1: Multiple equilibrium paths that can be optimized for desired performance/weight/shape
a lower cost of control energy. Reprinted with permission from [6]: "Tensegrity Systems", by
Robert E. Skelton, Mauricio C. de Oliveira, 2009, Springer Nature, Boston, MA. Coyright [2009]
Springer-Verlag US.

Tensegrity structures have been shown to provide a minimal mass solution to five different

kinds of problems in engineering mechanics: 1. Tensile loading, 2. Compressive loading, 3.

Cantilever loading, 4. Simple-supported loading, and 5. Torsional loading [6, 19, 20]. The minimal

mass solution to compressive loading is provided by a T-bar structure assuming no global buckling

[6] (a 3D T-bar structure is installed outside Frick Chemistry Lab in Princeton). Tensegrity D-bar

structure has also been shown to require less mass than a simple continuum bar to take the same

load. Moreover, the tensegrity D-bar structure has also shown significant potential in robotics due

to its minimum mass and easy deployability, which also makes them suitable for space applications

[21, 18]. Research has also shown D-bar structures to be efficient as sensors/actuators and impact

landers [21, 22]. Michell truss is proven to provide the minimum mass solution for cantilevered
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bending loads [6].

Figure 1.2: Active Deployable Tensegrity Footbridge System (EPFL 2012-2018). Reprinted with
permission from [1].

Researchers are using tensegrity approaches to provide minimum mass solutions to many static

structural problems such as civil engineering bridges [23, 24] and composite membrane design

[25, 26]. “Tensegrity Ball" has been extensively studied for its use as a lander [2, 27], and various

impact structures [21]. All the above-mentioned properties of tensegrity structures have found their

use in various applications ranging from deployable bridges (see Fig. 1.2) [23, 28] to compliant

soft robotics applications [29, 30, 31], to Light-weight and deployable space structure [32],

tunable meta-materials [33], and artificial gravity space habitats [34, 35] in aerospace engineering.

These applications can be attributed to the fact that several fundamental problems in engineering

mechanics are solved by various structural topologies of tensegrity structures. Various tensegrity

architecture also appears in many biological systems, ranging from bone and muscle networks to

fibrous structural components in living cells [36] and to the molecular structure of spider fiber.
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See also tensegrity models for the Bio-mechanics of the animal skeletal [37, 38] (see Fig. 1.3).

Tensegrity structures can also be used in the design of human prosthetics or as augmentative

devices (orthotics) due to their lightweight and efficient control energy requirements [39]. Multiple

redundant control strings make the system robust avoiding failure in case of any string loss.

Figure 1.3: Muscular activation shown for a cat during normal walking. Reprinted with permission
from [6]: "Tensegrity Systems", by Robert E. Skelton, Mauricio C. de Oliveira, 2009, Springer
Nature, Boston, MA. Coyright [2009] Springer-Verlag US.

1.2 Motivation

The idea of system design theory has received a lot of attention in the last few decades.

A system design theory encapsulates all individual components design and their simultaneous

optimization to provide a complete framework to design the structure. The system design

theory provides all the information about structure (mass, stiffness, dimensions, material,

etc.), information architecture (which actuator/sensor, actuator/sensor location, actuator/sensor

precision, etc.), control law (linear, non-linear, state feedback, output feedback), and most

importantly which model to use (order or complexity of model). Moreover, these design choices
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are not separate and should be optimized together, not individually. A systematic study of system

design approach is much needed for solving various engineering problems ranging from basic

sciences (maths, physics, chemistry) to basic engineering (mechanical, aerospace, civil) fields.

The philosophy behind this research is to make small steps in structure design, dynamic model

and its order, information architecture, and control design with some free parameters and then

finally optimize those free parameters in a wholesome design approach to meet some specified

performance.

The author believes that tensegrity structures are best suited to integrate structure and control

design due to its very accurate models of axially loaded members [6]. An accurate model of the

system dynamics will yield precise control. Moreover, as tensegrity provides good efficiency for

both structural and control avenue, it would be an ideal choice for various adaptive structures where

structure and control parameters should be optimized simultaneously [6]. All the above-mentioned

advantages make tensegrity systems an obvious choice to showcase this idea of system thinking.

Some elementary results are provided to guide the way toward the choice of elementary building

blocks to build more complex structures.
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2. DESIGN OF TENSEGRITY BASED MASS-EFFICIENT ENERGY ABSORPTION

ELEMENTS∗

1 This chapter studies tensegrity structures known as “D-bar" systems for applications as

lightweight components for mechanical energy absorption. A D-bar system of complexity 1 (a

D-bar unit) is generated by replacing a compressive structural member with 2p bars emanating

from its end-points towards the vertices of a centered p-sided polygon formed by strings (p = 3

in Fig. 1(b) in the manuscript). Aerospace structures such as planetary landers, designed to

absorb energy from large impact loads while requiring minimal mass, would benefit from such

components. Previous studies showed that D-bar systems support compressive loads with minimal

mass compared to continuum options such as single columns. In this work, analytical equations for

the mechanical (elastic) energy stored in D-bar systems of any complexity (a quantity proportional

to the number of strings/bars in the system) are derived. The energy stored in D-bar systems is

compared with that of bent buckled beams used in “flexible-bar tensegrity" concepts, which were

proposed in the literature as energy absorption components for planetary landers. Comparisons

are made between D-bar systems and bent buckled beams as isolated components subject to a

compressive load and as part of a larger tensegrity planetary landers. In all comparisons, the results

show that D-bar systems of low complexity allow for higher energy storage and lower mass than

bent buckled beams. Thus, it is concluded that D-bar systems can enhance the design of planetary

landers and other applications that need lightweight mechanical energy absorption components.

2.1 Introduction

Objectives: This work presents a study on lightweight components for mechanical energy

absorption based on a special tensegrity topology known as D-bar system [6]. The study was

motivated by aerospace structures such as planetary landers that need lightweight components

1∗Portions of this section are reprinted or adapted from [21] : Raman Goyal, Edwin A. Peraza Hernandez, and
Robert E. Skelton, "Analytical Study of Tensegrity Lattices for Mass-Efficient Mechanical Energy Absorption",
International Journal of Space Structures, 34(2), 3-21, 2019, DOI: 10.1177/0956059919845330. Copyright c© 2019,
c© SAGE Publications. Reproduced with permission.
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to absorb energy from large impact loads (to protect their interior systems and payload) while

requiring low mass. Recent examples of planetary lander designs include those proposed by

SunSpiral and coworkers [2], who developed ball-like tensegrity robots for planetary exploration

and landing that can safely absorb impact loads. Rimoli [27] extended the approach of [2] by

proposing bent buckled beams used in “flexible-bar tensegrity" concepts for energy absorption

components in planetary landers. Here, conversely, the proposed approach is to store energy from

external loads as mechanical (elastic) energy in the strings and bars of D-bar systems without

triggering local structural instabilities such as buckling and thereby allowing for more reliable

structures. In this chapter, the analytical equations for the mechanical energy stored in D-bar

systems of any complexity are derived for the first time. The energy stored in D-bar systems is

compared with that of bent buckled beams (Fig. 2.1(a)) used in flexible-bar tensegrity concepts,

which have been proposed in the literature as energy absorption components for planetary

landers [27]. Comparisons between the energy stored in D-bar systems and bent beams at the

single component level and as parts of a tensegrity lander structure are presented.

Tensegrity systems are structurally stable networks of axially loaded one-dimensional

members [6, 7, 8, 40, 13]. The one-dimensional elements are defined to be loaded and deformed

only along their longitudinal direction. As illustrated in Fig. 2.1, a D-bar system of complexity 1

(a D-bar unit) is generated by replacing a compressive structural member with 2p bars emanating

from its end-points towards the vertices of a centered p-sided polygon formed by strings (p = 3 in

Fig. 2.1(b)). A D-bar system of complexity q is generated by replacing each bar in a D-bar system

of complexity q − 1 with a D-bar unit. It is worth mentioning that increasing the complexity of

a D-bar system results in a higher number of joints and members which increases manufacturing

costs and makes scalability more difficult. Therefore, D-bar systems of low complexity are more

convenient for practical applications.

Previous studies showed that D-bar systems can support compressive loads with minimal mass

considering buckling and material yielding constraints as compared to single columns [6]; however,

their mechanical energy storage properties have not been explored so far. It should be noted that
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the conventional D-bar structures studied in [6] include strings connecting the end-points of each

D-bar unit in the D-bar systems, which are not present in this work (see Fig. 2.1(b)). These

strings are necessary only to ensure self-equilibrium in the absence of an external compressive

force or to actuate/deploy the D-bar systems. Such strings are omitted in this work as the D-bar

systems considered herein are strictly designed to be in the presence of a compressive load, and

our focus is solely on the compressive load-bearing and energy storage functionalities of D-bar

systems. For applications of D-bar systems where external compressive loads are absent or

actuation/deployment is needed, the strings connecting the end points of each D-bar unit must be

included. These applications of D-bar tensegrity systems include its use as sensors and actuators

[22] and as lightweight energy absorption components in advanced materials formed by tensegrity

lattices [41, 42, 23].

The remainder of the chapter is organized as follows: Section 2.2 summarizes the assumptions

made in the analytical derivations, Section 2.3 presents the analysis of the energy stored and

minimal mass of bent buckled beams subject to compressive loads, Section 2.4 addresses the

analysis of the energy stored and minimal mass of D-bar systems, and Section 2.5 presents the

comparisons in energy stored and minimal mass between D-bar systems and bent buckled beams.

Concluding remarks are provided in Section 2.6.

2.2 Summary of Assumptions

The assumptions made in the analysis of bent buckled beams (Section 2.3) are as follows:

• Deflections are small and thus captured by Euler-Bernoulli beam theory

• The beam is long and slender such that Euler theory of buckling applies

• The beam is subject to a single axial compressive load applied at its end-points (no moments

or transverse loads are applied)

• The beam has uniform circular full cross-section and is comprised of a homogeneous and

isotropic linear elastic material

8



(a)

Strings Bars

(b)

Figure 2.1: (a) A buckled beam subject to a compressive force of magnitude f . (b) D-bar systems
of different complexity q subject to a compressive force of magnitude f .

• The beam is in a post-buckled state under the applied force. Therefore, failure occurs when

stress reaches the material yield stress at any point in the beam during post-buckling

• The maximum energy stored in the beam is that exhibited at the onset of failure (yielding at

any point of the beam) during post-buckling

The assumptions made in the analysis of D-bar systems (Section 2.4) are as follows:

• The D-bar system is subject to a single axial compressive load applied at its end points
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• The studied D-bar topology is stable only under compressive loading since strings

connecting the end-points of each D-bar unit in the D-bar systems are not present in this

work

• The strings and bars are connected through frictionless ball joints such that no moments are

transmitted among them

• The strings and bars are subject only to tensile and compressive axial loads, respectively.

Hence, strings can be replaced by bars.

• The strings and bars have uniform circular full cross-sections and are comprised of

homogeneous and isotropic linear elastic materials

• All the strings are comprised of the same material. All the bars are comprised of the same

material

• Mass of the joints is neglected

• Failure at any string occurs when the stress reaches its material yield stress

• Failure at any bar occurs when the compressive force reaches its critical buckling force

• Linearized (small) strain assumptions are used for the strings and bars as the strain is

expected to remain within the small deformation domain

• The minimal mass of the D-bar system is determined by finding the minimum radii of strings

and bars, which corresponds to the radii for which all the members are at the onset of failure

under the applied force

• The maximum energy stored in the D-bar system is that exhibited at the onset of failure in

the strings and bars

The assumptions made in the analysis of planetary landers with bent buckled beams and D-bar

systems (Section 2.5.2) are as follows:
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• The bent buckled beams and D-bar systems in the lander follow the aforesaid assumptions

made in Sections 2.3 and 2.4

• The geometry of the tensegrity lander developed in [2] is assumed

• The static loads for the analysis are assumed to be the maximum (peak) load on the structure

during the landing operation

• The total force F on top three nodes of the lander is assumed to be equally distributed and

the force is assumed to be F = 15000N

2.3 Bent Beam Analysis

The goal in this section is to derive analytical formulas for the mechanical (elastic) energy

stored (VB) and the minimal mass (mB) of a bent buckled beam subjected to an axial compressive

force of magnitude f ; refer to Fig. 2.1(a). Such an axial compressive force is assumed in

order to simulate impact loading conditions. The results presented in this section are based on

Euler-Bernoulli beam theory and Euler theory of buckling [43, 44]. Since the beam is subjected

to a single axial compressive load, it is assumed that the beam is in a post-buckled state. It is

assumed that the beam is subjected to an axial force. Moreover, the beam is assumed to be in a

state of controlled buckling with no exceedance of the yield stress in the most bent section.

The beam has length l and is initially aligned with the x-axis. It is subject only to a compressive

force of magnitude f applied at its end points and aligned with the x-axis as indicated in Fig. 2.2.

It is assumed that the beam is composed of a homogeneous and isotropic material with Young’s

modulus Eb, yield stress σb, and mass density ρb. The beam has a uniform cross-section with

minimum area moment of inertia I . It is assumed that the beam has a circular full cross-section of

radius r.

To determine the mechanical energy stored and minimal mass of the bent beam in a

post-buckled state, the formulas for its deflection w and magnitude of the critical buckling load

f must be first provided. It is a known result from Euler theory of buckling [43, 44] that the critical

buckling load of a beam of full circular section is given as:
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Figure 2.2: Geometry of a buckled beam subject to an axial compressive load f . The deflection w
along the y-axis is indicated.

f =
n2π3Ebr

4

4l2
, n = 1, 2, 3, . . . , (2.1)

where n indicates the buckling mode. Furthermore, the deflection w in its buckled configuration is

given as:

w = wmax sin
(
nπx
l

)
, (2.2)

where wmax is the maximum deflection of the beam and 0 ≤ x ≤ l.

To calculate the highest mechanical energy stored in the bent beam, it is assumed that the beam

is loaded up to the onset of failure. In the post-buckled state of the beam studied here, failure occurs

when the stress anywhere in the bent beam reaches the material yield stress. Using the expression

for deflection field w in Eq. (2.2), formulas for wmax at material yield and the associated axial

strain field are derived.

Lemma 2.3.1. Consider a beam of length l and deflection field w given by Eq. (2.2). Suppose

that the beam is composed of a homogeneous and isotropic material with Young’s modulus Eb and

yield stress σb and has a uniform circular cross-section of radius r. Then, the maximum allowable

deflection of the beam wmax that occurs at the onset of material yield is given by:

wmax =
σb
rEb

(
l

nπ

)2

, (2.3)
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and the axial strain of the beam at such a maximum deflection (i.e., the maximum allowable axial

strain) is given as:

ε = y
σb
rEb

sin
(
nπx
l

)
, (2.4)

where 0 ≤ x ≤ l and −r ≤ y ≤ r.

The proof is given in Appendix C.1.

The mechanical energy stored in the bent beam VB at post-buckling is obtained by integrating

the strain energy density 1
2
σε over the entire volume of the beam:

VB =

∫
vol

1

2
σε dv. (2.5)

The following theorem provides the final expressions for VB and the minimal mass mb of the

bent beam.

Theorem 2.3.1. Consider a beam of length l subject to a compressive force of magnitude f .

Suppose that the beam is composed of a homogeneous and isotropic material having Young’s

modulus Eb, yield stress σb, and mass density ρb. Furthermore, the maximum allowable strain of

the beam at the onset of material yield is given by Eq. (2.4). Then, the mechanical energy stored

in the bent beam VB is given as:

VB =
l2σ2

b

8

(
f

πE3
b

) 1
2

, (2.6)

and the associated mass of the beam mB for a given beam length l, in terms of the applied

compressive force f , is given as:

mB = 2l2ρb

(
f

πEb

) 1
2

. (2.7)

Proof. For a material with Young’s modulus Eb, the stress σ is given by σ = Ebε. Substituting

this into Eq. (2.5), the following is obtained:
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VB =

∫
vol

1

2
Ebε

2 dv. (2.8)

The highest energy stored in the buckled beam VB is determined by substituting the maximum

allowable strain from Eq. (2.4) into Eq. (2.8):

VB =

∫
vol

1

2
y2 σ2

b

r2Eb
sin2

(
nπx
l

)
dv. (2.9)

The previous volume integral is evaluated as an integral over the length of the beam along the

x-axis and an integral over the cross-section area of the beam:

VB =
1

2

σ2
b

r2Eb

∫ l

0

∫
area

y2 sin2
(
nπx
l

)
da dx =

lIσ2
b

4r2Eb
, (2.10)

where I is the area moment of inertia. For a beam having a circular cross-section, I = πr4

4
:

VB =
πlr2σ2

b

16Eb
. (2.11)

To determine an expression of VB as a function of the magnitude of the compressive force f , a

formula for r as a function of f from Eq. (2.1) is first determined:

r =

(
4l2f

n2π3Eb

) 1
4

, (2.12)

and then it is substituted into Eq. (2.11):

VB =
l2σ2

b

8n

(
f

πE3
b

) 1
2

. (2.13)

From Eq. (2.13), it is clear that the first beam buckling mode (n = 1) results in the highest

stored mechanical energy VB in comparison to higher buckling modes (n > 1). Therefore, the

first buckling mode is assumed for all subsequent calculations and the energy stored in the beam is

given by Eq. (2.6). The mass of the beam mB is obtained by multiplying ρb by its total volume:
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mB = ρbπlr
2. (2.14)

The expression for the radius r as a function of f from Eq. (2.12) is substituted into Eq. (2.14)

to obtain the formula for the minimal mass of the beam mB in terms of f stated in Eq. (2.7).

2.4 D-bar Tensegrity System Analysis

The goal in this section is to derive analytical formulas for the mechanical (elastic) energy

stored (VD) and minimal mass (mD) of a D-bar system subject to an axial compressive force; refer

to Fig. 2.1(b). The boundary condition assumed for the D-bar system is identical to that assumed

for the bent beam in Section 2.3, where a single compressive force of magnitude f is applied

at the end points of the D-bar. The strings and the bars of the D-bar system are composed of

homogeneous, isotropic, linear elastic materials. The geometry of D-bar systems of complexity

q = 1, 2 is illustrated in Fig. 2.3. The total length of the D-bar system is denoted by l. The

angle between the line connecting the end points of each D-bar unit and the line along any of

its associated bars is denoted by α. The number of strings in each D-bar unit is denoted as p,

where p ≥ 3. Figure 2.4 shows D-bar tensegrity systems of complexities q = 1, 2 with parameter

p = 3, 4, 5.

The length of all the bars in a D-bar system of complexity q is denoted by lq. The number of

bars in a D-bar system is denoted by nb. It can be verified that:

lq =
l

(2 cos(α))q
, (2.15)

nb = (2p)q. (2.16)

The length of the strings introduced in each self-similar iteration is denoted as lsi, i = 1, . . . , q.

The number of strings introduced in each self-similar iteration is denoted as nsi, i = 1, . . . , q. It

can be shown that:
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Figure 2.3: Geometric parameters of D-bar tensegrity systems of complexities q = 1, 2.
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p = 5
<latexit sha1_base64="BOObK7F1z0ZiSrfPiGrJqYnnkBU=">AAAEAnicdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQxFxVE0mN7HV8YOZMU008pItW/gHVogtP8In8BdcO0FtWriSrTv3cc7cM7r9RARK1+u/FhZLV65eu750w7p56/adu8sr996qOJUcOjwWsXzXZwpEEEFHB1rAu0QCC/sCjvon23n+6CNIFcSRqycJ9EI2ioJhwJnOQwldXzteLtdr9cLoZceeOeWNR6Sw9vHK4m9vEPM0hEhzwZTq2vVE9wyTOuACMstLFSSMn7ARdNGNWAiqZ4rLZrSCkQEdxhK/SNMier7DsFCpSdjHypBpX13M5cF/5bqpHr7omSBKUg0RnxINU0F1TPPJ6SCQwLWYoMO4DPCulPtMMq5RH6viHcCHFEvaM6qcINHhOKP/zWHKqlDXBxrBWNP8DRRlEnJKJKcevoQQk9NgAD7Tc4MozgRIEChWBKc8DkMWDebru3bPeExKNkGNsHMdRcYKwcYVy+vDKIhMkc0MRxSlJWju69hYlHoF/NT/e8LOJ10PsbUfD40HkUol5IOYsp1lSHUCMqrW1pCkH4xOYTCCs1BWABlPpgK6VU/juD4EI18/Xe0ZG8aZORfLUPuj1o7brL5u7bZcZ4dutRr0yNlpOAgzX0or1MpMvbaGGJ5Hzwx1bbYO6eF+x3HeO4d4cqYQ1N2jRT1tOq1G07XK9lzjfLu7uf3qfPOmu9cujpsHjc6u88a1iplMtRiijj8LpRnMlLUyXA774ipcdjqrtZc1e/9ZeWNruiRkiTwgD8ljYpPnZIM0SZt0CCc++Uy+kK+lT6Vvpe+lH9PSxYVZz30yZ6WffwCOPkId</latexit><latexit sha1_base64="BOObK7F1z0ZiSrfPiGrJqYnnkBU=">AAAEAnicdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQxFxVE0mN7HV8YOZMU008pItW/gHVogtP8In8BdcO0FtWriSrTv3cc7cM7r9RARK1+u/FhZLV65eu750w7p56/adu8sr996qOJUcOjwWsXzXZwpEEEFHB1rAu0QCC/sCjvon23n+6CNIFcSRqycJ9EI2ioJhwJnOQwldXzteLtdr9cLoZceeOeWNR6Sw9vHK4m9vEPM0hEhzwZTq2vVE9wyTOuACMstLFSSMn7ARdNGNWAiqZ4rLZrSCkQEdxhK/SNMier7DsFCpSdjHypBpX13M5cF/5bqpHr7omSBKUg0RnxINU0F1TPPJ6SCQwLWYoMO4DPCulPtMMq5RH6viHcCHFEvaM6qcINHhOKP/zWHKqlDXBxrBWNP8DRRlEnJKJKcevoQQk9NgAD7Tc4MozgRIEChWBKc8DkMWDebru3bPeExKNkGNsHMdRcYKwcYVy+vDKIhMkc0MRxSlJWju69hYlHoF/NT/e8LOJ10PsbUfD40HkUol5IOYsp1lSHUCMqrW1pCkH4xOYTCCs1BWABlPpgK6VU/juD4EI18/Xe0ZG8aZORfLUPuj1o7brL5u7bZcZ4dutRr0yNlpOAgzX0or1MpMvbaGGJ5Hzwx1bbYO6eF+x3HeO4d4cqYQ1N2jRT1tOq1G07XK9lzjfLu7uf3qfPOmu9cujpsHjc6u88a1iplMtRiijj8LpRnMlLUyXA774ipcdjqrtZc1e/9ZeWNruiRkiTwgD8ljYpPnZIM0SZt0CCc++Uy+kK+lT6Vvpe+lH9PSxYVZz30yZ6WffwCOPkId</latexit><latexit sha1_base64="BOObK7F1z0ZiSrfPiGrJqYnnkBU=">AAAEAnicdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQxFxVE0mN7HV8YOZMU008pItW/gHVogtP8In8BdcO0FtWriSrTv3cc7cM7r9RARK1+u/FhZLV65eu750w7p56/adu8sr996qOJUcOjwWsXzXZwpEEEFHB1rAu0QCC/sCjvon23n+6CNIFcSRqycJ9EI2ioJhwJnOQwldXzteLtdr9cLoZceeOeWNR6Sw9vHK4m9vEPM0hEhzwZTq2vVE9wyTOuACMstLFSSMn7ARdNGNWAiqZ4rLZrSCkQEdxhK/SNMier7DsFCpSdjHypBpX13M5cF/5bqpHr7omSBKUg0RnxINU0F1TPPJ6SCQwLWYoMO4DPCulPtMMq5RH6viHcCHFEvaM6qcINHhOKP/zWHKqlDXBxrBWNP8DRRlEnJKJKcevoQQk9NgAD7Tc4MozgRIEChWBKc8DkMWDebru3bPeExKNkGNsHMdRcYKwcYVy+vDKIhMkc0MRxSlJWju69hYlHoF/NT/e8LOJ10PsbUfD40HkUol5IOYsp1lSHUCMqrW1pCkH4xOYTCCs1BWABlPpgK6VU/juD4EI18/Xe0ZG8aZORfLUPuj1o7brL5u7bZcZ4dutRr0yNlpOAgzX0or1MpMvbaGGJ5Hzwx1bbYO6eF+x3HeO4d4cqYQ1N2jRT1tOq1G07XK9lzjfLu7uf3qfPOmu9cujpsHjc6u88a1iplMtRiijj8LpRnMlLUyXA774ipcdjqrtZc1e/9ZeWNruiRkiTwgD8ljYpPnZIM0SZt0CCc++Uy+kK+lT6Vvpe+lH9PSxYVZz30yZ6WffwCOPkId</latexit><latexit sha1_base64="YQQY9F3VNZYUpRcJzB/m2iUwZlw=">AAAEAnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS4ooKWFTqy0oiKE1bh1bEUTWZ3MRWxw9mxjTRyEu2bOEfWCG2/AifwF9w7QS1aeFKtu7cxzlzz+j2ExEoXa//WlgsXbt+4+bSLev2nbv37i+vPHin4lRy6PBYxPK4zxSIIIKODrSA40QCC/sCjvqn23n+6CNIFcSRqycJ9EI2ioJhwJnOQwldXztZLtdr9cLoVceeOWUys/bJyuJvbxDzNIRIc8GU6tr1RPcMkzrgAjLLSxUkjJ+yEXTRjVgIqmeKy2a0gpEBHcYSv0jTInqxw7BQqUnYx8qQaV9dzuXBf+W6qR6+7JkgSlINEZ8SDVNBdUzzyekgkMC1mKDDuAzwrpT7TDKuUR+r4h3AhxRL2jOqnCDR4Tij/81hyqpQ1wcawVjT/A0UZRJySiSnHr6EEJOzYAA+03ODKM4ESBAoVgRnPA5DFg3m67t2z3hMSjZBjbBzHUXGCsHGFcvrwyiITJHNDEcUpSVo7uvYWJR6BfzU/3vCzqddD7G1Hw+NB5FKJeSDmLKdZUh1CjKq1taQpB+MzmAwgvNQVgAZT6YCulVP47g+BCNfP1vtGRvGmbkQy1D7o9aO26y+ae22XGeHbrUa9MjZaTgIM19KK9TKTL22hhieR88NdW22Dunhfsdx3juHeHKmENTdo0U9bTqtRtO1yvZc43y7u7n9+mLzprvXLo6bB43OrvPWtYqZTLUYoo4/C6UZzJS1MlwO+/IqXHU6q7VXNXv/eXlja7YlS+QReUyeEJu8IBukSdqkQzjxyWfyhXwtfSp9K30v/ZiWLi7Meh6SOSv9/AM1Z0G5</latexit>

q = 1
<latexit sha1_base64="t1AR5EnAA5LOZ0h/rLNUKuj5rr4=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqBpPbuJRx3Y6HtNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPrD6VIdLX6a2GxcO36jZtLt6zbd+7eu7+88uB9EqeKQ4vHMlZHPktAighaWmgJR0MFLPQltP2T7Um+/RFUIuLI1eMhdEM2iERfcKYx1Dql69Q+Xi5WK9Xc6FXHnjnFjSckt+bxyuJvrxfzNIRIc8mSpGNXh7prmNKCS8gsL01gyPgJG0AH3YiFkHRNftuMljDSo/1Y4RdpmkcvdhgWJsk49LEyZDpILucmwX/lOqnuv+oaEQ1TDRGfEvVTSXVMJ6PTnlDAtRyjw7gSeFfKA6YY1yiQVfIO4DTFkuaMakIw1OEoo//NYcoqUTcAGsFI08kjJJQpmFAiOfXwKaQcn4keBEzPDZJwJkGBRLEiOONxGLKoN1/fsbvGY0qxMWqEnesoMlZINipZng8DEZk8mxmOKIlWoHmgY2NR6uXwU//vCTufdTzE1kHcNx5ESapgMogp2lmGVCegonJlDUl8MTiD3gDOQ1kOZDyVSuiUPY3jBiAGgX6+2jU2jDJzIZah9u3Gjlsvv23sNlxnh241arTt7NQchJkvpSVqZaZaWUMMz6PnhrrWG4f0cL/lOB+cQzw5Uwjq7tG8ntadRq3uWkV7rnG+3d3cfnOxedPda+bHzYNaa9d551r5TKacD1HFn4XS9GbKWhkuh315Fa46rdXK64q9/6K4sTVdErJEHpHH5CmxyUuyQeqkSVqEE0E+ky/ka+FT4Vvhe+HHtHRxYdbzkMxZ4ecfHs5CRA==</latexit><latexit sha1_base64="t1AR5EnAA5LOZ0h/rLNUKuj5rr4=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqBpPbuJRx3Y6HtNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPrD6VIdLX6a2GxcO36jZtLt6zbd+7eu7+88uB9EqeKQ4vHMlZHPktAighaWmgJR0MFLPQltP2T7Um+/RFUIuLI1eMhdEM2iERfcKYx1Dql69Q+Xi5WK9Xc6FXHnjnFjSckt+bxyuJvrxfzNIRIc8mSpGNXh7prmNKCS8gsL01gyPgJG0AH3YiFkHRNftuMljDSo/1Y4RdpmkcvdhgWJsk49LEyZDpILucmwX/lOqnuv+oaEQ1TDRGfEvVTSXVMJ6PTnlDAtRyjw7gSeFfKA6YY1yiQVfIO4DTFkuaMakIw1OEoo//NYcoqUTcAGsFI08kjJJQpmFAiOfXwKaQcn4keBEzPDZJwJkGBRLEiOONxGLKoN1/fsbvGY0qxMWqEnesoMlZINipZng8DEZk8mxmOKIlWoHmgY2NR6uXwU//vCTufdTzE1kHcNx5ESapgMogp2lmGVCegonJlDUl8MTiD3gDOQ1kOZDyVSuiUPY3jBiAGgX6+2jU2jDJzIZah9u3Gjlsvv23sNlxnh241arTt7NQchJkvpSVqZaZaWUMMz6PnhrrWG4f0cL/lOB+cQzw5Uwjq7tG8ntadRq3uWkV7rnG+3d3cfnOxedPda+bHzYNaa9d551r5TKacD1HFn4XS9GbKWhkuh315Fa46rdXK64q9/6K4sTVdErJEHpHH5CmxyUuyQeqkSVqEE0E+ky/ka+FT4Vvhe+HHtHRxYdbzkMxZ4ecfHs5CRA==</latexit><latexit sha1_base64="t1AR5EnAA5LOZ0h/rLNUKuj5rr4=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqBpPbuJRx3Y6HtNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPrD6VIdLX6a2GxcO36jZtLt6zbd+7eu7+88uB9EqeKQ4vHMlZHPktAighaWmgJR0MFLPQltP2T7Um+/RFUIuLI1eMhdEM2iERfcKYx1Dql69Q+Xi5WK9Xc6FXHnjnFjSckt+bxyuJvrxfzNIRIc8mSpGNXh7prmNKCS8gsL01gyPgJG0AH3YiFkHRNftuMljDSo/1Y4RdpmkcvdhgWJsk49LEyZDpILucmwX/lOqnuv+oaEQ1TDRGfEvVTSXVMJ6PTnlDAtRyjw7gSeFfKA6YY1yiQVfIO4DTFkuaMakIw1OEoo//NYcoqUTcAGsFI08kjJJQpmFAiOfXwKaQcn4keBEzPDZJwJkGBRLEiOONxGLKoN1/fsbvGY0qxMWqEnesoMlZINipZng8DEZk8mxmOKIlWoHmgY2NR6uXwU//vCTufdTzE1kHcNx5ESapgMogp2lmGVCegonJlDUl8MTiD3gDOQ1kOZDyVSuiUPY3jBiAGgX6+2jU2jDJzIZah9u3Gjlsvv23sNlxnh241arTt7NQchJkvpSVqZaZaWUMMz6PnhrrWG4f0cL/lOB+cQzw5Uwjq7tG8ntadRq3uWkV7rnG+3d3cfnOxedPda+bHzYNaa9d551r5TKacD1HFn4XS9GbKWhkuh315Fa46rdXK64q9/6K4sTVdErJEHpHH5CmxyUuyQeqkSVqEE0E+ky/ka+FT4Vvhe+HHtHRxYdbzkMxZ4ecfHs5CRA==</latexit><latexit sha1_base64="3cfOO/TaiDiPpUSE0Zv8HERaqzk=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyKKhJAS4ooKWFTqy0oiKE1bhyLiqJpMbuJRx3Y6M6aJRt6yZQv/wAqx5UP4BP6CGyeoTQtXsnXnPs6Ze0a3O5RCm2r118Ji4dr1GzeXbjm379y9d3955cE7naSKQ4snMlHvu0yDFDG0jDAS3g8VsKgr4ah7sj3JH30EpUUS+2Y8hE7EBrHoC84MhlqndJ26x8vFaqWaG73quDOnSGbWPF5Z/B30Ep5GEBsumdZttzo0HcuUEVxC5gSphiHjJ2wAbXRjFoHu2Py2GS1hpEf7icIvNjSPXuywLNJ6HHWxMmIm1Jdzk+C/cu3U9F92rIiHqYGYT4n6qaQmoZPRaU8o4EaO0WFcCbwr5SFTjBsUyCkFB3CaYklzRjUhGJpolNH/5jDllKgfAo1hZOjkETRlCiaUSE4DfAopx2eiByEzc4NoziQokChWDGc8iSIW9+br227HBkwpNkaNsHMdRcYKyUYlJ+jCQMQ2z2aWI4o2CgwPTWIdSoMcfur/PWHn03aA2CZM+jaAWKcKJoPYoptlSHUCKi5X1pCkKwZn0BvAeSjLgWygUgntcmBw3BDEIDTPVjvWhVFmL8Qy1P6osePXy28auw3f26FbjRo98nZqHsLMl9ISdTJbrawhRhDQc0Nd641Derjf8rwP3iGevCkE9fdoXk/rXqNW952iO9c43+5vbr++2Lzp7zXz4+ZBrbXrvfWdfCZbzoeo4s9BaXozZZ0Ml8O9vApXndZq5VXF3X9e3NiabckSeUQekyfEJS/IBqmTJmkRTgT5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/AMXoQeA=</latexit>

q = 2
<latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="0LaWrZQbdII/PuxmT70fwz9CDqo=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyKKhJAS4ooKWFTqy0oiKE1bhyLiqJpMbuJRx3Y6M6aJRt6yZQv/wAqx5UP4BP6CGyeoTQtXsnXnPs6Ze0a3O5RCm2r118Ji4dr1GzeXbjm379y9d3955cE7naSKQ4snMlHvu0yDFDG0jDAS3g8VsKgr4ah7sj3JH30EpUUS+2Y8hE7EBrHoC84MhlqndJ2uHi8Xq5VqbvSq486cIplZ83hl8XfQS3gaQWy4ZFq33erQdCxTRnAJmROkGoaMn7ABtNGNWQS6Y/PbZrSEkR7tJwq/2NA8erHDskjrcdTFyoiZUF/OTYL/yrVT03/ZsSIepgZiPiXqp5KahE5Gpz2hgBs5RodxJfCulIdMMW5QIKcUHMBpiiXNGdWEYGiiUUb/m8OUU6J+CDSGkaGTR9CUKZhQIjkN8CmkHJ+JHoTMzA2iOZOgQKJYMZzxJIpY3Juvb7sdGzCl2Bg1ws51FBkrJBuVnKALAxHbPJtZjijaKDA8NIl1KA1y+Kn/94SdT9sBYpsw6dsAYp0qmAxii26WIdUJqLhcWUOSrhicQW8A56EsB7KBSiW0y4HBcUMQg9A8W+1YF0aZvRDLUPujxo5fL79p7DZ8b4duNWr0yNupeQgzX0pL1MlstbKGGEFAzw11rTcO6eF+y/M+eId48qYQ1N+jeT2te41a3XeK7lzjfLu/uf36YvOmv9fMj5sHtdau99Z38plsOR+iij8HpenNlHUyXA738ipcdVqrlVcVd/95cWNrtiVL5BF5TJ4Ql7wgG6ROmqRFOBHkM/lCvhY+Fb4Vvhd+TEsXF2Y9D8mcFX7+AcmDQeE=</latexit>

Figure 2.4: D-bar tensegrity systems of complexities q = 1, 2 with parameter p = 3, 4, 5.
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lsi = 2li sin
(
π
p

)
sin(α) i = 1, . . . , q, (2.17)

nsi = p(2p)i−1 = 2i−1pi i = 1, . . . , q. (2.18)

The formula for lq from Eq. (2.15) is then substituted into Eq. (2.17) to obtain an expression

for lsi in terms of l and α:

lsi =
2l sin

(
π
p

)
sin(α)

(2 cos(α))i
=

l sin
(
π
p

)
tan(α)

2i−1 cosi−1(α)
i = 1, . . . , q. (2.19)

The total number of strings, denoted by ns, is given as follows:

ns =

q∑
i=1

nsi =

q∑
i=1

2i−1pi. (2.20)

It is shown in Chapter 3 of [6] that the magnitude of the compressive force in all the bars of the

D-bar system, denoted by fq, is given as follows:

fq =
f

(p cos(α))q
, (2.21)

and the magnitude of the tensile force in the strings introduced in each self-similar iteration,

denoted by ti, i = 1, . . . , q, is given as:

ti =
f tan(α)

pi sin
(
π
p

)
cosi−1(α)

i = 1, . . . , q. (2.22)

After presenting the geometry and force distribution of D-bar systems with arbitrary

complexity, we then determine their energy stored and minimal mass under material yield and

buckling constraints. To determine the highest energy stored in the D-bar system, we assume that

all the strings and bars are loaded up to the onset of failure corresponding to reaching the material

yield stress of the strings and the critical buckling force of the bars. Given these assumptions, the
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strain in the strings and bars is expected to remain within the small deformation domain. Therefore,

linearized strain assumptions, such as those used in the beam calculations of Section 2.3, are also

assumed here.

The aforesaid assumption that all the strings and bars are loaded up to the onset of failure

is critical in this study. It allows us to determine the values for the mininum radii, and thereby

the minimum mass, of the strings and bars2. The validity of such an assumption is enforced by

calculating and employing the radii of the strings and bars corresponding to those for which the

members are loaded exactly to the onset of failure (yield for strings and buckling for bars) under

their calculated forces from Eqs. (2.22) and (2.21). Sizing the minimum radii of the strings and

bars with respect to their member force is a feasible procedure in this study as the member forces

in Eqs. (2.22) and (2.21) are independent from their cross-sectional area. Once the minimum radii

of the strings and bars are determined (in terms of the applied force f , D-bar geometric parameters

l, α, q and p, and material properties), the minimal mass and the energy stored of the D-bar system

can be analytically assessed.

Theorem 2.4.1. Consider a D-bar system of complexity q, angle parameter α, length l, and p

strings per D-bar unit subject to a compressive force of magnitude f . Suppose that all the strings

and bars are loaded up to the onset of failure corresponding to reaching the critical buckling force

of the bars and the material yield stress of the strings. The material comprising the strings has

Young’s modulusEs and yield stress σs, and the material comprising the bars has Young’s modulus

Eb. Then, the total mechanical energy stored in the D-bar system VD is given as:

VD =
2q−2

p
q
2 cos

3q
2 (α)

(
πf 3

Eb

) 1
2

+
lfσs(sec2q(α)− 1)

2Es
. (2.23)

Proof. We start by determining the total mechanical energy stored in the bars. The magnitude of

the compressive force fq of each bar in a D-bar system of complexity q provided in Eq. (2.21) can

also be expressed in terms of their extensional stiffness kq, current length lq, and rest length lq0:
2Using the radii for which the members are l to the onset of failure corresponds in practice to using a factor of

safety of one, which is the case when structures are designed for minimum mass (minimum resources). A larger factor
of safety can be readily introduced in the calculations based on specific application requirements.
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fq = kq(lq − lq0), (2.24)

where kq is given as:

kq =
EbAq
lq

, (2.25)

andAq is the cross-sectional area of the bars. Assuming failure by buckling at the bars of the D-bar

system, the maximum value of force allowed for each bar corresponds to the critical buckling force,

obtained from Euler theory of buckling [43, 44] (cf. Eq. (2.1)):

fq =
π3Ebr

4
q

4l2q
=

πEbA
2
q

4l2q
. (2.26)

where rq is the radius of each bar (assumed to have circular cross-sections). Equation (2.26) is

solved for Aq:

Aq = 2lq

(
fq
πEb

) 1
2

, (2.27)

and the previous expression for Aq is substituted in Eq. (2.25) to obtain an expression for kq in

terms of the compressive force fq:

kq = 2

(
fqEb
π

) 1
2

. (2.28)

The elastic energy stored in each bar of a D-bar system of complexity q is denoted as Vq and is

given as follows:

Vq =
1

2
kq(lq − lq0)2. (2.29)

We now proceed to determine an expression for Vq in terms of f , q, p, α, and material

parameters. First, Eq. (2.24) is substituted into Eq. (2.29) and the following expression for Vq
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is determined:

Vq =
f 2
q

2kq
. (2.30)

The expression for kq from Eq. (2.28) is substituted into Eq. (2.30):

Vq =
1

4

(
πf 3

q

Eb

) 1
2

. (2.31)

The expression for fq from Eq. (2.21) is substituted into Eq. (2.31) to obtain the mechanical

energy stored of each bar in terms of f , q, p, α, and material parameters:

Vq =
1

4

(
πf 3

Eb(p cos(α))3q

) 1
2

=
1

4p
3q
2

(
πf 3

Eb cos3q(α)

) 1
2

. (2.32)

The total mechanical energy in the bars of the D-bar system is obtained by adding the energy

stored in each bar:

Vb = nbVq =
2q−2

p
q
2

(
πf 3

Eb cos3q(α)

) 1
2

. (2.33)

After determining the total mechanical energy in the bars of the D-bar system, we continue by

determining the total mechanical energy stored in the strings. First, the magnitude of the tensile

force ti of every elastic string introduced in each self-similar iteration provided in Eq. (2.22) can

also be expressed in terms of their extensional stiffness ksi, current length lsi, and rest length lsi0:

ti = ksi(lsi − lsi0) i = 1, . . . , q, (2.34)

where ksi is given as:

ksi =
EsAsi
lsi

i = 1, . . . , q, (2.35)

and Asi is the cross-sectional area of the strings. Assuming that failure occurs by material yielding
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at the strings and that the tensile force of the strings reaches the onset of yielding,Asi is determined

as follows:

ti = σsAsi → Asi =
ti
σs
. (2.36)

where σs is the yield stress of the material comprising the strings. Substituting the expression for

Asi from Eq. (2.36) into Eq. (2.35), the following is obtained:

ksi =
Esti
σslsi

. (2.37)

The expressions for ti and lsi from Eqs. (2.22) and (2.19), respectively, are substituted into

Eq. (2.37) and the following is obtained:

ksi =
Es
σs

f tan(α)

pi sin
(
π
p

)
cosi−1(α)

2i−1 cosi−1(α)

l sin
(
π
p

)
tan(α)

=
2i−1fEs

pi sin2
(
π
p

)
lσs

. (2.38)

The elastic energy stored in each string introduced at every self-similar iteration is denoted as

Vsi and is given as follows:

Vsi =
1

2
ksi(lsi − lsi0)2 i = 1, . . . , q. (2.39)

We now proceed to determine an expression for Vsi in terms of f , l, p, α, and material

parameters. First, Eq. (2.34) is substituted into Eq. (2.39) and the following expression for Vsi

is determined:

Vsi =
t2i

2ksi
i = 1, . . . , q, (2.40)

and the expression for ksi from Eq. (2.38) is substituted into Eq. (2.40) to obtain the following:

Vsi =
pi sin2

(
π
p

)
lσst

2
i

2ifEs
i = 1, . . . , q. (2.41)
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By substitution of the expression for ti from Eq. (2.22) into Eq. (2.41), the following expression

for Vsi in terms of f , l, p, α, and material parameters is obtained:

Vsi =
lfσs tan2(α)

(2p)iEs cos2i−2(α)
i = 1, . . . , q. (2.42)

The total mechanical energy stored in the strings of a D-bar system of complexity q, denoted

as Vs, is determined as the sum of the energy stored in each of its strings as follows:

Vs =

q∑
i=1

nsiVsi. (2.43)

Substituting Eqs. (2.18) and (2.42) into the previous equation, the following is obtained:

Vs =

q∑
i=1

pi2i−1 lfσs tan2(α)

(2p)iEs cos2i−2(α)
=

lfσs tan2(α)

2Es

q∑
i=1

1

cos2i−2(α)
. (2.44)

To simplify the formula for the energy stored in a D-bar system in Eq. (2.44), we consider the

following trigonometric identity that can be verified by the reader:

tan2(α)

q∑
i=1

1

cos2i−2(α)
= sec2q(α)− 1. (2.45)

Substituting the previous identity into Eq. (2.44), we obtain the following formula for the

mechanical energy stored in the strings of the D-bar system:

Vs =
lfσs(sec2q(α)− 1)

2Es
. (2.46)

The total mechanical energy in the D-bar system, denoted as VD, is obtained by adding the

energy stored in the bars Vb and the energy stored in the strings Vs:

VD = Vb + Vs. (2.47)

By substitution of Vb from Eq. (2.33) and Vs from Eq. (2.46) into Eq. (2.47), the final expression
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for VD stated in Eq. (2.23) is obtained.

We now proceed to provide a formula for the minimal mass mD of the D-bar system in terms

of the magnitude of the applied compressive force f .

Theorem 2.4.2. Consider a D-bar system of length l, complexity q, angle parameter α, and p

strings per D-bar unit subject to a compressive force of magnitude f . Suppose that the material

comprising the bars has Young’s modulus Eb and mass density ρb while the material comprising

the strings has yield stress σs and mass density ρs. Then, the mass associated with the D-bar

system, mD is given as:

mD =
p
q
2ρbl

2

2q−1 cos
5q
2 (α)

(
f

πEb

) 1
2

+
lfρs(sec2q(α)− 1)

σs
. (2.48)

The proof is given in Appendix C.2. Chapter 3 of [6] has a formula for mass mD that includes

additional strings connecting the end nodes of each D-bar unit, which are not required in a minimal

mass design for a D-bar. From Eqs. (2.23) and (2.48), it is clear that a D-bar system stores more

energy and requires less mass for lower values of the number of strings in each D-bar unit (p).

Therefore, the minimum value of p, corresponding to 3, is assumed for the remainder of the chapter.

2.5 Comparison of Energy Stored and Mass of a D-bar System and a Bent Beam

2.5.1 Single Component Assessment

To compare D-bar systems with bent buckled beams at the single component level, the ratio of

energy stored in a D-bar to that of a bent beam (VD/VB) and the ratio of the mass of a D-bar to

that of a bent beam (mD/mB) are determined. The compressive force f and length l of the bent

buckled beam and the D-bar system are assumed equal. The ratio VD/VB is determined by dividing

VD from Eq. (2.23) by VB from Eq. (2.6):

VD
VB

=
2q+1

3
q
2 cos

3q
2 (α)

(
πEb
σ2
b

)(
f

1
2

l

)2

+
4σs(sec2q(α)− 1)(πE3

b )
1
2

Esσ2
b

(
f

1
2

l

)
. (2.49)
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For given values of α, f , l, and material parameters, the ratio VD/VB in Eq. (2.49)

monotonically increases as q increases. Moreover, the limit of VD/VB as q approaches infinity

is infinity. Therefore, there always exist D-bar systems that store more energy than a buckled beam

(i.e., for which VD/VB > 1). The minimum value of q for such D-bar systems can be determined by

increasing q until the value of VD
VB

becomes greater than 1. In order to further comparatively assess

the feasibility of D-bar systems against buckled beams, their mass ratio must also be evaluated.

The ratio mD/mB is determined by dividing mD from Eq. (2.48) by mB from Eq. (2.7):

mD

mB

=
3
q
2

2q cos
5q
2 (α)

+
ρs(sec2q(α)− 1)(πEb)

1
2

2σsρb

(
f

1
2

l

)
. (2.50)

It is noted that the length l and applied force magnitude f appear only in the parameter f
1
2/l

in Eqs. (2.49) and (2.50). This parameter can be used as a scaling factor to evaluate D-bar energy

storage components across scales.

We now proceed to provide quantitative comparisons between D-bar systems and bent buckled

beams using the stored energy and mass ratios provided in Eqs. (2.49) and (2.50). Conventional

material parameters of aluminum are assumed for the beam, bars, and strings (Eb = Es = 60

GPa, σb = σs = 110 MPa, ρb = ρs = 2700 kg/m3). These values are used to generate the

contour plots of VD/VB shown in Fig. 2.5 for f
1
2/l = 100 N

1
2 /m, 150 N

1
2 /m, and 200 N

1
2 /m.

The axes of the contour plots correspond to the D-bar system complexity q and angle α (refer

to Fig. 2.3). As indicated in Fig. 2.5, as the value of f
1
2/l increases, there exist D-bar systems

of lower complexity q and lower α that store more energy than that of bent buckled beams (i.e.,

for which VD/VB > 1). D-bars of low q are desirable as they require fewer members/joints and

are easier to manufacture while D-bars of low α occupy smaller volumes. It is also noted that

even though the results show that increasing complexity would generate D-bar systems of higher

energy storing capabilities, manufacturing and scaling issues would prevent the synthesis of D-bar

systems of very high complexity.

Contours of the ratio for the mass of the D-bar system to the bent beam (mD/mB) are shown in

Fig. 2.6. The design space of D-bar systems that have lower mass than bent beams (i.e., for which
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Figure 2.5: Contours of ratio of mechanical energy stored for the D-bar system to the bent beam
(VD/VB). The shaded areas show the regions for which VD/VB > 1. Material parameters
of aluminum are assumed for the beam, bars, and strings. D-bar structures for the red dots
corresponding to complexities q = 1, 2, 3 and α = 7.5◦ are shown in Fig. 2.9.

mD/mB < 1) is shown in the shaded regions. It is observed that there are D-bar systems of any of

the shown complexities for which mD/mB < 1 provided that α is lower than approximately 17◦.

A favorable D-bar system stores more energy while requiring less mass to take the same

compressive load than a bent buckled beam. The design space of D-bar systems that meet such

requirements corresponds to the intersection of the regions where VD/VB > 1 and mD/mB < 1.

Based on Figs. 2.5 and 2.6, Fig. 2.7 shows the regions where D-bar systems are favorable in terms

of having lower mass and higher energy storage. The trends in Fig. 2.7 show that D-bar systems
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Figure 2.6: Contours of ratio of mass for the D-bar system to the bent beam (mD/mB). The shaded
areas show the regions for which mD/mB < 1. Material parameters of aluminum are assumed
for the beam, bars, and strings. D-bar structures for the red dots corresponding to complexities
q = 1, 2, 3 and α = 7.5◦ are shown in Fig. 2.9.

with lower values of q and α have better performance than bent beams for higher values of f
1
2/l,

which correspond to higher values of compressive force f and/or lower values of length l. This

is observed as the design region for which VD/VB > 1 and mD/mB < 1 expands towards lower

values of q and α as f
1
2/l is increased in Fig. 2.7. These trends indicate that D-bar systems are

more favorable as mass-efficient energy absorption components in systems subject to high impact

loads (large values of f ) and having limited volumes (low values of l).

A new parameter corresponding to the mechanical energy stored per unit mass for the bent

beam is given as:
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VD/VB > 1 and mD/mB < 1
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V
D/V

B = 1

<latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="1mieM/hnI1Cx4UQtU+TkoE0lyJs=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS7IoKNpX6iJVEUJq2TlIRR9F4chNb9SPMjGmikf+ALVv4B3aILT/BJ/AX3DhBbVq4kq0793HO3DO63jgMpDLNXyurhRs3b91eu2PcvXf/wcP1jUdtmaSCQ4snYSJOPSYhDGJoqUCFcDoWwCIvhI53tj/Ldz6CkEESO2o6hl7ERnEwDDhTGOq2+9UX7f4e3aZWf71oVszc6HXHWjhFsrBmf2P1tztIeBpBrHjIpOxa5lj1NBMq4CFkhptKGDN+xkbQRTdmEciezu+c0RJGBnSYCPxiRfPo5Q7NIimnkYeVEVO+vJqbBf+V66Zq+Lqng3icKoj5nGiYhlQldCYAHQQCuAqn6DAuArwr5T4TjCuUySi5x/AhxZLmgmpGMFbRJKP/zWHKKFHHBxrDRNHZU0jKBMwokZy6+CBhOD0PBuAztTSI5CwEASGKFcM5T6KIxYPl+q7V0y4Tgk1RI+zcRpGxImSTkuF6MApinWczzRFFKgGK+yrRBqVuDj/3/56w83nXRWzlJ0PtQixTAbNBdNHKMqQ6AxGXK1tI4gWjcxiM4CKU5UDaFWkI3bKrcFwfgpGvXmz2tAWTTF+KZah9p1F16uW3jYOGY1fpXqNGO3a1ZiPMciktUSPTZmULMVyXXhjqWm+c0JOjlm2/t0/wZM8hqHNI83patxu1umMUraXG5XZnd//N5eZd57CZH3ePa60D+51j5DPpcj6EiT8DpRkslDUyXA7r6ipcd9qbFcusWEcvizt7izVZI0/IU/KMWOQV2SF10iQtwklCPpMv5GvhU+Fb4Xvhx7x0dWXR85gsWeHnHxPhQ/Y=</latexit>

V
D /V

B
=

1

<latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="uuljz1NnAdhZawHGsBnHorytBeA=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlIRR9FkchNbGdthPKaJRv4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9sbCj5Vp/lpZzd24eev22h3j7r37Dx6ubzxqxlEiOTR4JCJ51mMxCD+EhvKVgLOxBBb0BLR6o4NZvvURZOxHoaOmY+gEbBj6A58zhaF2s1vebHb36Q61uut5s2RmRq871sLJ7z4jmdW7G6u/3X7EkwBCxQWL47ZljlVHM6l8LiA13CSGMeMjNoQ2uiELIO7o7M4pLWCkTweRxC9UNIte7tAsiONp0MPKgCkvvpqbBf+Vaydq8Lqj/XCcKAj5nGiQCKoiOhOA9n0JXIkpOoxLH+9Kucck4wplMgruCXxIsKS+oJoRjFUwSel/c5gyCtTxgIYwUXT2FDFlEmaUSE5dfBAhpud+HzymlgaJORMgQaBYIZzzKAhY2F+ub1sd7TIp2RQ1ws4dFBkrBJsUDLcHQz/UWTbVHFFiJUFxT0XaoNTN4Of+3xN2vmi7iK28aKBdCONEwmwQnbfSFKlGIMNiaRtJev7wHPpDuAilGZB2ZSKgXXQVjuuBP/TU5lZHWzBJ9aVYitq3amWnWnxbO6w5dpnu1yq0ZZcrNsIsl9ICNVJtlrYRw3XphaGu1dopPT1u2PZ7+xRP9hyCOkc0q6dVu1apOkbeWmpcbnf2Dt5cbt5zjurZce+k0ji03zlGNpMuZkOY+DNQmv5CWSPF5bCursJ1p7lVssySdfwyv7s/3xKyRp6Qp+Q5scgrskuqpE4ahJOIfCZfyNfcp9y33Pfcj3np6sqi5zFZstzPP20cRFo=</latexit><latexit sha1_base64="1mieM/hnI1Cx4UQtU+TkoE0lyJs=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS7IoKNpX6iJVEUJq2TlIRR9F4chNb9SPMjGmikf+ALVv4B3aILT/BJ/AX3DhBbVq4kq0793HO3DO63jgMpDLNXyurhRs3b91eu2PcvXf/wcP1jUdtmaSCQ4snYSJOPSYhDGJoqUCFcDoWwCIvhI53tj/Ldz6CkEESO2o6hl7ERnEwDDhTGOq2+9UX7f4e3aZWf71oVszc6HXHWjhFsrBmf2P1tztIeBpBrHjIpOxa5lj1NBMq4CFkhptKGDN+xkbQRTdmEciezu+c0RJGBnSYCPxiRfPo5Q7NIimnkYeVEVO+vJqbBf+V66Zq+Lqng3icKoj5nGiYhlQldCYAHQQCuAqn6DAuArwr5T4TjCuUySi5x/AhxZLmgmpGMFbRJKP/zWHKKFHHBxrDRNHZU0jKBMwokZy6+CBhOD0PBuAztTSI5CwEASGKFcM5T6KIxYPl+q7V0y4Tgk1RI+zcRpGxImSTkuF6MApinWczzRFFKgGK+yrRBqVuDj/3/56w83nXRWzlJ0PtQixTAbNBdNHKMqQ6AxGXK1tI4gWjcxiM4CKU5UDaFWkI3bKrcFwfgpGvXmz2tAWTTF+KZah9p1F16uW3jYOGY1fpXqNGO3a1ZiPMciktUSPTZmULMVyXXhjqWm+c0JOjlm2/t0/wZM8hqHNI83patxu1umMUraXG5XZnd//N5eZd57CZH3ePa60D+51j5DPpcj6EiT8DpRkslDUyXA7r6ipcd9qbFcusWEcvizt7izVZI0/IU/KMWOQV2SF10iQtwklCPpMv5GvhU+Fb4Xvhx7x0dWXR85gsWeHnHxPhQ/Y=</latexit>

mD/mB = 1
<latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="k7bkHnVmEUDfbpQ3ChK67h60VB4=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS7IoKNpX6iJVEUJq2TlsRR9FkchNbHdthZkwTjfwHbNnCP7BDbPkJPoG/4MYJatPClWzduY9z5p7R7Y1EqLRt/1paLty4eev2yh3r7r37Dx6urj06VkkqObR4IhJ52mMKRBhDS4dawOlIAot6Ak56Z7vT/MlHkCpMYk9PRtCJ2DAOByFnGkPtqFt9EXV36CZ1uqtFu2LnRq87ztwpkrk1u2vLv/1+wtMIYs0FU6rt2CPdMUzqkAvILD9VMGL8jA2hjW7MIlAdk985oyWM9OkgkfjFmubRyx2GRUpNoh5WRkwH6mpuGvxXrp3qweuOCeNRqiHmM6JBKqhO6FQA2g8lcC0m6DAuQ7wr5QGTjGuUySr5h/AhxZLmnGpKMNLROKP/zWHKKlEvABrDWNPpUyjKJEwpkZz6+CBCTM7DPgRMLwyiOBMgQaBYMZzzJIpY3F+sbzsd4zMp2QQ1ws5NFBkrBBuXLL8HwzA2eTYzHFGUlqB5oBNjUern8DP/7wk7n7d9xNZBMjA+xCqVMB3EFJ0sQ6ozkHG5soEkvXB4Dv0hXISyHMj4MhXQLvsaxw0gHAb6xXrHODDOzKVYhtqfNKpevfy2sdfw3CrdadToiVutuQizWEpL1MqMXdlADN+nF4a61htH9Oig5brv3SM8uTMI6u3TvJ7W3Uat7llFZ6Fxsd3b3n1zuXnb22/mx+3DWmvPfedZ+UymnA9h489CafpzZa0Ml8O5ugrXneP1imNXnIOXxa2d+ZqskCfkKXlGHPKKbJE6aZIW4SQhn8kX8rXwqfCt8L3wY1a6vDTveUwWrPDzD7tZRCQ=</latexit>

mD/mB = 1
<latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="k7bkHnVmEUDfbpQ3ChK67h60VB4=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS7IoKNpX6iJVEUJq2TlsRR9FkchNbHdthZkwTjfwHbNnCP7BDbPkJPoG/4MYJatPClWzduY9z5p7R7Y1EqLRt/1paLty4eev2yh3r7r37Dx6urj06VkkqObR4IhJ52mMKRBhDS4dawOlIAot6Ak56Z7vT/MlHkCpMYk9PRtCJ2DAOByFnGkPtqFt9EXV36CZ1uqtFu2LnRq87ztwpkrk1u2vLv/1+wtMIYs0FU6rt2CPdMUzqkAvILD9VMGL8jA2hjW7MIlAdk985oyWM9OkgkfjFmubRyx2GRUpNoh5WRkwH6mpuGvxXrp3qweuOCeNRqiHmM6JBKqhO6FQA2g8lcC0m6DAuQ7wr5QGTjGuUySr5h/AhxZLmnGpKMNLROKP/zWHKKlEvABrDWNPpUyjKJEwpkZz6+CBCTM7DPgRMLwyiOBMgQaBYMZzzJIpY3F+sbzsd4zMp2QQ1ws5NFBkrBBuXLL8HwzA2eTYzHFGUlqB5oBNjUern8DP/7wk7n7d9xNZBMjA+xCqVMB3EFJ0sQ6ozkHG5soEkvXB4Dv0hXISyHMj4MhXQLvsaxw0gHAb6xXrHODDOzKVYhtqfNKpevfy2sdfw3CrdadToiVutuQizWEpL1MqMXdlADN+nF4a61htH9Oig5brv3SM8uTMI6u3TvJ7W3Uat7llFZ6Fxsd3b3n1zuXnb22/mx+3DWmvPfedZ+UymnA9h489CafpzZa0Ml8O5ugrXneP1imNXnIOXxa2d+ZqskCfkKXlGHPKKbJE6aZIW4SQhn8kX8rXwqfCt8L3wY1a6vDTveUwWrPDzD7tZRCQ=</latexit>

mD/mB = 1
<latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="STbZKuhhWrXth7Etq53E4lE2f74=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyJEQkhJ7YoKNpX6iJVEUJq2TlNhR9FkchNbHdthZkwTWf4DtmzhH9ghtvwEn8BfcOMEtWnhSrbu3Mc5c8/o9kYiUNo0fy0tF27cvHV75Y5x9979Bw9X1x6dqDiRHFo8FrE87TEFIoigpQMt4HQkgYU9Ae3e2d403/4IUgVx5OjJCDohG0bBIOBMY8gNu9X1sLtLt6jVXS2aFTM3et2x5k5x+xnJrdldW/7t9WOehBBpLphSrmWOdCdlUgdcQGZ4iYIR42dsCC66EQtBddL8zhktYaRPB7HEL9I0j17uSFmo1CTsYWXItK+u5qbBf+XcRA9ed9IgGiUaIj4jGiSC6phOBaD9QALXYoIO4zLAu1LuM8m4RpmMkncEHxIsac6ppgQjHY4z+t8cpowSdXygEYw1nT6FokzClBLJqYcPIsTkPOiDz/TCIIozARIEihXBOY/DkEX9xXrX6qQek5JNUCPs3EKRsUKwccnwejAMojTPZilHFKUlaO7rODUo9XL4mf/3hJ0vXA+xtR8PUg8ilUiYDpIWrSxDqjOQUbmyiSS9YHgO/SFchLIcKPVkIsAtexrH9SEY+np9o5NaMM7SS7EMtW83qk69/Lax33DsKt1t1GjbrtZshFkspSVqZKlZ2UQMz6MXhrrWG8f0+LBl2+/tYzzZMwjqHNC8ntbtRq3uGEVroXGx3dnZe3O5ecc5aObHnaNaa99+5xj5TGk5H8LEn4HS9OfKGhkuh3V1Fa47JxsVy6xYhy+L27uzLSEr5Al5Sp4Ti7wi26ROmqRFOInJZ/KFfC18KnwrfC/8mJUuL817HpMFK/z8AxSjRIg=</latexit><latexit sha1_base64="k7bkHnVmEUDfbpQ3ChK67h60VB4=">AAAECnicdVPLbtNAFJ02PIp5tbBkMyKKhJAS7IoKNpX6iJVEUJq2TlsRR9FkchNbHdthZkwTjfwHbNnCP7BDbPkJPoG/4MYJatPClWzduY9z5p7R7Y1EqLRt/1paLty4eev2yh3r7r37Dx6urj06VkkqObR4IhJ52mMKRBhDS4dawOlIAot6Ak56Z7vT/MlHkCpMYk9PRtCJ2DAOByFnGkPtqFt9EXV36CZ1uqtFu2LnRq87ztwpkrk1u2vLv/1+wtMIYs0FU6rt2CPdMUzqkAvILD9VMGL8jA2hjW7MIlAdk985oyWM9OkgkfjFmubRyx2GRUpNoh5WRkwH6mpuGvxXrp3qweuOCeNRqiHmM6JBKqhO6FQA2g8lcC0m6DAuQ7wr5QGTjGuUySr5h/AhxZLmnGpKMNLROKP/zWHKKlEvABrDWNPpUyjKJEwpkZz6+CBCTM7DPgRMLwyiOBMgQaBYMZzzJIpY3F+sbzsd4zMp2QQ1ws5NFBkrBBuXLL8HwzA2eTYzHFGUlqB5oBNjUern8DP/7wk7n7d9xNZBMjA+xCqVMB3EFJ0sQ6ozkHG5soEkvXB4Dv0hXISyHMj4MhXQLvsaxw0gHAb6xXrHODDOzKVYhtqfNKpevfy2sdfw3CrdadToiVutuQizWEpL1MqMXdlADN+nF4a61htH9Oig5brv3SM8uTMI6u3TvJ7W3Uat7llFZ6Fxsd3b3n1zuXnb22/mx+3DWmvPfedZ+UymnA9h489CafpzZa0Ml8O5ugrXneP1imNXnIOXxa2d+ZqskCfkKXlGHPKKbJE6aZIW4SQhn8kX8rXwqfCt8L3wY1a6vDTveUwWrPDzD7tZRCQ=</latexit>
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1
2 /m

<latexit sha1_base64="KpmnixSjqzv86S0yUxR5biB9vmE=">AAAEG3icdVPLbtNAFJ02PIp5tbCDzYg0EkJKaldUsEHqy0oiaJu2TlMRh2o8uYmt+sV4TBONLPEjbNnCP7BDbFnwCfwF105QmxauZOvOveec63uscWLfS6Su/5qbL127fuPmwi3t9p279+4vLj04SqJUcGjzyI/EscMS8L0Q2tKTPhzHAljg+NBxTrfyfucDiMSLQkuOY+gFbBh6A48ziaWTxUd24EQjtbv8TtkDwbgyMrWaZcsrQXayWNZrehH0amJMk/L6MimidbI0/9vuRzwNIJTcZ0nSNfRY9hQT0uM+ZJqdJhAzfsqG0MU0ZAEkPVUskdEKVvp0EAl8QkmL6kWGYkGSjAMHkQGTbnK5lxf/1eumcvCyp7wwTiWEfDJokPpURjR3hPY9AVz6Y0wYFx5+K+UuQy8k+qZV7AN4nyKkNR2VD4hlMMrof3vY0irUcoGGMJI0/zcJZQLykTic2viHfH985vXBZXJmkYQzHwT4aFYIZzwKAhb2Z/Fdo6dsJgQbo0fIfIUmI8Jno4pmOzD0QlV0M8VRJZECJHdlpDRK7UJ+kv89IfNZ10Zt6UYDZUOYpALyRVTZyDIcdQoirNbWcIjjDc+gP4TzUlYIKVukPnSrtsR1XfCGrlxZ7SkDRpm6UMvQ+05z22pU3zR3mpa5TTebddoxt+smysxCaYVqmdJra6hh2/Q80NdG85Ae7rdN8615iCdzIkGtPVrgacNs1huWVjZmiLN0a2Pr9UXyhrXXKo4bB/X2jrlracVOqlosoeNLQ2v6U2e1/HIYl6/C1eRotWboNWP/eXl9c3JLyAJ5TJ6Qp8QgL8g6aZAWaRNOPpLP5Av5WvpU+lb6Xvoxgc7PTTkPyUyUfv4BXqlMMQ==</latexit><latexit sha1_base64="KpmnixSjqzv86S0yUxR5biB9vmE=">AAAEG3icdVPLbtNAFJ02PIp5tbCDzYg0EkJKaldUsEHqy0oiaJu2TlMRh2o8uYmt+sV4TBONLPEjbNnCP7BDbFnwCfwF105QmxauZOvOveec63uscWLfS6Su/5qbL127fuPmwi3t9p279+4vLj04SqJUcGjzyI/EscMS8L0Q2tKTPhzHAljg+NBxTrfyfucDiMSLQkuOY+gFbBh6A48ziaWTxUd24EQjtbv8TtkDwbgyMrWaZcsrQXayWNZrehH0amJMk/L6MimidbI0/9vuRzwNIJTcZ0nSNfRY9hQT0uM+ZJqdJhAzfsqG0MU0ZAEkPVUskdEKVvp0EAl8QkmL6kWGYkGSjAMHkQGTbnK5lxf/1eumcvCyp7wwTiWEfDJokPpURjR3hPY9AVz6Y0wYFx5+K+UuQy8k+qZV7AN4nyKkNR2VD4hlMMrof3vY0irUcoGGMJI0/zcJZQLykTic2viHfH985vXBZXJmkYQzHwT4aFYIZzwKAhb2Z/Fdo6dsJgQbo0fIfIUmI8Jno4pmOzD0QlV0M8VRJZECJHdlpDRK7UJ+kv89IfNZ10Zt6UYDZUOYpALyRVTZyDIcdQoirNbWcIjjDc+gP4TzUlYIKVukPnSrtsR1XfCGrlxZ7SkDRpm6UMvQ+05z22pU3zR3mpa5TTebddoxt+smysxCaYVqmdJra6hh2/Q80NdG85Ae7rdN8615iCdzIkGtPVrgacNs1huWVjZmiLN0a2Pr9UXyhrXXKo4bB/X2jrlracVOqlosoeNLQ2v6U2e1/HIYl6/C1eRotWboNWP/eXl9c3JLyAJ5TJ6Qp8QgL8g6aZAWaRNOPpLP5Av5WvpU+lb6Xvoxgc7PTTkPyUyUfv4BXqlMMQ==</latexit><latexit sha1_base64="KpmnixSjqzv86S0yUxR5biB9vmE=">AAAEG3icdVPLbtNAFJ02PIp5tbCDzYg0EkJKaldUsEHqy0oiaJu2TlMRh2o8uYmt+sV4TBONLPEjbNnCP7BDbFnwCfwF105QmxauZOvOveec63uscWLfS6Su/5qbL127fuPmwi3t9p279+4vLj04SqJUcGjzyI/EscMS8L0Q2tKTPhzHAljg+NBxTrfyfucDiMSLQkuOY+gFbBh6A48ziaWTxUd24EQjtbv8TtkDwbgyMrWaZcsrQXayWNZrehH0amJMk/L6MimidbI0/9vuRzwNIJTcZ0nSNfRY9hQT0uM+ZJqdJhAzfsqG0MU0ZAEkPVUskdEKVvp0EAl8QkmL6kWGYkGSjAMHkQGTbnK5lxf/1eumcvCyp7wwTiWEfDJokPpURjR3hPY9AVz6Y0wYFx5+K+UuQy8k+qZV7AN4nyKkNR2VD4hlMMrof3vY0irUcoGGMJI0/zcJZQLykTic2viHfH985vXBZXJmkYQzHwT4aFYIZzwKAhb2Z/Fdo6dsJgQbo0fIfIUmI8Jno4pmOzD0QlV0M8VRJZECJHdlpDRK7UJ+kv89IfNZ10Zt6UYDZUOYpALyRVTZyDIcdQoirNbWcIjjDc+gP4TzUlYIKVukPnSrtsR1XfCGrlxZ7SkDRpm6UMvQ+05z22pU3zR3mpa5TTebddoxt+smysxCaYVqmdJra6hh2/Q80NdG85Ae7rdN8615iCdzIkGtPVrgacNs1huWVjZmiLN0a2Pr9UXyhrXXKo4bB/X2jrlracVOqlosoeNLQ2v6U2e1/HIYl6/C1eRotWboNWP/eXl9c3JLyAJ5TJ6Qp8QgL8g6aZAWaRNOPpLP5Av5WvpU+lb6Xvoxgc7PTTkPyUyUfv4BXqlMMQ==</latexit><latexit sha1_base64="GIWFHQvfKdGzOWOHuwZdngJRgUA=">AAAEG3icdVPLbtNAFJ02PIp5tbCDzYg0EkJKaldUsEHqy0oiaJu2TlMRh2o8vomt+hHGY5poZIkfYcsW/oEdYsuCT+AvuHaC2rRwJVt37j3nXN9jjTMM/ETq+q+5+dK16zduLtzSbt+5e+/+4tKDoyROBYc2j4NYHDssgcCPoC19GcDxUAALnQA6zulW3u98AJH4cWTJ8RB6IRtEft/nTGLpZPGRHTrxSO0uv1N2XzCujEytZtnySpidLJb1ml4EvZoY06RMptE6WZr/bbsxT0OIJA9YknQNfSh7ignp8wAyzU4TGDJ+ygbQxTRiISQ9VSyR0QpWXNqPBT6RpEX1IkOxMEnGoYPIkEkvudzLi//qdVPZf9lTfjRMJUR8MqifBlTGNHeEur4ALoMxJowLH7+Vco+hFxJ90yr2AbxPEdKajsoHDGU4yuh/e9jSKtTygEYwkjT/NwllAvKROJza+IeCYHzmu+AxObNIwlkAAgI0K4IzHochi9xZfNfoKZsJwcboETJfocmICNiootkODPxIFd1McVRJpADJPRkrjVK7kJ/kf0/IfNa1UVt6cV/ZECWpgHwRVTayDEedgoiqtTUc4viDM3AHcF7KCiFlizSAbtWWuK4H/sCTK6s9ZcAoUxdqGXrfaW5bjeqb5k7TMrfpZrNOO+Z23USZWSitUC1Tem0NNWybngf62mge0sP9tmm+NQ/xZE4kqLVHCzxtmM16w9LKxgxxlm5tbL2+SN6w9lrFceOg3t4xdy2t2ElViyV0fGlojTt1Vssvh3H5KlxNjlZrhl4z9p+X1zen12SBPCZPyFNikBdknTRIi7QJJx/JZ/KFfC19Kn0rfS/9mEDn56ach2QmSj//AAVuS80=</latexit>
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Figure 2.7: Regions showing the design space of D-bar systems for which VD/VB > 1 and
mD/mB < 1.

µB :=
VB
mB

=
σ2
b

16ρbEb
, (2.51)

which can be calculated by substituting for the mechanical energy stored in the bent beam VB,

given by Eq. (2.6) and the associated mass mB, given by Eq. (2.7). Notice that the ratio µB is

independent of the beam length l and applied force magnitude f .

The ratio of VD to mD, denoted as µD, corresponds to the mechanical energy stored per unit

mass for the D-bar system:
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Figure 2.8: Contours of ratio of VD/mD for the D-bar system to the bent beam VB/mB. The shaded
areas show the regions for which µD/µB > 1. Material parameters of aluminum are assumed
for the beam, bars, and strings. D-bar structures for the red dots corresponding to complexities
q = 1, 2, 3 and α = 7.5◦ are shown in Fig. 2.9.

µD :=
VD
mD

=
Vb + Vs
mb +ms

, (2.52)

which can also be written as:

µD =

2q−2

p
q
2 cos

3q
2 (α)

(
π

Eb

) 1
2

(
f

1
2

l

)
+
σs(sec2q(α)− 1)

2Es

p
q
2ρb

2q−1 cos
5q
2 (α)

(
1

πEb

) 1
2

(
f

1
2

l

)−1

+
ρs(sec2q(α)− 1)

σs

. (2.53)
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The previous expression for µD is determined by substitution of VD and mD from Eqs. (2.23)

and (2.48), respectively, into Eq. (2.52). Notice that D-bar length l and applied force magnitude f

again only appear in the parameter f
1
2/l in Eq. (2.53).

The shaded region in the Fig. 2.8 provides the design region for µD/µB > 1 for a single

component analysis. The shaded area corresponds to the design region where mechanical energy

stored per unit mass for the D-bar system is higher than the mechanical energy stored per unit mass

for the bent beam. Fig. 2.8 shows that D-bar system have better performance than bent beams for

higher values of f
1
2/l.

A single beam (in its initial configuration) and D-bar systems of complexities q = 1, 2, 3

indicated with red dots in Figs. 2.5–2.7 are illustrated in Fig. 2.9. The calculated radii of the beam

(Eq. (2.12)), bars (Eq. (C.13)), and strings (Eq. (C.18)) are considered in such figures. It is worth

noting that the radii of the bars of the D-bar system decrease by increasing the complexity q. Also

notice that q = 3 stores 25% more energy and saves 30% mass compared to a beam. This is a

good gain for space applications. No intersection between any bar and string was observed for all

complexities in Fig. 2.9.
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<latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="093+y2SsZ0fQ+jJlv/xiQFTK1TU=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyJEQkgJcUUFLCr1ZSURlKatQyriqJqMb2KrYzudGdNEI2/ZsoV/YIXY8iF8An/BjRPUpoUr2bpzH+fMPaPbG4pQ6Wr118Ji4dr1GzeXblm379y9d3955cF7laSSQ4snIpFHPaZAhDG0dKgFHA0lsKgnoN072Z7k2x9BqjCJXT0eQjdigzjsh5xpDLVO6TpdPV4uVivV3OhVx545xY0nJLfm8crib89PeBpBrLlgSnXs6lB3DZM65AIyy0sVDBk/YQPooBuzCFTX5LfNaAkjPu0nEr9Y0zx6scOwSKlx1MPKiOlAXc5Ngv/KdVLdf9U1YTxMNcR8StRPBdUJnYxO/VAC12KMDuMyxLtSHjDJuEaBrJJ3AKcpljRnVBOCoY5GGf1vDlNWiboB0BhGmk4eQVEmYUKJ5NTDpxBifBb6EDA9N4jiTIAEgWLFcMaTKGKxP1/fsbvGY1KyMWqEnesoMlYINipZXg8GYWzybGY4oigtQfNAJ8ai1Mvhp/7fE3Y+63iIrYOkbzyIVSphMogp2lmGVCcg43JlDUl64eAM/AGch7IcyHgyFdApexrHDSAcBPr5atfYMMrMhViG2rcbO269/Lax23CdHbrVqNG2s1NzEGa+lJaolZlqZQ0xPI+eG+pabxzSw/2W43xwDvHkTCGou0fzelp3GrW6axXtucb5dndz+83F5k13r5kfNw9qrV3nnWvlM5lyPkQVfxZK48+UtTJcDvvyKlx1WquV1xV7/0VxY2u6JGSJPCKPyVNik5dkg9RJk7QIJyH5TL6Qr4VPhW+F74Uf09LFhVnPQzJnhZ9/ACJpQkU=</latexit><latexit sha1_base64="0LaWrZQbdII/PuxmT70fwz9CDqo=">AAAEA3icdVPLbtNAFJ02PIp5tbBkMyKKhJAS4ooKWFTqy0oiKE1bhyLiqJpMbuJRx3Y6M6aJRt6yZQv/wAqx5UP4BP6CGyeoTQtXsnXnPs6Ze0a3O5RCm2r118Ji4dr1GzeXbjm379y9d3955cE7naSKQ4snMlHvu0yDFDG0jDAS3g8VsKgr4ah7sj3JH30EpUUS+2Y8hE7EBrHoC84MhlqndJ2uHi8Xq5VqbvSq486cIplZ83hl8XfQS3gaQWy4ZFq33erQdCxTRnAJmROkGoaMn7ABtNGNWQS6Y/PbZrSEkR7tJwq/2NA8erHDskjrcdTFyoiZUF/OTYL/yrVT03/ZsSIepgZiPiXqp5KahE5Gpz2hgBs5RodxJfCulIdMMW5QIKcUHMBpiiXNGdWEYGiiUUb/m8OUU6J+CDSGkaGTR9CUKZhQIjkN8CmkHJ+JHoTMzA2iOZOgQKJYMZzxJIpY3Juvb7sdGzCl2Bg1ws51FBkrJBuVnKALAxHbPJtZjijaKDA8NIl1KA1y+Kn/94SdT9sBYpsw6dsAYp0qmAxii26WIdUJqLhcWUOSrhicQW8A56EsB7KBSiW0y4HBcUMQg9A8W+1YF0aZvRDLUPujxo5fL79p7DZ8b4duNWr0yNupeQgzX0pL1MlstbKGGEFAzw11rTcO6eF+y/M+eId48qYQ1N+jeT2te41a3XeK7lzjfLu/uf36YvOmv9fMj5sHtdau99Z38plsOR+iij8HpenNlHUyXA738ipcdVqrlVcVd/95cWNrtiVL5BF5TJ4Ql7wgG6ROmqRFOBHkM/lCvhY+Fb4Vvhd+TEsXF2Y9D8mcFX7+AcmDQeE=</latexit>

mB = 0.23 kg
<latexit sha1_base64="r8TpTMFXWmwxEnUPPeUFHHNWifs=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2IUKNpX6spIIStPWaarGUTSe3MRWxnaYGdOEkfkNtmzhH9ghtqz5BP6CsRPUpoUr2bpzH+fMPaPrjVggpGn+WlgsXLl67frSDePmrdt37i6v3DsSccIpNGnMYn7sEQEsiKApA8ngeMSBhB6DljfczvKt98BFEEeOnIygE5JBFPQDSqQOdZcfhN0tvI7Nyurzj27oxWM1HKTd5aJZMXPDlx1r5hQ3HqPcGt2Vxd9uL6ZJCJGkjAjRtsyR7CjCZUAZpIabCBgROiQDaGs3IiGIjsqvn+KSjvRwP+b6iyTOo+c7FAmFmISergyJ9MXFXBb8V66dyP6rjgqiUSIholOifsKwjHGmBe4FHKhkE+0QygN9V0x9wgmVWjGj5B7Au0SXNGZUGcFIhuMU/zenU0YJOz7gCMYSZ68iMOGQUWpy7Oq3YWxyGvTAJ3JuEEEJAw5MixXBKY3DkES9+fq21VEu4ZxMtEa6c12LrCsYGZcM14NBEKk8myqqUYTkIKkvY2Vg7ObwU//vSXc+bbsaW/pxX7kQiYRDNogqWmmqqYbAo3JlTZN4weAUegM4C6U5kHJ5wqBddqUe14dg4Mtnqx1lwThV52Kp1r5V33Fq5Tf13bpj7+CtehW37J2qrWHmS3EJG6kyK2saw3XxmWlda/VDfLjftO0T+1Cf7CkEdvZwXo9rdr1ac4yiNdc43+5sbr8+37zp7DXy4+ZBtblrv3WMfCZVzocw9c/Q0vRmyhrZclgXV+Gyc7RascyKtf+iuLE13RK0hB6iR+gJstBLtIFqqIGaiKIP6DP6gr4WPhW+Fb4XfkxLFxdmPffRnBV+/gGYF0jA</latexit><latexit sha1_base64="r8TpTMFXWmwxEnUPPeUFHHNWifs=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2IUKNpX6spIIStPWaarGUTSe3MRWxnaYGdOEkfkNtmzhH9ghtqz5BP6CsRPUpoUr2bpzH+fMPaPrjVggpGn+WlgsXLl67frSDePmrdt37i6v3DsSccIpNGnMYn7sEQEsiKApA8ngeMSBhB6DljfczvKt98BFEEeOnIygE5JBFPQDSqQOdZcfhN0tvI7Nyurzj27oxWM1HKTd5aJZMXPDlx1r5hQ3HqPcGt2Vxd9uL6ZJCJGkjAjRtsyR7CjCZUAZpIabCBgROiQDaGs3IiGIjsqvn+KSjvRwP+b6iyTOo+c7FAmFmISergyJ9MXFXBb8V66dyP6rjgqiUSIholOifsKwjHGmBe4FHKhkE+0QygN9V0x9wgmVWjGj5B7Au0SXNGZUGcFIhuMU/zenU0YJOz7gCMYSZ68iMOGQUWpy7Oq3YWxyGvTAJ3JuEEEJAw5MixXBKY3DkES9+fq21VEu4ZxMtEa6c12LrCsYGZcM14NBEKk8myqqUYTkIKkvY2Vg7ObwU//vSXc+bbsaW/pxX7kQiYRDNogqWmmqqYbAo3JlTZN4weAUegM4C6U5kHJ5wqBddqUe14dg4Mtnqx1lwThV52Kp1r5V33Fq5Tf13bpj7+CtehW37J2qrWHmS3EJG6kyK2saw3XxmWlda/VDfLjftO0T+1Cf7CkEdvZwXo9rdr1ac4yiNdc43+5sbr8+37zp7DXy4+ZBtblrv3WMfCZVzocw9c/Q0vRmyhrZclgXV+Gyc7RascyKtf+iuLE13RK0hB6iR+gJstBLtIFqqIGaiKIP6DP6gr4WPhW+Fb4XfkxLFxdmPffRnBV+/gGYF0jA</latexit><latexit sha1_base64="r8TpTMFXWmwxEnUPPeUFHHNWifs=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2IUKNpX6spIIStPWaarGUTSe3MRWxnaYGdOEkfkNtmzhH9ghtqz5BP6CsRPUpoUr2bpzH+fMPaPrjVggpGn+WlgsXLl67frSDePmrdt37i6v3DsSccIpNGnMYn7sEQEsiKApA8ngeMSBhB6DljfczvKt98BFEEeOnIygE5JBFPQDSqQOdZcfhN0tvI7Nyurzj27oxWM1HKTd5aJZMXPDlx1r5hQ3HqPcGt2Vxd9uL6ZJCJGkjAjRtsyR7CjCZUAZpIabCBgROiQDaGs3IiGIjsqvn+KSjvRwP+b6iyTOo+c7FAmFmISergyJ9MXFXBb8V66dyP6rjgqiUSIholOifsKwjHGmBe4FHKhkE+0QygN9V0x9wgmVWjGj5B7Au0SXNGZUGcFIhuMU/zenU0YJOz7gCMYSZ68iMOGQUWpy7Oq3YWxyGvTAJ3JuEEEJAw5MixXBKY3DkES9+fq21VEu4ZxMtEa6c12LrCsYGZcM14NBEKk8myqqUYTkIKkvY2Vg7ObwU//vSXc+bbsaW/pxX7kQiYRDNogqWmmqqYbAo3JlTZN4weAUegM4C6U5kHJ5wqBddqUe14dg4Mtnqx1lwThV52Kp1r5V33Fq5Tf13bpj7+CtehW37J2qrWHmS3EJG6kyK2saw3XxmWlda/VDfLjftO0T+1Cf7CkEdvZwXo9rdr1ac4yiNdc43+5sbr8+37zp7DXy4+ZBtblrv3WMfCZVzocw9c/Q0vRmyhrZclgXV+Gyc7RascyKtf+iuLE13RK0hB6iR+gJstBLtIFqqIGaiKIP6DP6gr4WPhW+Fb4XfkxLFxdmPffRnBV+/gGYF0jA</latexit><latexit sha1_base64="yKgOOUzueFHKQRJmFUrnn0Ak21k=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgoEkJKsAMVbCr1ZSURlKat01TEUTSe3MRWxnaYGdOEkfkNtmzhH9ghtqz5BP6CsRPUpoUr2bpzH+fMPaPrjVkgpGn+WlouXLl67frKDePmrdt37q6u3TsWccIptGjMYn7iEQEsiKAlA8ngZMyBhB6DtjfayfLt98BFEEeOnI6hG5JhFAwCSqQO9VYfhL1tvIHNSvXZRzf04okaDdPeatGsmLnhy441d4pobs3e2vJvtx/TJIRIUkaE6FjmWHYV4TKgDFLDTQSMCR2RIXS0G5EQRFfl109xSUf6eBBz/UUS59HzHYqEQkxDT1eGRPriYi4L/ivXSeTgZVcF0TiRENEZ0SBhWMY40wL3Aw5Usql2COWBviumPuGESq2YUXIP4V2iS5pzqoxgLMNJiv+b0ymjhB0fcAQTibNXEZhwyCg1OXb12zA2PQ364BO5MIighAEHpsWK4JTGYUii/mJ9x+oql3BOploj3bmhRdYVjExKhuvBMIhUnk0V1ShCcpDUl7EyMHZz+Jn/96Q7n3RcjS39eKBciETCIRtEFa001VQj4FG5sq5JvGB4Cv0hnIXSHEi5PGHQKbtSj+tDMPTl02pXWTBJ1blYqrVvN3adevl1Y6/h2Lt4u1HDbXu3ZmuYxVJcwkaqzMq6xnBdfGZa13rjCB8dtGz7rX2kT/YMAjv7OK/HdbtRqztG0VpoXGx3tnZenW/ecvab+XHrsNbas984Rj6TKudDmPpnaGn6c2WNbDmsi6tw2TmuViyzYh08L25uz9dkBT1Ej9BjZKEXaBPVURO1EEUf0Gf0BX0tfCp8K3wv/JiVLi/Ne+6jBSv8/AM+3Ehc</latexit>

↵ = 7.5�
<latexit sha1_base64="vS8P4W3v38fME1qyLksXd1z8aFY=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2BVV2VTqy0oiKE1bp0XEoZpMbuJRxw9mxjRh5O9gyxb+gR1iy5pP4C8YO0FtWriSrTv3cc7cM7q9hDOpbPvX3HzpytVr1xduWDdv3b5zd3Hp3qGMU0GhTWMeizc9IoGzCNqKKQ5vEgEk7HE46p1s5fmjDyAkiyNPjRPohmQYsQGjRJnQ8eIDn/AkIHgNr9ZW3mmfMkGz48WyXbMLw5cdZ+qU1x+jwlrHS/O//X5M0xAiRTmRsuPYiepqIhSjHDLLTyUkhJ6QIXSMG5EQZFcX189wxUT6eBAL80UKF9HzHZqEUo7DnqkMiQrkxVwe/Feuk6rBi65mUZIqiOiEaJByrGKca4H7TABVfGwcQgUzd8U0IIJQZRSzKv4+vE9NSWtKlRMkKhxl+L85k7Iq2AsARzBSOH8ViYmAnNKQY9+8DefjU9aHgKiZQSQlHARwI1YEpzQOQxL1Z+s7Tlf7RAgyNhqZzjUjsqngZFSx/B4MWaSLbKapQZFKgKKBirWFsV/AT/y/J9P5tOMbbBXEA+1DJFMB+SC67GSZoToBEVVrK4akx4an0B/CWSgrgLQvUg6dqq/MuAGwYaCeLXe1A6NMn4tlRvuj5rbXqL5q7jQ9dxtvNuv4yN2uuwZmthRXsJVpu7ZiMHwfn5nRtdE8wAd7bdd96x6YkzuBwN4uLupxw23WG55VdmYaZ9u9ja2X55s3vN1WcdzYr7d33NeeVcykq8UQtvlZRpr+VFkrXw7n4ipcdg6Xa45dc/ael9c3J1uCFtBD9Ag9QQ5aReuogVqojSj6iD6jL+hr6VPpW+l76cekdH5u2nMfzVjp5x8hYEjk</latexit><latexit sha1_base64="vS8P4W3v38fME1qyLksXd1z8aFY=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2BVV2VTqy0oiKE1bp0XEoZpMbuJRxw9mxjRh5O9gyxb+gR1iy5pP4C8YO0FtWriSrTv3cc7cM7q9hDOpbPvX3HzpytVr1xduWDdv3b5zd3Hp3qGMU0GhTWMeizc9IoGzCNqKKQ5vEgEk7HE46p1s5fmjDyAkiyNPjRPohmQYsQGjRJnQ8eIDn/AkIHgNr9ZW3mmfMkGz48WyXbMLw5cdZ+qU1x+jwlrHS/O//X5M0xAiRTmRsuPYiepqIhSjHDLLTyUkhJ6QIXSMG5EQZFcX189wxUT6eBAL80UKF9HzHZqEUo7DnqkMiQrkxVwe/Feuk6rBi65mUZIqiOiEaJByrGKca4H7TABVfGwcQgUzd8U0IIJQZRSzKv4+vE9NSWtKlRMkKhxl+L85k7Iq2AsARzBSOH8ViYmAnNKQY9+8DefjU9aHgKiZQSQlHARwI1YEpzQOQxL1Z+s7Tlf7RAgyNhqZzjUjsqngZFSx/B4MWaSLbKapQZFKgKKBirWFsV/AT/y/J9P5tOMbbBXEA+1DJFMB+SC67GSZoToBEVVrK4akx4an0B/CWSgrgLQvUg6dqq/MuAGwYaCeLXe1A6NMn4tlRvuj5rbXqL5q7jQ9dxtvNuv4yN2uuwZmthRXsJVpu7ZiMHwfn5nRtdE8wAd7bdd96x6YkzuBwN4uLupxw23WG55VdmYaZ9u9ja2X55s3vN1WcdzYr7d33NeeVcykq8UQtvlZRpr+VFkrXw7n4ipcdg6Xa45dc/ael9c3J1uCFtBD9Ag9QQ5aReuogVqojSj6iD6jL+hr6VPpW+l76cekdH5u2nMfzVjp5x8hYEjk</latexit><latexit sha1_base64="vS8P4W3v38fME1qyLksXd1z8aFY=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgQCSEl2BVV2VTqy0oiKE1bp0XEoZpMbuJRxw9mxjRh5O9gyxb+gR1iy5pP4C8YO0FtWriSrTv3cc7cM7q9hDOpbPvX3HzpytVr1xduWDdv3b5zd3Hp3qGMU0GhTWMeizc9IoGzCNqKKQ5vEgEk7HE46p1s5fmjDyAkiyNPjRPohmQYsQGjRJnQ8eIDn/AkIHgNr9ZW3mmfMkGz48WyXbMLw5cdZ+qU1x+jwlrHS/O//X5M0xAiRTmRsuPYiepqIhSjHDLLTyUkhJ6QIXSMG5EQZFcX189wxUT6eBAL80UKF9HzHZqEUo7DnqkMiQrkxVwe/Feuk6rBi65mUZIqiOiEaJByrGKca4H7TABVfGwcQgUzd8U0IIJQZRSzKv4+vE9NSWtKlRMkKhxl+L85k7Iq2AsARzBSOH8ViYmAnNKQY9+8DefjU9aHgKiZQSQlHARwI1YEpzQOQxL1Z+s7Tlf7RAgyNhqZzjUjsqngZFSx/B4MWaSLbKapQZFKgKKBirWFsV/AT/y/J9P5tOMbbBXEA+1DJFMB+SC67GSZoToBEVVrK4akx4an0B/CWSgrgLQvUg6dqq/MuAGwYaCeLXe1A6NMn4tlRvuj5rbXqL5q7jQ9dxtvNuv4yN2uuwZmthRXsJVpu7ZiMHwfn5nRtdE8wAd7bdd96x6YkzuBwN4uLupxw23WG55VdmYaZ9u9ja2X55s3vN1WcdzYr7d33NeeVcykq8UQtvlZRpr+VFkrXw7n4ipcdg6Xa45dc/ael9c3J1uCFtBD9Ag9QQ5aReuogVqojSj6iD6jL+hr6VPpW+l76cekdH5u2nMfzVjp5x8hYEjk</latexit><latexit sha1_base64="ZE7uulbbL8dVebBZH9PfiEuxrEA=">AAAEFXicdVPLbtNAFJ02PIp5tcCOzYgoEkJqsCuqsqnUl5VEUJq2TlORCdVkchOPOn4wHtOEkb+DLVv4B3aILWs+gb9g7AS1aeFKtu7cxzlzz+j2YsETZdu/5uZL167fuLlwy7p95+69+4tLD46SKJUMWiwSkTzu0QQED6GluBJwHEugQU9Au3e6nefbH0AmPAo9NY6hG9BhyAecUWVCJ4uPCBWxT/E6XquuvtOEccmyk8WyXbULw1cdZ+qU0dSaJ0vzv0k/YmkAoWKCJknHsWPV1VQqzgRkFkkTiCk7pUPoGDekASRdXVw/wxUT6eNBJM0XKlxEL3ZoGiTJOOiZyoAqP7mcy4P/ynVSNXjZ1TyMUwUhmxANUoFVhHMtcJ9LYEqMjUOZ5OaumPlUUqaMYlaFHMD71JQ0p1Q5QayCUYb/mzMpq4I9H3AII4XzV0kwlZBTGnJMzNsIMT7jffCpmhkkYVSABGHECuGMRUFAw/5sfcfpakKlpGOjkelcNyKbCkFHFYv0YMhDXWQzzQxKoiQo5qtIWxiTAn7i/z2ZzmcdYrCVHw00gTBJJeSD6LKTZYbqFGS4XF01JD0+PIP+EM5DWQGkiUwFdJaJMuP6wIe+er7S1Q6MMn0hlhnt240dr778urHb8NwdvNWo4ba7U3MNzGwprmAr03Z11WAQgs/N6FpvHOLD/ZbrvnUPzcmdQGBvDxf1uO42anXPKjszjbPt3ub2q4vNm95eszhuHtRau+4bzypm0svFELb5WUaa/lRZK18O5/IqXHWOVqqOXXX2X5Q3tqZrsoAeoyfoKXLQGtpAddRELcTQR/QZfUFfS59K30rfSz8mpfNz056HaMZKP/8AyBZIgA==</latexit>

VD/VB = 0.86
mD = 0.20 kg

<latexit sha1_base64="DM05BMzULBOQ8InHFxY/Obajdf8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkhJ7YpCL5X6iJVEUJq2TlqRjaL1ZhJb8SOs1zSRZf4Pf4QrV/oTkLghroiJE9SkhZHWmtf3jWdGYw89N1K6frG0nLtx89btlTva3Xv3HzxcXXvUjMJYCmiI0Avlmc0j8NwAGspVHpwNJXDf9uDUHuxP4qcfQUZuGFhqPIS2z/uB23MFV+jqrO4zG/pukHAp+ThNvFRrdsrrzc4e3aZ6aesVZUzzO+XM2tA/Md8OR8mgn2oMgu4M1VnN6yU9E3pdMWZKfucZyaTeWVv+zrqhiH0IlPB4FLUMfajaSKdc4QGSxxEMuRjwPrRQDbgPUTvJuk1pAT1d2gslvkDRzDuPSLgfRWPfxkyfKye6Gps4/xVrxaq31U7cYBgrCMS0UC/2qArpZHS060oQyhujwoV08V+pcLjkQuGAtQI7hg8xptRnpSYFhsofpfS/MQxpBWo5QAMYKTpZYkS5hElJLE4ZrtLzxuduFxyuFhqJBPdAAi6MBXAuQt/nQXcxv2W0E5atCGeEyG0cMmZ4fFTQFtcukCVSEpRwVJholLKMfqr/tRD5osWQWzlhL8H9R7GESSNJ3khTLDUAGRRLm1jEdvvn0O3DpSvNiBImYw9aRaawXQfcvqPWN9qJAaM0mfOlOPvTWtmqFt/WDmqWWaZ7tQo9NcsVE2kWU2mBammilzaRgzF6KTjXau2Enhw1TPO9eYKWOaWg1iHN8mnVrFWqlpY3FoCLcGt3/808eNc6rGfm7nGlcWC+s7Ssp6SYNaHjZ/40tMlxGFdP4brS3CgZesk4epnf2ZteCVkhT8hT8pwY5DXZIVVSJw0iyGfylXwjF7kvuR+5n7lf09TlpRnmMVmQ3O8/2cxaeQ==</latexit><latexit sha1_base64="DM05BMzULBOQ8InHFxY/Obajdf8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkhJ7YpCL5X6iJVEUJq2TlqRjaL1ZhJb8SOs1zSRZf4Pf4QrV/oTkLghroiJE9SkhZHWmtf3jWdGYw89N1K6frG0nLtx89btlTva3Xv3HzxcXXvUjMJYCmiI0Avlmc0j8NwAGspVHpwNJXDf9uDUHuxP4qcfQUZuGFhqPIS2z/uB23MFV+jqrO4zG/pukHAp+ThNvFRrdsrrzc4e3aZ6aesVZUzzO+XM2tA/Md8OR8mgn2oMgu4M1VnN6yU9E3pdMWZKfucZyaTeWVv+zrqhiH0IlPB4FLUMfajaSKdc4QGSxxEMuRjwPrRQDbgPUTvJuk1pAT1d2gslvkDRzDuPSLgfRWPfxkyfKye6Gps4/xVrxaq31U7cYBgrCMS0UC/2qArpZHS060oQyhujwoV08V+pcLjkQuGAtQI7hg8xptRnpSYFhsofpfS/MQxpBWo5QAMYKTpZYkS5hElJLE4ZrtLzxuduFxyuFhqJBPdAAi6MBXAuQt/nQXcxv2W0E5atCGeEyG0cMmZ4fFTQFtcukCVSEpRwVJholLKMfqr/tRD5osWQWzlhL8H9R7GESSNJ3khTLDUAGRRLm1jEdvvn0O3DpSvNiBImYw9aRaawXQfcvqPWN9qJAaM0mfOlOPvTWtmqFt/WDmqWWaZ7tQo9NcsVE2kWU2mBammilzaRgzF6KTjXau2Enhw1TPO9eYKWOaWg1iHN8mnVrFWqlpY3FoCLcGt3/808eNc6rGfm7nGlcWC+s7Ssp6SYNaHjZ/40tMlxGFdP4brS3CgZesk4epnf2ZteCVkhT8hT8pwY5DXZIVVSJw0iyGfylXwjF7kvuR+5n7lf09TlpRnmMVmQ3O8/2cxaeQ==</latexit><latexit sha1_base64="DM05BMzULBOQ8InHFxY/Obajdf8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkhJ7YpCL5X6iJVEUJq2TlqRjaL1ZhJb8SOs1zSRZf4Pf4QrV/oTkLghroiJE9SkhZHWmtf3jWdGYw89N1K6frG0nLtx89btlTva3Xv3HzxcXXvUjMJYCmiI0Avlmc0j8NwAGspVHpwNJXDf9uDUHuxP4qcfQUZuGFhqPIS2z/uB23MFV+jqrO4zG/pukHAp+ThNvFRrdsrrzc4e3aZ6aesVZUzzO+XM2tA/Md8OR8mgn2oMgu4M1VnN6yU9E3pdMWZKfucZyaTeWVv+zrqhiH0IlPB4FLUMfajaSKdc4QGSxxEMuRjwPrRQDbgPUTvJuk1pAT1d2gslvkDRzDuPSLgfRWPfxkyfKye6Gps4/xVrxaq31U7cYBgrCMS0UC/2qArpZHS060oQyhujwoV08V+pcLjkQuGAtQI7hg8xptRnpSYFhsofpfS/MQxpBWo5QAMYKTpZYkS5hElJLE4ZrtLzxuduFxyuFhqJBPdAAi6MBXAuQt/nQXcxv2W0E5atCGeEyG0cMmZ4fFTQFtcukCVSEpRwVJholLKMfqr/tRD5osWQWzlhL8H9R7GESSNJ3khTLDUAGRRLm1jEdvvn0O3DpSvNiBImYw9aRaawXQfcvqPWN9qJAaM0mfOlOPvTWtmqFt/WDmqWWaZ7tQo9NcsVE2kWU2mBammilzaRgzF6KTjXau2Enhw1TPO9eYKWOaWg1iHN8mnVrFWqlpY3FoCLcGt3/808eNc6rGfm7nGlcWC+s7Ssp6SYNaHjZ/40tMlxGFdP4brS3CgZesk4epnf2ZteCVkhT8hT8pwY5DXZIVVSJw0iyGfylXwjF7kvuR+5n7lf09TlpRnmMVmQ3O8/2cxaeQ==</latexit><latexit sha1_base64="PEVcJU+Dw7sl0PkOg27x3UpwtCU=">AAAERHicdVNLb9NAEN42PIp5tXDksiKKhJCS2hWFXir1ESuJoDRtnQSRjaL1ZhJb8SOs1zSRZf4Pf4QrV/oTkLghroiJE9SkhZHWmtf3jWdGY488N1K6frGymrtx89bttTva3Xv3Hzxc33jUjMJYCmiI0AvlO5tH4LkBNJSrPHg3ksB924OWPTycxlsfQUZuGFhqMoKOzweB23cFV+jqrh8yGwZukHAp+SRNvFRrdsubze4B3aV6aeclZUzzu+XM2tI/Md8Ox8lwkGoMgt4c1V3P6yU9E3pdMeZKnsyl3t1Y/c56oYh9CJTweBS1DX2kOkinXOEBkscRjLgY8gG0UQ24D1EnybpNaQE9PdoPJb5A0cy7iEi4H0UT38ZMnysnuhqbOv8Va8eqv9NJ3GAUKwjErFA/9qgK6XR0tOdKEMqboMKFdPFfqXC45ELhgLUCO4UPMabU56WmBUbKH6f0vzEMaQVqOUADGCs6XWJEuYRpSSxOGa7S8ybnbg8crpYaiQT3QAIujAVwLkLf50FvOb9tdBKWrQhnhMhdHDJmeHxc0JbXLpAlUhKUcFSYaJSyjH6m/7UQ+bzNkFs5YT/B/UexhGkjSd5IUyw1BBkUS9tYxHYH59AbwKUrzYgSJmMP2kWmsF0H3IGjNrc6iQHjNFnwpTj7Vq1sVYtvakc1yyzTg1qFtsxyxUSa5VRaoFqa6KVt5GCMXgrOtVo7o2cnDdN8b56hZc4oqHVMs3xaNWuVqqXljSXgMtzaP3y9CN63juuZuX9aaRyZby0t6ykpZk3o+Fk8DW16HMbVU7iuNLdKhl4yTl7k9w7mZ7JGnpCn5BkxyCuyR6qkThpEkM/kK/lGLnJfcj9yP3O/ZqmrK3PMY7Ikud9/AICRWhU=</latexit>

VD/VB = 1.05
mD = 0.18 kg

<latexit sha1_base64="fvvdC8AmRoJpDfwKvVJaoY8yHyY=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkVFL5X6iJVEUJq2TlKRjaLNZhJb8SOs1zSRZf4Pf4QrV/oTkLghroixE9SkhZHWmtf3jWdG0xu7Tqh0/WJlNXfj5q3ba3e0u/fuP3i4vvGoGQaRFNAQgRvIsx4PwXV8aChHuXA2lsC9ngut3uggjbc+ggydwLfUdAwdjw99Z+AIrtDVXT9gPRg6fsyl5NMkdhOt2S2/bHb36Q41SvoWZUzzumW09JKx/Yl5vWASj4aJxsDvz1Hd9bxe0jOh1xVjruR3n5FM6t2N1e+sH4jIA18Jl4dh29DHqoN0yhEuIHkUwpiLER9CG1WfexB24qzbhBbQ06eDQOLzFc28i4iYe2E49XqY6XFlh1djqfNfsXakBtud2PHHkQJfzAoNIpeqgKajo31HglDuFBUupIP/SoXNJRcKB6wV2Al8iDClPi+VFhgrb5LQ/8YwpBWoZQP1YaJousSQcglpSSxOGa7SdafnTh9srpYaCQV3QQIujPlwLgLP435/Ob9tdGKWrQhnhMgdHDJmuHxS0JbXLpAlVBKUsFUQa5SyjH6m/7UQ+aLNkFvZwSDG/YeRhLSROG8kCZYagfSLpS0s0nOG59AfwqUryYhiJiMX2kWmsF0bnKGtXm52YgMmSbzgS3D2rVrZqhbf1g5rllmm+7UKbZnliok0y6m0QLUk1ktbyMEYvRSca7V2Sk+PG6b53jxFy5xRUOuIZvm0atYqVUvLG0vAZbi1d/BmEbxnHdUzc++k0jg031la1lNczJrQ8bN4Glp6HMbVU7iuNDdLBh7Y8av87v7sSsgaeUKekufEIK/JLqmSOmkQQT6Tr+Qbuch9yf3I/cz9mqWurswxj8mS5H7/AdWkWng=</latexit><latexit sha1_base64="fvvdC8AmRoJpDfwKvVJaoY8yHyY=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkVFL5X6iJVEUJq2TlKRjaLNZhJb8SOs1zSRZf4Pf4QrV/oTkLghroixE9SkhZHWmtf3jWdG0xu7Tqh0/WJlNXfj5q3ba3e0u/fuP3i4vvGoGQaRFNAQgRvIsx4PwXV8aChHuXA2lsC9ngut3uggjbc+ggydwLfUdAwdjw99Z+AIrtDVXT9gPRg6fsyl5NMkdhOt2S2/bHb36Q41SvoWZUzzumW09JKx/Yl5vWASj4aJxsDvz1Hd9bxe0jOh1xVjruR3n5FM6t2N1e+sH4jIA18Jl4dh29DHqoN0yhEuIHkUwpiLER9CG1WfexB24qzbhBbQ06eDQOLzFc28i4iYe2E49XqY6XFlh1djqfNfsXakBtud2PHHkQJfzAoNIpeqgKajo31HglDuFBUupIP/SoXNJRcKB6wV2Al8iDClPi+VFhgrb5LQ/8YwpBWoZQP1YaJousSQcglpSSxOGa7SdafnTh9srpYaCQV3QQIujPlwLgLP435/Ob9tdGKWrQhnhMgdHDJmuHxS0JbXLpAlVBKUsFUQa5SyjH6m/7UQ+aLNkFvZwSDG/YeRhLSROG8kCZYagfSLpS0s0nOG59AfwqUryYhiJiMX2kWmsF0bnKGtXm52YgMmSbzgS3D2rVrZqhbf1g5rllmm+7UKbZnliok0y6m0QLUk1ktbyMEYvRSca7V2Sk+PG6b53jxFy5xRUOuIZvm0atYqVUvLG0vAZbi1d/BmEbxnHdUzc++k0jg031la1lNczJrQ8bN4Glp6HMbVU7iuNDdLBh7Y8av87v7sSsgaeUKekufEIK/JLqmSOmkQQT6Tr+Qbuch9yf3I/cz9mqWurswxj8mS5H7/AdWkWng=</latexit><latexit sha1_base64="fvvdC8AmRoJpDfwKvVJaoY8yHyY=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkVFL5X6iJVEUJq2TlKRjaLNZhJb8SOs1zSRZf4Pf4QrV/oTkLghroixE9SkhZHWmtf3jWdG0xu7Tqh0/WJlNXfj5q3ba3e0u/fuP3i4vvGoGQaRFNAQgRvIsx4PwXV8aChHuXA2lsC9ngut3uggjbc+ggydwLfUdAwdjw99Z+AIrtDVXT9gPRg6fsyl5NMkdhOt2S2/bHb36Q41SvoWZUzzumW09JKx/Yl5vWASj4aJxsDvz1Hd9bxe0jOh1xVjruR3n5FM6t2N1e+sH4jIA18Jl4dh29DHqoN0yhEuIHkUwpiLER9CG1WfexB24qzbhBbQ06eDQOLzFc28i4iYe2E49XqY6XFlh1djqfNfsXakBtud2PHHkQJfzAoNIpeqgKajo31HglDuFBUupIP/SoXNJRcKB6wV2Al8iDClPi+VFhgrb5LQ/8YwpBWoZQP1YaJousSQcglpSSxOGa7SdafnTh9srpYaCQV3QQIujPlwLgLP435/Ob9tdGKWrQhnhMgdHDJmuHxS0JbXLpAlVBKUsFUQa5SyjH6m/7UQ+aLNkFvZwSDG/YeRhLSROG8kCZYagfSLpS0s0nOG59AfwqUryYhiJiMX2kWmsF0bnKGtXm52YgMmSbzgS3D2rVrZqhbf1g5rllmm+7UKbZnliok0y6m0QLUk1ktbyMEYvRSca7V2Sk+PG6b53jxFy5xRUOuIZvm0atYqVUvLG0vAZbi1d/BmEbxnHdUzc++k0jg031la1lNczJrQ8bN4Glp6HMbVU7iuNDdLBh7Y8av87v7sSsgaeUKekufEIK/JLqmSOmkQQT6Tr+Qbuch9yf3I/cz9mqWurswxj8mS5H7/AdWkWng=</latexit><latexit sha1_base64="y4cJl6gM50U2zkBxMuLCF56xDnw=">AAAERHicdVNLb9NAEN42PIp5tXDksiKKhJCS2hUVvVTqI1YSQWnaOklFNorWm0lsxY+wXtNElvk//BGuXOlPQOKGuCImTlCTFkZaa17fN54ZjT3y3Ejp+uXKau7W7Tt31+5p9x88fPR4feNJMwpjKaAhQi+U5zaPwHMDaChXeXA+ksB924OWPTycxlsfQUZuGFhqMoKOzweB23cFV+jqrh8yGwZukHAp+SRNvFRrdsubze4B3aVGSd+mjGl+t4yWXjJ2PjHfDsfJcJBqDILeHNVdz+slPRN6UzHmSp7Mpd7dWP3OeqGIfQiU8HgUtQ19pDpIp1zhAZLHEYy4GPIBtFENuA9RJ8m6TWkBPT3aDyW+QNHMu4hIuB9FE9/GTJ8rJ7oemzr/FWvHqr/TSdxgFCsIxKxQP/aoCul0dLTnShDKm6DChXTxX6lwuORC4YC1AjuFDzGm1OelpgVGyh+n9L8xDGkFajlAAxgrOl1iRLmEaUksThmu0vMmF24PHK6WGokE90ACLowFcCFC3+dBbzm/bXQSlq0IZ4TIXRwyZnh8XNCW1y6QJVISlHBUmGiUsox+pv+1EPmyzZBbOWE/wf1HsYRpI0neSFMsNQQZFEvbWMR2BxfQG8CVK82IEiZjD9pFprBdB9yBoza3OokB4zRZ8KU4+1atbFWLb2tHNcss04NahbbMcsVEmuVUWqBamuilbeRgjF4JzrVaO6NnJw3TfG+eoWXOKKh1TLN8WjVrlaql5Y0l4DLc2j98swjet47rmbl/Wmkcme8sLespKWZN6PhZPA1tehzG9VO4qTS3SgYe2Mmr/N7B/EzWyDPynLwgBnlN9kiV1EmDCPKZfCXfyGXuS+5H7mfu1yx1dWWOeUqWJPf7D3xpWhQ=</latexit>

VD/VB = 1.25
mD = 0.16 kg

<latexit sha1_base64="5uUAIw5J3g/mbuefYDgQUjopme8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkWBS6U+YiURlKatk1Rko2i9mSRW/AjrNU1kmf/DH+HKlf4EJG6IK2LsBDVpYaS15vV945nR2GPXCZWun6+s5q5dv3Fz7ZZ2+87de/fXNx40wyCSAhoicAN5avMQXMeHhnKUC6djCdyzXWjZo/003voIMnQC31LTMXQ8PvCdviO4Qld3fZ/ZMHD8mEvJp0nsJlqzW37e7O7RbWqUNrcoY5rXLaOll4yXn5hnB5N4NEg0Bn5vjuqu5/WSngm9qhhzJb/zhGRS726sfme9QEQe+Eq4PAzbhj5WHaRTjnAByaMQxlyM+ADaqPrcg7ATZ90mtICeHu0HEp+vaOZdRMTcC8OpZ2Omx9UwvBxLnf+KtSPVf92JHX8cKfDFrFA/cqkKaDo62nMkCOVOUeFCOvivVAy55ELhgLUCO4YPEabU56XSAmPlTRL63xiGtAK1hkB9mCiaLjGkXEJaEotThqt03emZ04MhV0uNhIK7IAEXxnw4E4Hncb+3nN82OjHLVoQzQuQ2DhkzXD4paMtrF8gSKglKDFUQa5SyjH6m/7UQ+azNkFsNg36M+w8jCWkjcd5IEiw1AukXS1tYxHYGZ9AbwIUryYhiJiMX2kWmsN0hOIOher7ZiQ2YJPGCL8HZt2plq1p8WzuoWWaZ7tUqtGWWKybSLKfSAtWSWC9tIQdj9EJwrtXaCT05apjme/MELXNGQa1DmuXTqlmrVC0tbywBl+HW7v6bRfCudVjPzN3jSuPAfGdpWU9xMWtCx8/iaWjpcRiXT+Gq0twsGXhgRy/yO3uzKyFr5BF5TJ4Sg7wiO6RK6qRBBPlMvpJv5Dz3Jfcj9zP3a5a6ujLHPCRLkvv9B9XCWng=</latexit><latexit sha1_base64="5uUAIw5J3g/mbuefYDgQUjopme8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkWBS6U+YiURlKatk1Rko2i9mSRW/AjrNU1kmf/DH+HKlf4EJG6IK2LsBDVpYaS15vV945nR2GPXCZWun6+s5q5dv3Fz7ZZ2+87de/fXNx40wyCSAhoicAN5avMQXMeHhnKUC6djCdyzXWjZo/003voIMnQC31LTMXQ8PvCdviO4Qld3fZ/ZMHD8mEvJp0nsJlqzW37e7O7RbWqUNrcoY5rXLaOll4yXn5hnB5N4NEg0Bn5vjuqu5/WSngm9qhhzJb/zhGRS726sfme9QEQe+Eq4PAzbhj5WHaRTjnAByaMQxlyM+ADaqPrcg7ATZ90mtICeHu0HEp+vaOZdRMTcC8OpZ2Omx9UwvBxLnf+KtSPVf92JHX8cKfDFrFA/cqkKaDo62nMkCOVOUeFCOvivVAy55ELhgLUCO4YPEabU56XSAmPlTRL63xiGtAK1hkB9mCiaLjGkXEJaEotThqt03emZ04MhV0uNhIK7IAEXxnw4E4Hncb+3nN82OjHLVoQzQuQ2DhkzXD4paMtrF8gSKglKDFUQa5SyjH6m/7UQ+azNkFsNg36M+w8jCWkjcd5IEiw1AukXS1tYxHYGZ9AbwIUryYhiJiMX2kWmsN0hOIOher7ZiQ2YJPGCL8HZt2plq1p8WzuoWWaZ7tUqtGWWKybSLKfSAtWSWC9tIQdj9EJwrtXaCT05apjme/MELXNGQa1DmuXTqlmrVC0tbywBl+HW7v6bRfCudVjPzN3jSuPAfGdpWU9xMWtCx8/iaWjpcRiXT+Gq0twsGXhgRy/yO3uzKyFr5BF5TJ4Sg7wiO6RK6qRBBPlMvpJv5Dz3Jfcj9zP3a5a6ujLHPCRLkvv9B9XCWng=</latexit><latexit sha1_base64="5uUAIw5J3g/mbuefYDgQUjopme8=">AAAERHicdVNLb9NAEN42PIp5tXDksiJEQkgJdkWBS6U+YiURlKatk1Rko2i9mSRW/AjrNU1kmf/DH+HKlf4EJG6IK2LsBDVpYaS15vV945nR2GPXCZWun6+s5q5dv3Fz7ZZ2+87de/fXNx40wyCSAhoicAN5avMQXMeHhnKUC6djCdyzXWjZo/003voIMnQC31LTMXQ8PvCdviO4Qld3fZ/ZMHD8mEvJp0nsJlqzW37e7O7RbWqUNrcoY5rXLaOll4yXn5hnB5N4NEg0Bn5vjuqu5/WSngm9qhhzJb/zhGRS726sfme9QEQe+Eq4PAzbhj5WHaRTjnAByaMQxlyM+ADaqPrcg7ATZ90mtICeHu0HEp+vaOZdRMTcC8OpZ2Omx9UwvBxLnf+KtSPVf92JHX8cKfDFrFA/cqkKaDo62nMkCOVOUeFCOvivVAy55ELhgLUCO4YPEabU56XSAmPlTRL63xiGtAK1hkB9mCiaLjGkXEJaEotThqt03emZ04MhV0uNhIK7IAEXxnw4E4Hncb+3nN82OjHLVoQzQuQ2DhkzXD4paMtrF8gSKglKDFUQa5SyjH6m/7UQ+azNkFsNg36M+w8jCWkjcd5IEiw1AukXS1tYxHYGZ9AbwIUryYhiJiMX2kWmsN0hOIOher7ZiQ2YJPGCL8HZt2plq1p8WzuoWWaZ7tUqtGWWKybSLKfSAtWSWC9tIQdj9EJwrtXaCT05apjme/MELXNGQa1DmuXTqlmrVC0tbywBl+HW7v6bRfCudVjPzN3jSuPAfGdpWU9xMWtCx8/iaWjpcRiXT+Gq0twsGXhgRy/yO3uzKyFr5BF5TJ4Sg7wiO6RK6qRBBPlMvpJv5Dz3Jfcj9zP3a5a6ujLHPCRLkvv9B9XCWng=</latexit><latexit sha1_base64="xbUStyrxvNTJNU6AgDm1Dw9S63A=">AAAERHicdVNLb9NAEN42PIp5tXDksiKKhJCSxhUFLpX6iJVEUJq2TlKRjaL1ZhJb8SOs1zSRZf4Pf4QrV/oTkLghroixE9SkhZHWmtf3jWdGY41dJ1Tl8sXKau7GzVu31+5od+/df/BwfeNRKwwiKaApAjeQZxYPwXV8aCpHuXA2lsA9y4W2NTpI4+2PIEMn8E01HUPX40PfGTiCK3T11g+YBUPHj7mUfJrEbqK1epXNVm+f7lC9tLVNGdO8XgWtckl/+Yl5VjCJR8NEY+D356jeer5cKmdCryv6XMmTuTR6G6vfWT8QkQe+Ei4Pw45eHqsu0ilHuIDkUQhjLkZ8CB1Ufe5B2I2zbhNaQE+fDgKJz1c08y4iYu6F4dSzMNPjyg6vxlLnv2KdSA1ed2PHH0cKfDErNIhcqgKajo72HQlCuVNUuJAO/isVNpdcKBywVmAn8CHClMa8VFpgrLxJQv8bw5BWoKYN1IeJoukSQ8olpCWxOGW4Stednjt9sLlaaiQU3AUJuDDmw7kIPI/7/eX8jt6NWbYinBEid3DImOHySUFbXrtAllBJUMJWQaxRyjL6mf7XQuTzDkNuZQeDGPcfRhLSRuK8niRYagTSL5a2sYjlDM+hP4RLV5IRxUxGLnSKTGG7NjhDW21udWMdJkm84Etw9u16xawV39YP66ZRofv1Km0blaqBNMuptEC1JC6XtpGDMXopONda/ZSeHjcN471xipYxo6DmEc3yac2oV2umlteXgMtwc+/gzSJ4zzxqZObeSbV5aLwztaynuJg1UcbP4mlo6XHoV0/hutLaKul4YMcv8rv78zNZI0/IU/KM6OQV2SU10iBNIshn8pV8Ixe5L7kfuZ+5X7PU1ZU55jFZktzvP3yHWhQ=</latexit>

Figure 2.9: Schematics of a beam (initial configuration prior to buckling) and D-bars of different
complexities. The axes units are in meters. Values of α = 7.5◦, l = 0.5 m, f

1
2/l = 150 N

1
2 /m, and

material parameters of aluminum for the beam, bars, and strings are assumed. The calculated radii
of the beam, bars, and strings are considered in the schematics.
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2.5.2 Assembly-level Assessment

Having compared the energy stored and mass for single D-bar systems and bent beams, this

section considers an example of a planetary lander to compare D-bar systems and bent buckled

beams as part of a larger tensegrity structure. The geometry and boundary conditions of the

tensegrity lander are first described. Then, the equilibrium equations used to calculate the forces

in each member are provided. Finally, the energy stored and the total mass of a lander with bent

beams are compared against those of a lander with D-bar systems replacing the beams.

The geometry of the tensegrity lander developed in [2] for planetary exploration is considered

for this assessment. The lander has 6 compressive members of length L and 24 tensile members

of length (3/8)
1
2L. As illustrated in Fig. 2.10(a), vertical compressive forces are applied to the

top three nodes of the structure and the bottom three nodes are kept fixed to simulate the impact

conditions. The total force applied to the top surface is denoted as F .

To calculate the forces in each member, the equilibrium equations for tensegrity systems

developed in [16] are used. First, let ni ∈ R3 be the position vector of the ith node and N be

the matrix containing the node position vectors N = [n1 n2 · · · ]. Also, let wi ∈ R3 be the

vector of external forces applied at the ith node and W be the matrix containing such vectors

W = [w1 w2 · · · ]. The magnitude of the tensile force per unit length at the ith string is denoted

γi and the magnitude of the compressive force per unit length at the j th bar is denoted λj . Define

the vectors γ = [γ1 γ2 · · · ]> and λ = [λ1 λ2 · · · ]>. Denote γ̂ and λ̂ as the square matrices whose

diagonal components correspond to the elements of γ and λ. The equilibrium equations are then

written as follows [16]:

N(C>s γ̂Cs − C>b λ̂Cb) = W, (2.54)

where Cb and Cs are connectivity matrices for bars and strings, respectively [16]. The node

positions for the geometry shown in Fig. 2.10 are given by:
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(a) (b)

(c) (d)

Figure 2.10: (a) Geometry and boundary conditions of a tensegrity lander [2]. The strings are
shown in red and have length

(
3
8

) 1
2 L and the beams are shown in blue and have length L. The

yellow triangles indicate the nodes that are fixed. (b) Node labels (see Eq. (2.55)). (c) Tensegrity
lander obtained by replacing the beams with D-bar systems of complexity q = 1. (d) Tensegrity
lander obtained by replacing the beams with D-bar systems of complexity q = 2.
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and the external forces are given by:

w2 = w4 = w5 =
[
0 0 − F

3

]>
. (2.56)

The reaction forces w1, w3, and w8 at the fixed nodes can be calculated in a subsequent step

after determining the loading of each tensile and compressive member. Equation (2.54) can also

be written as:

[
(C>s ⊗ I3)Ŝ −(C>b ⊗ I3)B̂

]γ
λ

 = w, (2.57)

where [b1 b2 · · · ] = NC>b and [s1 s2 · · · ] = NC>s are respectively the vectors along the length of

each bar and each string, B̂ = b.d.(b1, b2, · · · ), Ŝ = b.d.(s1, s2, · · · ), w> = [w>1 w>2 · · · ], b.d. is

the block diagonal operator, and ⊗ is the Kronecker product.

The rows of Eq. (2.57) associated with the fixed nodes (nodes 1, 3, and 8 in this example)

are removed. Subsequently, such an equation is solved numerically to find γ and λ such that the

total sum of forces in all members is minimized with a constraint of γ and λ being positive, i.e.,

all the strings in the structure are in tension and all the bars are in compression. We calculate

the compressive forces in the bars and the tensile forces in the strings under different landing

configurations that correspond to different boundary conditions, i.e., as if the structure touched the

ground at nodes {1, 3, 8} (shown in Fig. 2.10), {3, 7, 10}, {2, 4, 5}, {2, 6, 11}, etc. Among different

boundary conditions, the maximum load in each bar and each string is employed to design each

individual element. From the symmetry of the structure, all the bars will have the same maximum

compressive load, denoted as f , and all the strings will have the same maximum tensile load,

denoted by t, among all the different landing configurations.

Proposition 2.5.1. Consider the tensegrity lander whose geometry is illustrated in Fig. 2.10. The

compressive members of the lander take a maximum load f and are comprised of a material with

Young’s modulus Eb, and mass density ρb. The strings take a maximum tensile load t and are
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comprised of a material with Young’s modulus Es, yield stress σs, and mass density ρs. In a

minimum mass design, if the compressive members of the lander are beams that undergo buckling,

its stored energy VSB and mass mSB are given as:

VSB = (24)

(
3

8

) 1
2 σsLt

2Es
+ (6)

L2σ2
b

8

(
f

πE3
b

) 1
2

, (2.58)

mSB = (24)

(
3

8

) 1
2 ρsLt

σs
+ (6)2L2ρb

(
f

πEb

) 1
2

. (2.59)

Furthermore, if the compressive members of the lander are D-bar systems, its stored energy

VSD and mass mSD are given as:

VSD = (24)
(

3
8

) 1
2
σsLt

2Es

+(6)

(
2q−2

3
q
2 cos

3q
2 (α)

(
πf 3

Eb

) 1
2

+
Lfσs(sec2q(α)− 1)

2Es

)
,

(2.60)

mSD = (24)
(

3
8

) 1
2
ρsLt

σs

+(6)

(
3
q
2ρbL

2

2q−1 cos
5q
2 (α)

(
f

πEb

) 1
2

+
Lfρs(sec2q(α)− 1)

σs

)
.

(2.61)

Proof. The energy stored in each of the strings is determined using the procedure followed in

Eqs. (2.34)–(2.41). This energy stored is denoted VS and is given as:

VS =

(
3

8

) 1
2 σsLt

2Es
. (2.62)

The mass of each string is denotedmS and is found using the approach described in Eqs. (C.15)

and (C.16). The expression for mS is given as follows:

mS =

(
3

8

) 1
2 ρsLt

σs
. (2.63)

If the compressive members are beams that undergo buckling, their energy stored (VB) and
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mass (mB) as functions of their length L and compressive force f are given by Eqs. (2.6) and

(2.7), respectively. Conversely, if the compressive members are D-bar systems, their energy stored

(VD) and mass (mD) as functions of L and f are given by Eqs. (2.23) and (2.48), respectively.

The energy stored (VSB) and mass (mSB) of a lander with beams that undergo buckling are

given as:

VSB = 24VS + 6VB, (2.64)

mSB = 24mS + 6mB. (2.65)

Substituting Eqs. (2.62) and (2.6) into Eq. (2.64), the expression for VSB of Eq. (2.58) is

obtained. Substituting Eqs. (2.63) and (2.7) into Eq. (2.65), the expression for mSB of Eq. (2.59)

is obtained.

Similarly, the energy stored (VSD) and mass (mSD) of a lander with D-bar systems as its

compressive members are given as:

VSD = 24VS + 6VD, (2.66)

mSD = 24mS + 6mD. (2.67)

Substituting Eqs. (2.62) and (2.23) into Eq. (2.66), the expression for VSD of Eq. (2.60) is

obtained. Substituting Eqs. (2.63) and (2.48) into Eq. (2.67), the expression for mSD of Eq. (2.61)

is obtained. This concludes the proof.

Having determined the mechanical energy stored and the total mass of tensegrity landers whose

compressive members are beams that undergo buckling or D-bar systems, the two designs are now

compared. Conventional material parameters of aluminum are assumed for the beams, bars, and

strings are assumed (Eb = Es = 60 GPa, σb = σs = 110 MPa, ρb = ρs = 2700 kg/m3). Values
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of F = 15000 N and L = 1 m are also assumed. These values of F and L resulted in maximum

member forces f = 22360 N and t = 9128 N. Contours for the ratios of mechanical energy

stored and total mass for the two designs are provided in Fig. 2.11. In the mSD/mSB contour, it

is observed that landers with D-bar systems have lower mass than landers with bent beams for the

entire studied domain of q, provided that α is below approximately 17◦.

The values of ratio are mSD/mSB = 0.92, mSD/mSB = 0.85, and mSD/mSB = 0.78 for

q = 1, 2, and 3, respectively. These values are corresponding to the three red circles in Fig. 2.11

for α = 10◦, showing a significant saving in the mass of the lander. The design region of landers

with D-bar systems that store more energy (VSD/VSB > 1) and require less mass (mSD/mSB < 1)

than landers with bent buckled beams is also shown in Fig. 2.11. The values corresponding to the

three red dots in Fig. 2.11 for VSD/VSB contour plots are: VSD/VSB = 0.96, VSD/VSB = 1.05,

and VSD/VSB = 1.11 for q = 1, 2, and 3, respectively. Fig. 2.11 also shows the contour plot

corresponding to µSD/µSB > 1. The values corresponding to the three red dots in Fig. 2.11 for

µSD/µSB contour plots are: µSD/µSB = 1.04, µSD/µSB = 1.23, and µSD/µSB = 1.42. Such a

design region spans the entire studied domain of q, with lower values of α feasible by increasing q.

At q = 3, any value of α below approximately 17◦ generates a favorable D-bar design in terms of

energy stored and mass. Overall, the results in Fig. 2.11 indicate that designs of tensegrity landers

can be significantly enhanced if beams that undergo buckling during vehicle impact are replaced

with D-bar systems of low complexities.

2.6 Conclusions

This chapter presented an analytical study of D-bar tensegrity systems for applications as

lightweight components for mechanical energy absorption. This work was motivated by aerospace

structures such as planetary landers that necessitate these lightweight components to absorb energy

from large impact loads (to protect their interior systems and payload) while requiring minimal

mass. Recent works proposed bent buckled beams used in “flexible-bar tensegrity" concepts as

energy absorption components in planetary landers. Here, conversely, the approach was to absorb

energy from external loads as mechanical (elastic) energy in the strings and bars of D-bar systems
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Figure 2.11: Contours of ratios of mechanical energy stored (VSD/VSB) and total mass
(mSD/mSB) for tensegrity landers whose compressive members are D-bar systems or beams that
undergo buckling. The design region with VSD/VSB > 1 and mSD/mSB < 1 is shown in 2nd
row-2nd column plot. The shaded areas in 2nd row-1st column plot, show the regions for which
µSD/µSB > 1. Material parameters of aluminum are assumed for the beams, bars, and strings.

without triggering local instabilities such as buckling (thereby enabling more reliable structures).

Previous studies have demonstrated that D-bar systems support compressive loads with

minimal mass compared to continuum structures such as prismatic columns. This work adds to

the body of knowledge of tensegrity structures by developing analytical formulas to describe the

energy absorption properties of D-bar systems. The analytical equations are applicable to D-bar

systems of any complexity, number of strings in each D-bar unit, elastic material properties, system

length, and applied compressive force.
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The energy stored in D-bar systems was compared with that of bent buckled beams. The

comparisons were made between D-bar systems and bent buckled beams as isolated components

subject to a compressive load and as the components of tensegrity planetary landers. The following

was concluded from the comparative studies:

• For the component-level comparison, the results showed that D-bar system of low

complexity allow for higher energy storage and lower mass than bent buckled beams. For

q = 2 and α = 7.5◦, the mass saving was around 21% with 5% higher energy storage

(Fig. 2.9)

• For the comparison as a part of larger tensegrity system, the results followed the same trend.

For q = 2 and α = 10◦, the mass saving was around 15% with 4% higher energy storage

(Fig. 2.11)

• D-bar systems of lower complexities had better performance (in terms of energy stored and

mass) than bent beams for higher compressive force and lower system length. Notice the

increase in design region as the value of f
1
2/l increases in Fig. 2.5 or Fig. 2.7. These

trends indicate that D-bar systems are more favorable as mass-efficient energy absorption

components in structures subject to high impact loads and placed in small volumes (such as

aerospace systems)

Therefore, it is finally concluded that D-bar systems can enhance the design of planetary

landers and other applications that require lightweight mechanical energy absorption components.
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3. DESIGN OF MINIMUM MASS TENSEGRITY T-BAR STRUCTURE∗

1 This work centers on the design of tensegrity-based lattices, known as “T-bar" structures,

capable of supporting compressive loads with minimum mass. Previous mass studies of

load-bearing tensegrity structures based their calculations only on local failure of the truss

members without consideration of global buckling failure. In this work, analytical formulas for

the calculation of the mass of these structures under externally applied forces and pre-stress are

derived. These formulas account for local failure of the T-bar structures (material yielding and

buckling of its individual members). The formulation to determine the critical global buckling

loads and mode shapes of tensegrity structures with arbitrary shape and topology is used in

conjunction with local failure constraints (member material failure and member buckling) to

develop a holistic model for load-bearing tensegrity structures that accounts for both local and

global failure modes. A numerical approach is introduced to assess the global stability of the

structures under external forces and pre-stress and to account for global buckling in the design

process. The mass of the structure is minimized by adjusting its shape and topology while

global buckling is simultaneously prevented using two different design methods: i) optimizing the

pre-stress distribution in the structure, and ii) optimizing the cross-section areas of the tensegrity

members. Using either method, the results show that 2D and 3D T-bars possess a global minimum

mass design for a given externally applied force and length. The computed results also show that

designs obtained by optimizing the cross-section areas of the members have lower mass than those

obtained by optimizing the pre-stress distribution.

3.1 Introduction

Tensegrity structures with double-pyramid shape known as T-bars and D-bars have been

analytically shown to support compressive loads with minimum mass compared to continuum

1∗Portions of this section are reprinted or adapted from [45] : Raman Goyal, Robert E. Skelton, and Edwin A.
Peraza Hernandez, “Minimum Mass Tensegrity T-bar Structure with local and global stability”, Mechanics Research
Communications, 103 (103477), 2020, DOI: 10.1016/j.mechrescom.2020.103477. c© 2020 Elsevier Ltd. All rights
reserved. Reproduced with permission.
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compressive columns [6]. The mass calculations of the tensegrities in the aforementioned

studies are based on estimations of the minimal cross-section areas of their individual members

considering their local failure modes such as material yielding and/or buckling. To obtain more

accurate and reliable designs and assessments of the mass of load-bearing tensegrity structures,

their global stability under the applied loads must also be considered. A formulation for global

buckling specifically developed for two-dimensional T-bar compressive structures was derived

in [46, 47]. De Tommasi and coworkers provided an analytical condition for global instability

of two-dimensional T-bar tensegrity fractals based on the potential energy stored in the structures.

They also provide the optimal topology that minimizes structural mass considering both local

and global instabilities [48]. First, they define the tangent stiffness matrix to be Hessian of

potential energy, which can be very difficult to obtain for even a simple tensegrity structure.

Second, the generalized displacements required to calculate potential energy are chosen to be

symmetric and anti-symmetric, which simplifies the analysis of positiveness but loses the more

generalized displacements. In a later paper, De Tommasi and coworkers presented a morphological

optimization study on three-dimensional T-bar tensegrities considering local and global failure

modes using the same approach developed in their previous work [42].

The objective of this work is to design tensegrity lattices for the support of compressive loads

with minimal mass. The focus is on a tensegrity topology known as the T-bar structure, previously

studied and proposed for compressive constructions [47, 42]. Schematics of T-bar structures are

shown in Fig. 3.1. These structures have double-pyramid shape and compressive forces applied at

their end points. T-bars can be used as components of lightweight lattice materials as illustrated

in Fig 3.1. A T-bar of complexity q = 1 is formed by a single T-bar unit that has two bars

(compressive members) of equal length along the loading direction and p bars connecting the

intersection of the longitudinal bars to the vertices of a centered p-sided regular polygon. Figure 3.1

shows T-bars of p = 2 (2D T-bars) and p = 4 (T-bars with a centered square). Strings (tensile

members) form the sides of the central polygon and also connect the vertices of this polygon to

the end points of the T-bar unit. A T-bar of complexity q is formed by replacing the longitudinal
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bars of a T-bar of complexity q − 1 with T-bar units (this is denoted as a self-similar iteration),

as illustrated in Fig. 3.1 for T-bars of complexities q = 2 and q = 3. Previous studies have only

considered T-bars of complexity q = 1 [42] or are limited to 2D T-bars [47]. This work is the first

to consider 2D and 3D T-bars of arbitrary complexity in structural design of compressive lattices.

Local and global failure modes are also accounted for, and different methods to prevent global

buckling of the T-bars while preserving minimal mass are explored. This paper also discusses

the effects of changing pre-stress, area of the strings and area of all the members into the critical

buckling force and the minimum mass required for the structure.

f

f

f

ff

f

T-bar structures

T-bar-based lattices

Figure 3.1: 2D and 3D T-bar structures of different complexity q. These structures can be integrated
in larger assemblies to synthesize lattice compressive materials of minimal mass.

The contributions of this work are summarized as follows:

• This work is the first to provide a formulation to address structural design of compressive

lattices using 2D and 3D T-bars of arbitrary complexity. Previous studies of compressive

structures based on T-bar systems have only considered T-bars of complexity q = 1 [42] or

are limited to 2D T-bars [47].
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• Equations for the member loads in T-bar systems are extended from previous works [6, 47]

to account for arbitrary pre-stress loading scenarios.

• Local and global failure stability constraints are concurrently accounted for in the minimal

mass design of T-bar systems. A novel algorithm that allows for the design of minimum

mass 2D and 3D T-bars of any complexity is developed. Two approaches to prevent global

instabilities, one based on optimizing the pre-stress distribution and the other based on

optimizing the cross-section areas of the members, are implemented in the algorithm. The

algorithm hierarchically determines minimal mass designs of the T-bar units introduced at

each self-similar iteration and hence the final T-bar system is also of minimal mass.

The design of compressive T-bar members of minimal mass is relevant for the development

of any general tensegrity structure where lightweight properties are critical. This is because

monolithic compressive members (bars or struts) can be replaced with T-bars of optimal

complexity to minimize the overall structural mass. Examples of recent practical tensegrity

structures that would greatly benefit from the replacement of bars/struts by optimal T-bars include:

metamaterials based on pentamode lattices studied by Fraternali, Amendola, and coworkers [49,

50]; ball-like robots for planetary exploration investigated by Sunspiral and coworkers [51, 52];

and minimal mass tensegrity bridges researched by Fraternali, Skelton, and coworkers [23, 24].

This chapter is organized as follows: Section 3.2 provides the analytical formulas for the mass

of T-bar structures considering local failure criteria of the individual members. In Section 3.3, we

formulate the global stiffness matrix of tensegrity structures via linearization of the equations of

static equilibrium and provide the criteria for global stability of T-bar structures In Section 3.4,

methods for determining minimum mass designs of T-bar structures are detailed and an algorithm

for hierarchical design of minimal mass T-bar structures with arbitrary complexity is given.

Results and discussion are provided in Section 3.5 to demonstrate the implementation of the given

algorithm to design lightweight tensegrities under local and global failure constraints. Concluding

remarks are provided in Section 3.6.

42



3.2 Minimum Mass under Local Failure Constraints

This section provides the analytical formulas for the mass of T-bar structures considering local

failure criteria of the individual members. Figure 3.2 shows a 3D T-bar structure subjected to a

compressive force f . The total length of the T-bar structure, is denoted by l. Each T-bar unit

forming a T-bar structure has two kinds of bars: longitudinal bars that are aligned with the applied

compressive force, and radial bars that connect the center of the unit to the vertices of the central

polygon. A T-bar unit also has two kinds of strings: planar strings that form the sides of the

central polygon and diagonal strings that connect the vertices of the central polygon to the end

points of the unit. In each T-bar unit, the angle between the longitudinal bars and the diagonal

strings is denoted as the aperture angle. The aperture angle of the T-bar units introduced at the ith

self-similar iteration is denoted by αi, where i = 1, 2, . . . , q (see Fig. 3.2).

q = 2

α2

f

f

f
α1

q = 1
l

f

Figure 3.2: Geometric parameters of 3D tensegrity T-bar systems for complexities q = 1, 2.

The material properties of the bars and strings are assumed given, and therefore the calculation

of the mass of the T-bar consists of finding the cross-section area (obtained through local failure

constraints) and the length of the members. The length of the longitudinal bars, radial bars,

diagonal strings, and planar strings are denoted by lL, lRi , lDi , and lPi , respectively. Also, the
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total number of longitudinal bars, radial bars, diagonal strings, and planar strings in the T-bar

structure are denoted by nL, nRi , nDi , and nPi , respectively, for i = 1, . . . , q. These parameters are

determined from geometry as follows:

nL = 2q, lL =
l

2q
. (3.1)

nRi = 2i−1(p), lRi =
l

2i
tan(αi), for i = 1, 2, . . . , q, (3.2)

nDi = 2i−1(2p), lDi =
l

2i cos(αi)
, for i = 1, 2, . . . , q, (3.3)

nPi = 2i−1(p), lPi =
2l sin (π

p
) sin(αi)

2i cos(αi)
, for i = 1, 2, . . . , q. (3.4)

The magnitude of compressive force in the radial bars introduced at each iteration is denoted

by fRi , i = 1, . . . , q, and the magnitude of the compressive force in the longitudinal bars is denoted

by fL. Using the static equilibrium condition that the sum of the member forces at each node is

zero, the magnitude of compressive forces in all the bar members can be uniquely calculated from

the given external force f and independent string pre-tensions tDi and tPi:

fL = f + p

q∑
i=1

tDi cos(αi), fRi = 2tDi sin(αi) + 2tPi sin
(
π
p

)
,

for i = 1, 2, . . . , q. (3.5)

The term 2tPi sin
(
π
p

)
in the formula for the compressive force of the radial bars fRi in Eq. (3.5)

can be intuitively observed by analyzing the force balance of the central p-sided polygon of a T-bar

unit. Examples for p = 3, p = 4, and any p are provided in Fig. 3.3. These schematics indicate that

the radial bars must balance a force of tPi cos
(
π
2
− π

p

)
for each of the two planar strings connected

44



at every polygon vertex, making the total force contribution of these strings into the compressive

force of the radial bars 2tPi cos
(
π
2
− π

p

)
= 2tPi sin

(
π
p

)
.

For any p
…

Figure 3.3: Force balance diagram for planar strings and radial bars. These schematics illustrate
the central p-sided polygon of a T-bar unit.

Note that tDi and tPi are pre-tensions that can be arbitrarily selected to adjust the load

distribution in a T-bar. Equation (3.5) is valid for any p ≥ 2, q ≥ 1, and αi > 0. Using Euler

theory of buckling, the minimum mass of a compressive member of length l̂ subjected to a force f̂

that is designed to satisfy buckling constraints is given as [21]:

mbB = 2ρbl̂
2

(
f̂

πEb

) 1
2

, (3.6)

where ρb and Eb are the mass density and Young’s modulus of the bar material, respectively. The

minimum mass of a compressive member designed under yielding constraint is denoted by mbY

and the minimum mass of a tensile member also designed under yielding constraint is denoted by
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msY . These are given by:

mbY =
ρb
σb
l̂f̂ , msY =

ρs
σs
l̂f̂ , (3.7)

where σb is the yield stress of the bar material and ρs and σs are the mass density and yield stress

of the string material. The minimum mass of a compressive member is the maximum of the mass

required for either yielding or buckling constraints, while a tensile member is only subjected to

yield constraints. Accordingly, the mass of a string ms and the mass of a bar mb of a T-bar

structure are:

mb = max(mbB,mbY ), ms = msY . (3.8)

The minimum mass of the string and bar members in a T-bar structure are obtained by

substituting the force and length values from Eqs. (3.2)-(3.5) into Eqs. (3.6)-(3.8). Then, the

minimum total mass of a T-bar system subjected to a compressive force of magnitude f is obtained

as the addition of the mass of all the members in the system as:

mT = max (mLB,mLY ) +

q∑
i=1

max (mRBi ,mRYi) +

q∑
i=1

mPi +

q∑
i=1

mDi , (3.9)
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where the mass of the different kinds of members is:

mLB =
2ρbl

2

√
πEb

√
f + p

∑q
i=1 tDi cos(αi)

2q
, (3.10)

mLY =
ρb
σb
l

(
f + p

q∑
i=1

tDi cos(αi)

)
, (3.11)

mRBi =
2ρbl

2

√
πEb

p tan2(αi)
√

2tDi sin(αi) + 2tPi sin (π
p
)

2i+1
, (3.12)

mRYi =
ρb
σb
pl tan(αi)

(
tDi sin(αi) + tPi sin

(
π
p

))
, (3.13)

mPi =
pρsl sin(π

p
) sin(αi)

σs cos(αi)
tPi , mDi =

pρsl

σs cos(αi)
tDi . (3.14)

This section provided the minimum mass (Eq. (3.9)) for a T-bar structure for given pre-stress

in the strings tPi and tDi and externally applied compressive force f . Only local failure modes

of the individual members in the T-bar structure were considered. The next section provides the

formulation employed to assess the global buckling properties of T-bar tensegrity structures to also

account for such failure mode in the structural design.

3.3 Global Failure Criteria

As stated in the introduction, existing design studies of lightweight load-bearing tensegrity

structures consider only local failure criteria or they develop global failure criteria limited to

specific types of tensegrities. If a tensegrity structure is subjected to external compressive

loads and/or pre-stress, the entire structure can buckle as a whole if the load is large enough,

without necessarily reaching the member forces that would trigger local failure of its strings

and bars (see Fig. 3.2). To determine the critical buckling forces, the global stiffness matrix of

tensegrity structures is derived by linearizing the static equilibrium equation about a equilibrium

configuration. The equations of static equilibrium of tensegrity structures with arbitrary node

positions and member connectivity are written as follows [16]:
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NK = W where K = C>s γ̂Cs − C>b λ̂Cb, (3.15)

where Cs and Cb are the connectivity matrices for strings and bars, respectively and the vectors

γ = [γ1 γ2 · · · γτ ]> ∈ Rτ and λ = [λ1 λ2 · · · λβ]> ∈ Rβ contain the forces per unit length in the

strings and bars, respectively. The matrices containing the string and bar vectors (S ∈ R3×τ and

B ∈ R3×β , respectively) can then be determined as:

S = NC>s = [s1 s2 · · · sτ ],

B = NC>b = [b1 b2 · · · bβ].

(3.16)

The tensile force vector tsj ∈ R3 of the j th string is determined from γj and the compressive

force vector tbk ∈ R3 of the kth bar is written as:

[
ts1 ts2 · · · · · · tsτ

]
= Sγ̂ ∈ R3×τ ,[

tb1 tb2 · · · · · · tbβ

]
= Bλ̂ ∈ R3×β.

(3.17)

3.3.1 Global Stiffness Matrix

The global stiffness matrix of the entire T-bar structure is determined from the contributions of

the stiffness matrices from all its individual members. The linearized global stiffness matrix can

be obtained by linearizing the static equilibrium equation of tensegrity structures given as [16]:

Sγ̂Cs −Bλ̂Cb = W, (3.18)

where S = [s1 s2 · · · sτ ] and B = [b1 b2 · · · bβ] are the matrices containing the vectors along

the lengths of the strings sj and bars bk, respectively. The total number of strings in the T-bar

is denoted by τ and the total number of bars is denoted by β. The force density (magnitude of
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the tensile force per unit length) in the j th string is denoted by γj ≥ 0 and the force density (the

magnitude of the compressive force per unit length) in the kth bar is denoted by λk ≥ 0. The string

connectivity matrix Cs and bar connectivity matrix Cb provide the information of the start and end

nodes of each string and each bar, respectively [16]. The diagonal matrices γ̂ and λ̂ are written by

arranging γj and λk in their diagonal elements, and the external force matrix W = [w1 w2 · · · wν ]

contains the vector of external forces wi applied to the ith node. The number of nodes in the system

is denoted by ν.

The non-linear static equilibrium Eq. (3.18) is linearized about an equilibrium configuration to

obtain:

KLdn = dw, (3.19)

where dn = [dn>1 dn>2 · · · dn>ν ]> is a vector containing small variations of the node positions

vectors, and dw = [dw>1 dw>2 · · · dw>ν ]> is a vector containing small variations of external forces

at all the nodes. The linearized global stiffness matrix KL from Eq. (3.19) can be obtained as:

KL = (C>s ⊗ I3)b.d.(· · · , Ksj , · · · )(Cs ⊗ I3)− (C>b ⊗ I3)b.d.(· · · , Kbk , · · · )(Cb ⊗ I3). (3.20)

The contributions of the j th string and the kth bar in the global stiffness matrix are denoted by

Ksj and Kbk , respectively:

Ksj , γjI3 + EsjAsj
sjs
>
j

l3sj
, Kbk , λkI3 − EbkAbk

bkb
>
k

l3bk
, (3.21)

whereEsj andAsj are the Young’s modulus and the cross-section area of the j th string, respectively.

Similarly, Ebk and Abk denote the Young’s modulus and the cross-section area of the kth bar

member.
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3.3.2 Criteria for Global Stability of T-bar structures

The string force density vector γ = [γ1 γ2 · · · γτ ]> and the bar force density vector λ =

[λ1 λ2 · · · λβ]> can be written as the sum of force densities due to pre-stress (γp, λp) and force

densities due to the external force (γw, λw) as:

γ = γp + γw, λ = λp + λw, (3.22)

where the force densities due to pre-stress (self-equilibrated under zero external force) are solved

using the static equilibrium equation (Eq. (3.18)) as:

(C>b ⊗ I3)B̂λp = (C>s ⊗ I3)Ŝγp, γp ≥ 0, λp ≥ 0, (3.23)

where I3 is the identity matrix of dimension 3 × 3 and Ŝ = b.d.(s1, s2, . . . , sτ ) and B̂ =

b.d.(b1, b2, . . . , bβ) are the body diagonal matrices formed by arranging the string vectors sj and

bar vectors bk along their body diagonals, respectively. Equation (3.23) gives a unique solution

for the force densities in the bars (λp) for given values of pre-stress in the strings (γp) because the

coefficient matrix (C>b ⊗ I3)B̂ is a full column rank matrix for any T-bar structure. This can also

be confirmed from the exact analytical solution given in Eq. (3.5).

The external force f on the T-bar structure only causes compressive loading in the longitudinal

bars. This can be verified from Fig. 3.2 and Eq. (3.5):

γw = 0, λwk =


2qf
l

; For longitudinal bars

0; Otherwise
. (3.24)

Using Eqs. (3.23) and (3.24), the linearized global stiffness matrix from Eq. (3.20) is updated
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with:

Ksj = γpjI3 + EsjAsj
sjs
>
j

l3sj
, (3.25)

Kbk = (λpk + λwk)I3 − EbkAbk
bkb
>
k

l3bk
. (3.26)

From Eq. (3.19), global instability is interpreted as non-trivial values of displacement in the

structure (dn 6= 0) under no changes in the values of the external forces (dw = 0):

KLdn = 0. (3.27)

Equation (3.27) has non-trivial solutions for dn, if and only if, the symmetric global stiffness

matrix KL is singular, or determinant of KL is zero. Thus, to minimize mass of the T-bar structure

under global instability constraints, the minimum values of pre-stress (γp) or cross-section areas of

the members such that the matrix KL reaches singularity (i.e., the onset of buckling failure) for the

given external force f must be determined.

As stated in Eq. (3.27), global stability of the tensegrity structures is assessed by means

of a linearized matrix, as in buckling analysis of beams and plates using the finite element

method [53, 54]. This matrix is obtained by linearizing the non-linear equations of static

equilibrium (Eq. (3.18)) about the current equilibrium configuration of the tensegrity structure.

Some inaccuracy is introduced in the process as here the nominal (initial) coordinate positions

of the nodes are employed instead of their deformed positions. However, such differences in

node positions between initial and deformed configurations are small as the strings and bars

are assumed to be comprised of a stiff material in this work (aluminum). Thus, changes in the

length of the strings and bars, and consequently differences in node positions between initial and

deformed configurations, are small compared to the dimensions of the tensegrity. Further research

quantifying the effect of this assumption and non-linear buckling analysis of tensegrity structures

are recommended for future studies.
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The mass minimization of the structure considering global buckling alone is a convex problem

(unique optimum solution) as all the design variables appear linearly in Eq. (3.27). However, the

combined problem of minimizing the mass of the structure considering both local and global failure

becomes a non-convex as the area of the bar members (Abk) is a non-linear function of the force

densities in the bar λk, for local buckling constraints (cf. Eq. (3.6)). The next section discusses two

design approaches to solve this non-convex problem.

3.4 Methods for Determining Minimum Mass Designs of T-bar Structures

This section describes two approaches to minimize the mass of T-bar structures based on the

local and global failure criteria developed in the previous sections.

3.4.1 Pre-stress Method: Optimum Pre-stress for a T-bar Unit

A T-bar unit (equivalent to a T-bar of q = 1) has p planar strings and 2p number of diagonal

strings that can be independently pre-stressed. The tension in these strings is scaled using two

independent pre-stress factors: γP ≥ 0 for planar strings and γD ≥ 0 for diagonal strings,

γp =

 γP [1 1 · · · 1]>p×1

γD [1 1 · · · 1]>2p×1

 . (3.28)

The force density in the bars due to pre-stress (λp) can be uniquely calculated as a function

of pre-stress factors γP and γD using Eq. (3.23). Equation (3.22) allows us to solve for the force

density in each member and Eqs. (3.6) and (3.7) are used to calculate the area of each member.

All the variables in Eq. (3.20) are now dependent on the pre-stress factors. The design problem to

minimize the mass of the T-bar unit then consists of finding the minimum values of the pre-stress

factors such that the stiffness matrix of the T-bar unit KL reaches singularity, which physically

represents the onset of global buckling.

3.4.2 Area Method: Optimum String Cross-section Areas for a T-bar Unit

Similar to the method discussed in Sect. 3.4.1, the cross-section areas of the planar strings and

diagonal strings can be independently scaled to prevent global buckling. Let us define ηP ≥ 1 and
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ηD ≥ 1 as the area factors that scale the cross-section areas of the planar strings AP and diagonal

strings AD, respectively. The areas of the strings are then scaled as follows:

AP → ηPAPb, AD → ηDADb, (3.29)

whereAPb andADb are the baseline member cross-section areas [6]. Pre-stress values of γp = λp =

0 are used in this method. The design problem for this method consists of finding the minimum

values of the area factors such that the stiffness matrix of the T-bar unit KL reaches singularity.

3.4.3 Hierarchical Design of T-bar Structures

For a T-bar structure of complexity q, there would be different T-bar units introduced at each

self-similar iteration that may be subjected to global buckling. The minimum mass design of a

T-bar is obtained when the T-bar units introduced at each self-similar iteration are designed such

that they reach the onset of buckling. Algorithm 1 outlines the hierarchical design approach for

minimal mass T-bar structures of arbitrary complexity, where the pre-stress or area factors of T-bar

units are optimized sequentially for each self-similar iteration i, from i = 1 to i = q.

Algorithm 1: Hierarchical design of minimal mass T-bar structures with arbitrary
complexity.

Step 1: Design a complexity q = 1 T-bar structure (equivalent to a T-bar unit) of length
l1 = l and external force f1 = f by determining the minimum values of pre-stress or area
factors for both planar and diagonal strings ([γP1 , γD1 ] or [ηP1 , ηD1 ]) such that the
stiffness matrix of the T-bar unit KL1 reaches singularity.

Step 2: Design the T-bar units of the subsequent self-similar iteration i+ 1 which have
length li+1 = l/2i and external force fi+1 = fi + p γDi lDi cos(αi) by calculating the
minimum pre-stress or area factors ([γPi+1

, γDi+1
] or [ηPi+1

, ηDi+1
]) such that the stiffness

matrix of the T-bar units KLi+1
reaches singularity.

Step 3: Repeat Step 2 for each self-similar iteration.
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3.5 Results and Discussion

Results of mass minimization for 2D and 3D T-bar structures using the approach developed in

the previous section are presented herein. The mass ratio µ is used to compare the mass of the

T-bar structures mT with that of a compressive column of solid circular cross-section, mcol, as:

µ =
mT

mcol

, where mcol = max

(
2ρbl

2
√
f√

πEb
,
ρblf

σb

)
. (3.30)

If µ < 1, the T-bar structure requires less mass than the compressive column to support a

compressive force f . Note that both yielding and buckling failure modes are accounted for in the

mass calculation of the solid column. The mass ratio is referred to as µ2D for 2D T-bars and µ3D

for 3D T-bars.

The increase in pre-stress and cross-section area required to prevent global buckling of a T-bar

system under compressive loading (obtained via the pre-stress and area methods, respectively) add

mass to the structure. To quantify this additional mass, a parameter φ defined as the ratio of the

mass of the T-bar designed considering global buckling mT and the mass of the T-bar designed

without considering global buckling mTlocal is introduced:

φ =
mT

mTlocal

, (3.31)

where mTlocal is calculated using Eq. (3.9) with tDi = tPi = 0 to consider only local failure

constraints. This parameter is referred to as φ2D for 2D T-bars and φ3D for 3D T-bars.

Material properties of aluminum are used for both string and bar members (Es = Eb = 60

GPa, σs = σb = 110 MPa, and ρs = ρb = 2700 kg/m3) and the analogous compressive column.

For simplicity, it is assumed that the aperture angles of the T-bar units are equal among all the

self-similar iterations: α1 = α2 = · · · = αq = α.
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Figure 3.4 shows the initial configuration of a T-bar structure of length l = 2 m, complexity

q = 1, and aperture angle α = 5◦. The first critical global buckling force and the corresponding

two mode shapes for this first buckling mode are also shown in the figure. The critical buckling

force for this structure f = 20656.3 N is larger than the externally applied force f0 = 10000 N

and hence the structure would not undergo global instability. A T-bar structure with q = 2, l = 2

m, and α = 5◦ is shown in Fig. 3.5. The first buckling eigenvalue and its corresponding four

eigenmodes are also shown in the figure. The critical buckling force f = 10319.6 N is slightly

higher than the nominal external force f0 = 10000 N and thus global buckling would not occur.

The critical buckling force f for this structure is almost half than that of the q = 1 structure.

q = 1

α = 5°

Initial 

configuration

First mode: f = 20656.3 N

Figure 3.4: Eigenmodes for the first critical buckling force of a T-bar structure with parameters
l = 2 m, f0 = 10000 N, q = 1, and α = 5◦.

3.5.1 2D T-bar Structures

For 2D T-bar structures (p = 2), there are no planar strings and thus the only optimization

variables are the pre-stress factor (γD) and the area factor (ηD). Figure 3.6(a) provides the

contour plots of the mass ratio µ2D for a 2D T-bar structure for pre-stress factor γD obtained

using Algorithm 1. The lighter shaded area in the contour plot corresponds to the region where

the mass of the T-bar structure is lower than the mass of a compressive column designed for

buckling mT < mcol. As observed in the figure, T-bar structures provide lower mass solutions for
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q = 2

α = 5°

Initial 

configuration

First mode: f = 10319.6 N

Figure 3.5: Eigenmodes for the first critical buckling force of a T-bar structure with parameters
l = 2 m, f0 = 10000 N, q = 2, and α = 5◦.

compressive loads for a large range of aperture angles and throughout the entire studied complexity

range (q = 1, . . . , 5). The darker shaded region in the contour plot represents the complexity and

angle set (q, α) where global buckling cannot be prevented for any value of pre-stress in the strings.

This can be explained as T-bar structures of low aperture angles have a large “length-to-width" ratio

and thus have low critical buckling forces. Figure 3.6(a) also shows that there is a global optimum

design for the given force f and length l, which was found to be µ2D = 0.2246 for q = 3 and

α = 24◦ (marked with an ‘×’ in the contour plot). Figure 3.6(b) shows the optimum configuration

of the T-bar structure displaying the calculated member cross-sections.

The contour plots of mass ratio µ2D for optimized area factor ηD are shown in Fig. 3.7(a)

and the global optimum configuration (q = 3, α = 31◦, µ2D = 0.2068) is shown in Fig. 3.7(b).

Notice that the method of optimizing area factor (ηD) provides a solution with lower mass than that

obtained by optimizing the pre-stress factor (γD). The same trend is observed for different values

of f and l as shown in Table 3.1.

Table 3.1 also provides optimum complexity q and angle α for different combinations of force

f and length l. The first column in the table represents a force per unit area parameter f/l2. For a

small value of this parameter, the compressive column is more prone to buckling failure and thus
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(a)

(b)

Figure 3.6: (a) Contour plot of mass ratio µ2D for 2D T-bar structures with optimized pre-stress
factor (γD). (b) Minimal mass configuration of the T-bar structure (marked with the ‘×’ in the
contour) displaying calculated member cross-sections.

the mass ratio µ2D is small (more mass savings by replacing the column with a T-bar). The value

of the mass ratio increases with the increased value of the parameter f/l2 and for f/l2 = 250000

the mass ratio is greater than 1 (µ2D(γD) = 1.0157 > 1, µ2D(ηD) = 1.0015 > 1) for both methods

indicating that the single column is the minimum mass structure.

Notice that for f/l2 = 1000000 N/m2, the single column is designed to avoid yielding failure

and thus the mass of T-bar designed to avoid only local failures would be equal to the mass of the

single column,mTlocal = mcol. Thus, the reason for the mass ratios µ2D = 1.52 (pre-stress method)

and µ2D = 1.51 (area method) to be above 1 is entirely based on global stability to the structure,

hence µ2D = φ2D = 1.52 (pre-stress method) and µ2D = φ2D = 1.51 (area method).

By comparing the results between the pre-stress method and the area method in Figs. 3.6
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(a)

(b)

Figure 3.7: (a) Contour plots of mass ratio µ2D for the 2D T-bar structure with optimized area
factor (ηD). (b) Optimum configuration of the T-bar structure (marked with the ‘×’ in the contour)
displaying calculated member cross-sections.

Table 3.1: Mass ratio µ2D optimized with two different methods for different values of force f and
length l. Units: f (N), l (m), and α (deg).

f

l2
f l

Pre-stress method Area method
q α µ2D φ2D q α µ2D φ2D

1000 1000 1 4 20 0.08 1.28 4 26 0.07 1.12
2500 2500 1 4 22 0.12 1.81 4 29 0.10 1.51

10000 10000 1 3 24 0.22 1.66 3 31 0.21 1.58
100000 1000 0.1 1 28 0.65 1.30 1 33 0.63 1.26
250000 2500 0.1 1 31 1.01 1.53 1 33 1.00 1.51
1000000 10000 0.1 1 35 1.52 1.52 1 33 1.51 1.51
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and 3.7, and Table 3.1, one observes that the two methods provide different minimal mass designs

under the same loading and length requirements. Cross-section area Asj and member force

tsj = γj‖sj‖ are linearly related for tensile string members under yielding failure constraints

through the equation σsAsj = tsj . For compressive bars under buckling failure constraints,

the cross-section area Abk and member force fbk = λk‖bk‖ are non-linearly related through the

Euler buckling formula (πEbA
2
bk

)/(4‖bk‖2) = fbk . In a T-bar structure, increasing tension in the

strings increases the compressive forces in the bars and thus the area/mass of the bar members

is non-linearly increased. Because of this, increasing the pre-stress in the T-bar structure (which

increases the areas of strings and bars accordingly) in the pre-stress method; and only increasing

the cross-section areas of the strings (without adding pre-stress) in the area method, provide

different minimal mass results to prevent global buckling.

3.5.2 3D T-bar Structures

For 3D T-bar structures, we have to simultaneously consider the two pre-stress factors γP and

γD for the pre-stress method and the two area factors ηP and ηD for the area method. It was found

that the pre-stress of the planar strings γP is not a critical parameter to prevent global buckling

and to minimize the mass of the structure. As such, this pre-stress value is kept at γP = 10 for

the reminder of these examples. A contour plot of mass ratio µ3D for optimized pre-stress factor

(γD) as shown in Fig. 3.9(a). The global optimum configuration (marked with an ‘×’) was found

to be q = 3 and α = 25◦ with a mass ratio of µ3D = 0.2500. The darker shaded area in the

figure corresponds to the region where no solution for γD was found to prevent global buckling.

Figure 3.9(b) shows the optimum configuration of the T-bar structure.

It can also be inferred from Fig. 3.8 that the mass ratio µ3D for the structure obtains a minimum

value for a small value of pre-stress factor in planar strings. The lighter shaded area in the figure

represents the region where mass ratio value is less than one (µ3D < 1).

It was also observed for the area method that the cross-section areas of the planar strings

do not play a critical role in preventing global buckling. This can be confirmed from Fig. 3.10

as for any particular value of angle α the mass monotonically increases by increasing the area
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Figure 3.8: Contour plots of mass ratio µ3D for the 3D T-bar structure for optimized pre-stress
factor in diagonal strings (γD). The optimum solution is marked with ‘×’ in the contour plot.

factor ηP (y-axis). Therefore, a small value of ηP = 10−4 is used in the presented examples.

Figure 3.11(a)shows the contour levels of mass ratio µ3D plotted for different values of angle α and

complexity q. It shows a global minimum achieved at q = 3 and α = 31◦. This optimum solution

of µ3D = 0.2159 obtained from Fig. 3.11(a) has lower mass than that obtained by optimizing the

pre-stress factor γD. The optimum configuration of the T-bar structure drawn to the scale is shown

in Fig. 3.11(b).

Table 3.2 provides the optimum α and q for different combinations of force f and length l. It is

observed from the table that for all combinations of f and l, the method of optimizing area factor ηD

provides lower mass solutions than those obtained by optimizing the pre-stress factor γD. Similar

to the results observed in Table 3.1, the value of mass ratio µ3D increases by increasing the value of

f/l2 and the mass ratio becomes greater than 1 (µ3D(γD) = 1.0429 > 1, µ3D(ηD) = 1.0163 > 1)

for f/l2 = 250000 where the single column is the optimal mass solution.

Similar to Table 3.1, for f/l2 = 1000000 N/m2, the single column is designed to avoid yielding

failure and thus the mass of T-bar designed to avoid only local failures would be equal to mass of

the single column, mTlocal = mcol. Thus, the reason for the mass ratios µ3D = 1.56 (pre-stress
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(a)

(b)

Figure 3.9: (a) Contour plots of mass ratio µ3D for a fixed pre-stress factor in the planar
strings (γP = 10) and optimized pre-stress factor in diagonal strings (γD). (b) Optimum
configuration of the T-bar structure (marked with the ‘×’ in the contour) displaying calculated
member cross-sections.

method) and µ2D = 1.54 (area method) to be above 1 is entirely based on providing global stability

to the structure, hence µ3D = φ3D = 1.56 (pre-stress method) and µ3D = φ3D = 1.54 (area

method).

3.6 Conclusions

This chapter presented a novel approach to design minimum mass tensegrity T-bar lattices,

which can be integrated into lightweight load-bearing architectured materials. The topology and

shape of the T-bar-based lattices are optimized to prevent global buckling of the T-bars while

minimizing their mass. The methodology developed in this chapter allows for the determination

of the complexity q, aperture angle α, and pre-stress distribution or member cross-sections areas
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Figure 3.10: Contour plots of mass ratio µ3D for the 3D T-bar structure for optimized diagonal area
factor (ηD). The optimum solution is marked with ‘×’.

Table 3.2: Mass ratio µ3D optimized with two different approaches for different values of force f
and length l. Units: f (N), l (m), and α (deg).

f

l2
f l

Pre-stress method Area method
q α µ3D φ3D q α µ3D φ3D

1000 1000 1 4 19 0.10 1.60 4 27 0.07 1.12
2500 2500 1 4 22 0.14 2.12 4 29 0.11 1.66

10000 10000 1 3 25 0.25 1.89 3 31 0.21 1.58
100000 1000 0.1 1 28 0.66 1.32 1 33 0.64 1.28
250000 2500 0.1 1 31 1.04 1.57 1 33 1.01 1.53
1000000 10000 0.1 1 36 1.56 1.56 1 33 1.54 1.54

of 2D or 3D T-bar structures with minimal mass for given compressive force f and T-bar length l.

In earlier work of designing minimum mass T-bar structures, only 2D T-bar structures, or T-bars

limited to complexity 1, were considered. This chapter extended the work on minimum mass

design of tensegrity T-bar structures by Skelton [6] where only 2-dimensional T-bar structures

were considered for both local and global failures.

The chapter first provided an analytical solution for the mass of a T-bar structure of arbitrary

shape, topology, and pre-stress distribution considering local failure modes. The pre-stress
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(a)

(b)

Figure 3.11: (a) Contour plots of mass ratio µ3D for a fixed area factor in the planar strings (ηP =
10−4) and optimized area factor in diagonal strings (ηD) with different complexities q. (b) Optimum
configuration of the T-bar structure (marked with the ‘×’ in the contour) displaying calculated
member cross-sections.

distribution or string cross-section areas are then designed such that global buckling is also

prevented with minimum mass. The utilized approach to minimize the mass of complexity

q > 1 T-bar structures was developed by sequentially designing the T-bar units introduced at

each self-similar formative iteration. Finally, the chapter developed a general methodology to

minimize the mass of both 2D and 3D T-bar structures for given force f and length l in terms of

optimization variables: complexity q, angle α, pre-stress γp, and cross-section area of each member

in the structure. The examples considered for both 2D and 3D structures provided a global minimal

mass T-bar design for given force f and length l. For 3D structures, it was observed that planar

strings are not critical in preventing global buckling of the structure and hence a small value of
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pre-stress factor γP and area factor ηP was used in designing the structure. The obtained results

showed that the method of optimizing the cross-section area of the strings provides lower mass

designs than those obtained by optimizing the pre-stress distribution for both 2D and 3D structures.

The developed model can be used to design tensegrities for components of lightweight composite

structures and architectured materials with load-bearing capabilities and structural integrity.
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4. DESIGN OF MINIMUM MASS TENSEGRITY D-BAR STRUCTURE

This chapter details the design of tensegrity D-bar structures, which have been shown to serve

basic units in the design of lightweight compressive structures. This research work provides the

analytical formulas to obtain the optimal complexity and minimum mass of the structure for given

compressive force and given length of the structure. It is an important result that there exists a

unique value of complexity which optimizes the mass of the structure. All the members in the

structure are designed for local failures as D-bar structures are not subject to global buckling

for a feasible engineering design structure. This work extends the previous work on D-bar

structures where only buckling constraints were considered to design the compressive members by

considering both yielding and buckling failures. The normalized mass of D-bar structures is then

compared to the normalized mass of well-known T-bar structures for a set of given compressive

force and length where normalization is done with the mass of continuum compressive columns.

4.1 Introduction

Minimum mass design of tensegrity structures have been studied in detail for different types

of loading conditions [6, 19, 23]. Tensegrity T-bar and D-bar structures have been shown to

provide optimum (minimum mass) designs to sustain given compressive load for a given length

of the structure [6]. In the previous work by Skelton [6], only buckling failure was considered

in calculating the minimum cross-section areas of bar (compressive) members and only yielding

failure was considered in designing string (tensile) members with minimum cross-sectional areas.

Recent work on T-bar structures provided the comprehensive methodology to design the structure

with both local and global failure criteria [45].

This article would focus on the minimum mass design of D-bar structures for compressive

loading with both yielding and buckling constraints in designing each member of the structure

to obtain reliable results. Previous research on D-bar structure includes its use as actuators and

sensors where actuators/sensors gain were analytically calculated for different complexities and
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different angles of the D-bar structure[22]. D-bar systems were also studied as mass-efficient

mechanical energy absorption systems for its use in high impact loading conditions such as lander

and shock absorption structures [21]. In the mentioned work, it was shown that there always exists

a set of complexity q and angle α such that the D-bar system stores more energy than a continuum

compressive column until its failure [21]. A case study was also done on the design of tensegrity

lander along with a detailed comparative study of classic six strut tensegrity lander [27, 2]. The

design methodology to tune the ratio of the stress in the overall D-bar systems to that of their

members were recently discussed [55]. The paper also discusses the inclusion of shape memory

alloy-based strings to introduce energy dissipation capabilities [55].

A complexity 1 (q = 1) D-bar structure has 4 bars and 1 string as shown in Fig. 4.1(a). A

complexity 2 (q = 2) D-bar structure is formed by replacing every bar member with another D-bar

structure of complexity 1 (D-bar fractal) as shown in Fig. 4.1(b). Similarly, higher complexities

structures can be formed by replacing every bar with a D-bar fractal using this concept of

self-similar iterations. For a given length of D-bar structure, the variables needed to define a

D-bar structure are: complexity q and angle parameters αi for i = 1, 2, · · · , q for each self-similar

iteration i, that goes up to complexity q. Let us define p as the number of strings in each D-bar unit,

where p = 2 will result in a 2-dimensional D-bar system (shown in Fig. 4.1) and p ≥ 3 will result

in 3-dimensional structures (shown in Fig. 4.2). The 3-dimensional D-bar structure with p = 3 and

complexities q = 1 and q = 2 are shown in Fig. 4.2.

The complexity of a D-bar system can be arbitrarily increased to a very large number. Figure

4.3 shows D-bar structure of complexity q = 8 and p = 2 for different values of angle α. The entire

space gets filled up for such high complexity q and high value of angle α as shown in Fig. 4.3. Such

high complexity D-bar systems guide the path for designing tensegrity based meta-materials where

the topology and alignment of the material fiber can be optimized to increase mass-efficiency.

4.2 Tensegrity D-bar System Analysis

The analytical formulas to calculate the optimal complexity and minimum mass for a D-bar

tensegrity system subject to both yielding and buckling constraints are derived in this section. First,
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Figure 4.1: 2D Parameterization of tensegrity D-bar systems for complexities q = 1, 2 and p = 2.

Figure 4.2: 3D Parameterization of tensegrity D-bar systems for complexities q = 1, 2 and p = 3.

we briefly go over the details of a D-bar system for the sake of completion and then derive the final

result. The strings and the bars of the D-bar system are composed of homogeneous, isotropic,

linear elastic materials. Fig. 4.2 shows D-bar system subject to an axial compressive force, f ,

applied at the endpoints of the D-bar for complexity q = 1, 2. The total length of the D-bar system

is denoted by l, and α is the angle between the line connecting the endpoints of each D-bar unit

and the line along any of its associated bars. In general, the set of D-bar units introduced at each

iteration i = 1, . . . , q, may have a different value for α [6]. The same value of α is assumed for

all the D-bar units in the D-bar systems studied here for the sake of simplicity. For a more detailed

discussion on this, please refer to [21].
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Figure 4.3: 2-Dimensional D-bar tensegrity structure of complexity q = 8 for different values of
angle α.

Let us define the number of bars in a D-bar system as nb and length of all the bars in a D-bar

system of complexity q as lq.

nb = (2p)q, lq =
l

(2 cos(α))q
. (4.1)

Also, the number of strings and length of the strings introduced in each self-similar iteration is

denoted as nsi and lsi, respectively.

nsi = 2i−1pi, lsi =
l sin

(
π
p

)
tan(α)

2i−1 cosi−1(α)
for i = 1, . . . , q. (4.2)

The magnitude of the compressive force in the bars of the D-bar system, denoted by fq, and

68



the magnitude of the tensile force in the strings introduced in each self-similar iteration, denoted

by ti, can easily be calculated as [6]:

fq =
f

(p cos(α))q
, ti =

f tan(α)

pi sin
(
π
p

)
cosi−1(α)

for i = 1, . . . , q. (4.3)

After presenting the geometry and force distribution of D-bar systems with arbitrary

complexity, we now present the minimal mass of a D-bar system under buckling constraints as

the next Lemma.

Lemma 4.2.1. Consider a D-bar system of length l, complexity q, angle parameter α, and p

strings per D-bar unit subject to a compressive force of magnitude f . Suppose that the material

comprising the bars has Young’s modulusEb, yield stress σb, and mass density ρb while the material

comprising the strings has yield stress σs and mass density ρs. Then, the mass associated with the

D-bar system considering buckling failure, mDB is given as:

mDB =
p
q
2ρbl

2

2q−1 cos
5q
2 (α)

(
f

πEb

) 1
2

+
lfρs(sec2q(α)− 1)

σs
, (4.4)

and, the mass associated with the D-bar system considering yielding failure, mDY is given as:

mDY =
ρb
σb

fl

cos2q(α)
+
lfρs(sec2q(α)− 1)

σs
. (4.5)

Proof: The derivation for Eq. (4.4) is given in [21]. To calculate the mass of the bars designed

to fail under yielding constraint, we first calculate the minimum area required for each bar as:

Aq =
fq
σb

=
f

σb(p cos(α))q
. (4.6)

The mass of each bar can now be calculated as:

mq = ρbAqlq =
ρbfl

σb(2p cos2(α))q
, (4.7)
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which can be multiplied with the total number of bars in the system to get the total mass of the

bars as:

mb = nbmq =
ρb
σb

fl

cos2q(α)
. (4.8)

Similar approach can be followed to calculate the mass of the stringsms (also given in the appendix

3 of [21]). Finally, the total mass associated with the D-bar system under yielding can be calculated

as mDY = mb +ms.

4.3 Optimal Complexity and Minimum Mass of the D-bar Structure

In this section, we provide the formulation to calculate the optimal complexity of the D-bar

structure to minimize the mass. The analytical formulas to design minimum mass D-bar structures

considering both yielding and buckling failures are derived, and it is shown that designing structure

by only considering buckling failure of bars and yielding failure for strings may not yield the

optimal solution.

4.3.1 Optimal Complexity Considering Local Failures

The mass of the D-bar system considering yielding failure, mDY , is a monotonically increasing

function and the mass considering buckling failure, mDB, first goes down with increasing

complexity and then goes up as the mass of the strings overcomes the savings in the bars, which is

shown in Fig. 4.4(a). Moreover, the shaded region in Fig. 4.4(a) shows the feasible design region

as the mass of the D-bar system has to be greater of mass calculated considering one of the failure

criteria. Therefore, the minimum mass that can be achieved is mD = min[max(mDY ,mDB)] and

the optimal complexity can be found at the intersection of the buckling and yielding failure.

Let us define q∗ as a real-valued number at which, the two plots corresponding to the mass

associated with the D-bar system considering buckling failure (mDB) and yielding failure (mDY )
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q q

Figure 4.4: Shaded region in the plots represents the achievable minimum mass considering both
buckling and yielding.

intersect as shown in Fig. 4.4(a). Then q∗ can be calculated by equating mDB and mDY as:

mDY = mDB, (4.9)

ρb
σb

fl

cos2q(α)
=

p
q
2ρbl

2

2q−1 cos
5q
2 (α)

(
f

πEb

) 1
2

, (4.10)

which can be further simplified to obtain:

(
4 cos(α)

p

) q∗
2

=
2lσb√
πEbf

, (4.11)

and taking natural log on both sides gives the solution for optimal complexity to minimize the mass

of D-bar tensegrity system.

q∗ = 2 ln

(
2lσb√
πEbf

)
/ ln

(
4 cos(α)

p

)
. (4.12)

Note that the solution of the Eq. (4.12) may not be an integer value. So to find the physically

realizable complexity of the D-bar structure, we calculate mD = min[max(mDY ,mDB)] and

corresponding complexity qopt for complexities q = bq∗c and q = bq∗c + 1, where b·c represents

the greatest integer function.

Important Note: If q∗ ≤ 0, then the optimal complexity is qopt = 0 which corresponds to
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a single column bar. It means that the mass considering yielding failure is more than the mass

considering buckling failure (mDY > mDB) for complexity q = 0.

Lemma 4.3.1. The minimum mass for a compressive structure has a tightest lower bound of

mY =
ρb
σb
fl. (4.13)

Proof: As the mass corresponding to yielding failure is a monotonically increasing

function with complexity q, and the optimum mass for a D-bar system would follow mD =

min[max(mDY ,mDB)] over all complexities, the lowest possible mass that can be obtained for

any compressive structure is mDY for complexity (q = 0), i.e. mY = ρb
σb
fl.

4.3.2 Optimal Complexity Considering only Buckling Failure

The aim of this subsection is to show that the optimal complexity calculated in the previous

section gives the optimal solution under some given conditions and there is no need to check for

the optimal complexity considering buckling failure criteria only (infeasibility of Fig. 4.4(b)). To

show that, let us write the mass of a single column considering buckling failure as:

mB = 2l2ρb

(
f

πEb

) 1
2

. (4.14)

Let us define a non-dimensional quantity µDB = mDB/mB which can be written using Eqs.

(4.4) and (4.14) as:

µDB =
p
q
2

2q cos
5q
2 (α)

+
ρs(sec2q(α)− 1)(πEb)

1
2

2σsρb

(
f

1
2

l

)
, (4.15)

which can be simplified by the introduction of a variable ε as:

µDB =

(√
p

2
sec

5
2 (α)

)q
+ ε sec2q(α)− ε, (4.16)
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with

ε =
ρs(πEbf)

1
2

2σsρbl
. (4.17)

We define qb∗ as the complexity which minimizes the D-bar mass under buckling constraint.

The complexity qb∗ can be calculated by taking partial derivative of mDB or µDB w.r.t q as:

∂mDB

∂q
=
∂µDB
∂q

= 0, (4.18)

which after substitution from Eq. (4.15) gives:

(√
p

2
sec

5
2 (α)

)qb∗
ln

(√
p

2
sec

5
2 (α)

)
+ ε sec2qb∗(α) ln (sec2(α)) = 0, (4.19)

and can be further simplified to obtain:

(
4 cos(α)

p

)−qb∗/2
= ε

ln (cos2(α))

ln
(√

p

2
sec

5
2 (α)

) . (4.20)

Taking natural log on both sides of the above equation, we get:

−qb∗
2

ln

(
4 cos(α)

p

)
= ln ε+ ln

 ln (cos2(α))

ln
(√

p

2
sec

5
2 (α)

)
, (4.21)

which after substitution for ε from Eq. (4.17) and some rearrangement gives:

qb∗ ln

(
4 cos(α)

p

)
= 2 ln

(
2σsρbl

ρs(πEbf)
1
2

)
+ 2 ln

 ln
(√

p

2
sec

5
2 (α)

)
ln (cos2(α))

, (4.22)
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which again can be rearranged as:

qb∗ ln

(
4 cos(α)

p

)
= 2 ln

(
2lσb

(πEbf)
1
2

)
+ 2 ln

(
σsρb
σbρs

)
+ 2 ln

 ln
(√

p

2
sec

5
2 (α)

)
ln (cos2(α))

. (4.23)

Here we break the above equation as the sum of two parts as:

qb∗ = 2

ln

(
2lσb

(πEbf)
1
2

)
ln
(

4 cos(α)
p

) + 2
ln
(
σsρb
σbρs

)
ln
(

4 cos(α)
p

) + 2 ln

 ln
(√

p

2
sec

5
2 (α)

)
ln (cos2(α))

/ ln

(
4 cos(α)

p

)
. (4.24)

Please notice that the above equation provides the optimal complexity of the D-bar structure to

minimize the mass considering buckling failure for bars and yielding failure for strings. To show

the infeasibility of Fig. 4.4(b), we show that optimal complexity obtained considering buckling

failure (qb∗) is larger than the optimal complexity (q∗) obtained by the intersection of the yielding

(mDY ) and buckling (mDB) curves. This can be done by examining and substituting the first term

in Eq. (4.24) as:

qb∗ = q∗ + 2
ln
(
σsρb
σbρs

)
ln
(

4 cos(α)
p

) + 2 ln

 ln
(√

p

2
sec

5
2 (α)

)
ln (cos2(α))

/ ln

(
4 cos(α)

p

)
, (4.25)

where q∗ (from Eq. (4.12)) represents the optimal complexity calculated considering the

intersection of the curves corresponding to yielding and buckling failure.

Note that the value of the second term goes to zero if the material of the bars and strings is

same and the value is greater than zero if the material used for strings has higher specific strength

than the bars, which is usually the case with tensegrity structures. Also, notice that the third term

in the equation only depends on p and angle α, and the value of the third term is always greater

than zero for angle α < 23o for p = 2 and angle α < 15o for p = 3.

The above results show that the optimal complexity calculated considering only buckling is

higher than the optimal complexity calculated at the intersection of two curves for given range
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(angle α < 23o for p = 2 and angle α < 15o for p = 3) which is usually the range to provide

minimum mass using D-bar systems.

4.4 Results and Discussion

This section provides the results detailing the minimum mass design of 2D and 3D D-bar

structures using the approach developed in the previous section. The minimum mass is obtained

by first calculating the optimal complexity of the structure for a given compressive force f and

length l. The mass ratio µ is used to compare the mass of the D-bar structures mD with that of a

compressive column of solid circular cross-section, mcol, as:

µ =
mD

mcol

, where mcol = max

(
2ρbl

2
√
f√

πEb
,
ρblf

σb

)
, (4.26)

where both yielding and buckling failure criteria are considered in the calculation of the mass of the

solid column. In the following subsections, µ2D will be used for the mass ratio of 2D D-bars and

µ3D will be used for the mass ratio of 3D D-bars. A smaller value of mass ratio µ < 1 represents

more mass saving than a compressive column designed to take the same force for the same length.

Material properties of aluminum are used for all bar members, string members and the compressive

column (Es = Eb = 60 GPa, σs = σb = 110 MPa, and ρs = ρb = 2700 kg/m3).

4.4.1 2-Dimensional D-bar Structure

The 2-D D-bar structures are planar structures with p = 2 making them susceptible

to out-of-plane global buckling. In these results, the global buckling for 2-D structures is

not considered as the results are more for the theoretical understanding of minimal mass

meta-materials.

Let us start by plotting the mass ratio µ2D with angle α for different values of force f and

length l, as shown in Fig. 4.5. It is observed that the mass ratio increases with the increased value

of parameter
f

l2
. Also notice that mass ratio monotonically increases with D-bar angle α, showing

that a minimum mass D-bar structure is obtained for smallest value of angle which is possible
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with current manufacturing capabilities. For f = 2500N, l = 0.1m, the mass ratio is less than 1

(µ2D < 1) for 0o < α ≤ 4o and becomes µ2D = 1 for α > 4o, however for f = 10000N, l = 0.1m,

the mass ratio is 1 for the entire range of D-bar angle. This can be understood as for such large

value of
f

l2
= 106, the compressive column fails by yielding and thus one can not design a D-bar

structure with less required mass.

Figure 4.5: Plots of mass ratio µ2D vs. D-bar Angle-α (deg) for the 2D D-bar structure with
optimized complexity (q∗) for different set of values of force f and length l.

A similar trend is observed for the plots of optimal complexity q∗ with angle α as shown in

Fig. 4.6. The optimal complexity consistently decreases with increased value of the parameter
f

l2

and stays constant for change in angle α, except for the case of f = 2500N, l = 0.1m, where

it is q∗ = 1 for 0o < α ≤ 4o and q∗ = 0 otherwise. For f = 10000N, l = 0.1m, the optimal

complexity q∗ = 0 for the entire range of angle stating the optimal mass solution to be a single

compressive column.

Table 4.1 also provides optimum complexity q∗ and angle α for different combinations of force

f and length l. For a small value of the parameter
f

l2
(first column), the compressive column

is more prone to buckling failure and thus more mass savings (mass ratio µ2D is small) can be

obtained by replacing the column with a D-bar system. The value of the mass ratio increases with
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Figure 4.6: Plots of optimized complexity (q∗) vs. D-bar Angle-α (deg) for the 2D D-bar structure
for different set of values of force f and length l.

the increased value of the parameter
f

l2
for both D-bar angles α = 5o and α = 10o and for last two

values of
f

l2
= 250000 and

f

l2
= 1000000, the mass ratio becomes 1 (µ2D = 1) with an optimal

complexity of q∗ = 0) indicating that the single column is the minimum mass structure. The table

also provides a comparison of mass ratio µT2D optimized with two different methods for 2D T-bar

structure and the mass ratio µ2D for 2D D-bar structure [45]. It is observed that very similar values

of the mass ratio are obtained with the area method design of T-bar structure with relatively low

complexity and 5 ∗ o D-bar structure with relatively high complexities.

Figure 4.7 shows a scaled design of 2D D-bar structures where calculated member

cross-sections areas are used to provide better insight. The figure depicts the design of a single

compressive column and the optimal configuration (q∗ = 1) of 2D D-bar structures for two

different values of angle α = 5o and α = 10o optimized for f = 1500N, l = 0.1m. The

mass value for the column mcol = 0.0048Kg and for D-bar structures mD = 0.0037 Kg (α = 5o)

and mD = 0.0039 Kg (α = 10o) are also shown in the figure.
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Table 4.1: Comparison of mass ratio µT2D optimized with two different methods for 2D T-bar
structure (refer to Table 3.1) and mass ratio µ2D for 2D D-bar structure for two values of angle α
for different values of force f and length l. Units: f (N), l (m), and α (deg).

f

l2
f l

T-bar D-bar
Pre-stress method Area method α = 5o α = 10o

q α µT2D q α µT2D q∗ µ2D q∗ µ2D

1000 1000 1 4 20 0.08 4 26 0.07 9 0.07 9 0.10
2500 2500 1 4 22 0.12 4 29 0.10 7 0.11 7 0.15

10000 10000 1 3 24 0.22 3 31 0.21 5 0.21 5 0.26
100000 1000 0.1 1 28 0.65 1 33 0.63 2 0.64 2 0.70
250000 2500 0.1 1 31 1.01 1 33 1.00 0 1.00 0 1.00
1000000 10000 0.1 1 35 1.52 1 33 1.51 0 1.00 0 1.00

(c) mD = 0.0039 Kg (μ2D = 0. 8118) for α = 10o

(a) mcol = 0.0048 Kg 

(b) mD = 0.0037 Kg (μ2D = 0.7760) for α = 5o

f = 1500 N, l = 0.1m 

Figure 4.7: Optimum configuration of the 2D D-bar structure for two different values of angle α
for a chosen values of force f and length l displaying calculated member cross-sections.

78



4.4.2 3-Dimensional D-bar Structure

The 3-D D-bar structures are not prone to global buckling for a feasible D-bar angle (α ≥

2o). Thus only local failures are considered in the design of 3D D-bar structures, where bars are

designed for both yielding, and buckling failure and strings are designed for only yielding failures.

Similar to the last subsection, Fig. 4.8 provides the plots for mass ratio µ3D and angle α with

monotonically increasing value of mass ratio µ3D for all sets of force f and length l. For higher

values of
f

l2
= 1000000, the mass ratio becomes one showing no mass saving with the D-bar

structure design approach.

Figure 4.8: Plots of mass ratio µ3D vs. D-bar Angle-α (deg) for the 3D D-bar structure with
optimized complexity (q∗) for different set of values of force f and length l.

For first three values of
f

l2
= 1000,

f

l2
= 2500, and

f

l2
= 10000, Fig. 4.9 shows constant

values of optimal complexity (q∗) over the range of angle α. The optimal complexity decreases

with increased value of parameter
f

l2
and finally becomes zero for

f

l2
= 1000000. The interesting

variation is observed for
f

l2
= 100000 and

f

l2
= 250000, where the line for optimal complexity

stays constant for some value of angle α and then get decreased by 1. This can be explained as for

such large values of the parameter
f

l2
, higher values of angles can considerably increase the force
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in the bars which restricts one more iteration of the D-bar structure.

Figure 4.9: Plots of optimized complexity (q∗) vs. D-bar Angle-α (deg) for the 3D D-bar structure
for different set of values of force f and length l.

Table 4.2 provides the optimum complexity q∗ and angle α for the 3D D-bar structures. Similar

to the previous table, for both D-bar angles, the value of the mass ratio increases with the increased

value of the parameter
f

l2
. Moreover, the mass ratio reaches 1 (µ3D = 1) for last two values of

f

l2
= 250000 and

f

l2
= 1000000. The table also provides comparison of the mass ratio µ3D for 3D

D-bar structure and the mass ratio µT3D optimized with two different methods for 3D T-bar structure

[45]. Similar observations and trends were observed for both the 3D and 2D D-bar structure as

discussed for Table 4.1.

The cross-sections areas of all the members are calculated in plotting the scaled design of

optimized 3D D-bar structure as shown in Fig. 4.10. The figure shows the optimal configuration

of two 3D D-bar structures for angle values α = 5o and α = 10o and optimal complexity (q∗ = 2).

The minimum mass configuration of a single compressive column designed for f = 1500N, l =

0.1mwithmcol = 0.0048Kg is also given (same as Fig. 4.7). The mass ratio for 3D D-bar structures

µ3D = 0.7878 for α = 5o and µ3D = 0.8608 for α = 10o are also given in the figure.
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Table 4.2: Comparison of mass ratio µT3D optimized with two different methods for 3D T-bar
structure (refer to Table 3.2) and mass ratio µ3D for 3D D-bar structure for two values of angle α
for different values of force f and length l. Units: f (N), l (m), and α (deg).

f

l2
f l

T-bar D-bar
Pre-stress method Area method α = 5o α = 10o

q α µT3D q α µT3D q∗ µ3D q∗ µ3D

1000 1000 1 4 19 0.10 4 27 0.07 20 0.08 20 0.17
2500 2500 1 4 22 0.14 4 29 0.11 17 0.12 17 0.23

10000 10000 1 3 25 0.25 3 31 0.21 12 0.23 12 0.37
100000 1000 0.1 1 28 0.66 1 33 0.64 4 0.66 4 0.79
250000 2500 0.1 1 31 1.04 1 33 1.01 0 1.00 0 1.00
1000000 10000 0.1 1 36 1.56 1 33 1.54 0 1.00 0 1.00

(c) mD = 0.0041 Kg (μ2D = 0. 8608) for α = 10o

(a) mcol = 0.0048 Kg 

(b) mD = 0.0038 Kg (μ2D = 0.7878) for α = 5o

f = 1500 N, l = 0.1m 

Figure 4.10: Optimum configuration of the 3D D-bar structure for two different values of angle α
for a chosen values of force f and length l displaying calculated member cross-sections.
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4.5 Conclusions

This chapter derived the analytical formulas to obtain the optimal complexity for the 2D and

3D D-bar structures. It is shown that the optimal complexity q∗ depends on the D-bar angle α,

compressive force f , length of the structure l, and the material properties of the bar members. It is

interesting to note that the optimal complexity is independent of the string material. The minimum

mass configuration of the D-bar systems, which considered both yielding and buckling failure for

compressive members and yielding failures for tensile members, can be easily designed from the

uniquely calculated optimal complexity of the structure. The chapter also derives an important

relation between the optimal complexity calculated considering only buckling failures (qb∗) and

optimal complexity calculated considering only both local failures (q∗). Finally, the results section

provided a comparative study of the minimum mass design of T-bar and D-bar tensegrity structures

for different sets of given compressive force and length.
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5. DYNAMICS OF TENSEGRITY SYSTEMS∗

1 This chapter provides a single matrix-second-order nonlinear differential equation to simulate

the dynamics of tensegrity systems with rigid bars and massive strings. The chapter allows

to distribute the string mass into any specified number of point masses along the string while

preserving the exact rigid bar dynamics. This formulation also allows modeling of skins and

surfaces as a finite set of strings in the tensegrity dynamics. To reduce the complexity of the

model, non-minimal coordinates (6 DOF for each bar instead of 5) were chosen. This is the key to

give more accurate results in computer simulations since the mathematical structure of the model

is simplified and exploited during numerical computations. A bar length correction algorithm is

also provided for both class-1 and class-k tensegrity systems to correct the erroneous change in bar

length because of computational errors during numerical integration. We characterize the control

variable as the force density in each string. This allows control laws to be developed independently

of the material chosen for the structural elements. A nonlinear transformation back to the physical

control variables involves the material properties.

5.1 Introduction

The field of Multi-Body Dynamics includes rigid and elastic bodies connected in arbitrary

ways. Most approaches use a minimal coordinate representation, eliminating redundant variables

as the body connections are exploited one at a time until all the bodies are included into the system.

One disadvantage of such methods is topology constraints, such as limiting the configuration of

the rigid body connections to a topological tree. (See the TREETOPS software developed by

company DYNACS [56]). Another computational disadvantage of these approaches is the reliance

on transcendental functions to describe the positions of elements. Tensegrity systems [6] dynamics

is a subset of the class of Multi-body dynamics which does not treat (thus far) rigid bodies of

1∗Portions of this section are reprinted or adapted from [16] : Raman Goyal and Robert E. Skelton, “Tensegrity
System Dynamics with Rigid Bars and Massive strings”, Multibody System Dynamics, 46:203–228, 2019, DOI:
10.1007/s11044-019-09666-4. Copyright c© 2019, Springer Nature. Reproduced with permission.
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arbitrary shape and inertia, but they allow any stabilizable topology of members.

The dynamics of the tensegrity structures has been explored in the past by various researchers.

Murakami[57] developed the equations of motion for tensegrity structures using the Eulerian and

Lagrangian approach which basically represent spatial and material formulations. These equations

were then linearized about a reference configuration to perform the modal analysis. In part two of

that paper, quasi-static analyses were performed which concluded that pre-stress and infinitesimal

mechanism modes characterize the dynamics and statics of tensegrity structures. The linearized

dynamics models for the different class of tensegrity structures were developed by Sultan et al.[58]

and these models were further used by Masic and Skelton [59] to select the prestress for optimal

dynamic/control performance. Ali and Smith [28] also wrote a linearized dynamic model around

an equilibrium configuration to study the dynamic behavior of an active tensegrity structure. These

linearized models are approximations and do not capture the correct dynamics of the structure. Tan

and Pellegrino [60] studied the non-linear vibration of cable-stiffened pantographic deployable

structures and showed that cable prestress is correlated with the natural frequencies of the system.

Skelton and Nagase [61, 62] developed the non-linear tensegrity dynamics in vector form for a

network of rods and strings neglecting the masses in the strings. Recently, Joono and Skelton [14]

developed a second order matrix differential equation to describe the non-linear dynamics of any

tensegrity structure. They used nonminimal coordinates and assumed the compressive elements

to have no inertia about the longitudinal axis. The masses in the tension elements (strings) were

also neglected in the formulation. In the present study, each compressive member can be a bar of

certain radius i.e. can have some inertia about its longitudinal axis and masses in the strings is also

incorporated.

At a fundamental level, the dynamics of these structures is straightforward since it relies

simply on the dynamics of rigid bars and elastic models for strings. However, a rigorous and

scalable approach to describing these structures is highly desirable. The nonlinear dynamic model

developed here captures both the translational motion of the mass center of each bar and each cable,

and the rotational dynamics of each bar, using Newton’s second law. Therefore, the model allows
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for the simulation of any tensegrity network with elastic massive string members and rigid bars.

Certainly, there are many applications such as cable-stayed bridges in which the mass of the cables

is as important as the mass of the bars. Furthermore, applications exist in which a membrane

covering the surface of the structure is required. This dynamic model assumed the bars to be

rigid and the length constraints are incorporated at the second derivative level in the formulation.

This can lead to violations in length constraint during the numerical integration procedure. In

the appendix, we provide an algorithm to correct the bar and time derivative of the bar vector

to satisfy the length constraints (appendix A). The author believes that the other benefits of this

formulation outweigh this shortcoming of the formulation. Finally, this chapter makes following

contributions to the theory and mathematical modeling of tensegrity systems: i) It adds mass to

tensile elements, ii) It adds string-to-string nodes, iii) It maintains a matrix-second-order nonlinear

differential equation without any transcendental functions. iv) It provides a novel algorithm

to correct the violations in bar length due to computational errors. Moreover, the absence of

trigonometric functions leads to improved efficiency and accuracy of the dynamics simulation and

control design. These equations are suitable for the design of control algorithms to control shape

or other requirements of the system as the control variables (force density in each string) are linear

in the dynamics formulation. These force densities can easily be converted into a physical quantity

(tensions or rest-lengths of tensile elements) using a non-linear transformation.

5.2 Notation

5.2.1 Vector Notation

We distinguish a three-dimensional object that has magnitude and direction by bold letters.

These are called Gibbs vectors in honor of the inventor of vector concepts in three-dimensional

space [63]. In linear algebra, an n × 1 matrix is called an n-dimensional vector, and obviously a

3× 1 matrix would be called a 3-dimensional vector. But these are not Gibbs vectors and will not

be bold here. For example, a vector v can be expressed in any specified frame of reference. Let the

components of vector v in a specified set of coordinates be described by the 3 × 1 matrix v. The
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components of the Gibbs vector v can be written simply as v, without bold. Scalars are also not

bold, so the distinction between scalars and three by one matrices are made clear by the context.

Define a right-handed dextral set of unit vectors by these dot and cross product properties:

a) ei · ej = δij

b) ei × ej = ek if (i,j,k) = (1,2,3) or (3,1,2) or (2,3,1)

Then define a Vectrix E [64] by:

c) E =

[
e1 e2 e3

]
, ET =


e1

e2

e3


d) ET · E = I (due to (a) and (c))

Hence for two vectors expressed in the same frame (b = EbE and a = EaE), it follows that:

e) a · b = (EaE)T · (EbE) = aE
T
(ET · E)bE = aE

T
bE

f) a× b = (EaE)× (EbE) = E ãEbE , ãE =


0 −aE3 aE2

aE3 0 −aE1
−aE2 aE1 0



where ãE is a skew-symmetric matrix composed of the 3 elements of aE , the vector a = (EaE).

5.2.2 Kinematics

Consider a vector v described in two different reference frames. Let the Vectrix E =[
e1 e2 e3

]
denote the dextral set of unit vectors ei that are inertially fixed. Let the Vectrix

B =

[
b1 b2 b3

]
be the body-fixed dextral set of bi fixed in the coordinates of the rigid body.
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Then, the unitary coordinate transformation B = EΘ and ΘTΘ = I leads to:

B = EΘ, ΘTΘ = I → ΘTΘ̇ = ω̃B = skew-symmetric, (5.1)

v = EvE , (5.2)

= BvB, vE = ΘvB, (5.3)

where Θ represents the Direction Cosine Matrix (always unitary) and vE , vB represent the

components of the vector v as viewed, respectively, in coordinate frame E and B. Then v and

v̇ are simply:

v = BvB, (5.4)

v̇ = ḂvB + Bv̇B = B[ω̃BvB + v̇B], (5.5)

where from Equation 5.1:

Ḃ = EΘ̇ = BΘTΘ̇ = Bω̃B, (5.6)

and the angular velocity of frame B relative to frame E is:

ω = EωE = BωB, ωB =


ωB1

ωB2

ωB3

 . (5.7)

5.3 Dynamics of a Single Rod

5.3.1 Rotational Dynamics

Consider a vector r locating the center of mass of the rod of length l = ‖b‖, where b is the

vector along the rod. Let the Vectrix E denote the dextral set of unit vectors ei that are inertially

fixed. Let the Vectrix B be the body-fixed dextral set of unit vectors bi fixed in the body of the rod,
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with b3 pointing along the rod.

𝒇𝟐

𝒇𝟏

𝒃
𝒓

Figure 5.1: Tensegrity rod member vector nomenclature

The rod vector b of length l, described in body coordinates B is:

b = BbB, bB =

[
0 0 l

]T
, (5.8)

and the time rate of change of the vector b is:

ḃ = ḂbB + BḃB = ḂbB = Bω̃BbB. (5.9)

It is useful to compute b× ḃ as:

b× ḃ = (BbB)× (ḂbB) = (BbB)× (Bω̃BbB), (5.10)

= Bb̃Bω̃BbB = −Bb̃Bb̃BωB = −B(b̃B)2ωB. (5.11)

Now, using the identity:

(b̃B)2 = −(bB
T

bBI − bBbBT), (5.12)

Equation 5.11 becomes:
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b× ḃ = B(‖bB‖2I − bBbBT)ωB. (5.13)

For our case, bB =

[
0 0 l

]T
. Therefore:

b× ḃ = B

l2I −


0 0 0

0 0 0

0 0 l2


ωB, (5.14)

= B

I2 0

0 0

 l2ωB = Bl2


ωB1

ωB2

0

 = l2ωb. (5.15)

Hence, the relationship between ωb, the angular velocity of rod b, and vectors b and ḃ is:

ωb =
b× ḃ
‖b‖2

. (5.16)

Using Equation 5.16, the angular momentum of rod b about its mass center is:

hb = Ibωb, (5.17)

=

(
mbl

2

12
+
mbr

2
b

4

)(
b× ḃ
l2

)
, (5.18)

h = hb =

(
mb

12
+
mbr

2
b

4l2

)
b× ḃ = Jb× ḃ, (5.19)

where J = mb
12

+
mbr

2
b

4l2
. The derivative with respect to time of the angular momentum of a rod

member can then be formulated in terms of b and ḃ as follows:
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ḣ = J ḃ× ḃ+ Jb× b̈, (5.20)

= Jb× b̈. (5.21)

The time rate of change of the angular momentum vector h is equal to the sum of torques τ

acting on the rod member about its center of mass. The forces acting on the two opposite ends of

the rod member are f1 and f2 as illustrated in Figure 5.1. The resulting torques are described here

in terms of b as:

ḣ = τ , (5.22)

ḣ =
1

2
b× (f2 − f1). (5.23)

Equations 5.21 and 5.23 yield:

Jb× b̈ =
1

2
b× (f2 − f1). (5.24)

Equation 5.24 can be written in any coordinates, but we choose inertial coordinates for simpler

forms of final equations. To simplify notation hereafter we define b = bE where b = BbB = EbE .

Writing Equation 5.24 in inertial coordinates yields:

Jb̃b̈ =
1

2
b̃(f2 − f1). (5.25)

An additional constraint must be added here to ensure that the rod vector b remains constant

with length l. This constraint is described as follows:

bTb = l2, (5.26)

Differentiating the constant length constraint of Equation 5.26, a length constraint in terms of b̈ is
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obtained:

ḃTb+ bTḃ = 0 = 2bTḃ, (5.27)

ḃTḃ+ bTb̈ = 0, (5.28)

bTb̈ = −ḃTḃ. (5.29)

The length constraint (Equation 5.29) and rotational dynamics (Equation 5.25), both in terms

of b̈ can be re-expressed in matrix form as:

 b̃
bT

 b̈ =

 1
2J
b̃(f2 − f1)

−ḃTḃ

 . (5.30)

This is a simple linear algebra equality that can be solved for b̈. One can easily verify the

existence condition for the solution and the full column rank of the matrix multiplying b̈. Therefore,

denoting a matrix pseudo inverse by the superscript "+", the unique solution for b̈ is:

b̈ =

 b̃
bT


+  1

2J
b̃(f2 − f1)

−ḃTḃ

 , (5.31)

=
1

l2

[
−b̃ b

] 1
2J
b̃(f2 − f1)

−ḃTḃ

 , (5.32)

=
1

l2
[− 1

2J
b̃b̃(f2 − f1)− bḃTḃ], (5.33)

= − 1

2Jl2
(−l2I + bbT)(f2 − f1)− 1

l2
bḃTḃ. (5.34)

Since, b̃b̃ = −l2I+bbT. Rearranging Equation 5.34 gives the final form of the vector equations

for rotational dynamics:

Jb̈ =
1

2
(f2 − f1)− 1

2l2
bbT(f2 − f1)− J

l2
bḃTḃ. (5.35)
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The final equation represents the rod rotational dynamics including influences from the length

constraint. Now we must address the translational dynamics.

5.3.2 Translational Dynamics

For a single rod in a tensegrity structure such as that illustrated in the free-body diagram of

Figure 5.1, the inertial position of the rod center of mass is described by r, the vector along the

rod member is described by the vector b, and the sum of the internal forces from the strings and

the external forces, acting on the two ends of the rod, is described by f1 and f2, where r = ErE ,

fi = EfEi . For simplification, we write r = rE and fi = fEi .

mbr̈ = f1 + f2, (5.36)

which can be written in inertial coordinates as:

mbr̈ = f1 + f2. (5.37)

5.4 Matrix Formulation of Tensegrity Dynamics

Equations 5.35 and 5.37 can be used to describe the dynamics of any given rod member in

a tensegrity structure. Describing a full tensegrity structure would consequently yield 2β vector

equations for a system containing β rod members. However, we will assemble these equations in

a matrix form to simplify the structure of the final equations.

Connectivity matrices are now introduced to relate the matrix of nodes, N , to the matrix of

string vectors, S, and the matrix of rod vectors B. The ith column of matrices N , S, and B are,

respectively the inertial components of the vectors, ni, si, and bi. We write these as ni, si, and

bi. Define the string connectivity matrix by CT
s , and the rod connectivity matrix by CT

b . Then by

inspection of the network, labeled with rod and string vectors, one can immediately write matrices

(with entries of 0, 1, −1) to satisfy the definitions S = NCT
s and B = NCT

b .

By convention, we choose to name the nodes at the base of rod vectors as N1 =
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[
n1 n2 · · · nβ

]
and we choose to name the terminal ends of the rod vectors as N2 =[

n1+β n2+β · · · n2β

]
. Defining each rod end point as a node, a tensegrity consisting of n = 2β

nodes leads to a 3× n node matrix, N =

[
N1 N2

]
, in which each column is the inertial position

of a node. Also, for a network of β rods, define the 3× β matrix B =

[
b1 b2 · · · bβ

]
.

𝒃𝒊

𝒓𝒊

𝒘𝒊
𝒏𝒊

𝒏𝒊+𝜷 𝒘𝒊+𝜷

Figure 5.2: Tensegrity rod member numbering convention

The convention mentioned above yields Cb =

[
−Iβ Iβ

]
. In general, Cb is a β × n matrix in

which each row describes the node connectivity of a rod member. That is, the row of Cb for a rod

member connecting ni to nj will consist of a “ + 1” at the jth column, a “− 1” at the ith column,

and zeros elsewhere. Now, vectors locating the mass centers of the rods is defined as (ri is the ith

column of matrix R):

R = N1 +
1

2
B, (5.38)

= N1 +
1

2
(N2 −N1), (5.39)

= N
1

2

Iβ
Iβ

 = NCT
r . (5.40)

For any n-dimensional column vector, we define the “hat" operator over a vector to form a
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diagonal matrix from the elements of the vector. Then, the dynamic equations of the ith rod bi

from Equation 5.35 are placed in the the ith column of the matrix B̈Ĵ :

B̈Ĵ =

[
b̈1 b̈2 · · · b̈β

]


J1 0 · · · 0

0 J2 · · · 0

...
... . . . ...

0 0 · · · Jβ


=

[
J1b̈1 J2b̈2 · · · Jβ b̈β

]
. (5.41)

This process can be performed for the remaining three terms in Equation 5.35, as summarized

below. Forces acting on the end points of each rod are described with the force matrix F , whose ith

column is the total force vector acting on the ith node ni from both internal (string and rod forces)

and external sources. Hence, for the ith rod, first and second terms give:

1

2
(f2i − f1i) =

1

2
[FCT

b ]i, (5.42)

− 1

2l2
bib

T
i (f2i − f1i) = −1

2
[Bl̂−2bBTFCT

b c]i, (5.43)

where we introduce the b◦c operator, which sets every off-diagonal element of the square matrix

operand to zero. Now, the last term can be written as:

− Ji
l2i
biḃi

T
ḃi = −[BĴl̂−2bḂTḂc]i. (5.44)

Combining the four matrix expressions for the four original terms in Equation 5.35 gives a full

matrix expression for B̈. This describes the rotational motion of every rod member in the system

while including a constant length constraint.

B̈Ĵ =
1

2
FCT

b −
1

2
Bl̂−2bBTFCT

b c −BĴl̂−2bḂTḂc. (5.45)
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This expression can be simplified with the following definition of λ̂:

λ̂ = −Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBTFCT

b c, (5.46)

B̈Ĵ =
1

2
FCT

b +Bλ̂. (5.47)

Following the same process as that of the rotational dynamics, the translational dynamics must

similarly be converted into a matrix expression. In this case, R is a 3 × β matrix in which the ith

column describes the inertial position of center of mass of the ith rod member. Using Equation

5.40:

mbi r̈i = f1i + f2i = [R̈m̂b]i = 2[FCT
r ]i, (5.48)

R̈m̂b = 2FCT
r . (5.49)

The matrix expressions for the rotational and translational dynamics of the full tensegrity

system can be re-expressed as follows:

[
B̈ R̈

]Ĵ 0

0 m̂b

+

[
B R

]−λ̂ 0

0 0

 = F

[
1
2
CT
b 2CT

r

]
. (5.50)

Recognizing that
[

1
2
CT
b 2CT

r

]−1

=

[
CT
b CT

r

]T
[14], Equation 5.50 is rewritten as follows:

[
B̈ R̈

]Ĵ 0

0 m̂b


Cb
Cr

+

[
B R

]−λ̂ 0

0 0


Cb
Cr

 = F, (5.51)

[
B̈ R̈

] ĴCb
m̂bCr

+

[
B R

]−λ̂Cb
0

 = F. (5.52)

The definitions of the rod and center of mass connectivity matrices,B = NCT
b , andR = NCT

r ,
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can be re-expressed in matrix form and substituted into Equation 5.52:

[
B R

]
= N

[
CT
b CT

r

]
, (5.53)

N̈

[
CT
b CT

r

] ĴCb
m̂bCr

+N

[
CT
b CT

r

]−λ̂Cb
0

 = F. (5.54)

Expanding this gives:

N̈(CT
b ĴCb + CT

r m̂bCr)−N(CT
b λ̂Cb) = F. (5.55)

The force matrix F has been described as containing the sum of forces acting on each node in

the system. This can be subdivided into two elements: external forces and internal forces. Let wi

be the ith column of the matrix W , where wi is the external force acting on the node ni. Internal

forces, caused by tension in the string members, require knowledge of string member connectivity.

The string connectivity matrix Cs is defined as S = NCT
s , where S is the string member matrix.

For a tensegrity system consisting of α string members, S is of dimension 3 × α, and Cs is of

dimension α×n. The internal node forces caused by string tensions T can be described with TCs.

In this work, string tension is described in terms of a “force density” γ. The tension vector

in a string can be found as ti = siγi where si is the string vector or the ith column of matrix

S (Modeling of elastic string is given in appendix 5.9.1). Then, the matrix of string tensions T

equals Sγ̂, which equals NCT
s γ̂. Based on this, the internal forces acting on nodes caused by

string tensions is NCT
s γ̂Cs. The full force matrix expression can then be written and substituted

into Equation 5.55:

F = W −NCT
s γ̂Cs, (5.56)

N̈(CT
b ĴCb + CT

r m̂bCr) +N(CT
s γ̂Cs − CT

b λ̂Cb) = W. (5.57)

By defining matrices M , K, and W , a compact matrix form for the full nonlinear translational
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and rotational dynamics of a full tensegrity system is written as:

N̈M +NK = W, (5.58)

M = CT
b ĴCb + CT

r m̂Cr, (5.59)

K = CT
s γ̂Cs − CT

b λ̂Cb. (5.60)

5.5 String-to-string Point Mass Nodes

The model derived in Section 4 assumes massless strings. It is important to develop a method

that includes string masses. This is achieved by dividing the string in several small strings and

connecting them with point masses. The added point mass node will connect only to strings and

no rods (string-to-string nodes). Using this approach, a string member is modeled by subdividing

the original string into n connected string members with n − 1 connection point masses. The

positions of the point masses along the string can be chosen based on the respective length of the

connected strings which in turn can be chosen to match the extensional stiffness of the original

string.

We describe the process of modeling string masses by denoting two types of nodes: rod nodes,

which are the end points of rods, and string nodes, which are the locations of string-to-string

connections that have a point mass associated with them. The full node matrix can consequently

be split as N =

[
Nb Ns

]
. Here, Nb is a 3 × 2β matrix in which each column is the position of

a rod node nb, and Ns is a 3 × σ matrix in which each column is the position of a string node ns.

Variables β and σ represent the number of rods and number of string nodes respectively. Note that

the rod and string nodes can be extracted from the node matrix N with the definition of two new

connectivity matrices, Cnb and Cns:

Nb = N

I2β

0

 = NCT
nb, (5.61)
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Ns = N

 0

Iσ

 = NCT
ns, (5.62)

where I2β and Iσ are identity matrices of size 2β and σ respectively. The matrix representing the

positions of center of mass, R, can similarly be broken into two components: Rb, which describes

the center of mass locations for each rod member, and Rs, which describes the location of each

string point mass:

Rb = NbC
T
r = NCT

nbC
T
r , (5.63)

Rs = Ns = NCT
ns. (5.64)

Similarly, the expression for the rod member matrix B can be rewritten as:

B = NbC
T
b = NCT

nbC
T
b . (5.65)

Note that the rod connectivity matrix remains unchanged from its original definition preceding

Equation 5.42. The original string connectivity matrixCs must be redefined as new string members

are being added to the model. Here, Cs is divided into two parts: the first, Csb, describing

rod-to-string joints and the second, Css, describing string-to-string joints:

S = NCT
s =

[
Nb Ns

]CT
sb

CT
ss

 , (5.66)

The force matrix F is augmented to include both the sum of forces acting on rod nodes, Fb, as

well as string nodes, Fs:

F =

[
Fb Fs

]
= W −NCT

s γ̂Cs, (5.67)

Now, we need to write the translational dynamics of the newly defined string nodes which are

modeled as point masses. We define msi as the mass of the ith string node, rsi as the position of
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that node and fsi as the total force acting on that node. Their translational dynamics in both vector

and matrix form can simply be written as:

msi r̈si = fsi = [R̈sm̂s]i = Fsi , (5.68)

R̈sm̂s = Fs. (5.69)

The dynamics of the rod members (Equations 5.46, 5.47 and 5.49) must be slightly modified

to incorporate the subdivision of the force matrix F as F =

[
Fb Fs

]
.

λ̂ = −Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBTFbC

T
b c, (5.70)

B̈Ĵ =
1

2
FbC

T
b +Bλ̂, (5.71)

R̈bm̂b = 2FbC
T
r . (5.72)

Equations 5.69, 5.71, and 5.72 can be written in a matrix form as follows:

[
B̈ R̈b R̈s

]
Ĵ 0 0

0 m̂b 0

0 0 m̂s

+

[
B Rb Rs

]
−λ̂ 0 0

0 0 0

0 0 0

 =

[
1
2
FbC

T
b 2FbC

T
r Fs

]
. (5.73)

Because the force matrix F has been defined as F =

[
Fb Fs

]
, the force term is rewritten in

terms of F as:

[
B̈ R̈b R̈s

]
Ĵ 0 0

0 m̂b 0

0 0 m̂s

+

[
B Rb Rs

]
−λ̂ 0 0

0 0 0

0 0 0

 = F

1
2
CT
b 2CT

r 0

0 0 I

 . (5.74)

Using
[

1
2
CT
b 2CT

r

]−1

=

[
CT
b CT

r

]T
, it can also be shown that:
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1
2
CT
b 2CT

r 0

0 0 I


−1

=


Cb 0

Cr 0

0 I

 . (5.75)

The previous expression allows us to rewrite Equation 5.74 as follows:

[
B̈ R̈b R̈s

]
Ĵ 0 0

0 m̂b 0

0 0 m̂s



Cb 0

Cr 0

0 I

+

[
B Rb Rs

]
−λ̂ 0 0

0 0 0

0 0 0



Cb 0

Cr 0

0 I

 = F. (5.76)

Having previously defined B, Rb, and Rs in terms of N and connectivity matrices, the

following expression can be substituted into the matrix expression for the full system dynamics:

[
B Rb Rs

]
= N

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
. (5.77)

N̈

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
Ĵ 0 0

0 m̂b 0

0 0 m̂s



Cb 0

Cr 0

0 I



+N

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
−λ̂ 0 0

0 0 0

0 0 0



Cb 0

Cr 0

0 I

 = F. (5.78)

Multiplying this out, substituting Equation 5.67 for F , and rearranging yields the following

expression for the full system dynamics:

N̈

[
CT
nbC

T
b ĴCb + CT

nbC
T
r m̂bCr CT

nsm̂s

]
+N

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
= W. (5.79)
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Following the example set in Equation 5.58, a compact matrix form for the full system

dynamics including string masses can be obtained with the following definitions of Ms and Ks.

N̈Ms +NKs = W, (5.80)

Ms =

[
CT
nb(C

T
b ĴCb + CT

r m̂bCr) CT
nsm̂s

]
, (5.81)

Ks =

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
, (5.82)

where substituting the value of Fb in Equation 5.70 gives λ̂ as:

λ̂ =− Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBT(W − Sγ̂Cs)CT

nbC
T
b c. (5.83)

5.6 Equilibrium Calculations

The dynamics equations developed above can be used to solve for values of force densities in

strings(γ) and bars(λ) by putting the acceleration term equal to zero (N̈ = 0).

NKs = W, (5.84)

N

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
= W, (5.85)

N(

[
CT
s γ̂Csb CT

s γ̂Css

]
−
[
CT
nbC

T
b λ̂Cb 0

]
) = W, (5.86)

N(CT
s γ̂[Csb Css]−

[
CT
nbC

T
b λ̂Cb 0

]
) = W, (5.87)

N(CT
s γ̂Cs − CT

nbC
T
b λ̂Cb

[
I 0

]
) = W, (5.88)

N(CT
s γ̂Cs − CT

nbC
T
b λ̂CbCnb) = W, (5.89)

Sγ̂Cs −Bλ̂CbCnb = W. (5.90)
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From equation 5.89, Ks can also be written as Ks = CT
s γ̂Cs − CT

nbC
T
b λ̂CbCnb. Now, let’s take the

ith column of the above equation as

Sγ̂Csei −Bλ̂CbCnbei = Wei, (5.91)

Using the identity x̂y = ŷx for x and y being column vectors.

S

∧

(Csei)γ −B

∧

(CbCnbei)λ = Wei, (5.92)

[S

∧

(Csei) −B

∧

(CbCnbei)]

γ
λ

 = Wei. (5.93)

Stacking all the columns till nth column, we get



S

∧

(Cse1) −B

∧

(CbCnbe1)

S

∧

(Cse2) −B

∧

(CbCnbe2)

...
...

S

∧

(Csen) −B

∧

(CbCnben)



γ
λ

 =



We1

We2

...

Wen


, (5.94)
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which can be simply written as

A

γ
λ

 = Wvec, γ ≥ 0. (5.95)

5.7 Class k Tensegrity Systems

A simple modification of the derived dynamics allows for handling of Class k tensegrity

structures (k rods connected to a node through a ball joint). Here, “Class" denotes the maximum

number of rod members present at a given node in the definition of the structure topology. If there

are no rod-to-rod joints, the structure is said to be of Class 1. If there is at least one node in which

two rods are connected, it is said to be of Class 2, and so on.

In this model, Class k structures (where k > 1) are handled by converting each Class k joint

into k Class 1 nodes constrained to coincide at all times with a constraint matrix and Lagrange

multipliers.

The linear constraint equation is written as:

NP = D, (5.96)

where P is a n×c andD is a 3×cmatrix specified such that constrained nodes are set equal to one

another where c is the number of constraints required. For example, if nodes 1 and 2 must coincide

at all times, a column of P and D would be specified such that NP = D gives n1 − n2 = 0.

Adding this linear constraint will introduce some constraint forces written as ΩPT and will lead to

the new dynamics:

N̈Ms +NKs = W + ΩPT, (5.97)

where

Ks =

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
, (5.98)
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λ̂ = −Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBT(W + ΩPT − Sγ̂Cs)CT

nbC
T
b c, (5.99)

and Ω is the 3 × c matrix of Lagrange multipliers satisfying the dynamics and constraints at all

time-steps. The Lagrange multipliers required to maintain these constraints can be thought of as

contact forces at the Class k nodes [14].

5.7.1 Reduced-order dynamics

Adding the linear constraints into the dynamics will restrict the motion in certain dimensions,

thus reducing the order of the dynamics to a span a smaller space. The dynamics Equation 5.97

can be reduced into a smaller dimensional equation by augmenting it with the constraint Equation

5.96. To this end, we use the singular value decomposition (SVD) of matrix P as:

P = UΣV T =

[
U1 U2

]Σ1

0

[V T

]
, (5.100)

where U ∈ Rn×n and V ∈ Rc×c are both unitary matrices, U1 ∈ Rn×c and U2 ∈ Rn×(n−c) are

submatrices of U , and Σ1 ∈ Rc×c is a diagonal matrix of positive singular values. By defining

η = [η1 η2] , NU = [NU1 NU2], (5.101)

the constraint Equation 5.96 can be modified as:

NP = NUΣV T = [η1 η2]

Σ1

0

[V T

]
= D, (5.102)

which implies:

η1 = DV Σ−1
1 , η̇1 = 0, η̈1 = 0. (5.103)
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Here, η1 represents the no-motion space in transformed coordinates. Moreover, η2 will evolve

according to the constrained dynamics in new coordinate system. Using Equations 5.100-5.103,

the dynamics equation 5.97 can be rewritten as:

N̈UUTMs +NUUTKs = W + ΩV ΣTUT, (5.104)

⇒ η̈2U
T
2 Ms + η1U

T
1 Ks + η2U

T
2 Ks = W + ΩV ΣT

1U
T
1 . (5.105)

Post-multiplying the above equation by a non-singular matrix [U2 M−1
s U1] will yield two parts,

where first part gives the second order differential equation for the reduced dynamics:

η̈2U
T
2 MsU2 + η2U

T
2 KsU2 = WU2 − η1U

T
1 KsU2, (5.106)

⇒ η̈2M2 + η2K2 = W̃ . (5.107)

with M2 = UT
2 MsU2 and K2 = UT

2 KsU2, and the second part gives an algebraic equation that is

used to solve for the Lagrange multiplier:

η̈2U
T
2 MsM

−1
s U1 + η1U

T
1 KsM

−1
s U1 + η2U

T
2 KsM

−1
s U1 = WM−1

s U1 + ΩV ΣT
1U

T
1 M

−1
s U1,

(5.108)

⇒ NKsM
−1
s U1 − ΩPTM−1

s U1 = WM−1
s U1. (5.109)

Notice thatKs is also a function of Ω from Equations 5.98-5.99, making it a linear algebra problem.

The analytical expression to solve the Lagrange Multiplier (Ω) is given in section B.1.
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5.8 Energy Calculation

The kinetic energy stored in the structure is:

KE = 1/2

β∑
i=1

(mbiṙ
T
biṙbi + Jiḃi

T
ḃi +msiṙ

T
siṙsi), (5.110)

= 1/2 Tr(Ṙbm̂bṘ
T
b + ḂĴḂT + Ṙsm̂sṘ

T
s ), (5.111)

= 1/2 Tr
(
Ṅ [CT

nb(C
T
b ĴCb + CT

r m̂bCr) CT
nsm̂s]Ṅ

T
)
, (5.112)

= 1/2 Tr
(
ṄMsṄ

T
)
. (5.113)

For class-K, this can be written as:

KE = 1/2 Tr
(
η̇2M2η̇

T
2

)
. (5.114)

Now, the potential energy can be written as:

PE = 1/2
α∑
i=1

(
1

ki
tTi ti), (5.115)

= 1/2 Tr(T k̂−1TT), (5.116)

= 1/2 Tr(Sγ̂k̂−1γ̂ST), (5.117)

and the work done on the system can be written as:

WD =

∫ Tf

Ti

Tr (WṄT)dt, (5.118)

Therefore, the total energy at any time can be written as:

TE(Tf ) = KE(Ti) + PE(Ti) +WD, (5.119)

= 1/2 Tr
(
ṄiMsṄ

T
i

)
+ 1/2 Tr(Siγ̂ik̂

−1γ̂iS
T
i ) +

∫ Tf

Ti

Tr(WṄT)dt. (5.120)
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From principal of conservation of energy:

KE(Tf ) + PE(Tf ) = KE(Ti) + PE(Ti) +WD, (5.121)

Tr
(
ṄfMsṄ

T
f

)
+ Tr(Sf γ̂f k̂

−1γ̂fS
T
f )

= Tr
(
ṄiMsṄ

T
i

)
+ Tr(Siγ̂ik̂

−1γ̂iS
T
i ) + 2

∫ Tf

Ti

Tr(WṄT)dt. (5.122)

5.9 Stiffness and Damping in String

5.9.1 Open-loop Simulations

Tension in the strings is produced by stretching them beyond their rest length. Let the rest

length of the ith string be denoted by ρi, extensional stiffness by ki, damping constant by ci, and

string vector by si. Assuming that strings follow Hooke’s law and viscous friction damping model,

the tension in a string is written as:

‖ti‖ = ki(‖si‖ − ρi) + ci
sTi ṡi
‖si‖

, (5.123)

γi =
‖ti‖
‖si‖

= ki

(
1− ρi
‖si‖

)
+ ci

sTi ṡi
‖si‖2

. (5.124)

Note that if ρi > ‖si‖, although above equation gives a negative value, tension in the string should

be substituted to zero as a string can never push along its length. Similarly, the final value of

the tension ti or force density γi can also never be negative for any string. Now, we write these

equations in matrix form as:

γ̂ =
(
I − bSTSc− 1

2 ρ̂
)
k̂ + bSTṠcbSTSc−1ĉ, (5.125)

T = Sγ̂ = S
(
I − bSTSc− 1

2 ρ̂
)
k̂ + SbSTṠcbSTSc−1ĉ, (5.126)
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where ith column in matrix T represents the vector of string tension in the ith string. This equation

can again be written as

T = Sγ̂ = (S − S0)k̂ + SbSTṠcbSTSc−1ĉ, (5.127)

where S0 = SbSTSc− 1
2 ρ̂ represents the matrix containing the rest length vectors. Therefore,

Equations 5.124-5.126 provide the required tension model for elastic strings used in the dynamic

simulation of tensegrity systems.

5.9.2 Closed-loop Control

For the closed-loop control of the system, one can change the rest lengths of the strings

according to the following formula:

γ̂k̂−1 − bSTṠcbSTSc−1ĉk̂−1 = I − bSTSc− 1
2 ρ̂, (5.128)

ρ̂ = bSTSc 12
{
I + bSTṠcbSTSc−1ĉk̂−1 − γ̂k̂−1

}
, (5.129)

⇒ρ̂ = bSTSc 12 (I − γ̂k̂−1) + bSTṠcbSTSc− 1
2 ĉk̂−1. (5.130)

While solving the control algorithm, we put a constraint that γ should always be greater than or

equal to zero.

5.10 Examples of the Implemented Model

All the dynamic simulations are performed using a Matlab based software developed using this

formulation. The numerical integration package used in this software is fourth-order Runge-Kutta.

Bar length correction was used only for class-k structure simulation. There was no significant

violation (around machine precision 10−16) in bar length constraint during simulations of other

examples. Therefore, the bar length correction algorithm was not used for those examples. It is

also advisable to use the bar length correction algorithm only if necessary (appendix A).
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5.10.1 Influence of String Subdivision on Tensegrity Prism Dynamics

First, the dynamic simulation of a Class-1 triangular tensegrity prism with massive strings is

shown in Figure 5.3. To demonstrate the modeling of flexible string members with mass, each

string member in the prism is subdivided into 5 members by inserting 4 string-to-string nodes

(point masses) along the original string member. Initial conditions are specified to simulate the

dynamics. In the absence of external forces, tensegrity prism has a known equilibrium solution of

γv =
√

3γt =
√

3γb, where γv, γt and γb represent the force density in vertical, top and bottom

string respectively [6].

For demonstration purposes, bar masses are specified as mb = 1 kg, and point masses are

specified as ms = 0.01 kg. Bar lengths, based on specified initial node positions, are lb = 1.4142

m long and all string members are given stiffness values of k = 100 N/m. Initial force density

values are deliberately specified as γt = γb = γv = 30 N/m to induce motion.
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Figure 5.3: Simulation time-lapse of prism structure using string-to-string connections to model
string mass. (Bars are shown in blue and strings are shown in red)

Second, we demonstrate that when modeling string mass, the systems dynamics converge as

the number of segments used in modeling the string members increases. In this case, the string

members of the prism structure are modeled with 1 to 10 string segments. Figure 5.4 shows the
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prism structure string segments modeled with 1, 5, and 10 “child” string segments.
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Figure 5.4: Prism structure string members modeled with varying number of string segments.

The case in which each string member is modeled with a single string segment represents

the case in which string mass is neglected. For the remaining cases, the stiffness values of

the original 9 “parent” string members are converted into equivalent stiffness values for their

“children” string segments. Similarly, a specified parent string mass is specified and distributed

across the generated child point mass nodes. The same initial condition is applied to each case

to allow direct comparison of the resulting dynamical response. Figure 5.5 shows the node 1

y-coordinate time histories for a number of these simulation cases. It is evident here that as the

number of string segments used increases, the dynamical response converges.

To get better insight, one can compare all cases with the final simulation case, which uses 10

string segments as per the original string member. Computing the spatial distance between node

1 in each case vs node 1 in the final case at each time step gives a time-history representing the

discrepancy between the given and final cases. The square sum of this spatial discrepancy over

the simulation time-span i.e. the L2 norm of the spatial distance between the node 1 position with

respect to the node 1 position in the final case, can then be used to quantify the total error between

the given and final cases. The difference in the dynamic response decreases rapidly as the number

of string segments is increased. For this example, the error was found to be less than 0.5% for the
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Figure 5.5: Node coordinate dynamical response convergence.

last 9th to 10th division.

5.10.2 Dynamics of a D-bar structure with one node inertially fixed

This example will demonstrate the dynamics of a Class-k structure. The structure we simulate

here is a D-bar structure. A complexity-1 D-bar structure consists of 4 compressive members

connected in a diamond shape with 2 tensile members along the diagonal [6]. As the maximum

number of bars connected at any node is 2, it is a “Class 2" structure.

0

-0.2

y

0.6

0

1.2

1

0.5

0.8

0.4

1
x

0.2

(a) t = 0 sec

0

-0.2

y

0.6

0

1.2

1

0.5

0.8

0.4

1
x

0.2

(b) t = 0.5 sec

0

-0.2

y

0.6

0

1.2

1

0.5

0.8

0.4

1
x

0.2

(c) t = 1 sec

Figure 5.6: Simulation time-lapse of a D-bar structure.

Here, we simulate the dynamics of the structure with one node (shown in black) fixed to the

ground i.e. inertial position of the node remains constant. For demonstration purposes, each bar
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Figure 5.7: Results for Constraint D-bar structure.

is lb = 1m long and has a mass of mb = 1kg. Both string members are given a stiffness value

of k = 100 N/m and different prestress (force density) to induce motion. Figure 5.6 shows three

time-lapse images of the simulation. Simulation results show that both, fixed position constraint

and pin joint constraints (bar to bar connection) are satisfied all the time (up to machine precision)

as shown in Figure 5.7b. Figure 5.7a shows that the length of all the bars also remains constant

throughout the simulation verifying the efficacy of the results.

5.10.3 Dynamics of a flexible membrane having only tensile members

In this example, we demonstrate the dynamics of a “Class 0" structure consisting solely of

string members – a cylindrical string mesh membrane. The configuration of the strings in this

membrane has been chosen to be derived from a Double Helix Tensegrity (DHT) structure with

all the bars removed. Figure 5.8a shows the typical structure of this configuration. We define the

complexity of the structure by p and q where p is defined as the number of nodes on the circular ring

and q is the number of circular rings in longitudinal direction[25]. It can be better approximated to

a continuous membrane by increasing the complexity of the structure as shown in Figure 5.8b.

To demonstrate the dynamics of this membrane, we start from the equilibrium position of the
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Figure 5.8: DHT structure without bars (R = 20m and L = 40m).
(End caps are not shown but included in the maths)

structure with 1 atmospheric pressure difference from inside to the outside of the cylinder. The

stiffness in the string was calculated such that the length ratio (unstretched string length to current

string length) is 0.975 at the equilibrium position. The mass of individual string has been used from

the minimum mass calculation, required to take 1 atmospheric pressure. The material properties

used for this simulation are of UHMWPE (spectra). Damping is also added in the strings to get

the η (Damping Coefficient) value of 0.1. The appendix shows the formulation to add damping

in the strings 5.9.1. Figure 5.9a and 5.9b show the radial motion of the center nodes (shown as

blue dots) of two membranes (Low and High complexity) in presence of 5% instantaneous change

in pressure. Notice the attenuation in the vibration response along the radial direction, depicting

the effect of damping included in the dynamics. No motion in the vertical direction was observed

as the membrane will elongate equally in the upward and downward direction with respect to the

center node.

5.10.4 Dynamic simulation of a six bars Tensegrity ball as Planetary Lander

The example demonstrates the capability of the formulation to perform the dynamic simulation

with inputs from the external environment. A dynamic simulation result was shown when a
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Figure 5.9: Time history of motion of the center nodes (shown as blue dots) (R = 20 m and L = 40
m)

tensegrity lander [2] with 6 bars and 24 strings was dropped from a height of 3.5 meters. For

this simulation, the ground was modelled as a spring-damper system of stiffness kg = 104 N/m

and damping cg = 10 N-s/m. An initial prestress value of γ = 1000 N/m was used for all the

strings which result in self-equilibrium for the structure. The mass of each bar was assumed to be

mb = 1 Kg and string mass was assumed to be ms = 0.1 Kg. The stiffness value of each string

was assumed to be k = 5000N/m with a damping coefficient value c = 10 N-s/m.

(a) t = 0.825 sec (b) t = 0.850 sec (c) t = 0.875 sec

Figure 5.10: Simulation time-lapse of a Tensegrity Lander.
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Figure 5.10 shows the time-lapse images of the lander as it hits the ground. Figure 5.11a shows

the vertical distance of the center of mass of the lander from the ground. Notice that as we model

both ground and strings with some damping, the vertical distance keeps decreasing. Figure 5.11b

shows the error in the bar length of one of the bars during the simulation.
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(a) Vertical distance of Center of Mass from the
ground.
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(b) Error violation in the one of the bar length.

Figure 5.11: Results for Tensegrity Lander.

5.10.5 Tensegrity prism with elastic skin

This example demonstrates how an elastic skin membrane can be modeled as a mesh of

string-to-string joints, and how the addition of skin membranes to a given structure can increase

its stiffness. The developed dynamical model, by including string-to-string connections, allows

generation of interconnected elastic string meshes that can be attached to bar members. An elastic

skin membrane can be modeled as a mesh of interconnected string members with any number

of topologies. Figure 5.12 shows a prism structure with skin added using one example topology

generation method that allows parameterizable complexity. In this case, a node is placed at the

center of each external polygon of the structure, and string members are generated that connect the

node to the vertices of its parent panel. This can be done recursively for n iterations.
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Figure 5.12: Prism structure with elastic skin modeled with varying complexity.

To illustrate how the inclusion of skin affects the dynamical response of a structure, skin

panels are added to the top and bottom surfaces of a prism structure (illustrated in Figure 5.13).

Simulations are performed for the structure with and without the skin panels with identical

initial conditions for the original string members to allow comparison. Comparing the node 1

z-coordinate time histories for the structure with and without the skin membranes shows that

displacement is reduced with the inclusion of the skin.
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Figure 5.13: Prism structure with elastic skin added to top and bottom panels. Complexity n = 2
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Figure 5.14: Stiffness comparison of prism structure with and without skin panels shown in Figure
5.13

.

5.11 Software Description

A software with the name: Modeling of Tensegrity Structures (MOTES) also came out as the

result of this thesis which was published in The Journal of Open Source Software [65]. MOTES

provided two categories for the analysis of any tensegrity structure. First, the static analysis

provides the minimum mass of the tensegrity structure by optimizing for the tensile force in the

strings and compressive force in the bars for no external force (self-equilibrium state) and in the

presence of a given external force. The optimization problem is written as a Linear Programming

to solve for the minimum mass required under yielding constraints. The software also allows

to solve for the minimum mass under buckling and yielding failure criteria through a non-linear

optimization solver. Second, the dynamic analysis uses a second-order matrix differential equation

to simulate the dynamics of any complexity of tensegrity structure [16]. This dynamic model

assumes the bars to be rigid and strings to show elastic behaviour (Hookean). The software

runs a self-developed modified Runge-Kutta integration package to solve the nonlinear differential

equations. A bar length correction scheme is used to correct the dynamics response that might incur

random errors because of computational limitations. This analytical correction step also restricts

the errors in connection constraints for class-k structures. The class-k, bar-to-bar connections (ball
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joints) are formulated as linear constraints. These constraints in the motion space give rise to

constraint forces in the structure. An analytical solution is provided to solve for the constraint

forces, and a reduced order model is developed to simulate the dynamics in the restricted motion

space. The mass in the strings is also included in the dynamics by discretizing the string into

several point masses along the length of the string. This complete mathematical model for the

tensegrity dynamics is developed in our recent dynamics paper [16].

The software is being used to develop various tensegrity structures like Tensegrity robotic

arm, Tensegrity antenna, Tensegrity lander, and Space Habitat, where we integrate structure and

control design to get the required performance. The software was also used as a part of the class

curriculum for the course ‘AERO-489/689 Design Elective: Advanced Statics and Dynamics of

Flexible Structures: Tensegrity Systems’ which was offered in spring 2019.

5.12 Conclusions

This chapter develops the nonlinear dynamic models of any multibody system composed of

a network of bars in compression and cables in tension. This is accomplished by having any

connection between bars or strings that behave mathematically as frictionless ball joints. The

capability to have string-to-string connections allow the approximations of membranes or nets.

Such surfaces allow a mathematical treatment to integrate advantages of tensegrity and origami

structures. The capability to have bar-to-bar connections removes previous criticism of tensegrity

as “only soft structures". The approach to Class-k tensegrity (bar-to-bar connections) is to add

Lagrange multipliers to accommodate the constraint forces due to bar-to-bar connections, and then

reduce the dynamic model by using the constraint equation. The Lagrange multipliers appear

linearly and are computed from a linear algebra problem. Writing the dynamics in non-minimal

coordinates avoids the use of transcendental functions, providing a very simple second order matrix

differential equation. The non-linear dynamics is linear in control variables (force densities in the

strings), which allows control laws to be written independently of the material properties of the

strings. A bar length correction algorithm is also provided to satisfy the bar length constraints at

both zero and first-order derivative. The algorithm should be used only if necessary.
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A number of conclusions can be made based on the presented work. First, the ability to include

string-to-string joints in the developed dynamical model allows for modeling and simulation of

massive string members, elastic skin membranes, and Class 0 string meshes. Modeling and

simulation results for each of these cases have been presented. Second, it is evident that accounting

for string mass in simulation changes the dynamical response of a given structure. Simulation

results show that even structures with low total string mass relative to bar mass exhibit this

discrepancy. Third, when modeling string mass, the dynamical response of the structure converges

as the number of string segments used increases. Finally, it has been shown that the inclusion of

elastic skin membranes on a structure can increase the stiffness of the structure.
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6. GYROSCOPIC DYNAMICS OF TENSEGRITY SYSTEMS∗

1 Mechanics and control of innovative gyroscopic structural systems are detailed in this chapter.

By adding controllable spinning wheels to a network of controllable, axially loaded strings and

bars, it is shown that the mobility and manipulation of the structural system are enhanced.

Using principles of mechanics, a nonlinear dynamic model is presented to modulate the torque

produced by the network of spatially distributed gyroscopes. Equations of motion, formulated

as a second-order matrix differential equation, provide a trajectory for the nodal displacement of

the bars, along with the wheel’s spin degree of freedom. While the gyroscopic robotics concept

is scalable to an arbitrarily large network, this research aims to identify elemental modules to

override fundamental design principles of the innovative structural systems. Dynamic simulation

and experimental verification on a planar D-bar tensegrity structure are used to demonstrate the

utility of one such fundamental building block of the gyroscopic robotic system.

6.1 Introduction

Tensegrity structures are defined as a stable configuration of pre-stressable structures composed

of compressive (bars/struts) and tensile members (strings/cables). Researchers show that tensegrity

structures provide a minimal mass solution to structures designed for compressive loading [6] and

tensile loading under stiffness constraints [20]. These structures also provide the capability to

change the stiffness without changing the shape of the structure. This can help in achieving a

high range of compliance in soft robotics applications [18]. Harvard biologist Don Ingber called

tensegrity architecture as ‘architecture of life’ [36], which is evident by examining the human

body where the tensions in the tendons actuate bones of the skeleton. A large number of redundant

control inputs (tension in the strings) makes the system robust, which is crucial for next-generation

robots.
1∗Portions of this section are reprinted or adapted from [66] : Raman Goyal, Muhao Chen, Manoranjan Majji and

Robert E Skelton, "Gyroscopic Tensegrity System Dynamics", Robotics and Automation Letters, 5(2), 1239 – 1246,
2020, DOI: 10.1109/LRA.2020.2967288. Copyright c© 2020, IEEE. Reproduced with permission.
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An extra degree of control can be added to these systems by attaching gyroscopic wheels

to some of the bar members. This chapter discusses this new class of mechanical systems

formed by adding gyroscopes to tensegrity structures. Spacecraft attitude and orientation control

are typically accomplished using momentum wheels or control moment gyroscopes [67, 64].

Gyroscopes have been used to minimize the sensitivity of the end-effector location in the presence

of disturbance forces [68]. In large space structures such as the international space station, massive

monolithic wheels are arranged on steerable gimbals, to generate gyroscopic torques in order to

accomplish attitude control [69, 70]. Motivated by the expense of large masses in space, we ask

the fundamental question as to what would be an optimal arrangement of mass distribution of the

rotational kinetic energy, so as to maximize the efficacy of the gyroscopic torques generated by the

system. While this is an open question, the tensegrity paradigm provides a framework to provide

a systematic answer to this question. The ability to harness a gyroscopic torque by executing

translational pivoting motion of the bars, equipped with rotating wheels, provides a new modality

of structural system mobility and manipulation. While space structures such as the habitats

are positively impacted, a variety of terrestrial applications are also affected by a systematic

development of tools for mechanics and control of gyroscopic systems [34]. Building on these

foundations, the optimal utilization of the control redundancy introduced by the spatial distribution

of the gyroscopes will be possible. A typical actuator redundancy present in traditional tensegrity

systems along with the added control of gyroscopic forces will allow for the accommodation

of a wide variety of disturbance forces encountered in practical robotic applications making the

system more robust. In order to affect moment transfer, it is necessary that the tensegrity structures

be of class 2 or greater, so as to efficiently transfer the reaction moments to the subsystem of

interest. This chapter formulates a matrix-second-order nonlinear differential equation without any

transcendental functions to simulate the dynamics of a general tensegrity system with or without

gyroscopes. The advantages of the formulation and the contributions of this work are summarized

as follows:

• There are no topological constraints (rigid body connections to form a topological tree) as
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non-minimal representation is used in the formulation.

• The absence of transcendental functions results in improved efficiency and accuracy of the

dynamics simulation and control design.

• This work systematically derived the dynamics of a general gyroscopic tensegrity system,

which provides an extra degree of freedom to control the shape and attitude of the structure.

• These equations are suitable for the design of control law to control the shape and attitude of

the structure as the control variables (force density in each string) are linear in the dynamics

formulation.

The chapter is structured as follows: Section 6.2 develops the equations for rotational and

translational motion of a rigid bar with an attached wheel. Section 6.3 provides the complete

dynamics formulation for any gyroscopic tensegrity structure in a compact second-order matrix

differential equation along with a vector differential equation to capture the angular position of the

wheel. In section 6.4, the reduced-order dynamic model for class-k tensegrity system is developed

by projecting the constrained space to a smaller subspace. A physical model of planar D-bar

structure [6] with gyros attached to each member is first described, and then an experiment is

run to show the application of the proposed work in controlling the attitude of the structure by

changing the shape (by controlling the length of the strings). Section 6.5 also provides the results

developed from the dynamic simulation validating the experiment. Finally, the conclusions and

brief discussion for the chapter are given in the end.

6.2 Dynamics of a Bar with Wheel

In this section, we develop the dynamics of a rigid bar with an attached wheel. The rigid bar is

defined as an axisymmetric body with no inertia about the longitudinal axis. It is also assumed that

the bar is subjected to external forces only at its two ends. We use the notations and kinematics

developed in our recent paper [16] to formulate the dynamics. Let us define b as a vector along

the bar and vector r representing the position vector of the center of mass of the bar, as shown in

Fig. 6.1.
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Figure 6.1: Tensegrity bar member vector nomenclature.

The bar vector b is described in body coordinates B as:

b = BbB, bB =

[
0 0 l

]T
, (6.1)

where l is the length of the rigid bar and the inertial derivative of the vector b is calculated as:

ḃ = ḂbB + BḃB = ḂbB = Bω̃BbB. (6.2)

Using the above two equations, the angular velocity of barωb can be written as (shown in [16]):

ωb =
b× ḃ
l2

, ωb = B


ωB1

ωB2

0

 = BωBb . (6.3)
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and the angular momentum of bar b about its mass center can be written as:

hb = Jbωb, Jb =
mbl

2

12
, (6.4)

hb =
mb

12
b× ḃ. (6.5)

The angular momentum of the wheel of radius rw, thickness lw, the wheel spin speed ωB3 , and

the wheel angular velocity vector ωw are related by:

hw = BJBwωB, (6.6)

where

ωw = B


ωB1

ωB2

ωB3

 , JBw =


J1 0 0

0 J1 0

0 0 J3

 , (6.7)

J1 = J2 =
mw

12
(3r2

w + l2w), J3 =
1

2
mwr

2
w. (6.8)

Using Eqs. (6.5) and (6.6), the total angular momentum vector of the joint member can be

written in terms of b and ḃ as:

h = hb + hw, (6.9)

h =
mb

12
b× ḃ+ BJBwωB, (6.10)

h =

(
mbl

2

12
+ J1

)
b× ḃ
l2

+ ωB3 J3
b

l
, (6.11)

h = Jtb× ḃ+ Jalω
B
3 b, (6.12)

where Jt = mb
12

+ J1
l2

, Ja = J3
l2

.

Now, the inertial derivative of the angular momentum vector h is equal to the total torque about

the mass center of the body. The resulting torque can be written as the sum of pure torques τ and
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the torque due to the forces acting on the two ends of the bar:

ḣ = τ +
1

2
b× (f2 − f1), (6.13)

Jtb× b̈+ Jalω̇
B
3 b+ Jalω

B
3 ḃ = τ +

1

2
b× (f2 − f1). (6.14)

Now, we write the above equation in inertial coordinates with b = bE and ωw = ωB3 as:

Jtb̃b̈+ Jalω̇wb+ Jalωwḃ = τ +
1

2
b̃(f2 − f1). (6.15)

Similar to [16], a rigid bar length constraint of the following form is added:

bTb = l2, bTḃ = 0, bTb̈ = −ḃTḃ. (6.16)

The length constraint appended with rotational dynamics (Eq. (6.15)) can be expressed in

matrix form as:  b̃
bT

 b̈ =

 1
Jt

(
τ + 1

2
b̃(f2 − f1)− Jalω̇wb− Jalωwḃ

)
−ḃTḃ

 . (6.17)

The above linear algebra problem (Eq. (6.17)) has solution for b̈ if and only if the vector on the

right hand side lies in the range space of the coefficient matrix:

I − 1

l2

 b̃
bT

[−b̃ bT
]×

 1
Jt

(τ + 1
2
b̃(f2 − f1)− Jalω̇wb− Jalωwḃ)

−ḃTḃ

 = 0, (6.18)

where I is the identity matrix of the appropriate dimension. The above equation after further

simplification reduces to:

bbTτ

l2
− Jalω̇wb−

Jalωwbb
Tḃ

l2
= 0, (6.19)
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which after using bar length constraint (bTḃ = 0) becomes:

bTτ = Jal
3ω̇w. (6.20)

Writing τ = τ‖ + τ⊥, where τ‖ is the component along the bar and τ⊥ is perpendicular to the

bar, we get:

bTτ‖ = Jal
3ω̇w. (6.21)

Also, since the coefficient matrix of b̈ in Eq. (6.17) has full column rank, there is a unique

solution for b̈, which is given as:

Jtb̈ =
(l2I − bbT)

2l2
(f2 − f1)− b̃τ

l2
+
Jaωwb̃ḃ

l
− Jtbḃ

Tḃ

l2
. (6.22)

Again using τ = τ‖ + τ⊥, we get the two final equations for rotational dynamics as:

Jtb̈ =
(l2I − bbT)

2l2
(f2 − f1)− b̃τ⊥

l2
+
Jaωwb̃ḃ

l
− Jtbḃ

Tḃ

l2
, (6.23)

bTτ‖ = Jal
3ω̇w. (6.24)

The above equations represent the bar-wheel system rotational dynamics along with the bar length

constraint.

Finally, the translational dynamics of the bar-wheel system can be written in inertial

coordinates from Fig. 6.1 as:

(mb +mw)r̈ = f1 + f2, (6.25)

where mb and mw are the mass of the bar and mass of the wheel, respectively. The translational

dynamics (Eq. (6.25)) together with rotational dynamics (Eqs. (6.23-6.24)), fully describes the

motion of the bar-gyro member.
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The mass in the strings can be modelled by dividing the mass of the string into several point

masses. This is achieved by adding string-to-string nodes that have the associated mass of the

string. String-to-string nodes only have string-end connections and thus no bar-end is present at

string-to-string node, e.g.: node n7 in Fig. 6.2. The dynamics for such nodes can be written as:

msr̈s = fs, (6.26)

where ms is the mass of the point node and rs is the position vector of the node.

6.3 Matrix Form of the System Dynamics

𝑏1

Figure 6.2: General tensegrity system representation with nodal matrices N1 = [n1 n2 n3], N2 =
[n4 n5 n6], and Ns = [n7]. Bar matrix B = [b1 b2 b3] and string matrix S = [s1 s2 · · · s9] are also
shown.

The aim of this section is to write the system dynamics in a compact matrix form for assumed β

number of bar-wheel member. Let us denote the node position vector: ni = [nix niy niz]
T ∈ R3×1

and the matrix containing the position of the nodes at the base of a bar vector as N1 =[
n1 n2 · · · nβ

]
∈ R3×β , the position of the nodes at the terminal ends of the bar vectors as
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N2 =

[
n1+β n2+β · · · n2β

]
∈ R3×β , and the string-to-string nodes to be stacked similarly

in Ns ∈ R3×σ, as shown in Fig. 6.2. So the full node matrix can consequently be split as

N =

[
N1 N2 Ns

]
∈ R3×(2β+σ) where σ is the number of string-to-string nodes. Let us also

define matrix B =

[
b1 b2 · · · bβ

]
∈ R3×β , where each column represents the bar vector bi. This

convention yields B = NCT
b with Cb =

[
−Iβ Iβ 0

]
∈ Rβ×(2β+σ) as a bar connectivity matrix

describing which two nodes form a particular bar and Iβ ∈ Rβ×β is the identity matrix. Similarly,

we define R = NCT
r ∈ R3×β with Cr = 1/2

[
Iβ Iβ 0

]
∈ Rβ×(2β+σ) and each vector in R

represents the center position vector ri.

To write the dynamics in a compact matrix form, we take each term in Eq. (6.23) and arrange

them as a vector in a matrix, e.g. Jt =

[
Jt,1 Jt,2 · · · Jt,β

]T
∈ Rβ×1. Then, the left side of

Eq. (6.23) is the ith column of the matrix B̈Ĵt:

B̈Ĵt =

[
Jt,1b̈1 Jt,2b̈2 · · · Jt,β b̈β

]
, (6.27)

where the “hat" operator over a vector forms a diagonal matrix from the elements of the vector.

This process can similarly be performed for the remaining terms in Eq. (6.23), as summarized

below. Similar to N , we can define F ∈ R3×(2β+σ) containing its columns as the total force vector

acting on the ith node ni. Converting the 1
2
(f2 − f1) term into a matrix form, we get:

1

2
(f2 − f1) −→ 1

2
FCT

b , (6.28)

− 1

2l2
bbT(f2 − f1) −→ −B 1

2
l̂−2bBTFCT

b c, (6.29)

where we introduce the b◦c operator, which sets every off-diagonal element of the square matrix
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operand to zero. Similarly, the other terms can be written as:

Ja
l
ωwb̃ḃ −→ B̃ ˆ̇BĴaω̂w l̂

−1, (6.30)

with B̃ ,
[
b̃1 b̃2 · · · b̃β

]
∈ R3×3β , where b̃i is a skew-symmetric matrix formed using the

elements of the vector bi, and

− b̃τ⊥
l2
−→− B̃T̂ l̂−2, (6.31)

−Jt
l2
bḃTḃ −→−BĴtl̂−2bḂTḂc. (6.32)

Substituting for matrix expressions from Eqs. (6.27-6.32) in Eq. (6.23), the following full

matrix expression for B̈ is obtained as:

B̈Ĵt =
1

2
FCT

b −
1

2
Bl̂−2bBTFCT

b c − B̃T̂ l̂−2 + B̃ ˆ̇BĴaω̂w l̂
−1 − BĴtl̂

−2bḂTḂc, (6.33)

which can be further simplified with the following definition of λ̂ ∈ Rβ×β as:

λ̂ = −Ĵtl̂−2bḂTḂc − 1

2
l̂−2bBTFCT

b c, (6.34)

B̈Ĵt =
1

2
FCT

b +Bλ̂− B̃T̂ l̂−2 + B̃ ˆ̇BĴaω̂w l̂
−1. (6.35)

Finally, writing Eq. (6.24) into a matrix form, with τ‖ = b
l
τb, where τb is scalar representing

the torque along the bar, we get:

τb = Jal
2ω̇w −→ τB = Ĵal̂

2ω̇W , (6.36)

where τB = [τb1 τb2 · · · τbβ]T ∈ Rβ×1 and ω̇W = [ω̇w1 ω̇w2 · · · ω̇wβ]T ∈ Rβ×1.
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The translational dynamics must similarly be converted into a matrix expression as:

(mb +mw)r̈ = f1 + f2 −→ R̈m̂t = 2FCT
r . (6.37)

Similarly, the dynamics of the string-to-string node can be put into a matrix form as:

msr̈s = fs −→ R̈sm̂s = Fs. (6.38)

Note that the bar and string nodes can be extracted from the node matrix N with two new

definitions of matrix Nb ∈ R3×2β and matrix Ns ∈ R3×σ as:

Nb =

[
N1 N2

]
= N

I2β

0

 = NCT
nb, (6.39)

Ns = N

 0

Iσ

 = NCT
ns. (6.40)

Similar to bar connectivity matrix, we now define string connectivity matrix Cs ∈ Rα×(2β+σ),

where α is the number of strings. The matrix Cs can be separated into two parts: Csb ∈ Rα×2β , for

bar-to-string joints, and Css ∈ Rα×σ, for string-to-string joints:

S = NCT
s =

[
Nb Ns

]CT
sb

CT
ss

 ∈ R3×α. (6.41)

The original expression for the force matrix F remains unchanged, though it is now describing

the sum of forces acting on bar nodes, Fb, and forces on string nodes, Fs.

F =

[
Fb Fs

]
(6.42)
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After formulating matrix forms in Eqs. (6.35-6.38), we combine them together as:

[
B̈ R̈b R̈s

]
Ĵt 0 0

0 m̂t 0

0 0 m̂s

+

[
B Rb Rs

]
−λ̂ 0 0

0 0 0

0 0 0


= F

1
2
CT
b 2CT

r 0

0 0 I

+

[
B̃ ˆ̇BĴaω̂w l̂

−1 − B̃T̂ l̂−2 0 0

]
. (6.43)

The following identity:

1
2
CT
b 2CT

r 0

0 0 I


−1

=


Cb 0

Cr 0

0 I

 , (6.44)

can be used in Eq. (6.43) to get:

[
B̈ R̈b R̈s

]
Ĵt 0 0

0 m̂t 0

0 0 m̂s



Cb 0

Cr 0

0 I

+

[
B Rb Rs

]
−λ̂ 0 0

0 0 0

0 0 0



Cb 0

Cr 0

0 I



= F +

[
B̃ ˆ̇BĴaω̂w l̂

−1 − B̃T̂ l̂−2 0 0

]
Cb 0

Cr 0

0 I

 , (6.45)

and after using the previously defined expressions:

[
B Rb Rs

]
= N

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
, (6.46)
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we get:

N̈

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
Ĵt 0 0

0 m̂t 0

0 0 m̂s



Cb 0

Cr 0

0 I



+N

[
CT
nbC

T
b CT

nbC
T
r CT

ns

]
−λ̂ 0 0

0 0 0

0 0 0



Cb 0

Cr 0

0 I



= F +

[
B̃ ˆ̇BĴaω̂w l̂

−1 − B̃T̂ l̂−2 0 0

]
Cb 0

Cr 0

0 I

 . (6.47)

Now, let us define “force density” γi as the tension per unit length in the ith string si. The

tension vector in the string can be now be written as ti = siγi. Combining the tension vectors, the

matrix of string tensions T ∈ R3×α is written as:

T = [t1 t2 · · · tα] = Sγ̂ = NCT
s γ̂, (6.48)

and the internal forces acting on nodes caused by string tensions are calculated as NCT
s γ̂Cs. Let

us also define wi as the ith column of the matrix W ∈ R3×(2β+σ), where wi is the external force

acting on the node ni. The full force matrix expression can then be written as:

F =

[
Fb Fs

]
= W −NCT

s γ̂Cs. (6.49)

Substituting Eq. (6.49) for F , and rearranging yields the following expression for the full
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system dynamics:

N̈

[
CT
nbC

T
b ĴtCb + CT

nbC
T
r m̂tCr CT

nsm̂s

]
+N

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
= W +

[
(B̃ ˆ̇BĴaω̂w l̂

−1 − B̃T̂ l̂−2)Cb 0

]
, (6.50)

which can be written in compact matrix form with the following definitions of Ms, Ks, and WT as:

N̈Ms +NKs = WT , (6.51)

τB = Ĵal̂
2ω̇W , (6.52)

where

Ms =

[
CT
nb(C

T
b ĴtCb + CT

r m̂tCr) CT
nsm̂s

]
, (6.53)

Ks =

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
, (6.54)

λ̂ = −Ĵtl̂−2bḂTḂc − 1

2
l̂−2bBT(W −NCT

s γ̂Cs)C
T
b c, (6.55)

WT = W +

[
(B̃ ˆ̇BĴaω̂w l̂

−1 − B̃T̂ l̂−2)Cb 0

]
, (6.56)

τB = [τb1 τb2 · · · τbβ]T and ω̇W = [ω̇w1 ω̇w2 · · · ω̇wβ]T.

6.4 Class-K Tensegrity Systems

In class-k tensegrity systems, multiple bars are connected (ball joint) at a node such that there

is no torque/moment transfer from one bar member to any other bar member. The structure is

said to be of class-1 if the maximum number of bars present at any nodes is one and class-k if

the maximum number of bars present at any node is k [6]. The dynamics of class-k tensegrity

structures (for k > 1) can be easily extended from the formulation developed in the previous

section. Each class-k joint can be handled by creating k− 1 virtual nodes which are constrained to
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coincide at all times with the use of Lagrange constraint forces. These constraints are written as:

NP = D, (6.57)

where P ∈ R(2β+σ)×c and D ∈ R3×c are specified such that constrained nodes coincide at all

times and the number of added constraints is denoted as c. Adding the linear constraints introduce

Lagrange constraint forces (ΩPT) resulting in the new dynamics:

N̈Ms +NKs = WT + ΩPT, (6.58)

where Ω ∈ R3×c is a matrix of Lagrange multipliers satisfying the dynamics constraints at all

time-steps and the force density in the bars changes according to the following equation:

λ̂ = −Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBT(W + ΩPT − Sγ̂Cs)CT

nbC
T
b c. (6.59)

The Lagrange multipliers required to maintain these constraints can be thought of as contact forces

at the Class k nodes [14].

6.4.1 Reduced-order dynamics

The added constraints reduced the order of the system dynamics to a smaller dimension

manifold. Here, we use the same procedure developed in [16] by starting with the constraint

equation:

NP = NUΣV T = [η1 η2]

Σ1

0

[V T

]
= D, (6.60)

where the matrices U , Σ, and V are numerically generated by performing the Singular Value

Decomposition (SVD) of the full column rank matrix P as P = UΣV T = [U1 U2]

Σ1

0

[V T

]
,
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and [η1 η2] , NU , to get:

η1 = DV Σ−1
1 , η̇1 = 0, η̈1 = 0. (6.61)

The constant value of variable η1 represents the constraint space (no-motion space) and η2

represents the reduced space in the new coordinate system. The dynamics equation (Eq. (6.58))

can now be rewritten as:

N̈UUTMs +NUUTKs = WT + ΩV ΣTUT, (6.62)

η̈2U
T
2 Ms + η1U

T
1 Ks + η2U

T
2 Ks = WT + ΩV ΣT

1U
T
1 . (6.63)

Post-multiplying the above equation by a non-singular matrix [M−1
s U1 U2] will result in two parts,

where the first part gives an algebraic equation that is used to solve for the Lagrange multiplier:

NKsM
−1
s U1 − ΩPTM−1

s U1 = WTM
−1
s U1, (6.64)

Notice thatKs is also a function of Ω, making it a linear algebra problem. The analytical expression

to solve the Lagrange Multiplier (Ω) is given in appendix B.2.

The second part gives a second-order matrix differential equation for the reduced order

dynamics:

η̈2U
T
2 MsU2 + η2U

T
2 KsU2 = WTU2 − η1U

T
1 KsU2. (6.65)

6.5 Simulation and Experimental Setup

The experimental setup shown in Fig. 6.3 is a planar D-bar tensegrity structure [6] with gimbal

motors (T-MOTOR GB54-1) attached to each of the four 12 inch wooden bars (shown in black).

Each bar in the system is connected to two other bars through a hinge joint which is allowed to

slide along the vertical and horizontal straight lines. The shape (D-bar angle) and orientation of
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the D-bar structure is controlled by the strings, as shown in Fig. 6.3. The IMU sensor (BWT61CL

Bluetooth MPU6050) is used to measure the angular rotation of the structure. The material used

for the strings is spectra (UHMWPE). The strings are passed through 3D printed pulleys (green)

to reduce the amount of friction. Both the horizontal strings are independently controlled by two

MX-12W DYNAMIXEL servo motors attached to the pulleys. ARDUINO MEGA2560 was used

to communicate and control the gyro motors by a C++ script, and dynamixel servos were controlled

by its embedded driver through a python script.

Figure 6.3: Experimental setup for gyroscopic tensegrity D-bar structure.

Figure 6.4 shows the same setup to perform a dynamic simulation with the initial configuration

in XY-plane. The initial configuration is an equilibrium configuration with no prestress in the

horizontal strings and gyro wheels rotating at a constant speed of 715 rpm. The angular momentum

vector for each bar-wheel system is also shown in Fig. 6.4 to give the sense of direction of wheel

rotation.

The dynamic simulation on gyroscopic D-bar tensegrity structure was performed by reducing
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Figure 6.4: Simulation setup for gyroscopic tensegrity D-bar structure.
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Figure 6.5: Dynamic simulation time-lapse of gyroscopic tensegrity D-bar structure with rotating
wheel.

the distance between node-1 and node-3 to 1/3 of the initial distance. The three time-lapse images

of the dynamic simulation for time t = 0 sec, t = 1.5 sec, and t = 3 sec are shown in Fig. 6.5.
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These configurations are shown by looking at YZ-plane to distinctly show the change in orientation

of the plane containing the D-bar structure. The rotation of the plane by changing the length of

the strings (hence, the direction of the angular momentum vector) can also be understood by the

conservation of the angular momentum of the system. A similar change in the orientation of the

plane was observed in the experiment performed by reducing the length of the horizontal strings.

Three time-lapse images of the experiment are shown in Fig. 6.6, which agrees with the proposed

approach to control the attitude and derived dynamics of the gyroscopic tensegrity structures.

t = 0 sec t = 1.5 sec t = 3 sec 

Figure 6.6: Experimental setup time-lapse of gyroscopic tensegrity D-bar structure with rotating
wheel.

Figure 6.7 shows the time history of variation in x,y, and z coordinates of all the four

nodes performed using dynamic simulation. As the length of the horizontal string is reduced,

x-coordinate of nodes n1 and n3 varies (closer) while nodes n2 and n4 moves (away) in y-direction.

Due to the presence of gyroscopic forces in Fig. 6.7(a), a significant motion was observed in

the z-direction. Nodes n1 and n3 were observed to have a displacement of ≈2cm in z-direction,

which qualitatively matches the experimental results from Fig. 6.6. No motion was observed in
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z-direction for the case of zero gyroscopic wheels spin speed as shown in Fig. 6.7(b).

(b) Without Wheel Spin Speed(a) With Wheel Spin Speed

Figure 6.7: Simulation result with variation in x,y, and z coordinates of all the four nodes with
time.

Figure 6.8(a) plots the variation in z-coordinate of all the four nodes obtained from the

experimental results with the specified wheel spin speed. Figure 6.8(a) shows substantial motion

in z-direction for nodes n1 and n3, which was calculated from the angular measurement data

obtained from the onboard IMU. The motion of the nodes in the z-direction follows the same

trend, but a smaller displacement is observed due to the added (unaccounted) inertia of the entire

setup. Figure 6.8(b) plots the variation in z-coordinate with zero wheel spin speed. No significant

motion (rotation) was observed in the absence of gyroscopic forces. This validates our approach

to construct the experimental setup and shows a good match with the simulation and experimental

results.

Figure 6.9 provides the plot for error in satisfying bar length constraints with the time-steps of

the simulation. The error in constraint violation is of the order 10−15 representing the accuracy of

the formulated dynamics that avoids transcendental functions.
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(a) With Wheel Spin Speed (b) Without Wheel Spin Speed

Figure 6.8: Experimental result with variation in x,y, and z coordinates of all the four nodes with
time.

Figure 6.9: Plot for error in bar length constraint for all time-steps.

In this article, we have provided an overview of the modeling of tensegrity structures that can

be used as the mechanism for enabling very high DOF robots, in particular, tensegrity robots. We

have also studied model-based and data-based approaches

6.6 Conclusions

This chapter provided a systematic approach to derive the dynamics of any tensegrity system

with gyroscopic wheels attached to its bars. The second-order matrix differential equation

along with a second-order vector differential equation describes the equations of motion in the

presence of external forces and torques on the bars. The matrix differential equation provides the
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information on position and orientation of the bar, and the vector differential equation provides

the information on the angular position of the wheels. A reduced-order model is also developed

for the class-k tensegrity structures to increase the accuracy and computational efficiency of

the formulation. Finally, it was shown that the orientation of the structure could be controlled

by controlling the shape, i.e., by controlling the length of the stings. This chapter formulates

the mechanics of gyroscopic tensegrity systems and paves the path to form control principles

associated with the design, development, and control of such structures.
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7. CONTROL OF TENSEGRITY SYSTEMS∗

1 This chapter proposes a model-based approach to control the shape of the structure or the

position of the end effector for a soft-robotic application. In this approach, the nonlinear dynamics

of the tensegrity system is used to regulate position, velocity, and acceleration to the specified

reference trajectory. The formulation uses state feedback to obtain the solution for the control

(tension in the strings) as a linear programming problem. The shape control for the gyroscopic

tensegrity systems was also discussed and it was observed that these systems increase the reachable

space for the structure by providing the orientation control (rotation about the arm axis) due to

gyroscopic forces. The control approach for disturbance rejection of the tensegrity system is further

studied in the chapter. In this approach, the vectorized formulation for nonlinear dynamics of

the tensegrity system is developed and used in conjunction with a second-order output regulator

to reject the disturbance. Moreover, the formulation to calculate the control gains to bound the

errors for five different types of problems is also provided. The formulation uses the Linear Matrix

Inequalities (LMIs) approach to get the desired performance bounds on error, e.g. H∞, generalized

H2, LQR and covariance control problem.

7.1 Introduction

The design of high DOF soft robotic systems has attracted increasing interest in recent years

[72, 73]. In this regard, tensegrity structures offer a tantalizing prospect for the principled

design of such soft robotic systems. The minimal mass architecture along with the variable

stiffness characteristic makes it suitable for civil-engineering structures [74, 75], for soft

robotic applications like planetary landers [29], flexible robots [76, 18], and deployable space

structures [32]. Some of the researchers used a model-based approach [76, 18] and some used

learning/evolutionary algorithm based approach [29, 31, 77] to control the tensegrity structures

1∗Portions of this section are reprinted or adapted from [71] : R. Wang, R. Goyal, S. Chakravorty, and R. Skelton,
"Model and Data Based Approaches to the Control of Tensegrity Robots," in IEEE Robotics and Automation Letters.
DOI: 10.1109/LRA.2020.2979891. Copyright c© 2020, IEEE. Reproduced with permission.
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but no discussion has been given in the past to compare the two methods. The Central Pattern

Generator(CPG) controller mimicking our biological neural circuits [78, 79] and Model Predictive

Control (MPC) approaches have been used recently to control tensegrity structures but only for

smaller systems [76]. Robotic path planning and manipulators were also recently developed using

tensegrity structures [80, 81].

The control of tensegrity systems amounts to the design of a nonlinear stochastic controller

for a very high DOF complex nonlinear system. Controlling an unknown dynamical system

adaptively has a rich history in control literature [82, 83]. This classical literature provides a

rigorous analysis of the asymptotic performance and stability of the closed-loop system, mostly

for linear systems or finite-state and control space systems. The optimal control of a possibly

unknown nonlinear dynamical system with continuous state and action space is a significantly

more challenging problem. Even with a known model, computing an optimal control law requires

solving a dynamic programming problem. The ‘curse of dimensionality’ associated with dynamic

programming makes solving such problems computationally intractable, except under special

structural assumptions on the underlying system. Learning to control problems where the model

of the system is unknown or is too large or complex for a tractable control synthesis, also suffers

from this computational complexity issues. For the model-based methods, the computational time

is often negligible if the analytical model is known. We exploit this advantage of the tensegrity

structures as very precise dynamic models are available due to the 1-dimensional deformation

motion of each member [16, 84]. The optimal control problems can further be solved posing them

as feasibility problems by providing different kinds of bounds on the performance [85].

The contributions of the chapter are as follows: we first provide the full-order models and

reduced-order models for controlling the shape of high DOF class-k tensegrity design. A tensegrity

T2D1 robotic arm example is used to show the extension from a stowed configuration, and then the

end effector of the arm is shown to reach a desired given position in 3-dimensional space. Then,

the shape control formulation for the gyroscopic tensegrity system was derived, and it was shown

that this allows to rotate the arm about its axis, which was not possible with the standard tensegrity

143



model. In the last part, the vectorized formulation for nonlinear tensegrity dynamics in the presence

of some given disturbance is provided. The vector form allows us to find the control gains to bound

different kinds of errors for full and reduced-order controllers. The LMI formulation was used to

solve for the control gains to bound the errors for different kinds of disturbances.

7.2 Shape Control for Class K Tensegrity Systems

One of the important steps in writing the control of this nonlinear dynamic system into a linear

programming problem is to be able to write the force densities in the bar λ = [λ1 λ2 · · · λβ]T in

terms of the linear function of force densities in the strings γ = [γ1 γ2 · · · γα]T. This is required

in order to write down control only as a function of force densities in the strings. Let us start by

writing λ from equation 5.99 as:

λ̂ = −Ĵ l̂−2bḂTḂc − 1

2
l̂−2bBT(W + ΩPT − Sγ̂Cs)CT

nbC
T
b c. (7.1)

The ith diagonal element of the above matrix can be extracted by multiplying the above

equation from the left by eTi and from the right by ei as:

λi = −Jil−2
i eTi bḂTḂcei −

1

2
l−2
i eTi bBT(W + ΩPT − Sγ̂Cs)CT

nbC
T
b cei, (7.2)

which again after using the definition of the operator b◦c can be written as:

λi = −Jil−2
i ||ḃi||2 −

1

2
l−2
i bTi (W + ΩPT)CT

nbC
T
b ei +

1

2
l−2
i bTi Sγ̂CsC

T
nbC

T
b ei. (7.3)

Using the identity x̂y = ŷx on the last term for x and y being the column vectors, we get:

λi = −Jil−2
i ||ḃi||2 −

1

2
l−2
i bTi (W + ΩPT)CT

nbC
T
b ei +

1

2
l−2
i bTi S

∧

(CsC
T
nbC

T
b ei)γ. (7.4)

144



Now, stacking all these scalars into a column gives:

λ = Λγ + τ, (7.5)

where Λ =

[
ΛT

1 ΛT
2 · · · ΛT

β

]T
, τ =

[
τT1 τT2 · · · τTβ

]T
, Λi = 1

2
l−2
i bTi S

∧

(CsC
T
nbC

T
b ei), and

τi = −Jil−2
i ||ḃi||2 − 1

2
l−2
i bTi (W + ΩPT)CT

nbC
T
b ei, for i = 1, 2 · · · β.

7.2.1 Controller for Full-Order Dynamics Model

In this section, we write down the control algorithm to control the position of certain nodes in

the structure. Let us define the position of those nodes by Y = LNR, where L ∈ Rnl×3 is a matrix

that defines the x, y or z coordinates of the node and R ∈ Rn×nr matrix defines which nodes to

be controlled. Ȳ defines the final desired location of the nodes that we want to go from Y to Ȳ .

Therefore, the error in the positions at any time can be written as:

E = Y − Ȳ , (7.6)

E = LNR− Ȳ , (7.7)

and its first and second derivatives with respect to time can be written as:

Ė = LṄR, (7.8)

Ë = LN̈R. (7.9)

Now, let us write the non-linear dynamics of tensegrity systems in a general form as:

ẋ = f(x) + g(x)u→ N̈ = f(N, Ṅ) + g(N) ˆ(u)h(N, Ṅ), (7.10)

where ˆ(u) is the diagonal matrix made from the control input and we want to derive the states to
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some position Y (t)→ Ȳ (t). Let us define the lyapunov function V (N, Ṅ) as:

V =
1

2
tr(ETΘE + ĖTĖ) > 0 ∀ [E, Ė] 6= 0, (7.11)

where tr(·) is the trace and the matrix Θ > 0 is positive definite, which can be used to change the

weights between error and error velocity. Let us write the first derivative w.r.t. time as:

V̇ = tr(ĖTΘE + ĖTË), (7.12)

where the goal is to get the time derivative to be:

V̇ = − tr(ĖTΨĖ) < 0, Φ > 0. (7.13)

Substituting the above equation to previous equation, we get:

− tr(ĖTΨĖ) = tr(ĖTΘE + ĖTË), (7.14)

tr(ĖTË + ĖTΨĖ + ĖTΘE) = 0, (7.15)

which after using the properties of trace operator, gives the final equation as:

Ë + ĖΨ + EΘ = 0. (7.16)

Notice that this gives a second-order differential equation in the error dynamics to derive the

error to zero. The idea is to move the nodes from the current position to the desired position by

aptly choosing the control gain parameters matrices Ψ and Θ. Now, we derive the final equations

for the lyapunov controller mentioned earlier to generate the solution for the control as the linear

programming problem. Let us start by substituting for E, Ė and Ë in Eq. (7.16) to obtain:

LN̈R + LṄRΨ + (LNR− Ȳ )Θ = 0. (7.17)
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Further substituting for N̈ from equation 5.97, we get:

L(W + ΩPT −NKs)M
−1
s R + LṄRΨ + (LNR− Ȳ )Θ = 0, (7.18)

LNKsM
−1
s R = L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ. (7.19)

Taking the ith column of the matrices from the above equation gives:

LNKsM
−1
s Rei =

(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei. (7.20)

Taking the left hand side and substitute Ks which can also be written as Ks = CT
s γ̂Cs −

CT
nbC

T
b λ̂CbCnb, we get:

LNKsM
−1
s Rei = LN(CT

s γ̂Cs − CT
nbC

T
b λ̂CbCnb)M

−1
s Rei, (7.21)

LNKsM
−1
s Rei = LNCT

s γ̂CsM
−1
s Rei − LNCT

nbC
T
b λ̂CbCnbM

−1
s Rei, (7.22)

and using the identity x̂y = ŷx for the right-hand side terms gives:

LNKsM
−1
s Rei = LNCT

s

∧

(CsM
−1
s Rei)γ − LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)λ. (7.23)

Substituting for λ in terms of γ from equation 7.5 gives:

LNKsM
−1
s Rei = LNCT

s

∧

(CsM
−1
s Rei)γ − LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)(Λγ + τ), (7.24)
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which again can be written by combining the terms together as:

LNKsM
−1
s Rei =

(
LNCT

s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ

)
γ

− LNCT
nbC

T
b

∧

(CbCnbM
−1
s Rei)τ. (7.25)

Substituting the above expression back for the left-hand side in equation 7.20, we get:

(
LNCT

s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ

)
γ =

(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei + LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)τ. (7.26)

Finally, stacking up all the matrices on the left and vectors on the right, we get:



Γ1

Γ2

...

Γnr


γ =



µ1

µ2

...

µnr


, (7.27)

148



where

Γi = LNCT
s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ (7.28)

µi =
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei + LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)τ

(7.29)

i = 1, 2 ... nr (7.30)

7.2.2 Controller for Reduced-Order Dynamics Model

In the previous subsection, the control algorithm was designed for the full-order dynamics

model. In this section, we use the reduced-order dynamics model to control the structure. The

error in the position at any time can be written as:

E = LNR− Ȳ , (7.31)

E = L[η1 η2]UTR− Ȳ , (7.32)

E = L(η1U
T
1 + η2U

T
2 )R− Ȳ . (7.33)

Notice that now the error is written in terms of reduced-order constant state matrix η1 and

time-varying state matrix η2. Similar to the previous section, we use a second-order differential

equation in error dynamics to derive the error to zero.

Ë + ĖΨ + EΘ = 0, (7.34)

Lη̈2U
T
2 R+Lη̇2U

T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ = 0, (7.35)
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where η̇1 = η̈1 = 0 was used from the dynamics model formulation. Further substituting for η̈2

from equation 5.107, we get:

L(W̃ − η2K2)M−1
2 UT

2 R + Lη̇2U
T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ = 0, (7.36)

which again can be written after substituting for W̃ from dynamics formulation as:

L(WU2 − η1U
T
1 KsU2 − η2U

T
2 KsU2)M−1

2 UT
2 R + Lη̇2U

T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ = 0.

(7.37)

Rearranging the above equation to collect all the known and unknown terms together, we get:

LWU2M
−1
2 UT

2 R + Lη̇2U
T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ

= L(η1U
T
1 KsU2 + η2U

T
2 KsU2)M−1

2 UT
2 R. (7.38)

Notice that everything on the left side of the equation is known. Let us define it as:

C , LWU2M
−1
2 UT

2 R + Lη̇2U
T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ, (7.39)

and write the right hand side of the equation (7.38) as:

L(η1U
T
1 KsU2 + η2U

T
2 KsU2)M−1

2 UT
2 R = LNKs U2M

−1
2 UT

2︸ ︷︷ ︸
Msn

R. (7.40)

We now take the ith column of the above matrix and follow the procedure used in the previous

Full-order controller design:

LNKsMsnRei = LN(CT
s γ̂Cs − CT

nbC
T
b λ̂CbCnb)MsnRei, (7.41)

LNKsMsnRei = LNCT
s γ̂CsMsnRei − LNCT

nbC
T
b λ̂CbCnbMsnRei, (7.42)
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and using the identity x̂y = ŷx for the right-hand side terms gives:

LNKsMsnRei = LNCT
s

∧

(CsMsnRei)γ − LNCT
nbC

T
b

∧

(CbCnbMsnRei)λ. (7.43)

Substituting for λ in terms of γ from equation 7.5 gives:

LNKsMsnRei = LNCT
s

∧

(CsMsnRei)γ − LNCT
nbC

T
b

∧

(CbCnbMsnRei)(Λγ + τ), (7.44)

which again can be written by combining the terms together as:

LNKsMsnRei =
(
LNCT

s

∧

(CsMsnRei)− LNCT
nbC

T
b

∧

(CbCnbMsnRei)Λ
)
γ

− LNCT
nbC

T
b

∧

(CbCnbMsnRei)τ. (7.45)

Let us write the vector form of equation (7.38) as:

LNKsMsnRei = Cei. (7.46)
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Now, substituting it back to the vector equation of equation (7.38), we get:

(
LNCT

s

∧

(CsMsnRei)− LNCT
nbC

T
b

∧

(CbCnbMsnRei)Λ
)
γ − LNCT

nbC
T
b

∧

(CbCnbMsnRei)τ = Cei,

(7.47)

(
LNCT

s

∧

(CsMsnRei)− LNCT
nbC

T
b

∧

(CbCnbMsnRei)Λ
)
γ = Cei + LNCT

nbC
T
b

∧

(CbCnbMsnRei)τ.

(7.48)

Finally, stacking up all these matrices on left and vectors on right, we get:



Γ1

Γ2

...

Γnr


γ =



µ1

µ2

...

µnr


, (7.49)

where

Γi = LNCT
s

∧

(CsMsnRei)− LNCT
nbC

T
b

∧

(CbCnbMsnRei)Λ (7.50)

µi = Cei + LNCT
nbC

T
b

∧

(CbCnbMsnRei)τ (7.51)

C = LWMsnR + Lη̇2U
T
2 RΨ + [L(η1U

T
1 + η2U

T
2 )R− Ȳ ]Θ (7.52)

Msn = U2M
−1
2 UT

2 for i = 1, 2 · · · nr (7.53)
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7.2.3 Controlling the Velocity and Acceleration

For controlling the node positions, we write the error in position as Ep = LpNRp − Ȳp where

subscript p is used for the position. Next, we use a second-order differential equation to derive the

error to zero, which results in a linear equation for the force densities in the string (refer equation

7.49). The same equation can again be written in a compact form as:

Γpγ = µp, γ ≥ 0. (7.54)

For controlling the velocity, we write the error in the velocity of certain nodes as:

Ev = LvṄRv − ¯̇Yv, (7.55)

Ev = Lvη̇2U
T
2 Rv − ¯̇Yv, (7.56)

Ėv + EvΨv = 0, (7.57)

and use a first-order differential equation to derive the error in velocity to zero. Only first derivative

of error Ev is required as the control variable, force density γ in the strings come out at the same

level of differential. Following the same derivation as used in the previous subsections, we can

write the linear equation to control the nodal velocities as:



Γv1

Γv2

...

Γvnr


γ =



µv1

µv2

...

µvnr


, γ ≥ 0, (7.58)
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where

Γvi = LvNC
T
s

∧

(CsMsnRvei)− LvNCT
nbC

T
b

∧

(CbCnbMsnRvei)Λ (7.59)

µvi = LvWMsnRvei + (Lvη̇2U
T
2 Rv − ¯̇Yv)Ψvei + LvNC

T
nbC

T
b

∧

(CbCnbMsnRvei)τ (7.60)

Msn = U2M
−1
2 UT

2 for i = 1, 2 · · · vnr (7.61)

which again can be written in the compact form as:

Γvγ = µv, γ ≥ 0. (7.62)

To control the acceleration of the nodes, the error can be written as:

Ea = LaN̈Ra − ¯̈Ya (7.63)

Ea = Laη̈2U
T
2 Ra − ¯̈Ya, (7.64)

which can be directly converted to a linear equation in control variable by equating it to zero as

Ea = 0. Following the same procedure, we get the linear algebra equation to solve for control

variable as:



Γa1

Γa2

...

Γanr


γ =



µa1

µa2

...

µanr


, γ ≥ 0, (7.65)
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where

Γai = LaNC
T
s

∧

(CsMsnRaei)− LaNCT
nbC

T
b

∧

(CbCnbMsnRaei)Λ (7.66)

µai = (LaWMsnRa − ¯̈Ya)ei + LaNC
T
nbC

T
b

∧

(CbCnbMsnRaei)τ (7.67)

Msn = U2M
−1
2 UT

2 for i = 1, 2 · · · anr (7.68)

which again can be written in the compact form as:

Γaγ = µa, γ ≥ 0. (7.69)

Finally, combining the equations 7.54, 7.62, and 7.69 allows to simultaneously control the

position, velocity and acceleration of different nodes in the structure.


Γp

Γv

Γa

 γ =


µp

µv

µa

 , γ ≥ 0. (7.70)

7.3 Control of Gyroscopic Class K Tensegrity Systems

The gyroscopic forces in this new system allow us to control the shape of the structure in a plane

where even strings are not present. In other words, this new system increases the controllability

of the structure and allows for a larger controllable space. We use the similar concept discussed

above and use a second-order differential equation in the error dynamics to derive the error to zero
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with control gain parameters matrices Ψ and Θ:

Ë + ĖΨ + EΘ = 0, (7.71)

LN̈R + LṄRΨ + (LNR− Ȳ )Θ = 0. (7.72)

Further substituting for N̈ from equation 6.51, we get:

L(WT + ΩPT −NKs)M
−1
s R + LṄRΨ + (LNR− Ȳ )Θ = 0, (7.73)

LNKsM
−1
s R = L(WT + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ. (7.74)

Taking the ith column of the matrices from the above equation gives:

LNKsM
−1
s Rei =(

L

(
W +

[
(B̃ ˆ̇BĴal̂

−1ω̂w)Cb 0

]
+ ΩPT

)
M−1

s R + LṄRΨ + (LNR− Ȳ )Θ

)
ei. (7.75)

Taking the left hand side and substitute Ks which can also be written as Ks = CT
s γ̂Cs −

CT
nbC

T
b λ̂CbCnb, we get:

LNKsM
−1
s Rei = LNCT

s γ̂CsM
−1
s Rei − LNCT

nbC
T
b λ̂CbCnbM

−1
s Rei, (7.76)

which by following the procedure described earlier can be written as:
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LNKsM
−1
s Rei =

(
LNCT

s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ

)
γ

− LNCT
nbC

T
b

∧

(CbCnbM
−1
s Rei)τ. (7.77)

Taking the left-hand side and taking out the angular speed of the wheels ωw:

(
L

(
W +

[
(B̃ ˆ̇BĴal̂

−1ω̂w)Cb 0

]
+ ΩPT

)
M−1

s R + LṄRΨ + (LNR− Ȳ )Θ

)
ei

= L

[
(B̃ ˆ̇BĴal̂

−1ω̂w)Cb 0

]
M−1

s Rei +
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei

(7.78)

L

[
(B̃ ˆ̇BĴal̂

−1ω̂w)Cb 0

]
M−1

s Rei +
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei

= L

[
B̃ ˆ̇BĴal̂

−1ω̂wCb 0

]M−1
sb

M−1
ss

Rei +
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei

= LB̃ ˆ̇BĴal̂
−1ω̂wCbM

−1
sb Rei +

(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei. (7.79)
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Now, using the identity x̂y = ŷx for the first term gives:

L

[
(B̃ ˆ̇BĴal̂

−1ω̂w)Cb 0

]
M−1

s Rei +
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei

= LB̃ ˆ̇BĴal̂
−1

∧

(CbM
−1
sb Rei)ωw +

(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei. (7.80)

Substituting the above expression back for the left-hand side in equation 7.75, we get:

(
LNCT

s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ

)
γ − LB̃ ˆ̇BĴal̂

−1

∧

(CbM
−1
sb Rei)ωw =

(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei + LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)τ. (7.81)

Finally, stacking up all the matrices on the left and vectors on the right, we get:



Γ1

Γ2

...

Γnr


γ =



µ1

µ2

...

µnr


+



Υ1

Υ2

...

Υnr


ωw, (7.82)
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where

Γi = LNCT
s

∧

(CsM
−1
s Rei)− LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)Λ

µi =
(
L(W + ΩPT)M−1

s R + LṄRΨ + (LNR− Ȳ )Θ
)
ei + LNCT

nbC
T
b

∧

(CbCnbM
−1
s Rei)τ,

Υi = LB̃ ˆ̇BĴal̂
−1

∧

(CbM
−1
sb Rei), i = 1, 2 ... nr.

7.4 Simulation Results for the Tensegrity Robotic Arm

To define our design of the tensegrity robotic arm, we use the concept of fractals or self-similar

iterations. The structure is made from a T-bar of complexity qT = n where at the last stage

horizontal compressive members are replaced with a D-bar structure of complexity qD = 1

to yield a TnD1 Tensegrity structure. In this section, simulation results are given to show the

extension of the robotic arm from a stowed configuration to an extended configuration and its

movement (angular motion) to reach any particular point in a given 3-dimensional hemisphere.

All the dynamic simulations are performed using a Matlab based software developed using this

formulation. The numerical integration package used in this software is fourth-order Runge-Kutta.

7.4.1 Extension from a Stowed Configuration

In this subsection, we extend the T2D1 tensegrity structure from a stowed configuration to an

extended configuration. This can be understood as controlling the shape of the structure from some

initial configuration, shown in Fig. 7.1, to a final configuration which is shown in Fig. 7.2.

We use the control algorithm developed in the previous section to control the shape of the

structure, which drives the errors to zero by carefully designing a trajectory based on the control
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Figure 7.1: Initial configuration of tensegrity T2D1 structure.

gains. Figure 7.3a shows the trajectory for the errors in the node position for nodes n1, n2 and

n3. Notice that the error goes to zero and stays there after roughly 2 sec. Similar plots for nodes

(n11, n12 and n13) and nodes (n21, n22 and n23) are shown in Fig. 7.3b and Fig. 7.3c, respectively.

Notice the small error in y and z directions as the arm extends along its length which lies along the

x axis as shown in Fig.7.2.

The following plots show the node position trajectories for different nodes during the extension

of the tensegrity arm. Figure 7.4a shows the node position trajectories for nodes n1, n2 and n3.

Notice that as the arm extends, the x coordinates for the nodes increases and settle for the desired

value, and as the length of the bars are constant, the z coordinates of the nodes decrease and finally

reaches the steady-state position. This can also be understood as the arm extends in length; the

thickness of the arm decreases. The similar node position plots for nodes (n11, n12 and n13) and

nodes (n21, n22 and n25) are shown in Fig. 7.4b and Fig. 7.4c, respectively.

Finally, Fig. 7.5 shows the control inputs required to extend the tensegrity T2D1 arm structure.

The control inputs in these systems are assumed to be the force density in the strings, which can

be uniquely converted to the rest length of the strings. The figure shows trajectories only for nine
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Figure 7.2: Final configuration of tensegrity T2D1 structure.

strings in the structure as due to the symmetry of the structure, other strings will follow the same

trend and can easily be recognized. Notice that the control values reach a steady-state value after 2

seconds, but small changes in the strings can still be expected as tensegrity structures have multiple

equilibrium solutions for a given configuration of the structure.

7.4.2 Tip movement in 3-dimensional hemisphere

The previous subsection extended the tensegrity arm to the desired location, and in this

subsection, we control the shape of the structure (angular motion) for the tip of the arm to reach any

particular point in given 3-dimensional hemisphere. The reduced-order dynamic model was used

in controlling the shape of the structure. Figure 7.6 shows the initial configuration of the structure

with the tip of the arm pointing along the length of the arm. In this example, we aim to move the

tip to the arm to the desired location corresponding to the configuration shown in Fig. 7.7.
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(a) Nodes - (n1, n2 and n3)

Error in position

(b) Nodes - (n11, n12 and n13)

Error in position

(c) Nodes - (n21, n22 and n23)

Figure 7.3: Plot for error in node-positions for the extension of tensegrity T2D1 structure.

It is relatively difficult to reach the desired position for the tip of the arm without specifying

the position of the other nodes in the structure. Therefore, to perform this simulation, the node

positions of the final configuration was first calculated based on the kinematic analysis. Figure 7.8a

shows the plots for the n1, n2 and n3. Notice that for this simulation, both the x coordinate and

y coordinate change (refer Fig. 7.7) and reach a steady state value in around 5 seconds. Small

disturbances are observed in z direction also as the arm moves to the desired position. Fig. 7.8b

and Fig. 7.8c show the similar plots depicting the errors in the node position for nodes errors in the
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(a) Nodes - (n1, n2 and n3) (b) Nodes - (n11, n12 and n13)

(c) Nodes - (n21, n22 and n25)

Figure 7.4: Node-position trajectories for the extension of tensegrity T2D1 structure.

node position for nodes (n11, n12 and n13) and nodes (n21, n22 and n23), respectively.

The following plots show the node position trajectories for different nodes during the

movement of the tip of the robotic arm to reach a given desired position in the 3-dimensional

space. The node position trajectories for nodes n1, n2 and n3 are shown in Fig. 7.9a. Notice the

change in position of all the three coordinates to meet the requirement of reaching the desired

configuration. The similar changes in the node position plots for nodes (n11, n12 and n13) and

nodes (n21, n22 and n25) are shown in Fig. 7.9b and Fig. 7.9c, respectively.
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Figure 7.5: Trajectories for force-densities in the strings for the extension of tensegrity T2D1

structure.

Figure 7.6: Initial configuration of tensegrity T2D1 structure for angular rotation.
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Figure 7.7: Final configuration of tensegrity T2D1 structure for angular rotation.

Finally, Fig. 7.10 shows the control inputs required to move the tip of the tensegrity robotic

T2D1 arm structure. The real physical control for the tensegrity structure is the rest length of the

strings. However, the control algorithm developed in this chapter calculates the force density in

the strings. The figure shows the trajectories for some of the strings in the process. The rest of the

strings follow the same trend due to the symmetry of the structure.
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(a) Nodes - (n1, n2 and n3) (b) Nodes - (n11, n12 and n13)

(c) Nodes - (n21, n22 and n23)

Figure 7.8: Plot for error in node-position for the angular rotation of tensegrity T2D1 structure.

7.4.3 Rotation of the Arm using Gyroscopic System

With the normal tensegrity systems, we cannot rotate the robotic arm around its axis (along the

length of the arm). In other words, the last section of the robotic arm which is a D-bar, cannot

be rotated about its axis (the line connecting two ends) by simply controlling the rest lengths of

the string. However, we can achieve this rotation using gyroscopic tensegrity systems, which is

needed in order to hold something to the right orientation for an arm. The gyroscopic wheels in

this robotic system are needed only for the last D-bar section of the arm. In this simulation result,
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(a) Nodes - (n1, n2 and n3) (b) Nodes - (n11, n12 and n13)

(c) Nodes - (n21, n22 and n23)

Figure 7.9: Node-position trajectories for the angular rotation of tensegrity T2D1 structure.

the rotation for a D-bar structure is shown to achieve the desired orientation. The objective here

is to rotate the D-bar structure from the initial configuration to the final configuration, as shown in

Fig. 7.11. Notice the nodes n3, n4, and n5 in both configurations to see the different orientation of

the D-bar section of the robotic arm.

Figure 7.12 shows the plots for error in node-position in the orientation control of the

gyroscopic tensegrity D-bar structure. The error in the figure reaches a steady-state value of zero

in around 2.5 seconds for all the three axes. Notice that the x axis is shown to have no initial and
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Figure 7.10: Trajectories for force-densities in the strings for the angular rotation of tensegrity
T2D1 structure.

Final Configuration

Initial Configuration

Figure 7.11: Initial and final configuration of the gyroscopic tensegrity D-bar structure.

final error, it is because the matrix L in the formulation was chosen to control only y and z axis:

L =

0 1 0

0 0 1

 . (7.83)
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Figure 7.12: Plot for error in node-position in the orientation control of gyroscopic tensegrity D-bar
structure.

Figure. 7.13a shows the node position trajectories in controlling the orientation of the

gyroscopic tensegrity D-bar structure. The plots corresponding to y and z axis show the movement

for the rotation as the values change from the initial configuration to the final configuration. The

node velocity trajectories in the orientation control of gyroscopic D-bar are shown in Fig. 7.13b.

The velocity for all the nodes reaches the steady-state value of zero depicting that the structure has

reached the desired final configuration and will stay there.

The control inputs (force densities in the string) required to rotate the gyroscopic D-bar are

shown in Fig. 7.14. The force densities for the first three strings (S1, S2, and S3) which are part

of the D-bar triangle, follow the same trend due to the symmetry of the structure and reach a

steady-state value along with the last string S4. Notice that only these four strings are needed in

rotating the entire tensegrity T2D1 robotic arm about its axis as the last D-bar is connected by a

ball joint structure.
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(a) Position trajectories (b) Velocity trajectories

Figure 7.13: Trajectories in controlling the orientation of gyroscopic tensegrity D-bar structure.

Figure 7.14: Trajectories for force-densities in the strings in the orientation control of gyroscopic
tensegrity D-bar structure.

7.5 Vectorized Equations for Tensegrity Dynamics

Let us write the second-order matrix differential equation describing dynamics of any tensegrity

structure in the presence of some disturbance w as:

N̈Ms +NKs = WT + w, (7.84)
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where matrices M and K are defined as:

Ms =

[
CT
nb(C

T
b ĴCb + CT

r m̂bCr) CT
nsm̂s

]
, (7.85)

Ks =

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
. (7.86)

Taking the ith row of Eq. (7.84):

eTi N̈Ms + eTi NKs = eTi WT + eTi w for i = 1, 2, 3 , (7.87)

and writing the equation for i = 1, we get:

ẍTMs + xTKs = eT1WT + eT1w, (7.88)

which after taking the transpose becomes:

Msẍ+Ksx = WT
T e1 + wTe1, (7.89)

and after stacking all the three equations gives:


Ms 0 0

0 Ms 0

0 0 Ms

 n̈+


Ks 0 0

0 Ks 0

0 0 Ks

n =


WT
T e1

WT
T e2

WT
T e3

+


wTe1

wTe2

wTe3

 , (7.90)

where n = [n1x n2x · · ·nNx n1y n2y · · ·nNy n1z n2z · · ·nNz]T. This can also be written using the

kronecker product (⊗) as:

(I3 ⊗Ms)n̈+ (I3 ⊗Ks)n =W + wvec, (7.91)
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and can finally be written in the second-order vector differential equation as:

Mn̈+Kn =W + wvec, (7.92)

whereW = [eT1W eT2W eT3W ]T,M = (I3 ⊗M) and K = (I3 ⊗K).

The above equation is in vector form and we add linear constraints of the form:

An = d (7.93)

where A ∈ RNc×3n andNc represents the number of constraints. The linear constraints will restrict

the motion in certain directions and will add some constraint forces in the dynamics. Let us define

the constraints forces as fc which satisfies fT
c δn = 0 for any arbitrary displacement (δn) because

of no virtual work condition.

fT
c δn = 0 (7.94)

Aδn = 0 (7.95)fT
c

A

 δn = 0 (7.96)

The above equation should be satisfied for arbitrary displacement (δn). This will be true if the

coefficient matrix will have rank deficiency. Hence, we can write

fc = ATω (7.97)

where ω ∈ RNc×1 represents the vector containing Lagrange multipliers. Adding this constraint

force to our dynamics, we get

Mn̈+Kn =W + wvec + ATω. (7.98)
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We divide A = [A1 A2 A3], where A1, A2, A3 ∈ RNc×n then

λ̂ = −Ĵ l̂−2bḂTḂc−1

2
l̂−2bBT(WT + [AT

1ω A
T
2ω A

T
3ω]T − Sγ̂Cs)CT

nbC
T
b c, (7.99)

7.5.1 Reduced-order dynamics

Adding the linear constraints into the dynamics will restrict the motion in certain dimensions,

thus reducing the order of the dynamics to a span a smaller space. To this end, we use the singular

value decomposition (SVD) of matrix A as:

A = UΣV T = U

[
Σ1 0

]V T
1

V T
2

 (7.100)

where U ∈ RNc×Nc and V ∈ R3n×3n are both unitary matrices, V1 ∈ R3n×Nc and V2 ∈ R3n×(3n−Nc)

are submatrices of U , and Σ1 ∈ RNc×Nc is a diagonal matrix of positive singular values. By

defining

η =

η1

η2

 , V Tn =

V T
1 n

V T
2 n

 (7.101)

the constraint Equation (7.93) can be modified as:

An = UΣV Tn = U

[
Σ1 0

]η1

η2

 = d, (7.102)

which implies:

η1 = Σ−1
1 UTd, η̇1 = 0, η̈1 = 0. (7.103)

Here, η1 represents the no-motion space in transformed coordinates. Moreover, η2 will evolve

according to the constrained dynamics in new coordinate system. Using Equations (7.100-7.103),
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the dynamics equation (7.98) can be rewritten as:

MV V Tn̈+KV V Tn =W + wvec + ATω (7.104)

MV2η̈2 +KV1η1 +KV2η2 =W + wvec + V1Σ1U
Tω (7.105)

Pre-multiplying the above equation by a non-singular matrix [V2 M−1V1]T will yield two parts,

where first part gives the second order differential equation for the reduced dynamics:

V T
2 MV2η̈2 + V T

2 KV2η2 = V T
2 W + V T

2 wvec − V T
2 KV1η1 (7.106)

⇒M2η̈2 +K2η2 = W̃ + w̃vec. (7.107)

withM2 = V T
2 MV2 and K2 = V T

2 KV2, and the second part gives an algebraic equation that is

used to solve for the Lagrange multiplier:

V T
1 M−1MV2η̈2 + V T

1 M−1KV1η1 + V T
1 M−1KV2η2

= V T
1 M−1(W + wvec) + V T

1 M−1V1Σ1U
Tω (7.108)

V T
1 M−1KV1η1 + V T

1 M−1KV2η2 − V T
1 M−1V1Σ1U

Tω = V T
1 M−1(W + wvec) (7.109)

⇒ V T
1 M−1Kn− V T

1 M−1ATω = V T
1 M−1(W + wvec). (7.110)

Notice that K is also a function of ω, making it a linear algebra problem, the solution for which is

given in Appendix B.3.

7.5.2 Controller for Full-Order Dynamics Model

The error in the position of the nodes which is desired to be zero is defined as:

e = Ln− n̄. (7.111)
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The second-order output equation can be written as:

ë+ Ψė+ Θe = B1w, (7.112)

which can be written in state-space form as:

ė
ë

 =

 0 I

−Θ −Ψ


︸ ︷︷ ︸

Acl

e
ė

+

 0

B1


︸ ︷︷ ︸
Bcl

w. (7.113)

We need to find the controller gain parameters Ψ and Θ, which we write in controller gain

matrix G as:

G =

[
−Θ −Ψ

]
, (7.114)

and decompose the matrix Acl as:

 0 I

−Θ −Ψ

 =

0 I

0 0


︸ ︷︷ ︸

Ap

+

0

I


︸︷︷︸
Bp

[
−Θ −Ψ

]
, (7.115)

which allows us to write the closed-loop dynamics as:

ẋ = (Ap +BpG)x+Bclw, y = Cx. (7.116)

Now, Eq. (7.112) is written after substitution from Eq. (7.111) as:

Ln̈+ ΨLṅ+ Θ(Ln− n̄) = B1w, (7.117)

which after multiplying Eq. (7.98) from left hand side byM−1 (M−1× Eq. (7.98)) and substitution
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gives:

LM−1(W + ATω + wvec −Kn) + ΨLṅ+ Θ(Ln− n̄) = B1wvec, (7.118)

Let us choose B1 = LM−1 (without loss of generality) to write:

LM−1(W + ATω −Kn) + ΨLṅ+ Θ(Ln− n̄) = 0, (7.119)

Let us substitute for K from Eq. 7.92 to obtain:

LM−1
[(
I3 ⊗ (CT

s γ̂Cs)
)
−
(
I3 ⊗ (CT

nbC
T
b λ̂CbCnb)

)]
n

= LM−1(W + ATω) + ΨLṅ+ Θ(Ln− n̄)︸ ︷︷ ︸
C

, (7.120)

and using the properties of kronecker product, we can further write it as:

LM−1(I3 ⊗ CT
s )(I3 ⊗ γ̂)(I3 ⊗ Cs)n = LM−1(I3 ⊗ CT

nbC
T
b )(I3 ⊗ λ̂)(I3 ⊗ CbCnb)n + C.

(7.121)

Now, recognizing that the term (I3⊗Cs)n is a vector and (I3⊗ γ̂) is a diagonal matrix, we use

the property x̂y = xŷ to get:

LM−1(I3 ⊗ CT
s )

∧

((I3 ⊗ Cs)n)(1 ⊗ γ̂) = LM−1(I3 ⊗ CT
nbC

T
b )

∧

((I3 ⊗ CbCnb)n)(1 ⊗ λ̂) + C,

(7.122)
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where 1 , [1 1 1]T and can again be written as:

LM−1(I3 ⊗ CT
s )

∧

((I3 ⊗ Cs)n)(1⊗ Iα)


︸ ︷︷ ︸

A

γ

=

LM−1(I3 ⊗ CT
nbC

T
b )

∧

((I3 ⊗ CbCnb)n)(1⊗ Iβ)


︸ ︷︷ ︸

B

λ+ C. (7.123)

Let us use Eq. (7.5) to write the above mentioned equation as:

Aγ = B(Λγ + τ) + C, (7.124)

which can be re-written after combining terms for force density γ to generate a linear equation as:

(A−BΛ)γ = Bτ + C. (7.125)

7.5.3 Controller for Reduced-Order Dynamics Model

The error in the position of the nodes which is desired to be zero is defined as:

e = Ln− n̄ = L(V1η1 + V2η2)− n̄. (7.126)

The second-order output equation can be written as:

ë+ Ψė+ Θe = B1w, (7.127)
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which is written after substitution from Eq. (7.126) as:

LV2η̈2 + ΨLV2η̇2 + Θ(LV1η1 + LV2η2 − n̄) = B1w, (7.128)

where η̇1 = η̈1 = 0 was used from the dynamics model formulation and which after multiplying

Eq. (7.107) from left hand side byM−1
2 (M−1

2 × Eq. (7.107)) and substitution gives:

LV2M−1
2 (W̃ + w̃vec −K2η2) + ΨLV2η̇2 + Θ(LV1η1 + LV2η2 − n̄) = B1wvec, (7.129)

Let us choose B1 = LV2M−1
2 V T

2 (without loss of generality) to write:

LV2M−1
2 (W̃ − K2η2) + ΨLV2η̇2 + Θ(LV1η1 + LV2η2 − n̄) = 0, (7.130)

LV2M−1
2 (V T

2 W − V T
2 KV1η1 −K2η2) + ΨLV2η̇2 + Θ(LV1η1 + LV2η2 − n̄) = 0, (7.131)

Let us substitute for K2 from Eq. 7.107 to obtain:

LV2M−1
2 V T

2︸ ︷︷ ︸
Msn

[(
I3 ⊗ (CT

s γ̂Cs)
)
−
(
I3 ⊗ (CT

nbC
T
b λ̂CbCnb)

)]
(V2η2 + V1η1) =

LV2M−1
2 V T

2 W + ΨLV2η̇2 + Θ(LV1η1 + LV2η2 − n̄)︸ ︷︷ ︸
C

, (7.132)

and using the properties of kronecker product, we can further write it as:

LMsn(I3 ⊗ CT
s )(I3 ⊗ γ̂)(I3 ⊗ Cs)n = LMsn(I3 ⊗ CT

nbC
T
b )(I3 ⊗ λ̂)(I3 ⊗ CbCnb)n + C.

(7.133)

Now, recognizing that the term (I3⊗Cs)n is a vector and (I3⊗ γ̂) is a diagonal matrix, we use
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the property x̂y = xŷ to get:

LMsn(I3 ⊗ CT
s )

∧

((I3 ⊗ Cs)n)(1 ⊗ γ̂) = LMsn(I3 ⊗ CT
nbC

T
b )

∧

((I3 ⊗ CbCnb)n)(1 ⊗ λ̂) + C,

(7.134)

and similar procedure can be followed as:

LMsn(I3 ⊗ CT
s )

∧

((I3 ⊗ Cs)n)(1⊗ Iα)


︸ ︷︷ ︸

A

γ

=

LMsn(I3 ⊗ CT
nbC

T
b )

∧

((I3 ⊗ CbCnb)n)(1⊗ Iβ)


︸ ︷︷ ︸

B

λ+ C. (7.135)

Let us use Eq. (7.5) to write the above mentioned equation as:

Aγ = B(Λγ + τ) + C, (7.136)

which can be re-written after combining terms for force density γ to generate a linear equation as:

(A−BΛ)γ = Bτ + C. (7.137)

7.6 Different bounds on errors

In the previous sections, the gains for the second-order differential equations were chosen to

stabilize the output differential equation i.e. to derive the errors to zero. However, no performance
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criteria was discussed in calculating the gains Θ and Ψ. This section solves this issue by

formulating five different problems for bounding errors using the LMI framework. The gains for

these five different problems are calculated using the semi-definite convex programming problem.

A MatLab based CVX toolbox is used for numerical implementation.

The example for all the different bounds will have the simulation results discussed on the same

tensegrity T1D1 robotic arm with the initial configuration shown in Fig. 7.15.

Figure 7.15: Initial configuration of the tensegrity T1D1 robotic arm.

7.6.1 Bound on L∞ norm of error or GeneralizedH2 Problem

The peak value of a variable in the time domain is defined as L∞ norm of the variable,

i.e. ‖y‖2
L∞ = sup[y(t)Ty(t)]. The following result provides a bound on peak value such that

‖y‖L∞ < ε, meaning that the peak value of [y(t)Ty(t)] is less than ε2 in the presence of finite energy

disturbance [86]. This problem can be solved as a Energy to peak gain - Γep [85] or generalized
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H2 problem [87].

Γep , sup
‖w‖L2≤1

‖y‖L∞ , (7.138)

Γep = inf
Q
‖CQCT‖1/2 :AclQ+QAT

cl +BclB
T
cl < 0, Q > 0. (7.139)

Lemma 7.6.1. The controller gain matrix G (c.f. Eq. (7.114)) for system given in Eq. (7.116),

which provides a L∞ bound on the error in the desired position can be solved as:

min ε,

 εI CQ

QCT Q

 > 0, (7.140)

sym(ApQ+BpR) Bcl

BT
cl −I

 < 0, (7.141)

where G = RQ−1.

Proof: The gain matrix G can calculated using Eq. (7.139) which can substituted with Eq. (7.116)

to give:

min ε, εI − CQCT > 0, (Ap +BpG)Q+Q(Ap +BpG)T +BclB
T
cl < 0, (7.142)

which can be written as the following after using the Schur’s complement with Q > 0 as:

min ε,

 εI CQ

QCT Q

 > 0,

sym(ApQ+BpGQ) Bcl

BT
cl −I

 < 0, (7.143)

which can be substituted as R = GQ to obtain:

sym(ApQ+BpR) Bcl

BT
cl −I

 < 0. (7.144)

181



The first plot from Fig. 7.16 shows the norm of position error for the open-loop simulation for a

finite energy force disturbance given at all node locations. The plot shows a periodic motion for the

position error from the initial nominal configuration. The second plot in Fig. 7.16 shows the norm

in position error for the closed-loop system with gains value Θ = 30I and Ψ = 20I . The chosen

stable gains derive the system to zero but with a large value of peak value of error. The last plot in

Fig. 7.16 shows the closed-loop performance with the gains calculated using the boundedL∞ norm

or generalized H2 problem for the depicted robotic arm. Notice that the peak value of the error

has been brought down considerably using the LMI formulation described earlier. The theoretical

value of the gain by solving the LMIs in Lemma 7.6.1 was calculated to be Γep = 1.00 × 10−4

and the gain calculated using the simulation results was observed to be Γep = 6.82× 10−7, which

satisfies the requirement. Moreover, the value from the simulation results was considerably smaller

as the disturbance values of the output will only match the theoretical results for the worst-case

disturbance. Figure 7.17 shows the trajectories for error in node positions for nodes (n1, n2, n3 and

n4) for all the three cases mentioned earlier.

Figure 7.16: Plots of norm in position error for open-loop, closed loop with Θ = 30I and Ψ = 20I ,
and gains calculated using the bounded L∞ norm or GeneralizedH2 Problem for the T1D1 robotic
arm.
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Figure 7.17: Trajectories of node positions (n1, n2, n3 and n4) for open-loop, closed loop with
Θ = 30I and Ψ = 20I , and gains calculated using the bounded L∞ norm or Generalized H2

Problem for the T1D1 robotic arm.

7.6.2 Bounded Γee orH∞ Problem

This subsection provides the result to bound the peak value of the frequency response of the

transfer function T (s) , C(sI − Acl)−1Bcl. TheH∞ Problem is defined as [88, 89]:

‖T‖H∞ , sup
w
‖T (jw)‖ < ε (7.145)

which can also be understood in time domain analysis as the energy-to-energy gain problem [85]:

Γee , sup
‖w‖L2≤1

‖y‖L2 < ε. (7.146)

Lemma 7.6.2. The controller gain matrix G (c.f. Eq. (7.114)) for system given in Eq. (7.116),

which provides aH∞ bound on the error in the desired position can be solved as:


sym(ApY +BpL) Bcl Y CT

BT
cl −R 0

CY 0 −I

 < 0, Y > 0, R = ε2I,G = LY −1. (7.147)

Proof: The H∞ problem with given ε and for a positive definite matrix P > 0 can be solved with
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the following matrix inequality [87, 90]:

PAcl + AT
clP + PBclR

−1(PBcl)
T + CTC < 0, P > 0, R = ε2I > 0, (7.148)

which can be written as:

AclY + Y AT
cl +BclR

−1BT
cl + Y CTCY < 0, Y = P−1 > 0, R = ε2I > 0, (7.149)

which can substituted with Eq. (7.116) to give:

(ApY +BpGY ) + (·)T +

[
Bcl Y CT

]R−1

I


BT

cl

CY

 < 0, Y > 0, (7.150)

and after using the Schur’s complement with R > 0 and L = GY can be written as:


sym(ApY +BpL) Bcl Y CT

BT
cl −R 0

CY 0 −I

 < 0, Y > 0. (7.151)

The following simulation results are generated using the same energy bounded disturbance used

in the analysis of bounded L∞ norm. The first two plots of Fig. 7.18 (same as Fig. 7.16) shows

the norm of position error for the open-loop simulation for the closed loop system with gains value

Θ = 30I and Ψ = 20I . The last plot in Fig. 7.18 shows the closed-loop performance with the gains

calculated using the bounded Γee or H∞ problem. The theoretical value of the energy-to-energy

gain was obtained to be Γee = 1.27 × 10−5 by solving the LMIs in Lemma 7.6.2 and the gain in

energy from disturbance to error for the simulation was observed to be Γee = 5.14× 10−9, which

satisfies the requirement. Just as in the previous case, there would be some worst-case disturbance

for this nonlinear system that would cause the error due to disturbance to meet the theoretical value.

184



The similar trend can be observed from Fig. 7.19, which shows the trajectories for error in node

positions (n1, n2, n3 and n4) for all the three cases mentioned earlier.

Figure 7.18: Plots of norm in position error for open-loop, closed loop with Θ = 30I and Ψ = 20I ,
and gains calculated using the bounded Γee orH∞ problem for the T1D1 robotic arm.

Figure 7.19: Trajectories of node positions (n1, n2, n3 and n4) for open-loop, closed loop with
Θ = 30I and Ψ = 20I , and gains calculated using the bounded Γee or H∞ problem for the T1D1

robotic arm.

7.6.3 Bounded Γie or LQR Problem

We define the linear quadratic regulator (LQR) problem to provide a performance bound ε > 0

on the integral squared output such that ‖y‖L2 < ε for any vector w0 such that wT
0w0 ≤ 1, and

x0 = 0. The disturbance w is the impulsive disturbance w(t) = w0δ(t). This can also be defined
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as the peak disturbance to energy gain (‖y‖L2) for the system [85].

Γie , sup
w0δ(t)≤1

‖y‖L2 , (7.152)

Γie = inf
P
‖BT

clPBcl‖1/2 :PAcl + AT
clP + CTC < 0, P > 0. (7.153)

Lemma 7.6.3. The controller gain matrix G (c.f. Eq. (7.114)) for system given in Eq. (7.116),

which provides a bound on the error Γie < ε from the desired position can be solved as:

min ε,

 εI BT
cl

Bcl Y

 > 0,

sym(ApY +BpR) Y CT

CY −I

 < 0, (7.154)

where G = RY −1.

Proof: The gain matrix G can calculated using Eq. (7.153) which can substituted with Eq. (7.116)

to give:

min ε, εI −BT
clPBcl > 0, P (Ap +BpG) + (Ap +BpG)TP + CTC < 0, (7.155)

and the last equation on both sides can be multiplied by P−1 > 0 to obtain:

min ε, εI −BT
clPBcl > 0, (Ap +BpG)P−1 + P−1(Ap +BpG)T + P−1CTCP−1 < 0,

(7.156)

which can be written as the following after using the Schur’s complement with Y = P−1 and

R = GY as:

min ε,

 εI BT
cl

Bcl Y

 > 0,

sym(ApY +BpR) Y CT

CY −I

 < 0. (7.157)
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The first plot from Fig. 7.20 shows the norm of position error for the open-loop simulation for

an impulsive disturbance given at all node locations in terms of force. A periodic motion for the

position error from the initial nominal configuration was observed for the open-loop system. The

second plot in Fig. 7.20 shows the result for the closed-loop system with gains value Θ = 30I

and Ψ = 20I . The chosen stable gains derive the system to zero but with large energy of the

error (‖y‖L2) as compared to the simulation obtained with the calculated gains using the Bounded

Γie solution. Notice the initial spike in error, but the total energy for the entire simulation is

substantially less than the other two simulations. The theoretical value of the impulse-to-energy

gain was obtained to be Γie = 1.98× 10−5 by solving the LMIs in Lemma 7.6.3 and the gain from

impulsive disturbance to error energy for the simulation was observed to be Γie = 1.04 × 10−10,

which satisfies the requirement. Figure 7.21 shows the trajectories for error in node positions (n1,

n2, n3 and n4) for all the three cases mentioned earlier. Notice that the values of the error in the

last plot are much smaller than the values corresponding to the first two plots.

Figure 7.20: Plots of norm in position error for open-loop, closed loop with Θ = 30I and Ψ = 20I ,
and gains calculated using the bounded impulse to energy problem (Γie) for the T1D1 robotic arm.

7.6.4 Bound on Covariance in position error

It is impossible to derive the error to precise zero in the presence of process noise; however,

one can control the statistics of the error given the statistics of the noise [85, 87]. This subsection

provides the required controller gain matrix to bound the covariance of the error in the position or
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Figure 7.21: Trajectories of node positions (n1, n2, n3 and n4) for open-loop, closed loop with
Θ = 30I and Ψ = 20I , and gains calculated using the bounded impulse to energy problem (Γie)
for the T1D1 robotic arm.

velocity of the nodes.

ẋ = (Ap +BpG)x+Bclw, y = Cx, (7.158)

E [yyT] = Y = CXCT < Ȳ . (7.159)

Lemma 7.6.4. The covariance bound on output (Y = CXCT < Ȳ ) can be achieved with the

following choices of controller gain matrix G (c.f. Eq. (7.114)) for system given in Eq. (7.116) for

the zero-mean white noise of intensity E [wwT] = W for X > 0:

 Ȳ CX

XCT X

 > 0,

sym(ApX +BpR) Bcl

BT
cl −W−1

 < 0, (7.160)

where G = RX−1.

Proof: The covariance matrix X for the linear system for a given system can be written as:

AclX +XAT
cl +BclWBT

cl < 0, (7.161)

which can be used to bound the output covariance and after substitution from Eq. (7.116) can be
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written as [85]:

CXCT < Ȳ , (Ap +BpG)X +X(Ap +BpG)T +BclWBT
cl < 0, (7.162)

which again can be written as:

 Ȳ CX

XCT X

 > 0,

sym(ApX +BpR) Bcl

BT
cl −W−1

 < 0, R = GX. (7.163)

Figure 7.22 shows the node position trajectories for nodes n1, n2, n3 and n4 for three different

simulations performed with a zero-mean white noise disturbance given to all the nodes. The noise

is characterized to be independent and identical (i.i.d) noise which appears as force disturbance.

The first simulation is performed with the open-loop system, and the others are performed as the

closed-loop system with full-state feedback. The second plots in Fig. 7.22 shows the results with

randomly chosen stable gains Θ = 30I and Ψ = 20I and the third plot shows the same simulation

with the gains calculated using the bounded covariance Y < Ȳ .

Figure 7.22: Trajectories of node positions (n1, n2, n3 and n4) for open-loop, closed loop with
Θ = 30I and Ψ = 20I , and gains calculated using the bounded covariance orH2 performance for
the T1D1 robotic arm.
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7.6.5 Stabilizing Control

A simple requirement to effectively control the shape of the tensegrity structure is to stabilize

the second-order output feedback differential equation (Eq. (7.112)). This can be achieved by

making the matrix (Ap + BpG) < 0 negative definite or AclX + XAT
cl < 0, X > 0, for the

following equation:

ẋ = (Ap +BpG)x+Bclw, y = Cx. (7.164)

Lemma 7.6.5. The controller gain matrix G (c.f. Eq. (7.114)) for system given in Eq. (7.116), that

will yield a stable controller can be solved as:

(ApX +BpR) + (ApX +BpR)T < 0, (7.165)

where G = RX−1.

7.7 Bound on Bar length Error

The idea here is to use extra information provided by these bar length constraints in calculating

the control gains to control the shape of the structure. The formulation provided here allows to

add some convex constraints to choose the control gains to bound the L∞ norm of the error in the

length of the bars. The LMI constraints can be added with other convex constraints discussed in the

previous section to reject different kinds of disturbances in the control of the tensegrity structure.

Let us start by writing a bar vector for the ith bar as:

bi = (Cbi ⊗ I)n = (Cbi ⊗ I)(e+ n̄) = Cbi(e+ n̄). (7.166)

Now, the desired performance to bound the error in bar length li for a particular compressive
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bar member (b̄i = Cbin̄) can be written as:

zi = ‖Cbi(e+ n̄)‖ − li, (7.167)

zi = ‖Cbie+ b̄i‖ − li, (7.168)

zi = eTCTbiCbie+ 2b̄Ti Cbie. (7.169)

Let us define yi , Cbie and let us write the peak value of the error in the bar-length can be

bound as:

‖zi‖L∞ < εbi , (7.170)

‖yTi yi + 2b̄Ti yi‖L∞ < εbi , (7.171)

where εbi is the maximum allowed value of the bar length error for the bar bi.

It is important to notice that the actual problem at hand is to bound the (yTi yi + 2b̄Ti yi) which

can be done by bounding the peak value of (yTi yi) using the formulation discussed further. Now,

the aim here is to bound the maximum value of the yi for all time as this is an easier problem to

tackle, known as generalizedH2 problem or energy to peak gain Γep problem.

Lemma 7.7.1. The S-Procedure or S-Lemma [91, 92]: Let A1 and A2 be symmetric matrices, b1

and b2 be vectors and c1 and c2 be real numbers. Assume that there is some x0 such that the strict

inequality xT0A1x0 + 2bT1 x0 + c1 < 0 holds. Then the implication

xTA1x+ 2bT1 x+ c1 ≤ 0 =⇒ xTA2x+ 2bT2 x+ c2 ≤ 0 (7.172)

holds if and only if there exists some nonnegative number λ such that

λ

A1 b1

bT1 c1

−
A2 b2

bT2 c2

 > 0. (7.173)
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Using the standard S-Procedure or S-Lemma [91, 92] given above, we can write the following for

our problem:

yTi yi < ε̄bi ⇒ yTi yi + 2b̄Ti yi < εbi (7.174)

m (7.175)

λ ≥ 0, λ

I 0

0 −ε̄bi

−
 I b̄i

b̄Ti −εbi

 ≥ 0, (7.176)

which can again be written as the following to minimize the maximum value of error in the bar

length:

min εbi , λ ≥ 0,

(λ− 1)I −b̄i
−b̄Ti εbi − λε̄bi

 ≥ 0. (7.177)

The above mentioned LMI for variables εbi and λ and given value of ε̄bi and b̄i can be solved along

with the LMIs mentioned earlier for bounding different kinds of errors. Another way to write this

equation is by defining κ = 1/λ and then writing the LMI as:

max ε̄bi , κ ≥ 0,

(1− κ)I −κb̄i
−κb̄Ti κεbi − ε̄bi

 ≥ 0. (7.178)

Notice that this LMI allows us to calculate the maximum value of bound to be put on (yTi yi < ε̄bi)

by defining the desired bound on the bar length error (yTi yi + 2b̄Ti yi < εbi).

7.8 Conclusions

In this chapter, we studied a model-based approach to control tensegrity structures that can be

used as the mechanism for enabling very high DOF robots. The chapter discussed both full-order

models and reduced-order models for controlling the shape, velocity, and acceleration of certain

nodes, for a high DOF class-k tensegrity designs. The shape control formulation for the gyroscopic
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tensegrity system was also derived, which allows for added orientation control of the structure. A

tensegrity T2D1 robotic arm example was used to show the efficacy of the formulation by allowing

the end effector to reach anywhere in a 3-dimensional hemisphere. In the last half, a generalized

vectorized tensegrity dynamics in the presence of some given disturbance is formulated for both

full and reduced order. A second-order output regulator was used whose gains were calculated

using the LMI framework to generate different kinds of performance bounds. The gains were

solved as convex semi-definite programming problems.
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8. INTEGRATING STRUCTURE, INFORMATION ARCHITECTURE AND CONTROL

DESIGN∗

1 In the first half of the chapter, the nonlinear dynamics is linearized about an equilibrium point

for both class-1 and class-k tensegrity systems, and then, the minimal-order system is calculated

by removing the modes which corresponds to the change in bar length. The linear control theory is

then used to reject the noises and disturbances. The formulation for different error bounds are used

to get the desired performance, e.g. H∞, generalized H2 and covariance control problem. The

information architecture theory is also applied to find the precision of the actuators and sensors

along with the controller for the covariance control problem. The main contribution of the chapter

is to develop a Linear Matrix Inequality (LMI) framework to jointly optimize structure parameters,

information architecture (actuator/sensor precision), and control law to get the required system

performance. The tensegrity paradigm is used to integrate these different yet interdependent

fields. A linearized tensegrity model as an affine function of initial prestress and force density

as the control input is used to find the free structure parameter (optimal initial prestress in the

strings), to satisfy performance and control energy upper bound. The precision of the sensors to

measure the position and velocity of the nodes and the precision of actuators required to control

the tension in the strings is also provided by the formulation. The complete problem is set as a

covariance control problem where feasibility is achieved by bounding the covariance of the output

as well as that of the control signals. The feedback loop is assumed to have a full-order dynamic

compensator with its characteristic matrices chosen as optimization variables. The state feedback

formulation is also provided with control gain as the optimization variable. The sub-optimal

solution of this non-convex system design problem is found by iterating over an approximated

convex problem through the use of a convexifying potential function which enables convergence

1∗Portions of this section are reprinted or adapted from [93] : Raman Goyal and Robert E. Skelton, "Joint
Optimization of Plant, Controller, and Sensor/Actuator Design", American Control Conference (ACC), 1507-1512,
Philadelphia, PA, USA, July 10-12, 2019. DOI: 10.23919/ACC.2019.8814671. Copyright c© 2020, IEEE. Reproduced
with permission.
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to a local minimum. This system-level optimization approach to design and control the tensegrity

structures also provides the control law for the system.

8.1 Introduction

Traditionally structure design and control design have been treated as two separate problems

where a structure is designed first, and then a control law is written to control the structure. It

is only recently that researchers have realized the need for integrating the two disciplines. The

idea is to design the structure and control algorithm to complement each other in achieving

the required performance. Similarly, controller design (control algorithm) and signal processing

(actuator and sensor precision) problems should be integrated to determine the required precision

of sensors and actuators to guarantee desired output covariance bound. Basically, a system-level

design approach is needed to make the best of all three disciplines where all components of

the system are cooperatively designed to yield a specified system performance. The work of

Li et al. [94] integrated control design and selection of information architecture (actuator and

sensor precision) to meet specified performance requirement (output covariance upper bound)

formulating the constraints in Linear Matrix Inequalities (LMIs) [85]. It is proven that integration

of information architecture and control design is a convex problem for a linear plant with full-state

feedback or full-order output feedback. Li et al. [94] also provides an ad hoc algorithm to reduce

the set of required sensors or actuators. This is accomplished by repeatedly deleting the sensors or

actuators with the least precision required until the design requirements cannot be met. Radhika et

al. [95] made advancements in the information architecture theory by adding model uncertainty.

More recently, various researchers have looked at the problem of finding a smaller set of sensors

from a larger admissible set if precision is given a priori [96, 97].

Some researchers provided a framework to solve the instrument and control design problem

[98] while others discussed the problem of integrated structure and control design assuming sensor

and actuator precisions are known [99, 100, 101]. Grigoriadis et al. [101] provided a two-step

solution to the simultaneous design problem of structure and control by iterating over two convex

sub-problems. First, the structure parameters were fixed and a controller was designed to satisfy
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the specified output covariance upper bound. In the second step, both the structure parameters and

the controller are optimized such that the state covariance from the previous step was preserved.

The algorithm iterates between these two steps to converge to a local minimum. Lu et al. [99]

considered the more general structure parameterization and used mixed H2/H∞ performance

criteria. However, this approach also constrained the closed-loop state covariance matrix to be

preserved in the second step. These approaches find a solution in reduced domain space, which

may not necessarily be an optimal solution to the combined problem. Another approach to solving

the integrated problem is by convexifying LMIs methods [102, 103]. In this approach, the authors

first formulate a nonlinear matrix inequality to satisfy the performance requirement and then add

another nonlinear matrix inequality to finally generate an LMI. There are some conditions on

the added nonlinear matrix inequality (convexifying potential function) which guarantees that the

solution will reach a stationary point. The contribution of this chapter is to add prestress in the

tensegrity structures as another dimension to this system design approach by integrating structure

parameters as an optimization variable along with information architecture and controller design.

The author believes that tensegrity structures are best suited to integrate structure and control

design due to its very accurate models of axially loaded members [16]. An accurate model of

the system dynamics will yield precise control. Moreover, as tensegrity provides good efficiency

for both structural and control avenue, it would be an ideal choice for various adaptive structures

where structure and control parameters should be optimized simultaneously [6]. In tensegrity, one

can change the stiffness of a tensegrity structure without changing the shape. Similarly, the shape

can also be changed without changing the stiffness. This property of tensegrity structures makes it

robust to various kinds of loading conditions.

The author also believes that this is the first time one integrated domain formulation is

developed to solve for all three decision variables i.e. control design, information architecture, and

structure design simultaneously. In this research work, we use the tensegrity paradigm to achieve

this by framing it as a covariance control problem. The formulation of this chapter is as follows:

First, an analytical formulation to linearize the nonlinear system about an equilibrium point is
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provided for both full-order and reduced-order models. Then, the robust control theory to reject

the disturbances with different error bounds for linear systems is applied on a tensegrity robotic

arm, which is discussed in the previous chapter. Second, we describe a linear system in descriptor

state-space form with plant matrices affine in structure parameters. We assume noisy actuators and

measurement sensors and define the inverse of noise to be the precision of the actuators and sensors,

respectively. The precision of the noisy actuators and sensors is considered as an optimization

variable, and the cost of actuators and sensors is assumed to be directly proportional to their

precision to add a budget constraint in the problem. Then, we write matrix inequalities to stabilize

the system and to satisfy output and control covariance constraints [85]. The simultaneous design

of a structure, information architecture, and controller results in nonlinear matrix inequalities even

for linear systems. As the domain set is nonlinear inequalities (not proven to be non-convex), a

convexifying LMI method is used to solve this system design problem by approximating it to a

convex problem [103]. The convexification is achieved by adding a nonlinear matrix inequality

with certain conditions. The iteration on the approximated convex sub-problem guarantees the

solution to reach a stationary point. For the tensegrity paradigm, the linearized tensegrity dynamics

model with initial prestress as linearly appearing free structure parameter is used with force density

in the strings to be the control input for the system. The performance is defined to bound the

displacement of some nodes while measuring the length of the strings or the position of the

nodes. The final output of the optimization problem would be the initial prestress (free structure

parameter), the precision of sensors/actuators, and the characteristics matrices for the dynamic

controller. A simple design example of a three-story building with disturbance as an earthquake

model is presented along with two tensegrity designs examples corresponding to a tensegrity lander

and a robotic arm to show the effectiveness of the framework.

8.2 Linearized Tensegrity Dynamics

The nonlinear dynamics of a tensegrity structure of any complexity is derived in Chapter 5

[16]. To apply the optimization formulation developed in Section 2, the nonlinear equations

are linearized and represented in the descriptor form such that prestress appears as a linear free
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variable.

8.2.1 Class-1 Linearized Dynamics

Lemma 8.2.1. The linearized dynamics of any class-1 tensegrity system in terms of linear variation

in nodal coordinates ñ can be written as:

M1
¨̃n+D1

˙̃n+K1ñ = P1w̃ + B1γ̃, (8.1)

where γ̃ is the linear variation in the force density, w̃ is the linear variation in external force, and

M1 , T TMbrT , D1 , T TDbrT , (8.2)

K1 , T TKbrT + P1 (CT
s ⊗ I) ̂(γ̄ ⊗ 1)(Cs ⊗ I), (8.3)

P1 , T TPbrT −T, B , −P1(CT
s ⊗ I)ˆ̄s, (8.4)

T ,



CbCnb

CrCnb

Cns

⊗ I
 , T −T =




1
2
CbCnb

2CrCnb

Cns

⊗ I
 , (8.5)

where 1 , [1 1 1]T with Cb, Cs, Cr and Cns being the connectivity matrices for

bars, strings, center of the bars and point masses, respectively. The matrices Cnb =

[I 0],Mbr , blkdiag(Mb,Mr,Mrs), Dbr , blkdiag(Db,0,0), Kbr , blkdiag(Kb,0,0),

and Pbr , blkdiag(Pb, I, I) are block diagonal matrices with Mb , diag(J1I, J2I, ...),

Mr , diag(m1I,m2I, ...), Mrs , diag(ms1I,ms2I, ...), Db , diag(Db1, Db2, ...), and Kb ,

diag(Kb1, Kb2, ...).

Db1 ,
2J1

l21
b̄1

˙̄bT1 , (8.6)

Kb1 ,

[
J1

l21

˙̄bT1
˙̄b1 +

1

2l21
b̄T1 (f̄2 − f̄1)

]
I +

1

2l21
b̄1(f̄2 − f̄1)T, (8.7)

Pb1 ,
1

2

(
I − b̄1b̄

T
1

l21

)
, (8.8)
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where Pb , diag(Pb1, Pb2, ...) with bar vector b̄1, string vector s̄1, bar velocity vector ˙̄b1, center of

mass vector r̄1, center of mass velocity vector ˙̄r1, point mass vector r̄s1 and force f̄ , represents the

vectors about which the dynamics is linearized.

Proof: The vector equations for rotational and translational dynamics of a bar are given as:

J1b̈1 +
J1

l21
b1ḃ1

T
ḃ1 =

1

2
(f2 − f1)− 1

2l21
b1b1

T(f2 − f1), (8.9)

m1r̈1 = f1 + f2, (8.10)

and the equation for a point mass (connecting string to string node) is given as:

ms1r̈s1 = fs1. (8.11)

Let us linearize these equations about some equilibrium bar vector b̄1, bar velocity vector ˙̄b1,

center of mass vector r̄1, center of mass velocity vector ˙̄r1, point mass vector r̄s1 and force f̄ such

that:

b̃1 = b1 − b̄1, r̃1 = r1 − r̄1, r̃s1 = rs1 − r̄s1, ˙̃b1 = ḃ1 − ˙̄b1, ˙̃r1 = ṙ1 − ˙̄r1, f̃ = f − f̄ . (8.12)

The linearized equations of motion for a bar and a point mass with b̃1, r̃1, r̃s1
˙̃b1, ˙̃r1, ˙̃rs1 being

the linear variation can be written as:

J1
¨̃b1 +

J1

l21

˙̄bT1
˙̄b1b̃1 +

2J1

l21
b̄1

˙̄bT1
˙̃b1 =

1

2
(f̃2 − f̃1)− 1

2l21
b̄T1 (f̄2 − f̄1)b̃1

− 1

2l21
b̄1(f̄2 − f̄1)Tb̃1 −

1

2l21
b̄1b̄

T
1 (f̃2 − f̃1), (8.13)
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m1
¨̃r1 = f̃1 + f̃2, (8.14)

ms1
¨̃rs1 = f̃s1. (8.15)

Collecting the terms with ¨̃b1,
˙̃b1, b̃1, f̃ , ¨̃r1 and ¨̃rs1, we get:

[J1I]︸︷︷︸
Mb1

¨̃b1 +

[
2J1

l21
b̄1

˙̄bT1

]
︸ ︷︷ ︸

Db1

˙̃b1 +

[[
J1

l21

˙̄bT1
˙̄b1 +

1

2l21
b̄T1 (f̄2 − f̄1)

]
I +

1

2l21
b̄1(f̄2 − f̄1)T

]
︸ ︷︷ ︸

Kb1

b̃1

=

−1

2

(
I − b̄1b̄

T
1

l21

)
1

2

(
I − b̄1b̄

T
1

l21

)
︸ ︷︷ ︸

Pb1


f̃1

f̃2

 , (8.16)

Mb1
¨̃b1 +Db1

˙̃b1 +Kb1b̃1 =
1

2
Pb1 [−I I]

f̃1

f̃2

 , (8.17)

[m1I]︸ ︷︷ ︸
Mr1

¨̃r1 = [I I]

f̃1

f̃2

 , (8.18)

[ms1I]︸ ︷︷ ︸
Mrs1

¨̃rs1 = f̃s1. (8.19)

Now, stacking the bar vectors in one column and center of mass vectors in another column, we
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get:


Mb1

Mb2

. . .




¨̃b1

¨̃b2

...

+


Db1

Db2

. . .




˙̃b1

˙̃b2

...

+


Kb1

Kb2

. . .



b̃1

b̃2

...



=


Pb1

Pb2

. . .


(
Cb
2
⊗ I
)
f̃b, (8.20)


Mr1

Mr2

. . .




¨̃r1

¨̃r2

...

 = (2Cr ⊗ I) f̃b, (8.21)


Mrs1

Mrs2

. . .




¨̃rs1

¨̃rs2
...

 = f̃s, (8.22)

which again can be simply written as:

Mb
¨̃b+Db

˙̃b+Kbb̃ = Pb

(
1

2
CbCnb ⊗ I

)
f̃ , (8.23)

Mr
¨̃r = (2CrCnb ⊗ I) f̃ , (8.24)

Mrs
¨̃rs = (Cns ⊗ I) f̃ . (8.25)
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Let us stack column of bar vectors on top of the column of the center of mass vectors as:


Mb

Mr

Mrs




¨̃b

¨̃r

¨̃rs

+


Db

0

0




˙̃b

˙̃r

˙̃rs

+


Kb

0

0



b̃

r̃

r̃s



=


Pb

I

I





1
2
CbCnb

2CrCnb

Cns

⊗ I
 f̃ , (8.26)

Using


b̃

r̃

r̃s

 =



CbCnb

CrCnb

Cns

⊗ I
 ñ and defining

T ,



CbCnb

CrCnb

Cns

⊗ I
 , (8.27)

we see that

T −T =




1
2
CbCnb

2CrCnb

Cns

⊗ I
 . (8.28)

Substituting the above two equations in equation (8.26), we get:

MbrT ¨̃n+DbrT ˙̃n+KbrT ñ = PbrT −Tf̃ . (8.29)
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Multiplying from the left-hand side by T T, we get:

T TMbrT ¨̃n+ T TDbrT ˙̃n+ T TKbrT ñ = T TPbrT −Tf̃ , (8.30)

which after defining new variables can be written as:

M¨̃n+D ˙̃n+Kñ = P f̃ . (8.31)

8.2.1.1 Force density γ as control variable

The above formulated linearized dynamics is only for bars in the presence of some external

force f . In order to include the forces due to tension in the strings, we can divide the force f into

two parts: one as external force w and other as internal forces due to strings tension as t (actually

formulated as γ). From the previous derivation, we know:

F = W − Sγ̂Cs, (8.32)

which can be written in vector form as:

f = w − (CT
s ⊗ I) ̂(γ ⊗ 1)s, (8.33)

where 1 = [1 1 1]T. Linearizing the above equation about γ̃ = γ − γ̄, s̃ = s − s̄, and ˙̃s = ṡ − ˙̄s,

we get:

f̃ = w̃ − (CT
s ⊗ I) ̂(γ̄ ⊗ 1)︸ ︷︷ ︸

Ks

s̃− (CT
s ⊗ I)ˆ̄s︸ ︷︷ ︸
Kγ

γ̃, (8.34)

f̃ = w̃ −Kss̃−Kγ γ̃, (8.35)
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Substituting the above equation in equation (8.31), we get:

M¨̃n+D ˙̃n+Kñ = Pw̃ − PKss̃− PKγ γ̃. (8.36)

Using s̃ = (Cs ⊗ I)ñ, the above equation can easily be converted to ñ coordinates as:

M¨̃n+D ˙̃n+ (K + PKs(Cs ⊗ I))ñ = Pw̃ − PKγ γ̃, (8.37)

M1
¨̃n+D1

˙̃n+K1ñ = P1w̃ + B1γ̃. (8.38)

Notice that we assumed γ̃ to be the control input. In reality, the control input would be the rest

length of the strings. This formulation is only applicable for closed loop control where we control

the force density γ.

8.2.1.2 String rest length ρ as the control variable - Linearizing force density γ

The above two subsections are formulated for closed-loop dynamics where γ is defined as

input control variable. In this subsection, we convert γ to rest length to run open-loop dynamics

simulations. Assuming that strings follow Hooke’s law and viscous friction damping model, the

tension in a string is written as:

‖ti‖ = ki(‖si‖ − ρi) + ci
sTi ṡi
‖si‖

, (8.39)

γi =
‖ti‖
‖si‖

= ki

(
1− ρi
‖si‖

)
+ ci

sTi ṡi
‖si‖2

, (8.40)

where ρi is rest length of the string and force density γi can also be written as:

γi = ki

(
1− ρi

(sTi si)
1/2

)
+ ci

sTi ṡi
sTi si

. (8.41)
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Linearizing the force density γ about equilibrium values (γ̃ = γ− γ̄, ρ̃ = ρ− ρ̄, s̃ = s− s̄, and

˙̃s = ṡ− ˙̄s), we get:

γ̃i =

[
kiρ̄is̄

T
i

(s̄iTs̄i)3/2
+
ci ˙̄s

T
i

s̄iTs̄i
− 2ci ˙̄s

T
i s̄is̄

T
i

(s̄iTs̄i)2

]
︸ ︷︷ ︸

ζ

s̃i +

[
cis̄

T
i

s̄iTs̄i

]
︸ ︷︷ ︸

κ

˙̃si −
ki

(s̄iTs̄i)1/2︸ ︷︷ ︸
ι

ρ̃i. (8.42)

Stacking the force densities for all the strings from the above equation will give:

γ̃ =


ζ1

ζ2

. . .

 s̃+


κ1

κ2

. . .

 ˙̃s−


ι1

ι2

. . .

 ρ̃, (8.43)

γ̃ = Kkss̃+Kcs
˙̃s−Kpsρ̃. (8.44)

The above equation can be substituted to final linearized equation (8.37) as:

M¨̃n+D ˙̃n+ (K + PKs(Cs ⊗ I))ñ = Pw̃ − PKγ(Kkss̃+Kcs
˙̃s−Kpsρ̃). (8.45)

Again using s̃ = (Cs ⊗ I)ñ, the above equation can easily be converted to ñ coordinates as:

M¨̃n+ (D + PKγKcs(Cs ⊗ I)) ˙̃n+ (K + PKs(Cs ⊗ I) + PKγKks(Cs ⊗ I))ñ

= Pw̃ + PKγKpsρ̃. (8.46)

The following equation can be obtained for the open-loop linearized dynamics by substituting

for the ρ̃ = 0:

M¨̃n+ (D + PKγKcs(Cs ⊗ I)) ˙̃n+ (K + PKs(Cs ⊗ I) + PKγKks(Cs ⊗ I))ñ = Pw̃. (8.47)
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8.2.2 Class-K Linearized Dynamics

The linearization of class-K dynamics is not that different from the class-1 dynamics. The only

addition to the previous formulation are linear constraints.

8.2.2.1 Full-order Linearized Dynamics

The linear constraints can be written as:

NP = D, (8.48)

which can be written in vector form as:

An̄ = d, Añ = 0, A = PT ⊗ I, d = vec(D). (8.49)

As the constraints are already linear, they can be easily incorporated in the linearized dynamics

as:

M¨̃n+D ˙̃n+Kñ = P f̃ + ATΩ, (8.50)

where Ω is the lagrange multiplier. The second time derivative of the constraints can be written as:

A¨̃n = 0. (8.51)

substituting the above equation in equation (8.50), we get:

AM−1D ˙̃n+ AM−1Kñ = AM−1P f̃ + AM−1ATΩ, (8.52)
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The above equation can be used to solve for Lagrange multiplier Ω as:

Ω = (AM−1AT)−1
[
AM−1D ˙̃n+ AM−1Kñ− AM−1P f̃

]
. (8.53)

Further substituting back the value of Ω in equation (8.50), we get:

M¨̃n+D ˙̃n+Kñ = P f̃ + AT(AM−1AT)−1
[
AM−1D ˙̃n+ AM−1Kñ− AM−1P f̃

]
. (8.54)

Collecting the terms, we get:

M¨̃n+
(
I − AT(AM−1AT)−1AM−1

)
D ˙̃n+

(
I − AT(AM−1AT)−1AM−1

)
Kñ

=
(
I − AT(AM−1AT)−1AM−1

)
P f̃ , (8.55)

Let us define L ,
(
I − AT(AM−1AT)−1AM−1

)
:

M¨̃n+ LD ˙̃n+ LKñ = LP f̃ . (8.56)

Let us substitute f̃ in terms of w̃ and γ̃ from equation (8.35) as:

M¨̃n+ LD ˙̃n+ LKñ = LPw̃ − LPKss̃− LPKγ γ̃. (8.57)

Using s̃ = (Cs ⊗ I)ñ, the above equation can easily be converted to ñ coordinates as:

M¨̃n+ LD ˙̃n+ L(K + PKs(Cs ⊗ I))ñ = LPw̃ − LPKγ γ̃. (8.58)

Now using γ̃ = Kkss̃+Kcs
˙̃s−Kpsρ̃, and again using s̃ = (Cs ⊗ I)ñ, the above equation can

easily be converted to ñ coordinates as:
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M¨̃n+ L(D + PKγKcs(Cs ⊗ I)) ˙̃n+ L(K + PKs(Cs ⊗ I) + PKγKks(Cs ⊗ I))ñ

= LPw̃ + LPKγKpsρ̃. (8.59)

The following equation can be obtained for the open-loop linearized dynamics by substituting

for the ρ̃ = 0:

M¨̃n+ L(D + PKγKcs(Cs ⊗ I)) ˙̃n+ L(K + PKs(Cs ⊗ I) + PKγKks(Cs ⊗ I))ñ = LPw̃.

(8.60)

8.2.2.2 Reduced-order Linearized Dynamics

Lemma 8.2.2. The reduced-order linearized dynamics of any class-k tensegrity system can be

written as:

Mk
¨̃η2 +Dk ˙̃η2 +Kkη̃2 = Pkw̃ + Bkγ̃, (8.61)

where Mk , V T
2 M1V2,Dk , V T

2 D1V2,Kk , V T
2 K1V2,Pk , V T

2 P1,Bk , V T
2 B1, with some

linear constraints of the form for class-k structure as:

Añ = 0, U

[
Σ1 0

]V T
1

V T
2

 ñ = U

[
Σ1 0

]η̃1

η̃2

 = 0,

implying η̃1 = ˙̃η1 = ¨̃η1 = 0.

Proof:
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Writing the equation (8.31) here again:

M¨̃n+D ˙̃n+Kñ = P f̃ . (8.62)

For Class-K structure we have some constraints of the form:

An̄ = d, Añ = 0. (8.63)

In the presence of these constraints, the new dynamics can be written as:

M¨̃n+D ˙̃n+Kñ = P f̃ + ATΩ. (8.64)

Adding the linear constraints into the dynamics will restrict the motion in certain dimensions,

thus reducing the order of the dynamics to a span a smaller space. To this end, we use the singular

value decomposition (SVD) of matrix A as:

A = UΣV T = U

[
Σ1 0

]V T
1

V T
2

 , (8.65)

where U ∈ RNc×Nc and V ∈ R3n×3n are both unitary matrices, V1 ∈ R3n×Nc and V2 ∈ R3n×(3n−Nc)

are submatrices of V , and Σ1 ∈ RNc×Nc is a diagonal matrix of positive singular values. By

defining

η =

η1

η2

 , V Tñ =

V T
1 ñ

V T
2 ñ

 , (8.66)
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the constraint Equation (8.63) can be modified as:

Añ = UΣV Tñ = U

[
Σ1 0

]η1

η2

 = 0, (8.67)

which implies:

η1 = 0, η̇1 = 0, η̈1 = 0. (8.68)

Here, η1 represents the no-motion space in transformed coordinates. Moreover, η2 will evolve

according to the constrained dynamics in new coordinate system. Using Equations (8.65-8.68), the

dynamics equation (8.64) can be rewritten as:

MV2η̈2 +DV2η̇2 +KV2η2 = P f̃ + V1Σ1U
TΩ, (8.69)

Pre-multiplying the above equation by a non-singular matrix [V1 V2]T will yield two parts,

where second part gives the second order differential equation for the reduced dynamics:

V T
2 MV2η̈2 + V T

2 DV2η̇2 + V T
2 KV2η2 = V T

2 P f̃ + V T
2 V1Σ1U

TΩ,

⇒M2η̈2 +D2η̇2 +K2η2 = P2f̃ . (8.70)

withM2 = V T
2 MV2,D2 = V T

2 DV2, K2 = V T
2 KV2, and P2 = V T

2 P .

Let us substitute f̃ in terms of w̃ and γ̃ from equation (8.35) as:

M2η̈2 +D2η̇2 +K2η2 = P2w̃ − P2Kss̃− P2Kγ γ̃, (8.71)

Using s̃ = (Cs ⊗ I)ñ = (Cs ⊗ I)V2η2, the above equation can easily be converted to ñ
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coordinates as:

M2η̈2 +D2η̇2 + (K2 + P2Ks(Cs ⊗ I)V2)η2 = P2w̃ − P2Kγ γ̃, (8.72)

Mkη̈2 +Dkη̇2 +Kkη2 = Pkw̃ + Bkγ̃. (8.73)

Now using γ̃ = Kkss̃ + Kcs
˙̃s −Kpsρ̃, and again using s̃ = (Cs ⊗ I)V2η2, the above equation

can easily be converted to ñ coordinates as:

M2η̈2 + (D2 + P2KγKcs(Cs ⊗ I)V2)η̇2 + (K2 + P2Ks(Cs ⊗ I)V2 + P2KγKks(Cs ⊗ I)V2)η2

= P2w̃ + P2KγKpsρ̃. (8.74)

The following equation can be obtained for the open-loop linearized dynamics by substituting

for the ρ̃ = 0:

M2η̈2 + (D2 + P2KγKcs(Cs ⊗ I)V2)η̇2 + (K2 + P2Ks(Cs ⊗ I)V2 + P2KγKks(Cs ⊗ I)V2)η2

= P2w̃. (8.75)

This completes the proof.

8.3 Minimal-order linearized system

8.3.1 Class-1 Tensegrity System Dynamics

To generate the minimal order linearized dynamics model for both class-1 and class-k

tensegrity system, we start with the linearized model for the class-1 system given in Eqn. (8.31):

M¨̃n+D ˙̃n+Kñ = P f̃ , (8.76)
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and look for the modes in which the length of the bar is not changing. Let us start by writing the

coordinate transformation from bar coordinates to nodes coordinates as:

ñ =

([
1
2
CT
nbC

T
b 2CT

nbC
T
r CT

ns

]
⊗ I
)

b̃

r̃

r̃s

 , (8.77)

Now, the mode corresponding to the length change for all the bars can be calculated using

r̃ = r̃s = 0 and b̃ = δb̄. This can be understood as :

δn̄ =

([
1
2
CT
nbC

T
b 2CT

nbC
T
r CT

ns

]
⊗ I
)

δb̄

0

0

 . (8.78)

Note that the mode δn̄ represents the motion in the linearized mode where the length of all the

bars are changing by length δ. The modes corresponding to the length change of the ith bar can

be found by extracting the nodes related to that bar to create a δn̄1i ∈ R6×1 vector. Now, we find

5 modes which are perpendicular to this mode corresponding to the ith bar by finding the right

null space for the δn̄T
1i

dimensional vector as δn̄2i = ⊥δn̄T
1i
∈ R6×5. Now, the nodes can be

arranged in their respective order to generate Φ1i ∈ R6β×1 from n̄1i and Φ2i ∈ R6β×5 from n̄2i .

The similar procedure can be done for all the bars to create Φ1 =

[
· · ·Φ1i · · ·

]
∈ R6β×β and Φ2 =[

· · ·Φ2i · · ·
]
∈ R6β×5β . Finally, the coordinate transformation matrix Φ = [Φ1 Φ2] ∈ R6β×6β can

be formulated which spans the entire 6β dimensional space. Also, notice that each column of the

matrix Φ can be scaled to have unit length which will result in the matrix Φ to be orthonormal, i.e.,

Φ−1 = ΦT.

Now, let us transform the coordinates from ñ space to a new space φ space with ñ = Φφ and
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substituting it into Eq. (8.1) to obtain:

MΦφ̈+DΦφ̇+KΦφ = P f̃ , (8.79)

which after multiplying from the left hand side by ΦT can be written as:

ΦTMΦφ̈+ ΦTDΦφ̇+ ΦTKΦφ = ΦTP f̃ . (8.80)

Note that the feasible modes for the dynamics system with rigid bars are corresponding to Φ2

and thus, the physically feasible reduced-order system can be written as:

ΦT
2MΦ2φ̈+ ΦT

2DΦ2φ̇+ ΦT
2KΦ2φ = ΦT

2P f̃ . (8.81)

It was numerically observed that the matrix ΦT
2K1Φ2 was positive definite with feasible modes,

which corresponds to 3 translational and 2 rotational motion for each bar.

8.3.2 Class-K Tensegrity System Dynamics

The linear constraint for the class-k system should be added corresponding to the transformed

coordinates φ to only keep the feasible modes. It was mentioned earlier that the linear constraints

NP = D in the linearized vector form could be written as:

Añ = 0, A = PT ⊗ I, (8.82)

which can now be written in transformed coordinates as:

A2φ = 0, A2 , AΦ2, A = PT ⊗ I. (8.83)

Now, following the same procedure as described earlier, we can write the dynamics in even
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more reduced-order as:

ΦT
2MΦ2φ̈+ ΦT

2DΦ2φ̇+ ΦT
2KΦ2φ = ΦT

2P f̃ + AT
2 Ω. (8.84)

where A2 can be decomposed as:

A2 = UφΣφV
T
φ = Uφ

[
Σ1φ 0

]V T
1φ

V T
2φ

 , (8.85)

and by defining:

ηφ =

η1φ

η2φ

 , V T
φ φ =

V T
1φ
φ

V T
2φ
φ

 , (8.86)

the constraints can be modified as:

A2φ = Uφ

[
Σ1φ 0

]η1φ

η2φ

 = 0, (8.87)

implying:

η1φ = 0, η̇1φ = 0, η̈1φ = 0. (8.88)

Now, the dynamics with the constrained system and no bar length change will evolve as:

ΦT
2MΦ2V2φ η̈2φ + ΦT

2DΦ2V2φ η̇2φ + ΦT
2KΦ2V2φη2φ = ΦT

2P f̃ + V1φΣ1φU
T
φ Ω, (8.89)

and pre-multiplying the above equation by a non-singular matrix [V1φ V2φ ]T will yield two parts,
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where second part gives the second order differential equation for the reduced dynamics:

V T
2φ

ΦT
2MΦ2V2φ η̈2φ + V T

2φ
ΦT

2DΦ2V2φ η̇2φ + V T
2φ

ΦT
2KΦ2V2φη2φ = V T

2φ
ΦT

2P f̃ + V T
2φ
V1φΣ1φU

T
φ Ω,

(8.90)

which can finally be written as:

V T
2φ

ΦT
2MΦ2V2φ η̈2φ + V T

2φ
ΦT

2DΦ2V2φ η̇2φ + V T
2φ

ΦT
2KΦ2V2φη2φ = V T

2φ
ΦT

2P f̃ . (8.91)

This is the final linearized minimal-order dynamics equation for the class-k tensegrity system.

8.4 Information Architecture and Control design using the linearized model

The example for all the different bounds will have the simulation results discussed on the same

tensegrity T1D1 robotic arm with the initial configuration shown in Fig. 8.1.

Figure 8.1: Initial configuration of the tensegrity T1D1 robotic arm.
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8.4.1 Open-Loop response with different performance objectives

8.4.1.1 Bound on L∞ norm of error or GeneralizedH2 Problem

This problem can be solved as a energy to peak gain - Γep [85] or generalizedH2 problem [87].

Γep , sup
‖w‖L2≤1

‖y‖L∞ , (8.92)

Γep = inf
Q
‖CQCT‖1/2 :AclQ+QAT

cl +BclB
T
cl < 0, Q > 0. (8.93)

8.4.1.2 Bound on Covariance in position error

[87, 85] The covariance of the error in the position or velocity of the nodes can be bounded by

bounding the covariance matrix X for the linear system as:

E [yyT] = Y = CXCT < Ȳ , AclX +XAT
cl +BclWBT

cl < 0, X > 0. (8.94)

Figure 8.2: Left: Bound on L∞ norm of error for different values of the scaled prestress. Right:
Bound the covariance error for different values of the scaled prestress.

In Fig. 8.2, the plot on the left shows the bound on L∞ norm of error for the tip for the
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unit energy disturbance applied to all the nodes of T1D1 robotic arm for different values of the

scaled prestress in the strings. As the prestress value increases, the structure becomes stiffer which

reduces the motion of the tip of the arm. The same trend can be observed for the plot on the right

that the covariance bound on error for the tip of T1D1 robotic arm for different values of the scaled

prestress in the strings.

8.4.1.3 Bounded Γie or LQR Problem

This can also be defined as the peak disturbance to energy gain (‖y‖L2) for the system [85] can

be solved with disturbance w as the impulsive disturbance w(t) = w0δ(t):

Γie , sup
w0δ(t)≤1

‖y‖L2 , (8.95)

Γie = inf
P
‖BT

clPBcl‖1/2 :PAcl + AT
clP + CTC < 0, P > 0. (8.96)

8.4.1.4 Bounded Γee orH∞ Problem

The H∞ Problem is defined as [88, 89, 87]: ‖T‖H∞ , supw ‖T (jw)‖ < ε which can also be

understood in time domain analysis as the energy-to-energy gain problem [85]:

Γee , sup
‖w‖L2≤1

‖y‖L2 <ε, (8.97)

PAcl + AT
clP + PBclR

−1(PBcl)
T + CTC < 0, P > 0, R = ε2I > 0. (8.98)

The plots on the left in Fig. 8.3 shows the impulse to energy bound for the error in the tip of

T1D1 robotic arm for different values of the scaled prestress in the strings. The increased stiffness

due to increased prestress reduces the values of Γie. The same trend can be observed for the plot

on the right for the H∞ norm of the system which is also the gain from unit energy disturbance

to energy in the error of the node position for the tip of T1D1 robotic arm. The value for the H∞
norm decreases with the increased prestress.
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Figure 8.3: Left: Γie bound for different values of the scaled prestress. Right: H∞ bound for
different values of the scaled prestress.

8.5 Closed-Loop response with different performance objectives

8.5.1 Information Architecture Design

This subsection is taken from the following paper by Li and Skelton [94]. A major direction

of research is to extend control theory to include Information Precision and Architecture in control

design, and to show the tractability of integrating the design of information precision and control.

This enlarges the set of solved linear control problems, from solutions of linear controllers with

sensors/actuators prespecified, to solutions which specify the sensor/actuator requirements jointly

with the control solution [94]. Let us consider the linear control system:


ẋ

y

z

 =


A Dp B

Cy Dy By

Cz Dz 0



x

w

u

 ,
 u
ẋc

 =

Dc Cc

Bc Ac


 z
xc

 = G

 z
xc

 . (8.99)

Suppose that Dy = 0, By = 0, Dp = [Dpn Da 0], and Dz = [0 0 Ds]. The vector

wT =

[
wTp wTa wTs

]
contains process noise wp, actuator noise wa, and sensor noise ws. These

disturbances are modeled as independent zero mean white noises with intensities Wp, Wa, and Ws,

respectively. The process noise intensityWp was assumed to be known and fixed. The actuator and
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sensor precisions are defined as the inverse of the noise intensity (or variance in the discrete-time

case) in each channel as:

diag(γa) , Γa , Wa
−1, diag(γs) , Γs , Ws

−1. (8.100)

It was also assumed that the price of each actuator/sensor is proportional to the precision

associated with that instrument. Therefore, the total cost of all actuators and sensors is:

$ = pTa γa + pTs γs, (8.101)

where pa and ps are vectors containing the price per unit of actuator precision and sensor precision,

respectively.

Theorem 8.5.1. [94] Let $̄ represent the budget; the allowed upper bound on sensor/actuator

costs, and γ̄a and γ̄s represent the limit on available precisions of actuators and sensors. Then,

there exists a dynamic controller G and choices of sensor/actuator precisions Γs,Γa that satisfy

the constraints:

$ < $̄, γa < γ̄a, γs < γ̄s, E[uuT ] < Ū, E[yyT ] < Ȳ , (8.102)

if and only if there exist matrices L, F,Q,X,Z, and vectors γa, and γs such that the following

LMIs are satisfied:

pTa γa + pTs γs < $̄, γa < γ̄a, γs < γ̄s, (8.103)
Ȳ CyX Cy

(CyX)T X I

Cy
T I Z

>0,


Ū L 0

LT X I

0 I Z

 >0,

Φ11 Φ12

ΦT12 Φ22

 < 0, (8.104)
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Φ11 = φ+ φT , φ =

AX +BL A

Q ZA+ FCz

 , (8.105)

Φ12 =

 Dpn Da 0

ZDpn ZDa FDs

 , Φ22 =


−WP

−1 0 0

0 −Γa 0

0 0 −Γs

 . (8.106)

Note that the matrix inequalities (8.103)–(8.106) are LMIs in the collection of variables

(L, F,Q,X,Z, γa, γs), hence, the joint control/sensor/actuator design is a convex problem. After a

solution (L, F,Q,X,Z, γa, γs) is found using the LMIs (8.103)–(8.106), then, the problem (8.102)

is solved for the controller as:

G =

 0 I

V −1
l −V −1

l ZB


Q− ZAX F

L 0


0 V −1

r

I −CzXV −1
r

 , (8.107)

where Vl and Vr are left and right factors of the matrix I − ZX (which can be found from the

singular value decomposition I − ZX = UΣV T = (UΣ1/2)(Σ1/2V T ) = (Vl)(Vr)).

8.5.1.1 Result for T1D1 Robotic Arm with full state feedback

This subsection provides the results with disturbance as zero mean white noise applied to all

the nodes and output as the tip of the T1D1 robotic arm. The plots are generated for process noise

covariance of Wp = 0.01N and actuator and sensor precision bound γ̄a = γ̄s = 1000 with 1$ price

for unit precision value.

Figure 8.4 shows the plots for output covariance Ȳ for the different values of input covariance

bounds. Ten different curves are shown for different values of price bounds $̄. It can be observed

from the figure that increasing the bound on available control reduces the covariance bound on

output. The same is observed for relaxing the budget constraint as more precise sensors and

actuators can be used to control the covariance.
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Figure 8.4: The plots between Ȳ and Ū for different values of $̄ with both position and velocity of
all the nodes available for feedback.

Figure 8.5: The plots between actuator/sensor precision γa/γs and Ū for different values of $̄ with
both position and velocity of all the nodes available for feedback.

Figure 8.5 shows the plots for the total price of actuators and the total price of sensors for

different bounds on the control input. It is obvious that both the prices for actuators and sensors

will increase with the increase in budget constraints. However, one interesting observation was

that the price for actuators decreases with an increase in Ū , and the price for sensors increases with

an increase in Ū . It can be explained as with higher control capability, more precision is required

on measurement as compared to precise actuation.
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8.5.1.2 Result for T1D1 Robotic Arm with only position as feedback

Figure 8.6 shows the plots for Ȳ and Ū for different values of $̄ with only position of all the

nodes available for feedback. Note that the bound on the output covariance has increased due to

less measurement information available for feedback. The same trend of decrease in output bound

with relaxed input and budget constraint is observed here also.

Figure 8.6: The plots between Ȳ and Ū for different values of $̄ with only position of all the nodes
available for feedback.

Figure 8.7 shows the plots for the total price of actuators and plots for the total price of

sensors for different bounds on control input with only position available as feedback. A similar

observation that the price for actuators decreases with an increase in Ū and price for sensors

increases with an increase in Ū was also observed here.

Table 8.1 provides the result for sensor precision with least price required to bound the output

and input covariance as Ȳ = 0.1 and Ū = 0.1, respectively. The table provides the precision

value with only positions available for the feedback. The precision value is given for all the nodes

and along all the three axes. The most precise sensor is required for the position of the tip of

the robotic arm which is the output to be controlled. Table 8.2 gives the precision values for the

actuation of the strings. The highest precision is required for the strings - 4,5, and 6, which are
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Figure 8.7: The plots between actuator/sensor precision γa/γs and Ū for different values of $̄ with
only position of all the nodes available for feedback.

Table 8.1: Sensor Precision for the measurement of position of x, y and z coordinates of all the
nodes except nodes n1, n7, n8, n9 (refer to Fig.8.1).

n2 n3 n4 n5 n6 n10 n11 n12 n13 n14 n15
x 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y 135.74 20.51 20.51 8.16 8.16 0.00 8.73 8.73 0.00 25.98 25.98
z 137.26 33.12 7.10 9.43 9.43 12.56 0.00 0.00 41.54 0.00 0.00

directly connected to node 2. The least precision is required for the strings - 7,8, and 9, which are

required only to globally stabilize the T-bar part of the T1D1 robotic arm.

8.6 Integrating Structure, Information Architecture and Control Design

A continuous linear time-invariant system is described by the following descriptor state-space

representation:

E(α)ẋ = A(α)x+Bu+Dp(α)wp +Da(α)wa, (8.108)

y = Cy(α)x, (output) (8.109)

z = Czx+Dsws, (measurement) (8.110)
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Table 8.2: Actuator Precision for all the strings (refer to Fig.8.1).

Str No. γa Str No. γa Str No. γa Str No. γa
1 38.09 7 9.16 13 10.44 19 31.23
2 37.54 8 9.18 14 13.85 20 30.46
3 37.54 9 9.16 15 10.44 21 30.46
4 68.49 10 43.93 16 63.22 22 34.49
5 67.34 11 43.26 17 70.42 23 34.08
6 67.34 12 43.26 18 63.22 24 34.08

where x ∈ Rn is the state of the system, u ∈ Rm is the control vector, y ∈ Rp is the output of

the system, z ∈ R` denotes the measurement vector, and wi for i = a, s, p are noisy inputs to

the system. The vector α consists of generalized variable structure parameters that can be treated

as decision variables in the system design problem. It is assumed that the following matrices

are affine in the parameters α: A(α), E(α), Dp(α), Da(α) and Cy(α). Note that in a typical

second-order system, it is paramount to adopt the descriptor representation in order to preserve

the affine property of the system mass matrix. The matrix E(α) is also assumed to be full rank.

In the above model (8.108-8.110), the actuator noise is defined by wa, sensor noise by ws, and

ambient process noise by wp. These vectors are modeled as independent zero mean white noises

with intensities Wa, Ws and Wp, respectively, i.e.:

E∞(wi) = 0, (8.111)

E∞(wiw
T
i ) = Wiδ(t− τ), (8.112)

where i = a, s, p, and E∞(x) = limt→∞ E(x) which denotes the asymptotic expected value of the

random variable x. We assume the process noise intensity Wp to be known and fixed. The actuator

and sensor precisions are defined to be inversely proportional to the respective noise intensities.

Γa , W−1
a , Γs , W−1

s . (8.113)
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We also define the vectors γa and γs such that:

Γa , diag(γa), Γs , diag(γs). (8.114)

As defined in [94], we associate a price to each actuator/sensor that is inversely proportional to the

noise intensity associated with that instrument. In this work, prices associated with the structure

parameters are also considered. Therefore, the total design price can be expressed as:

$ = pTaγa + pTs γs + pTαα, (8.115)

where pa, ps and pα are vectors containing the price per unit of actuator precision, sensor precision

and price per unit of structure parameter, respectively. Now, the problem to be solved is defined

as:

Design a dynamic compensator of the form:

ẋc = Acxc +Bcz,

u = Ccxc +Dcz,

(8.116)

and simultaneously select the structure parameter values, appropriate actuator and sensor

precisions such that the following constraints are satisfied:

$ < $̄, γa < γ̄a, γs < γ̄s, ᾱL < α < ᾱU ,

E∞(uuT) < Ū, E∞(yyT) < Ȳ

(8.117)

for given $̄, Ū , Ȳ , γ̄a, γ̄s, ᾱL, and ᾱU .

8.6.1 Solution to the Dynamic Compensation Problem

Theorem 8.6.1. Let a continuous time-invariant linear system be described by the descriptor state

space equation (8.108), the output equation (8.109) and the measurement equation (8.110). There

exist controller matricesAc,Bc, Cc and structure parameters α such that the cost and performance
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constraints (8.117) are satisfied, if and only if for some constant matrix G, there exists a symmetric

matrix Q, vectors γa, γs and α such that the following LMIs are satisfied:

pTaγa + pTs γs + pTαα < $̄, (8.118)

γa < γ̄a, γs < γ̄s, (8.119)

ᾱL < α < ᾱU , (8.120) Ū Mcl

MT
cl Q

 > 0,

 Ȳ Ccl

CT
cl Q

 > 0, (8.121)



(?) Bcl Acl Ecl

BT
cl −W−1 0 0

AT
cl 0 −Q 0

ET
cl 0 0 −Q


< 0, (8.122)

where

(?) = −(Acl − Ecl)GT −G(Acl − Ecl)T +GQGT,

W =


Wp 0 0

0 Wa 0

0 0 Ws

 , Acl =

A(α) BCc

BcCz Ac

 ,

Ecl =

E(α) 0

0 In

 , Bcl =

Dp(α) Da(α) 0

0 0 BcDs

 ,
Ccl =

[
Cy(α) 0

]
, Mcl =

[
0 Cc

]
,

and In is a n× n identity matrix.

Proof. Let us define the augmented vector x̃ and w as:

x̃T =

[
xT xTc

]
, wT =

[
wT
p wT

a wT
s

]
. (8.123)
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The closed loop dynamics for the state x̃ can be written in the descriptor representation form along

with the output and control equations as:

Ecl ˙̃x = Aclx̃+Bclw, (8.124)

y = Cclx̃, (8.125)

u = Mclx̃+ Fclw, (8.126)

where all the close loop matrices can easily be obtained from the system equations (8.108-8.110)

and controller equations (8.116).

Defining Ācl = E−1
cl Acl and B̄cl = E−1

cl Bcl and rearranging equation (8.124) gives:

˙̃x = Āclx+ B̄clw. (8.127)

It is a standard result that the above closed loop system is stable if and only if there exists a positive

definite symmetric matrix X such that:

ĀclX +XĀT
cl + B̄clWB̄T

cl < 0. (8.128)

Multiplying the inequality (8.128) from left by Ecl and from right by ET
cl yields:

AclXE
T
cl + EclXA

T
cl +BclWBT

cl < 0. (8.129)

Applying Schur’s complement on (8.129) gives:

AclXET
cl + EclXA

T
cl Bcl

BT
cl −W−1

 < 0. (8.130)

It can be shown that after substitution of Ecl, Acl and Bcl, inequality (8.130) does not form an

LMI since it is not affine in the decision variables Ac, Bc, α, etc. On completing the squares, the
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inequality (8.130) can be rewritten as:


AclXA

T
cl + EclXE

T
cl

− (Acl − Ecl)X(Acl − Ecl)T
Bcl

BT
cl −W−1

 < 0. (8.131)

Defining δ , (Ac, Bc, Cc, γa, γs, α,Q), Q , X−1, and applying Schur’s complement, we can

write the inequality (8.131) as:

F(δ) ,



(•) Bcl Acl Ecl

BT
cl −W−1 0 0

AT
cl 0 −Q 0

ET
cl 0 0 −Q


< 0, (8.132)

where (•) = −(Acl − Ecl)X(Acl − Ecl)
T. Note that F(δ) is not an LMI. Let us introduce the

convexifying algorithm Lemma to write a new LMI.

Lemma 8.6.1. Convexifying Algorithm Lemma. Let δ, η belong to a convex set φ, and F(δ)

be a first order differentiable non-convex matrix function. A convexifying potential function is

a first order differentiable function G(δ, η) such that the function F(δ) + G(δ, η) is convex in δ

for all δ, η ∈ φ. Thus, if F(δ) satisfies certain conditions, a stationary point of the non-convex

optimization problem

δ̄ = arg min
δ∈Ω

f(δ), Ω = {δ ∈ φ|F(δ) < 0}, (8.133)

can be obtained by iterating over a sequence of convex subproblems given by

δ̄k+1 = arg min
δ∈Ωk

f(δ),Ωk = {δ ∈ φ|F(δ) + G(δ, δk) < 0}. (8.134)

To ensure that the optimality conditions of both optimization problems (8.133) and (8.134) are

identical, the potential function G should be non-negative definite with G(δ, η) = 0 if and only if
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δ = η.

Remark 8.6.1. The previous Lemma is proven and discussed in further detail in [103]. Although

the Convexifying Algorithm will converge to a stationary point, a global solution is not guaranteed.

To use the previous Lemma, let us define the matrix G as:

G(η) , (Acl − Ecl)X, (8.135)

and the convexifying potential function as:

G(δ, η) ,

(∗) 0

0 0

 , (8.136)

(∗) = (Acl − Ecl −G(η)Q)X(Acl − Ecl −G(η)Q)T,

G(δ, η) ≥ 0, (8.137)

The matrix function F(δ) + G(δ, η):



(?) Bcl Acl Ecl

BT
cl −W−1 0 0

AT
cl 0 −Q 0

ET
cl 0 0 −Q


< 0, (8.138)

where (?) = −(Acl −Ecl)GT −G(Acl −Ecl)T +GQGT, is convex, where the dependency of the

matrix G on η is omitted for brevity. The function G(δ, η) satisfies the convexifying assumptions

since it is positive semidefinite and G(δ, η) = 0 if and only if δ = η. Furthermore, using Lemma

(8.6.1), it can be shown that any solution to (8.138) will also satisfy (8.132) [103].

The second constraint of the constraint set (8.117) can be evaluated by substituting in the
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expression for the control law (8.126) given by:

E∞(uuT) = E∞((Mclx̃)(Mclx̃)T) + E∞((Fclw̃)(Fclw̃)T), (8.139)

E∞(uuT) < Ū, (8.140)

MclXM
T
cl+FclWFT

cl < Ū. (8.141)

The second term can grow unbounded if Fcl 6= 0. Hence, substituting for Fcl = 0 in the above

equation gives:

MclXM
T
cl < Ū and Dc = 0 (Ds is full rank). (8.142)

and applying Schur’s complement to first term results in left inequality of equation (8.121). It is

then straightforward to show that the last constraint of (8.117) is satisfied if and only if

CclXC
T
cl < Ȳ . (8.143)

Applying Schur’s complement to this inequality results in (8.121). Finally, first four constraints in

(8.117) are first four inequalities of Theorem 8.6.1.

Remark 8.6.2. Assume that γ̄a and γ̄s are dictated by the marketplace. Let four parameters out of

the set (ᾱL, ᾱU ,$̄, Ū , Ȳ ) be hard constraints and let the fifth parameter, denoted z̄, be any value for

which the LMIs of Theorem 8.6.1 are feasible. The following iterative algorithm takes advantage

of Lemma 8.6.1 to find an extrema for z̄ (a minimum if z̄ = ᾱU , $̄, Ū , Ȳ or a maximum if z̄ = ᾱL).

Extrema-Finding Algorithm using the Convexifying Potential Function

• Set fixed nominal values for z̄0 and α0. Compute controller matrices Ac,0, Bc,0, Cc,0,

precision vectors γa,0, γs,0 and inverse covariance matrix Q0 according to [94] or some

alternative method. Set ε to some prescribed tolerance and k = 0

• Repeat: Set Gk ← (Acl(αk)− Ecl(αk))Q−1
k
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-For fixed G = Gk, find the extrema of z̄ for which the LMIs of Theorem 8.6.1 are feasible

-Denote the solution (z̄k+1, αk+1, Ac,k+1, Bc,k+1, Cc,k+1,γa,k+1, γs,k+1,Qk+1)

-Set k = k+1

• Until: ‖z̄k − z̄k−1‖ < ε

8.7 State Feedback Problem

8.7.1 Problem Statement

Consider the situation where full-state feedback is available for measurement. The system can

now be described as:

E(α)ẋ = A(α)x+Bu+Dp(α)wp +Da(α)wa, (8.144)

y = Cy(α)x, (output) (8.145)

As there is no measurement noise, the total design price is expressed as:

$ = pTaγa + pTαα. (8.146)

The state feedback problem can now be defined as:

Design a state feedback controller u = −Kx and simultaneously select the structure

parameters and the actuator precisions such that the following constraints are satisfied:

$ < $̄, γa < γ̄a, ᾱL < α < ᾱU , E∞(uuT) < Ū,E∞(yyT) < Ȳ , (8.147)

for given $̄, Ū , Ȳ , γ̄a, ᾱL, and ᾱU .

8.7.2 Solution to the State Feedback Problem

Lemma 8.7.1. Let a continuous time-invariant linear system be described by the descriptor state

space equation (8.144) and the output equation (8.145). There exists a controller gain K and

structure parameters α such that the cost and performance constraints (8.147) are satisfied if and
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only if for some constant matrix G there exists a symmetric matrix Q and vectors γa and α such

that the following LMIs are satisfied:

pTaγa + pTαα < $̄, (8.148)

γa < γ̄a, ᾱL < α < ᾱU , (8.149) Ū K

KT Q

 > 0,

 Ȳ Cy(α)

Cy(α)T Q

 > 0, (8.150)



(?) Bcl Acl E(α)

BT
cl −W−1 0 0

AT
cl 0 −Q 0

ET(α) 0 0 −Q


< 0, (8.151)

where

(?) = −(Acl − E(α))GT −G(Acl − E(α))T +GQGT,

W =

Wp 0

0 Wa

 , Acl = A(α)−BK,

Bcl =

[
Dp(α) Da(α)

]
.

Remark 8.7.1. The proof is excluded as it follows very closely with Theorem 8.6.1.

8.8 Tensegrity Formulation in Descriptor Form

Equation (8.61) for a class-k tensegrity structure can be represented in the following descriptor

form: I 0

0 Mk


η̇2

η̈2

 =

 0 I

−Kk −Dk


η2

η̇2

+

 0

Fk

w +

 0

Bk

 γ +

 0

Bk

wa. (8.152)

Equation (8.152) can also represent class-1 dynamics when the subscript ‘k’ is omitted from
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Mk,Dk,Kk,Bk,Fk, and η̃2 is replaced by ñ. In this problem formulation, we define the control

input to be force density in the strings (u = γ), process noise to be (wp = w), actuator noise to

be wa (same coefficient matrix), and structure parameter to be initial prestress or force density at

equilibrium condition (α = γ̄). It is to be noted that Kk(γ̄) is affine in initial prestress value γ̄ as:

Kk(γ̄) = V T
2 T TPbrT (CT

s ⊗ I) ̂(γ̄ ⊗ 1)(Cs ⊗ I)V2 + V T
2 T TKbr(f̄ , b̄,

˙̄b)T V2,

where Kbr(f̄ , b̄,
˙̄b) can also be written as some affine function of γ̄ as Kbr(f̄ , b̄,

˙̄b) = Gγ̄.

Comparing it to system equation (8.108) in chapter 3, we see only system matrix A(α) to be

dependent on structure parameter.

8.9 IASD Examples

8.9.1 A 3-story building example

Figure 8.8: 3-Story Building Model

To illustrate the proposed concept of simultaneous optimization of the structure, information

architecture, and control, we provide an example of a civil engineering structure. The idea is to

design a three-story building to sustain an earthquake of given intensity with active or passive

control. The building is modeled as a spring-mass-damper system with all springs, masses, and

dampers as variable structure parameters, as shown in Fig. 8.8. The prestressed cables provide the
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actuation force on three masses. The dynamics of the system can be written as:

I 0

0 M


ẋ
ẍ

 =

 0 I

−K −C


x
ẋ

+

 0

Bu

u+

 0

M

wp +

 0

Bu

wa.
where

K =


k1 + k2 −k2 0

−k2 k2 + k3 −k3

0 −k3 k3

 , Bu =


−1 1 0

0 −1 1

0 0 −1

 .

M = diag(m1,m2,m3) and C can be written identical to K. The control input is a vector of

tensions in the cables u = [t1 t2 t3]T and the disturbance due to earthquake (at acceleration level)

is modeled as a zero-mean white noise with intensity Wp = 1 m2/s4, which multiplied by M =

[m1 0 0]T gives disturbance force transferred to the first floor due to earthquake. The output and

measurement equations can be written as:

y =

[
x1 x2 − x1 x3 − x2 ẋ1 ẋ2 − ẋ1 ẋ3 − ẋ2

]T

y = cy

x
ẋ

 , z =

x
ẋ

+ Iws. (8.153)

where output to be minimized is the relative displacement and relative velocity between

consecutive floors. We assume all the states are available for measurement with noisy sensors.

Constraints used for this example are ᾱL = 0.2α0, ᾱU = 3α0, γ̄a = 1e4, γ̄s = 1e4, pa = ps =

pα = 20.

8.9.1.1 Active to Passive Control

First, we show that minimum control required to bound the output covariance with a

given budget constraint constantly decreases while optimizing structure parameters. The output

covariance constraint is assumed to be E∞(y2
i ) = 0.01 m2 for i = 1, 2, 3 and E∞(y2

i ) = 0.1 m2/s2
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for i = 4, 5, 6. Fig. 8.9 shows the variation in structural parameters, when started from nominal

values, and decrease in active control during optimization iterations. The required active control

decreases from Ū = 4.5e4 N2 to Ū = 3.5e4 N2 when only springs and dampers are considered as

optimization variable.

Figure 8.9: Variation in structure parameters with constant mass and required active control. (Ȳ =
diag(.01, .01, .01, .1, .1, .1), $̄ = 1e5).

Second, we assume all the structure parameters to be variables. Fig. 8.10 shows that the control

required goes to zero with the optimized structure parameters. The structure can now sustain the

earthquake with new passive design i.e., without any control.

8.9.1.2 Trade-off Analysis

The minimum cost required to achieve given output and control covariance is calculated along

with the optimized structural parameters. Fig. 8.11 shows the variation in cost and structure

parameters value during optimization iterations. As there are prices associated with all the structure

parameters, their values go to their respective minimum bound to reduce dollar value. Basically,

the algorithm fills up the upper bound on performance and control constraints by reducing the

parameters and precisions values, which in turn reduces the total cost.

Finally, Fig. 8.12 shows the decrease in required cost as we relax the output covariance bound
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Figure 8.10: Variation in all structure parameters and transition from active to passive control.
(Ȳ = diag(.01, .01, .01, .1, .1, .1), $̄ = 1e5).

for a fixed control requirement. The sensor and actuator precision also monotonically decreases by

relaxing the performance constraints. Also, note that more precise measurements are needed for

displacement and velocity of the first floor as compared to other floors. A similar decreasing trend

in dollar value was observed while relaxing the control covariance bound and fixing the output

constraint.

8.9.2 Tensegrity Example - 2D lander

For a given 2D tensegrity structure shown in Figure 8.13, this section optimizes the optimal

prestresses in each string, precisions of sensors and actuators, and matrices corresponding to the

dynamic controller for covariance control. The bars are shown in black, and the strings are shown

in red. The example is inspired by a tensegrity lander where the point mass (node 5) is the payload

to capture the images, and the two bars are fixed to ground depicting the lander in the landed

position.

The mass for both the bars are assumed to bemb = 1Kg and the mass for point mass is assumed

to be ms = 0.5Kg. The tensegrity dynamics is linearized about the equilibrium configuration

(corresponding to Figure 8.13) with prestress values of α0 = γ̄ = [1, 2.76, 1, 1, 1, 1, 1]T and no

external force. The disturbances come from the external force which is modeled as a zero-mean

white noise with intensity Wp = 1N2. The disturbances are present only on nodes 2, 3, and 5. All
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Figure 8.11: Variation in all structure parameters and price value.
(Ū = 1e5, Ȳ = diag(.01, .01, .01, .1, .1, .1)).

Figure 8.12: Variation in sensor and actuator precision and price value. (Ū = 1e5, $̄ = 1e5).

seven strings are actuated to control the structure. The output to be bound is the displacement of

payload (node 5) in x and y-direction.

y =

n5x

n5y

 = Cy

η2φ

η̇2φ

 , Cy =

[
0 I

]
Φ2V2φ

[
I 0

]
, (8.154)

and the measurements are the positions and velocity of nodes 2, 3, and 5 (nodes 1 and 4 are fixed
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Figure 8.13: 2D Tensegrity Lander

to ground).

z = Cz

η2φ

η̇2φ

+ Iws, Cz =

Φ2V2φ 0

0 Φ2V2φ

 . (8.155)

Some values assumed for this example are ᾱL = 0.1α0, ᾱU = 10α0, γ̄a = γ̄s = 1e3, pa = ps = 2,

and pα = 10.

The surface plot in Figure 8.14 shows the variation in budget requirement $̄ as we change the

input covariance bound Ū and output covariance bound Ȳ . The required budget monotonically

decreases with a more relaxed performance constraint for all values of control input bounds. The

same decreasing trend in budget follows as we increase the control input bound. This variation is

small showing the relatively less strict nature of control covariance bound.

Figure 8.15(a) shows the decreasing variation in the prestress required for all strings as we

increase the output covariance bound while maintaining the same control input Ū . Basically, less

prestress is required for relaxed performance constraints. The result shows that strings 1 and 3

have the same prestress values and variations. This can be understood from the symmetry of the

structure. Similarly, strings 4, 5, 6, and 7 follow the same trend. Notice that the optimization

requires strings 4, 5, 6, and 7 to have high prestress value as these strings are directly connected
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Figure 8.14: A surface plot of the variation in budget with input-Ū and output-Ȳ .

to the payload. Figure 8.15(b) shows the effectiveness of the algorithm as the price converges in

about 20 to 30 iterations. The 10 different lines in the plot represent different values of performance

constraints Ȳ = (0.02 m2 to 0.04 m2).

The variation in required sensor precision with varying output bound Ȳ is shown in Figure

8.16(a). The sensors corresponding to ṅ2x and ṅ3x overlaps because of symmetry. Similarly, ṅ2y

and ṅ3y overlaps. As the output to be bounded is the displacement of node 5 in x and y-direction,

higher precision is required for ṅ5x and ṅ5y. The figure shows that less precision on sensors

and actuators is required for relaxed performance requirements. Figure 8.16(b) shows that more

precision is required on strings 4, 5, 6, and 7 as these strings are directly connected to the payload.

8.9.3 Tensegrity Beam Example

For a given 2D tensegrity structure shown in Figure 8.17, this section optimizes the optimal

prestresses in each string, precisions of sensors and actuators, and matrices corresponding to

the dynamic controller for covariance control. The bars are shown in black, and the strings are

shown in red. The mass for both the bars are assumed to be mb = 1Kg and the mass for point

mass is assumed to be ms = 0.5Kg. The tensegrity dynamics is linearized about the equilibrium
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Figure 8.15: (a)Variation in the optimal prestress with Ȳ . (b) Convergence of minimum price
required. Ū = 104 N2/m2 for all 7 strings.

configuration (corresponding to Figure 8.17) with minimum prestress values of γ̄ = 100 and no

external force. The disturbances come from the external force which is modeled as a zero-mean

white noise with intensity Wp = 1N2. The disturbances are present on all the nodes with all strings

as potential actuators. The output to be bound is the top node at the far right of the beam (node 10)

in x and y-direction.

y =

n10x

n10y

 = Cy

η2φ

η̇2φ

 , Cy =

[
0 I

]
Φ2V2φ

[
I 0

]
, (8.156)

and the measurements are the positions and velocity of all the nodes except nodes 1 and 2 as these

nodes are fixed to ground.

z = Cz

η2φ

η̇2φ

+ Iws, Cz =

Φ2V2φ 0

0 Φ2V2φ

 . (8.157)

Some values assumed for this example are ᾱL = 0.1α0, ᾱU = 10α0, γ̄a = γ̄s = 1e3, pa = ps = 1,

and pα = 10.
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Figure 8.16: (a)Variation in the required sensor precision. (b) Variation in the required actuator
precision.

The surface plot in Figure 8.18 shows the variation in budget requirement $̄ as we change the

input covariance bound Ū and output covariance bound Ȳ . The required budget monotonically

decreases with a more relaxed performance constraint for all values of control input bounds. The

same decreasing trend in budget follows as we increase the control input bound. This variation is

small showing the relatively less strict nature of control covariance bound.

Figure 8.19 shows the contour curve for the variation in input-Ū and output-Ȳ . The figure

shows the decreasing values of the prestress required for all strings as we increase the output

covariance bound while maintaining the same control input Ū , or to reduce the output covariance

more prestress is required in the structure. Basically, less prestress is required for relaxed

performance constraints. The increase in prestress with relaxed input covariance can be understood

due to less precision required on actuator and sensor, hence more money can be spent on pre-stress.

Figure 8.20 shows the total sensor precision and actuator precision with variation in input-Ū

and output-Ȳ . It can be observed that less precision on sensors and actuators is required for relaxed

performance requirements along both the axes for output Ȳ and input Ū . This can be simply

related to less budget requirement for the relaxed performance and control energy requirement

from Fig. 8.18.
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Figure 8.17: 2D Tensegrity Beam

Table 8.3: Sensor Precision for the measurement of velocity of x and y coordinates of all the nodes
(refer to Fig.8.17).

n1 n2 n3 n4 n5 n6 n7 n8 n9 n10
x 0.00 0.00 5.49 12.75 8.75 17.47 12.31 46.59 13.61 164.17
y 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 73.24 155.39

The required sensor precision for output bound Ȳ = 0.02 and input bound Ū = 1.2 is given in

Tables (8.4 and 8.3). The position sensors needs measurement only for the node that have output

performance specified n10x, n10y. However, for the velocity measurement, considerable precision

is required to measure x-axis of all the nodes except the right most nodes and both x and y axis for

the right most nodes, ṅ9x, ṅ9y, ṅ10x, ṅ10y.

Table 8.5 gives the required precision values for all the actuators to achieve the performance

bound of Ȳ = 0.02 with input constraint of Ū = 1.2. The table shows higher precision is required

on strings 8, and 12 as these strings are directly connected to the output node and least precision is

required for strings 9,10, and 11 as these strings do not directly affect the motion of the node n10.
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Figure 8.18: The surface plot of the variation in budget with input-Ū and output-Ȳ .

Table 8.4: Sensor Precision for the measurement of position of x and y coordinates of all the nodes
(refer to Fig.8.17).

n1 n2 n3 n4 n5 n6 n7 n8 n9 n10
x 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 144.92
y 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 76.06

8.10 Conclusion

In the first part of this chapter, the nonlinear dynamics for the tensegrity system is linearized

about an equilibrium position, and the modes corresponding to bar length change are removed to

make the system physically realizable. The robust linear control theory was used to actively reject

the noises and disturbances using the standard H∞, generalized H2 formulation. Moreover, the

precision of the actuators and sensors (information architecture) along with the controller is also

solved for the covariance control problem. All the examples are shown on a T1D1 tensegrity robotic

arm system. With the fixed structural parameters, the above-mentioned problem was proved to be
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Figure 8.19: The contour plot for the prestress value with variation in input-Ū and output-Ȳ .

Table 8.5: Actuator Precision for all the strings (refer to Fig.8.17).

Str No. 1 2 3 4 5 6
γa 168.22 173.29 113.03 203.72 182.25 240.43
Str No. 7 8 9 10 11 12
γa 104.17 597.00 24.46 43.92 74.53 200.21

convex having a globally optimal solution.

In the last half of this chapter, a novel system-level design approach by the simultaneous

selection of control law, instrument precision, and structure parameters is developed. The system

dynamics is assumed to be linear along with the free structural parameters. A dynamic controller

is generated to bound the covariance of inputs and outputs with the precision of the sensors

and actuators as the optimization variable. The problem is set as a feasibility problem, where

matrix upper bounds are specified for the covariance of selected outputs and the covariance of

the control signals. Specified upper bounds on the available precision of sensors/actuators and

structural parameters are also given. The covariance control problem is formulated in the LMI

framework where the combined optimization for structure parameter, sensor/actuator precision,
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Figure 8.20: The contour plot for the total sensor precision and actuator precision with variation in
input-Ū and output-Ȳ .

and control law was found to be a non-convex problem. The nonlinear matrix inequalities

constraints were approximated as linear matrix inequalities by adding a convexifying potential

function. A sub-optimal solution was achieved by iterating over the approximated convex problem.

Results are provided for both dynamic compensation and full state feedback controller design.

The tensegrity paradigm was used to integrate the structure and control design along with the

information architecture. The linearized tensegrity dynamics model was used with initial prestress

in the strings as a free structure parameter which appears linearly in the system matrices. The

force density in the strings is used as the control input. This chapter may be used to design

passive structures by reducing the level set of control covariance (to zero) while holding the

output covariance constraint as shown in the example. Trade-off analysis provided between cost

vs. control energy and performance requirement showed that as performance and control energy

constraints are relaxed, tighter budget constraints are achievable. Tensegrity examples were used

to show the effectiveness of the developed results. The example results provide the knowledge on

price estimate, what initial prestress to choose, where to put more precise sensors/actuators and the

controller parameters.
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9. CONCLUSIONS AND CONTRIBUTIONS OF THE DISSERTATION

Tensegrity was chosen to be the paradigm to connect the structure and control because of its

several advantages explained earlier. The approach here is to make little progress in individual

domains and then finally integrate the domains to yield a system design formulation.

The first contribution the proposed research is to design minimum mass tensegrity

structures for compressive loading conditions. First, we design the structure according to

a given application. The design requirement can be to minimize the mass of the structure or

store mechanical energy while minimizing the mass of the structure. A detailed study of the

minimum mass tensegrity structures designed to take compressive loads was done. The optimal

configuration for tensegrity T-bar and D-bar structures were studied considering both local and

global failures. The calculation for the optimal configuration includes optimal complexity, angle,

and cross-sectional area for each member of the structure. Tensegrity D-bar structure was also

studied as a lightweight impact structure where most of the impact energy was stored in the elastic

strings to reduce the high impulse of the collision. The proposed research provides a general

approach to design a structure based on optimizing mass, stiffness or mechanical energy stored in

a tensegrity structure.

The second contribution of the proposed research is to develop the dynamics of any

tensegrity structure. After designing the structure to optimize some mechanical properties based

on static calculation, one needs to perform the dynamic simulation to understand the behaviour of

the structure in the presence of dynamic loading. This research provides a second-order matrix

differential equation that simulates the dynamics of any tensegrity structure. A reduced-order

model was also developed for class-k tensegrity structures making the model more accurate and

computationally efficient. The formulation also considers massive strings and opens an avenue to

study tensegrity membrane structures. An extra degree of freedom was also added to the control of
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the tensegrity structure by adding wheels to the rigid bars. The dynamics for this novel gyroscopic

tensegrity system was developed with proof of concept using a small bench top experimental

setup. A Matlab based tensegrity software is also developed as part of the proposed research.

The third contribution is to develop the control algorithm to change the shape of the

structure. In this chapter, a control algorithm is written that allows us to change the shape of any

class of tensegrity structure. The reduced-order model of tensegrity dynamics is used to control

the node position of any class-k tensegrity structure. The algorithm also allows to control the

positions, velocity and acceleration of any number of nodes and in any particular direction. A

TnD1 tensegrity robotic arm was used to provide all the results. The shape control of gyroscopic

tensegrity system is further discussed to shows the rotation of D-bar about its own axis which

was not possible with the standard tensegrity system control. A Linear Matrix Inequality (LMI)

framework is then used to calculate control gains to bound errors for five different types of control

problems for given disturbance statistics.

The final objective is to integrate structure, control and information architecture. To

integrate the disciplines, we start by realizing a minimal-order linear system with no modes

corresponding to the change in bar length. The robust liner control theory is further applied to

reject the disturbances using H∞, generalized H2 and covariance bound controller. The results

are provided for the tensegrity robotic arm. Finally, the covariance control formulation is used to

integrate structure and control design where free structure parameters, information architecture

(sensor/actuator precision) and control law are simultaneously optimized to meet some given

performance criteria in the presence of some budget constraint. The Linear Matrix Inequalities

(LMIs) are used to bound the covariance of output and covariance of control inputs. The prestress

in the strings is assumed as the free structure parameter that appears linearly in the characteristic

matrices of the linearized tensegrity dynamics. An algorithm to find the location and precision of

the sensor/actuator is also one of the outcomes of the proposed research.
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APPENDIX A

BAR LENGTH CORRECTION

In order to compensate the error accumulated during the integration of dynamics equations, the

vector of each rod b, centre of mass vector r and their time derivatives ḃ and ṙ have to be modified.

In this document, first we will correct the bar vector b and its derivative ḃ in such a way that the

resulting rod vector preserves its length and its velocity vector is orthogonal to it. After correcting

b and ḃ, we find r and ṙ such that the Class-K constraints are satisfied.

A.1 Class 1 Bar length Correction

Let us denote the corrupted value of bar vector and its derivative after integration as b̄ and ˙̄b,

respectively. Let the additive vectors p and r be added to b̄ and ˙̄b in such a way that the resulting

rod vector preserves its length and its velocity vector is orthogonal to it. Among infinite pairs

satisfying the constraints above, one reasonable choice can be selected by the following statement.

Theorem A.1.1. For any given b̄ and ˙̄b, the corrective vectors p and r minimizing

J(p, r) = q‖p‖2 + ‖r‖2, (A.1)

subject to constraints ‖b̄+ p‖ = l and (b̄+ p)T(˙̄b+ r) = 0 are calculated as

p = lv − b̄, r = −vvT ˙̄b, (A.2)

where v = [xI + ˙̄b ˙̄bT]−1qlb̄, and x is a real root of the following polynomial:

x4 + a3x
3 + a2x

2 + a1x+ a0 = 0, where (A.3)

a3 = 2‖ ˙̄b‖2, a2 = ‖ ˙̄b‖4 − (ql)2‖b̄‖2, a1 = 2(ql)2
(

(b̄T ˙̄b)2 − ‖ ˙̄b‖2‖b̄‖2
)
,

a0 = (ql)2‖ ˙̄b‖2
(

(b̄T ˙̄b)2 − ‖ ˙̄b‖2‖b̄‖2
)
. (A.4)
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Proof: The corrected rod vector and its corrected time derivative satisfy

(b̄+ p)T(b̄+ p) = bTb = l2, (A.5)

(b̄+ p)T(˙̄b+ r) = bTḃ = 0. (A.6)

Note that (A.5) implied that

b̄+ p = lv ⇒ p = lv − b̄, ∀vTv = 1. (A.7)

Besides, (A.6) yields

vT(˙̄b+ r) = 0⇒ r = −vvT ˙̄b+ Vvz, (A.8)

for any arbitrary z, since (vT)+ = v and vTVv = 0, where Vv is the left null space of v. Now, one

can solve the minimization problem of (A.1), with p and r given by (A.7) and (A.8), subject to

constraint vTv = 1, i.e.,

J(p, r) = q‖p‖2 + ‖r‖2 + λ(vTv − 1)

= q‖lv − b̄‖2 + ‖ − vvT ˙̄b+ Vvz‖2 + λ(vTv − 1)

= ql2vTv + q‖b̄‖2 − 2qlb̄Tv + (vT ˙̄b)2 + ‖z‖2 + λ(vTv − 1), (A.9)

since V T
v Vv = I . Note that (A.9) is minimized with respect to z when z = 0. Moreover, in order

to minimize (A.9) with respect to v, one can write
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∂J

∂v
= 0⇒ 2ql2v − 2qlb̄+ 2˙̄b ˙̄bTv + 2λv = 0 (A.10)

⇒ v =
(

(ql2 + λ)I + ˙̄b ˙̄bT
)−1

qlb̄ = (xI + ˙̄b ˙̄bT)−1qlb̄, (A.11)

where x = ql2 + λ. Using the matrix equivalence (A + BCD)−1 = A−1 − A−1B(C−1 +

DA−1B)−1DA−1 to express v in terms of x yields

(xI + ˙̄b ˙̄bT)−1 = x−1I − x−1(x+ ‖ ˙̄b‖2)−1 ˙̄b ˙̄bT

=
(
x(x+ ‖ ˙̄b‖2)

)−1(
(x+ ‖ ˙̄b‖2)I − ˙̄b ˙̄bT

)
⇒ v = ql

(
x(x+ ‖ ˙̄b‖2)

)−1(
(x+ ‖ ˙̄b‖2)b̄− ˙̄b ˙̄bTb̄

)
. (A.12)

Finally, substituting (A.12) in vTv = 1 and after some algebraic manipulations, one can obtain

polynomial (A.3) with coefficients presented in (A.4). Therefore, each real root of this polynomial

is substituted in (A.12) to generate v which in turn gives the pair p and r using (A.2). We choose

the root that gives the smallest value for J(p, r). �

A.2 Class K Bar length Correction

From the above polynomial algorithm, we get b and ḃ which can be arranged in matrix form to

give B and Ḃ. Now, we update R and Ṙ such that the Class K constraints are satisfied.

Theorem A.2.1. For any given B, Ḃ and corrupted matrix (not satisfying constraints because of

numerical errors in integration) of centre of mass vectors and its derivatives, R̄ and ˙̄R, we can find

corrected R and Ṙ using

R = (
1

2
D − 1

4
BCbP )V1Σ−1UT

1 + R̄U2U
T
2 (A.13)

Ṙ = −1

4
ḂCbPV1Σ−1UT

1 + ˙̄RU2U
T
2 (A.14)

where NP = D comes from Class K constraints and U1, U2,Σ, V1 and V2 come from the SVD of
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matrix CrP as

CrP =

[
U1 U2

]Σ 0

0 0


V T

1

V T
2


.

Proof: From our dynamics derivation, we define

[
B R

]
= N

[
CT
b CT

r

]

Recognizing that
[

1
2
CT
b 2CT

r

]−1

=

[
CT
b CT

r

]T
[14], we can write

N =

[
B R

]1
2
Cb

2Cr

 .
Now, using the Class K constraint equation

NP = D

[
B R

]1
2
Cb

2Cr

P = D

RCrP =
1

2
D − 1

4
BCbP.

Calling CrP = A and 1
2
D − 1

4
BCbP = C, the above equation becomes

RA = C. (A.15)

262



The existence condition for the solution of above equation to exist is

C(I − A+A) = 0

and all the solutions of the equation are given by

R = CA+ + Z(I − AA+).

The Singular Value Decomposition of matrix A can be written as

A =

[
U1 U2

]Σ 0

0 0


V T

1

V T
2


A = U1ΣV T

1

Using the SVD of matrix A, the existence condition can be written as

CV2 = 0

where V2 represents the right null space of matrix A. Moreover, all the solutions can be written as

R = CA+ + Z2U
T
2

where U2 represents the left null space of matrix A and Z2 is an arbitrary matrix. Finally, the

existence condition and all the solution can respectively be written as

(
1

2
D − 1

4
BCbP )V2 = 0 (A.16)

R = (
1

2
D − 1

4
BCbP )V1Σ−1UT

1 + Z2U
T
2 (A.17)

We minimize the 2 norm of difference between previous center of position matrix (R̄) and updated
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center of position matrix(R) i.e. ||R− R̄||2 , to find the arbitrary matrix Z2.

min
z2
||(1

2
D − 1

4
BCbP )V1Σ−1UT

1 + Z2U
T
2 − R̄||2

Theroem: X = A+CB+ minimizes the ||AXB − C||.

Hence, the arbitrary matrix Z2 can be found out as

Z2 =
[
R̄− (

1

2
D − 1

4
BCbP )V1Σ−1UT

1

]
U2

Z2 = R̄U2

as UT
1 U2 = 0.

Substituting this result in Equation A.17, we obtain Equation A.13. A similar procedure can be

used to get equation A.14 using ṄP = 0. �

Finally, with updated B and Ḃ from section 1 and updated R and Ṙ from above section, we get

N =

[
B R

]1
2
Cb

2Cr


Ṅ =

[
Ḃ Ṙ

]1
2
Cb

2Cr

 .
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APPENDIX B

ANALYTICAL SOLUTION FOR LAGRANGE MULTIPLIER

The aim here is to write an analytical solution for the Lagrange multiplier Ω. Notice that Ω

appears linearly in two terms in Equation 5.109. We solve this by substituting Ks and λ̂ to write

the equation in terms of Ω and known variables only. Then we combine all the coefficients of Ω to

left hand side and all the known variables on right hand side to write it in a simple linear algebra

problem.

B.1 Lagrange Multiplier for General Tensegrity systems

Lemma B.1.1. The Lagrange Multiplier that satisfies Equation 5.109 can be computed as



ω1

ω2

...

ωc


=


β∑
i=1

1

2l2i
CT:,i ⊗ (bi ⊗ (biDi,:)T)−


E ⊗ eT1
E ⊗ eT2
E ⊗ eT3



−1 
AT

1,:

AT
2,:

AT
3,:

 , (B.1)

where ωi is the ith column of Ω, C = PTCT
nbC

T
b , D = CbCnbM

−1
s U1, E = PTM−1

s U1, and

A = −Sγ̂CsM−1
s U1 +Bb1

2
l̂−2BT(Sγ̂Cs−W )CT

nbC
T
b − l̂−2ĴḂTḂcCbCnbM−1

s U1 +WM−1
s U1 ∈

R3×c.

Proof: Let us start by substituting for Ks from Equation 5.98 in Equation 5.109:

N

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
M−1

s U1 − ΩPTM−1
s U1 = WM−1

s U1 (B.2)

N

([
CT
s γ̂Csb CT

s γ̂Css

]
−
[
CT
nbC

T
b λ̂Cb 0

])
M−1

s U1 − ΩPTM−1
s U1 = WM−1

s U1 (B.3)

N

(
CT
s γ̂

[
Csb Css

]
− CT

nbC
T
b λ̂Cb

[
I 0

])
M−1

s U1 − ΩPTM−1
s U1 = WM−1

s U1 (B.4)
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Now, we substitute for Cnb = [I 0] and Cs = [Csb Css] from Equation 5.61 and Equation 5.66

respectively:

N(CT
s γ̂Cs − CT

nbC
T
b λ̂CbCnb)M

−1
s U1 − ΩPTM−1

s U1 = WM−1
s U1 (B.5)

Sγ̂CsM
−1
s U1 −Bλ̂CbCnbM−1

s U1 − ΩPTM−1
s U1 = WM−1

s U1. (B.6)

Further substituting λ̂ from Equation 5.99 here gives:

Sγ̂CsM
−1
s U1 −Bb

1

2
l̂−2BT(Sγ̂Cs −W − ΩPT)CT

nbC
T
b −

l̂−2ĴḂTḂcCbCnbM−1
s U1 − ΩPTM−1

s U1 = WM−1
s U1 (B.7)

1

2
Bbl̂−2BTΩPTCT

nbC
T
b cCbCnbM−1

s U1 − ΩPTM−1
s U1 =

−Sγ̂CsM−1
s U1+Bb1

2
l̂−2BT(Sγ̂Cs−W )CT

nbC
T
b −l̂−2ĴḂTḂcCbCnbM−1

s U1+WM−1
s U1 = A

(B.8)

1

2
Bbl̂−2BTΩCcD − ΩE = A (B.9)

where C = PTCT
nbC

T
b , D = CbCnbM

−1
s U1, E = PTM−1

s U1, and B = [b1 b2 · · · bβ] ∈ R3×β .

Notice that Equation B.9 is only written in terms of Ω and known variables. Now, we combine the

coefficients of Ω by first breaking it as Ω = [ω1 ω2 · · ·ωc] ∈ R3×c and then combining all the
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coefficients together.

l̂−2BTΩC = l̂−2



bT1ω1 bT1ω2 · · · bT1ωc

bT2ω1 bT2ω2 · · · bT2ωc
... . . . ...

bTβω1 bTβω2 · · · bTβωc




C1,1 · · · C1,β

... . . . ...

Cc,1 · · · Cc,β

 (B.10)

⇒ F =
1

2
bl̂−2BTΩCc =


. . . 0 0

0
c∑
j=1

Cj,i
2l2i
bTi ωj 0

0 0
. . .

 . (B.11)

Therefore, the element on the mth row and nth column of the matrix G = 1
2
Bbl̂−2BTΩCcD, for

m ∈ {1, 2, 3} and n ∈ {1, 2, · · · , c}, is equal to

Gm,n = bm,1F1,1D1,n + bm,2F2,2D2,n + · · ·+ bm,βFβ,βDβ,n =
c∑
j=1

β∑
i=1

bm,iDi,n
Cj,i
2l2i

bTi ωj. (B.12)

The second term in Equation B.9 is also written in terms of the Lagrange multiplier as:

ΩE = [ω1 ω2 · · · ωc]E = ω1E1,: + ω2E2,: + · · ·+ ωcEc,: =
c∑
j=1

ωjEj,:. (B.13)

Similarly, the element on the mth row and nth column of this matrix is equal to:

(ΩE)m,n =
c∑
j=1

eTmωjEj,n =
c∑
j=1

Ej,neTmωj. (B.14)
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Substituting them,nth element from Equation B.12 and Equation B.14 into Equation B.9 gives:

c∑
j=1

β∑
i=1

bm,iDi,n
Cj,i
2l2i

bTi ωj −
c∑
j=1

Ej,neTmωj = Am,n (B.15)

⇒
c∑
j=1

( β∑
i=1

bm,iDi,nCj,i
2l2i

bTi − Ej,neTm
)
ωj = Am,n. (B.16)

This can be rearranged to shape a matrix equation:

Θ3c×3c



ω1

ω2

...

ωnc


=



A1,1

A1,2

...

A1,c

...

A2,1

A2,2

...

A2,c

...

A3,1

A3,2

...

A3,c



(B.17)
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

A1,1

A1,2

...

A1,c

...

A2,1

A2,2

...

A2,c

...

A3,1

A3,2

...

A3,c



=



β∑
i=1

b1,iDi,1C1,i
2l2i

bTi − E1,1e
T
1 · · ·

β∑
i=1

b1,iDi,1Cc,i
2l2i

bTi − Ec,1eT1
β∑
i=1

b1,iDi,2C1,i
2l2i

bTi − E1,2e
T
1 · · ·

β∑
i=1

b1,iDi,2Cc,i
2l2i

bTi − Ec,2eT1
... . . . ...

β∑
i=1

b1,iDi,cC1,i
2l2i

bTi − E1,ce
T
1 · · ·

β∑
i=1

b1,iDi,cCc,i
2l2i

bTi − Ec,ceT1
β∑
i=1

b2,iDi,1C1,i
2l2i

bTi − E1,1e
T
2 · · ·

β∑
i=1

b2,iDi,1Cc,i
2l2i

bTi − Ec,1eT2
β∑
i=1

b2,iDi,2C1,i
2l2i

bTi − E1,2e
T
2 · · ·

β∑
i=1

b2,iDi,2Cc,i
2l2i

bTi − Ec,2eT2
... . . . ...

β∑
i=1

b2,iDi,cC1,i
2l2i

bTi − E1,ce
T
2 · · ·

β∑
i=1

b2,iDi,cCc,i
2l2i

bTi − Ec,ceT2
β∑
i=1

b3,iDi,1C1,i
2l2i

bTi − E1,1e
T
3 · · ·

β∑
i=1

b3,iDi,1Cc,i
2l2i

bTi − Ec,1eT3
β∑
i=1

b3,iDi,2C1,i
2l2i

bTi − E1,2e
T
3 · · ·

β∑
i=1

b3,iDi,2Cc,i
2l2i

bTi − Ec,2eT3
... . . . ...

β∑
i=1

b3,iDi,cC1,i
2l2i

bTi − E1,ce
T
3 · · ·

β∑
i=1

b3,iDi,cCc,i
2l2i

bTi − Ec,ceT3





ω1

ω2

...

ωc


(B.18)


AT

1,:

AT
2,:

AT
3,:

 =



β∑
i=1

b1,iC1,i
2l2i
DT
i,:b

T
i · · ·

β∑
i=1

b1,iCc,i
2l2i
DT
i,:b

T
i

β∑
i=1

b2,iC1,i
2l2i
DT
i,:b

T
i · · ·

β∑
i=1

b2,iCc,i
2l2i
DT
i,:b

T
i

β∑
i=1

b3,iC1,i
2l2i
DT
i,:b

T
i · · ·

β∑
i=1

b3,iCc,i
2l2i
DT
i,:b

T
i





ω1

ω2

...

ωc


−


ET1,:eT1 ET2,:eT1 · · · ETc,:eT1
ET1,:eT2 ET2,:eT2 · · · ETc,:eT2
ET1,:eT3 ET2,:eT3 · · · ETc,:eT3





ω1

ω2

...

ωc


(B.19)
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
AT

1,:

AT
2,:

AT
3,:

 =


[
β∑
i=1

C1,i
2l2i
bi ⊗ (biDi,:)T · · ·

β∑
i=1

Cc,i
2l2i
bi ⊗ (biDi,:)T

]
−


E ⊗ eT1
E ⊗ eT2
E ⊗ eT3






ω1

ω2

...

ωc


(B.20)


AT

1,:

AT
2,:

AT
3,:

 =


β∑
i=1

1

2l2i
CT:,i ⊗ (bi ⊗ (biDi,:)T)−


E ⊗ eT1
E ⊗ eT2
E ⊗ eT3






ω1

ω2

...

ωc


(B.21)

The above equation represents 3c equations for 3c unknowns and taking the inverse will give us

Equation B.1.

B.2 Lagrange Multiplier for Gyroscopic Tensegrity systems

The aim here is to write an analytical solution for the Lagrange multiplier Ω in Equation 6.64.

Lemma B.2.1. The Lagrange Multiplier that satisfies Equation 6.64 can be computed as



ω1

ω2

...

ωc


=


β∑
i=1

1

2l2i
CT:,i ⊗ (bi ⊗ (biDi,:)T)−


E ⊗ eT1
E ⊗ eT2
E ⊗ eT3



−1 
AT

1,:

AT
2,:

AT
3,:

 , (B.22)

where ωi is the ith column of Ω, C = PTCT
nbC

T
b , D = CbCnbM

−1
s U1, E = PTM−1

s U1, and

A = −Sγ̂CsM−1
s U1 +Bb1

2
l̂−2BT(Sγ̂Cs−W )CT

nbC
T
b − l̂−2ĴḂTḂcCbCnbM−1

s U1 +WTM
−1
s U1 ∈

R3×c.
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B.3 Lagrange Multiplier for Vectorized Equations

The aim here is to write an analytical solution for the Lagrange multiplier ω. Notice that ω

appears linearly in two terms in Equation (7.110). We solve this by substituting Ks and λ̂ to write

the equation in terms of ω and known variables only. Then we combine all the coefficients of ω to

left hand side and all the known variables on right hand side to write it in a simple linear algebra

problem.

Lemma B.3.1. The Lagrange Multiplier that satisfies Equation (7.110) can be computed as

w = (V11DF̂xH + V12DF̂yH + V13DF̂zH− V T
1 M−1AT)−1V T

1 M−1Wvec

− (V11DF̂xH + V12DF̂yH + V13DF̂zH− V T
1 M−1AT)−1(V11Cnx + V12Cny + V13Cnz),

(B.23)

where V T
1 = [V11 V12 V13], D = 1

2
M−1

s CT
nbC

T
b l̂
−2, E = CT

nbC
T
b , Fx = CbCnbnx, Fy = CbCnbny,

Fz = CbCnbnz.

C = M−1
s CT

s γ̂Cs +M−1
s CT

nbC
T
b Ĵ l̂

−2bḂTḂcCbCnb

+
1

2
M−1

s CT
nbC

T
b l̂
−2bBT(W − Sγ̂Cs)CT

nbC
T
b cCbCnb,

andH =



eT1 (b11A
T
1 + b12A

T
2 + b13A

T
3 )

eT2 (b21A
T
1 + b22A

T
2 + b23A

T
3 )

...

eTβ (bβ1A
T
1 + bβ2A

T
2 + bβ3A

T
3 )



.
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Proof: Let us write V T
1 = [V11 V12 V13] and replace forM = (I3 ⊗Ms), K = (I3 ⊗Ks) and

n = [n1x n2x · · ·nNx n1y n2y · · ·nNy n1z n2z · · ·nNz]T = [nT
x n

T
y n

T
z ]T:

[V11 V12 V13]


M−1

s 0 0

0 M−1
s 0

0 0 M−1
s



Ks 0 0

0 Ks 0

0 0 Ks



nx

ny

nz

− V T
1 M−1ATω = V T

1 M−1Wvec

(B.24)

V11M
−1
s Ksnx + V12M

−1
s Ksny + V13M

−1
s Ksnz − V T

1 M−1ATω = V T
1 M−1Wvec (B.25)

Let us start by taking first term and substituting for Ks from Equation (5.98):

V11M
−1
s Ksnx =V11M

−1
s

[
CT
s γ̂Csb − CT

nbC
T
b λ̂Cb CT

s γ̂Css

]
nx (B.26)

=V11M
−1
s

([
CT
s γ̂Csb CT

s γ̂Css

]
−
[
CT
nbC

T
b λ̂Cb 0

])
nx (B.27)

=V11M
−1
s

(
CT
s γ̂

[
Csb Css

]
− CT

nbC
T
b λ̂Cb

[
I 0

])
nx (B.28)

Now, we substitute for Cnb = [I 0] and Cs = [Csb Css] from dynamics derivation :

V11M
−1
s Ksnx =V11M

−1
s (CT

s γ̂Cs − CT
nbC

T
b λ̂CbCnb)nx (B.29)

=V11M
−1
s CT

s γ̂Csnx − V11M
−1
s CT

nbC
T
b λ̂CbCnbnx (B.30)

Further substituting λ̂ from Equation (7.99) here gives:

V11M
−1
s Ksnx = V11M

−1
s CT

s γ̂Csnx + V11M
−1
s CT

nbC
T
b Ĵ l̂

−2bḂTḂcCbCnbnx

+
1

2
V11M

−1
s CT

nbC
T
b l̂
−2bBT(W + [AT

1ω A
T
2ω A

T
3ω]T − Sγ̂Cs)CT

nbC
T
b cCbCnbnx (B.31)
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V11M
−1
s Ksnx = V11M

−1
s CT

s γ̂Csnx + V11M
−1
s CT

nbC
T
b Ĵ l̂

−2bḂTḂcCbCnbnx

+
1

2
V11M

−1
s CT

nbC
T
b l̂
−2bBT(W − Sγ̂Cs)CT

nbC
T
b cCbCnbnx

+
1

2
V11M

−1
s CT

nbC
T
b l̂
−2bBT[AT

1ω A
T
2ω A

T
3ω]TCT

nbC
T
b cCbCnbnx (B.32)

V11M
−1
s Ksnx = V11Cnx + V11DbBT[AT

1ω A
T
2ω A

T
3ω]TEcFx (B.33)

where

C = M−1
s CT

s γ̂Cs +M−1
s CT

nbC
T
b Ĵ l̂

−2bḂTḂcCbCnb

+
1

2
M−1

s CT
nbC

T
b l̂
−2bBT(W − Sγ̂Cs)CT

nbC
T
b cCbCnb (B.34)

D = 1
2
M−1

s CT
nbC

T
b l̂
−2, E = CT

nbC
T
b , and Fx = CbCnbnx.
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Let us take the right side of the equation (B.33)

DbBT[AT
1ω A

T
2ω A

T
3ω]TEcFx = DbET[AT

1ω A
T
2ω A

T
3ω]BcFx (B.35)

= Db



eT1

eT2
...

eTβ


[AT

1ω A
T
2ω A

T
3ω]

[
b1 b2 · · · bβ

]
cFx = D

̂

eT1Gb1

eT2Gb2

...

eTβGbβ


Fx (B.36)

= DF̂x



eT1 [AT
1ω A

T
2ω A

T
3ω]b1

eT2 [AT
1ω A

T
2ω A

T
3ω]b2

...

eTβ [AT
1ω A

T
2ω A

T
3ω]bβ



= DF̂x



eT1 (b11A
T
1ω + b12A

T
2ω + b13A

T
3ω)

eT2 (b21A
T
1ω + b22A

T
2ω + b23A

T
3ω)

...

eTβ (bβ1A
T
1ω + bβ2A

T
2ω + bβ3A

T
3ω)
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(B.37)

= DF̂x
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T
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T
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T
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T
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3 )ω
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ω (B.38)

DbBT[AT
1ω A

T
2ω A

T
3ω]TEcFx = DF̂xHω (B.39)
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whereH =



eT1 (b11A
T
1 + b12A

T
2 + b13A

T
3 )

eT2 (b21A
T
1 + b22A

T
2 + b23A

T
3 )

...

eTβ (bβ1A
T
1 + bβ2A

T
2 + bβ3A

T
3 )



.

Substituting from equation (B.39) into equation (B.33), we get

V11M
−1
s Ksnx = V11Cnx + V11DF̂xHω (B.40)

Similarly,

V12M
−1
s Ksny = V12Cny + V12DF̂yHω (B.41)

V13M
−1
s Ksnz = V13Cnz + V13DF̂zHω (B.42)

Substituting from equation (B.40-B.42) into equation (B.25), we get

V11Cnx + V11DF̂xHω + V12Cny + V12DF̂yHω + V13Cnz + V13DF̂zHω − V T
1 M−1ATω

= V T
1 M−1Wvec (B.43)

(V11DF̂xH + V12DF̂yH + V13DF̂zH− V T
1 M−1AT)ω

= V T
1 M−1Wvec − V11Cnx − V12Cny − V13Cnz (B.44)

Taking the inverse of square coefficient matrix of ω will give back the required equation (B.23).
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APPENDIX C

PROOF OF LEMMA AND THEOREMS

C.1 Proof of Lemma 2.3.1

Let us consider a section of a beam such as that illustrated in Fig. C.1. The axial strain ε at any

location in the beam is given as follows:

ε = ε0 − yκ = ε0 − y
d2w

dx2
. (C.1)

where −r ≤ y ≤ r and ε0 is the strain at y = 0. Here, we assume that ε0 = 0 (i.e., that the bar is

undergoing bending deformation only). By making this assumption, ε is given as:

ε = −yd2w

dx2
. (C.2)

y

x· · · · · ·r

r

r

y

z
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(a) (b) 

Figure C.1: (a) Section of a beam aligned with the x-axis. (b) Circular beam cross-section of radius
r.

The first and second derivatives of deflection w from Eq. (2.2) with respect to the axial

coordinate x are given as follows:

dw

dx
= wmax

nπ

l
cos
(
nπx
l

)
,

d2w

dx2
= −wmax

(nπ
l

)2

sin
(
nπx
l

)
. (C.3)
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By substitution of Eq. (C.3) into Eq. (C.2), the following expression of the axial strain ε is

obtained:

ε = ywmax

(nπ
l

)2

sin
(
nπx
l

)
. (C.4)

For the linear elastic material comprising the beam, ε is related to the axial stress σ via Hooke’s

law:

ε =
σ

Eb
. (C.5)

As stated in Section 2.3, at post-buckling it is assumed that failure of the beam to support the

applied force occurs when material yielding starts. This failure condition is met when the stress at

any point in the beam reaches the material yield stress, denoted by σb. At such a stress, the strain

of the material at failure εb is determined via Eq. (C.5):

εb =
σb
Eb
. (C.6)

From Eq. (C.4), the maximum absolute value of strain in the beam occurs at:

y = ymax, sin
(
nπx
l

)
= ±1, (C.7)

where ymax is the largest value (in magnitude) of the off-axis coordinate y in the cross-section of

the beam. Assuming that the beam has a circular cross-section of radius r, then ymax = ±r. At

post-buckling failure due to material yield, the maximum absolute value of strain corresponds to

εb. By substituting Eqs. (C.6) and (C.7) into Eq. (C.4), the following expression is obtained:

εb =
σb
Eb

= rwmax

(nπ
l

)2

. (C.8)

The previous equation is rearranged to obtain the expression for wmax as a function of the

material yield stress σb provided in Eq. (2.3).
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The expression for wmax from Eq. (2.3) is substituted in Eq. (C.4) to obtain the maximum

allowable strain field in the bent beam:

ε = y
σb
rEb

(nπ
l

)−2 (nπ
l

)2

sin
(
nπx
l

)
= y

σb
rEb

sin
(
nπx
l

)
. (C.9)

cf. Eq. (2.4). This concludes the proof.

C.2 Proof of Theorem 2.4.2

Let us consider a D-bar system of length l, complexity q, angle parameter α, and p strings per

D-bar unit subject to a compressive force of magnitude f . The material comprising the bars has

Young’s modulus Eb and mass density ρb while the material comprising the strings has yield stress

σs and mass density ρs. The mass of each bar, denoted by mq, is given as:

mq = πρblqr
2
q . (C.10)

From Eqs. (2.26) and (C.10), it follows that:

mq = 2ρbl
2
q

(
fq
πEb

) 1
2

. (C.11)

By substitution of the expressions for fq and lq from Eqs. (2.21) and (2.15), respectively, the

following equation for the mass of each bar is obtained:

mq =
ρbl

2

22q−1p
q
2 cos

5q
2 (α)

(
f

πEb

) 1
2

. (C.12)

It can also be verified from Eqs. (C.10) and (C.12) that the radius rq of each bar is given as:

rq =

(
l

2q−1p
q
2 cos

3q
2 (α)

) 1
2 (

f

π3Eb

) 1
4

. (C.13)

We now add the mass of each bar in the D-bar system to obtain the total mass of the bars,

denoted by mb:
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mb = nbmq = (2p)q
ρbl

2

22q−1p
q
2 cos

5q
2 (α)

(
f

πEb

) 1
2

=
p
q
2ρbl

2

2q−1 cos
5q
2 (α)

(
f

πEb

) 1
2

. (C.14)

The mass of each string introduced at the ith self-similar iteration is denoted by msi, i =

1, . . . , q, and is determined as follows:

msi = ρslsiAsi i = 1, . . . , q. (C.15)

An expression for Asi determined by assuming failure due to material yielding at the strings is

provided in Eq. (2.36). We substitute such an expression into Eq. (C.15) and obtain the following

function for msi:

msi =
ρslsiti
σs

i = 1, . . . , q. (C.16)

The expressions for ti and lsi from Eqs. (2.22) and (2.19), respectively, are then substituted into

the previous equation:

msi =
lfρs tan2(α)

2i−1piσs cos2i−2(α)
i = 1, . . . , q. (C.17)

It can also be verified that the radius rsi of each string introduced at the ith self-similar iteration

is given as:

rsi =

 f tan(α)

πpi sin
(
π
p

)
σs cosi−1(α)

 1
2

i = 1, . . . , q. (C.18)

We now add the mass of all the strings in the D-bar system to obtain the total mass of the

strings, denoted by ms:
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ms =

q∑
i=1

nsimsi =

q∑
i=1

2i−1pi
lfρs tan2(α)

2i−1piσs cos2i−2(α)
, (C.19)

ms =
lfρs tan2(α)

σs

q∑
i=1

1

cos2i−2(α)
. (C.20)

Using the identity in Eq. (2.45), the following expression for the total mass of the strings in a

D-bar system is determined:

ms =
lfρs(sec2q(α)− 1)

σs
. (C.21)

The total mass of the D-bar system, mD, is obtained by adding the total mass of the bars and

the total mass of the strings:

mD = mb +ms. (C.22)

The final expression for mD stated in Eq. (2.48) is obtained by substituting mb and ms from

Eqs. (C.14) and (C.21), respectively, into Eq. (C.22). This concludes the proof.
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