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ABSTRACT 

 

While highly crystalline porous materials, such as metal-organic frameworks 

(MOFs), have been heavily studied, their amorphous counterparts have not. This is mainly 

due to the controllable structures and ease of characterization for crystalline materials, 

neither of which are typically available for amorphous material. However, despite their 

difficult characterization, amorphous materials have many potential benefits, particularly 

related to their combination of high potential stability and tunability. In this work, I 

focused in on two families of amorphous materials, porous polymer networks (PPNs), and 

MOF-derived carbons (MOFdCs). I attempted to elucidate ways in which these materials 

can be analyzed, and how, despite their amorphous nature, they can be tuned for different 

properties. In the first project, I describe a method of improving the CO2 cycling 

performance of an amorphous PPN based material through the incorporation of 

functionalized dopant molecules. In particular, I found that through the incorporation of 

the hydroxyl-containing cyanuric acid, which can engage in hydrogen bonding 

interactions with the loaded active amine species, I could achieve improved CO2 cycling 

capacity (<4% loss in uptake performance) over 30 cycles. In addition, through in situ IR 

spectroscopy, it was shown that this PPN, PPN-151-DETA, engages in a stronger 

chemisorptive mechanism relative to the non-cyanuric acid doped material. In the second 

project, I investigated the effect of the gas environment on the calcination of an iron-based 

MOF, PCN-250, to produce a MOFdC. I showed that the resulting iron oxide phase and 

level of porosity are both dependent on the particular gas environment during calcination. 
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In addition, I showed it was possible to investigate the structure of the porous carbon 

through neutron total scattering and pair distribution (PDF) methodologies, indicating that 

the residual carbon exists in the graphitic phase. This work was continued in the final 

project, wherein I investigated both a Zn (Zn-MOF-74) and Zr (UiO-66) based MOF under 

variable temperature calcination. Neutron total scattering again showed the presence of 

graphitic carbon, with the degree of structural order in the graphitic phase being dependent 

on the temperature of calcination. Finally, I showed that the cubic zirconium cluster in 

UiO-66 was able to act as a template for the formation of higher-order zirconia phases in 

the resulting carbon. These projects all show the potential that amorphous materials have 

for unique properties and gives insight into some of the structural features of this often-

neglected class of materials. 
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This thesis is dedicated to all the future graduate students who worry that they are not 
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CHAPTER I  

INTRODUCTION AND LITERATURE REVIEW 

Porous Carbons and the Early Days of Adsorption Science 

 

The development of porous materials has long been of interest to the chemistry 

community, as the pores within these materials, whether micro, meso, or macropores, can 

be utilized for the adsorption and capture of molecular species. Some of the earliest uses 

of materials for their porous properties date back to circa 1500 BC, where medical 

practices in ancient Egypt used charcoal as described in the Ebers papyrus.1 Early accounts 

of charcoal usage were mainly focused on treatments for indigestion. The practices 

described the consumption of mixtures containing Egpytian ink,1 which in itself was 

typically formed from charcoal suspended gum arabic slurry.2 The practical use of 

charcoal for its absorptive properties continued throughout antiquity and into the early 

modern era. Early Greek sources demonstrated the continued use of charcoal in medicinal 

applications, and documents from Hindu sources describe the use of charcoal for the 

purification of drinking water.3 Even as late as the age of European exploration, there are 

descriptions of charring the interior of wooden barrels to improve the shelf life of potable 

water.4 Indeed, the consumption of charcoal has even been observed in the animal 

kingdom, with theories suggesting that it is utilized for the adsorption of phenolic 

compounds, such as in the case of red Zanzibar Red Colobus Monkeys.5 However, while 

there was significant practical knowledge related to the adsorptive effects of charcoal, 

these early applications showed little in the way of a fundamental understanding of the 

adsorptive properties inherent in the materials. The earliest scientific observation and 
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testing of the adsorption properties in porous materials, specifically gas adsorption, was 

described by Carl Scheele, an 18th century Swedish pharmacist, and chemist. Scheele 

observed that charcoal, upon heating in a vessel attached to a rubbery bladder, could expel 

adsorbed gasses, causing an expansion of the bladder to an amount much greater than that 

observed in the heating of a typical sealed vessel.6 Upon subsequent cooling, Scheele 

observed the subsequent loss in volume of the bladder due to readsorption of the gas to 

the charcoal, with this process being heavily repeatable. While many of Scheele’s 

conclusions are based upon outdated chemical principles such as phlogiston theory,7 the 

basic observations he noted in his book do provide one of the key cornerstone experiments 

upon which future adsorption work was based.  

 While the study conducted by Scheele focused on the gas adsorption properties of 

this porous material, much of the subsequent work on activated charcoal focused on its 

abilities to act as a solid/liquid phase adsorbent. These charcoal adsorbents were 

characterized by their ability to remove impurities or pollutants from liquid streams, in 

processes highly similar to the ancient use of charcoal as a filtering agent. As the industrial 

age continued through the 18th and 19th centuries, there became a new need for advanced 

filtration and purification systems. In particular, the abundant availability of sugar from 

Caribbean plantations required excess refinement. This excess refinement was particularly 

necessary to eliminate the dark discoloration of the sugar caused by residual molasses.8 

The initial breakthrough in the sugar decolorization processes came in 1785 when 

Tobias Lowitz succeeded in decolorizing tartaric acid through the use of charcoal.9 As a 

result, by 1794, there were reportedly sugar refineries which were utilizing wood-based 
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charcoals for the decolorization of sugar.10 However, the process was kept as a trade secret 

at the time. Even though this was widely used in this industry, early patents and publicized 

processes for sugar decolorization only appeared nearly two decades later, in 1812.11 At 

the same time, there was also an increasing interest in the use of porous carbons for 

medical applications, specifically for the adsorption of ingested poisons.12 Several oft-

repeated, but poorly documented, anecdotes, describe attempts to showcase the anti-

poison efficacy of charcoal, such as the ingestion of arsenic trioxide by Michel Bertrand 

in 1813 and the ingestion of strychnine by a Professor by the name of Touéry in either 

183012 or 1852,13 followed by charcoal. However, while these stunts provided much in the 

way of interesting stories to be shared, they did not provide much in the way of 

experimental data regarding the adsorption affinities or capacities of charcoal. By the late 

19th century, the growing scientific knowledge of germ theory resulted in an increasing 

interest in the development of new methods and materials for the removal of pathogens 

from drinking water.14 With pioneering work by Frederick Lipscombe showing that 

charcoal had applications in the adsorption and purification of drinking water,15 there was 

a rush to commercialize carbon-based adsorptive materials for this application. However, 

not all of these materials were ideally suited for microbacterial separation.14 This water 

purification data also paved the way for the study of charcoal as a general poison control 

system during the early 20th century.12 Charcoal eventually made its way into the gas 

masks of World War I due to its improved adsorption capacity over the traditional cotton 

or fiber adsorbents used previously.16 The efficacy of porous materials for the adsorption 

of gas and liquid phase poisons resulted in an increasing interest in charcoal for medical 
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applications. Due to its generally low cost and low toxicity, charcoal was highly prized 

over other adsorbents in the medical community.17 

Zeolites 

 

While porous charcoal had a long practical history of study, the limited avenues 

available to study adsorptive behavior, compounded by the poor structural 

characterization techniques available at the time, limited the use of charcoal in scientific 

pursuits beyond application-focused research. During the mid-18th century, while the 

initial scientific insights into the adsorptive properties of charcoal were still being 

investigated, a new class of porous minerals, the zeolites, were beginning to be studied. 

The word for Zeolites comes from a combination of the Greek words zeo (to boil) and 

lithos (stone).18 The original zeolite materials, sometimes referred to as “natural zeolites” 

were aluminosilicate mineral derivatives that had highly ordered pores. These materials 

were discovered by Axel Fredrick Cronstedt, a Swedish mineralogist who also discovered 

elemental nickel.19  In 1756, Cronstedt based his claims on two example specimens, one 

from a mine in Sweden, the other from an unknown source in Iceland.20 During his 

analysis of these materials, Cronstedt observed that upon heating, the material seemed to 

produce steam. This sign we now recognize as the desorption of water from the zeolitic 

pores.20 The materials investigated by Cronstedt have been traditionally thought to have 

been solely stilbite, although later analyses of samples from the same Swedish mine 

Cronstedt reported have suggested that the material used in his experiments mainly the 

zeolite stellerite with a small amount of stilbite.21  
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The discovery of these zeolite materials was somewhat fortuitous, as the synthesis 

of natural zeolites often requires very specific conditions. It is suspected that natural 

synthesis requires the use of volcanic glasses under sedimentary conditions and highly 

basic (>8.5, but often as high as 10) pHs, as well as high temperatures.22-23 Poor control 

over this pH can readily result in the formation of clay materials, another class of 

aluminosilicates comprised of layered structures. While there are several reports of 

naturally synthesized zeolites, approximately 63 natural sources are known, only a handful 

of those are large enough deposits to be commercially viable. Most reported deposits are 

comprised of microscopic-sized crystals.23-24 Despite their relative scarcity, the 

mineralogists from the 18th through the early 20th centuries produced a wide body of 

research regarding the potential applications of natural zeolites. The inherent porosity of 

zeolites were initially gleamed through scientific experiments related to their ability to act 

as molecular sieves. In this sense, a molecular sieve is any material that can preferentially 

adsorb molecular scale species through size selectivity.18 Around this same time, the 

Bragg father and son duo (William Henry and William Lawrence) were developing their 

laws of X-ray diffraction as a means to investigate crystalline materials. Their initial 

structural determination experiments were conducted with a diamond in 1913.25 Within 

20 years of this discovery, there were already reports using this new structural 

determination technique to analyze zeolites. One of the earliest structural conformations 

of a porous material was conducted by Linus Pauling in 1930 when he investigated the 

single crystal diffraction of sodalite.26 
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 While the formation mechanisms for certain zeolite derivatives and other silicates 

had been known for some time,27 levyne or levynite zeolites were first synthesized in 1862 

by Henri Sainte-Claire-Deville.28 The work revolving around zeolites is fairly recent in 

comparison to charcoal porous materials as there was no major push for the large scale 

synthesis of zeolites before the 20th century. By the 1940s, there was enough data 

regarding both the adsorption properties,29 as well as the synthesis of zeolites30-31 to 

warrant interest form industrial research groups for the use of these materials as molecular 

sieves. In 1948 the Union Carbide company began their initial studies into zeolite 

synthesis under the direction of Robert M. Milton.32 Many of the zeolite species that had 

been synthesized prior to this work were those typically described as “anhydrous” zeolites 

or species with low interstitial water content. These materials often had low porosity, 

which meant they were typically not seen as commercially viable. At the time, there was 

a general understanding in the geological community that natural anhydrous zeolites are 

formed at high temperatures (200-300 °C). In contrast, the more porous or “hydrated” 

zeolites were expected to be formed at lower temperatures. However, many of the zeolite 

syntheses that had been performed prior to the Union Carbide research had been 

synthesized at high temperatures due to the utilization of insoluble silica or alumina 

precursors.30-31 Perhaps one of Milton’s most important contributions to the synthesis of 

hydrous zeolites was the use of soluble precursor species, such sodium silicate and 

aluminate or alumina trihydrate, to produce the starting gel that could then easily crystalize 

at 100 °C.32 These new procedures revolutionized the synthesis of zeolites. When these 

procedures were combined with the recent adaptation of powder X-ray diffraction (PXRD) 
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techniques, a new quick and easy characterization and screening procedure was 

established to study these materials.32-33 These efforts resulted in the widespread adoption 

of zeolite derivatives, such as zeolite A33 and zeolite Y,34 in industrial processes for sieving 

and catalysis. Many of the applications for zeolite materials established by Milton’s team 

continue in industrial processes to this day.35  

Porous Silicas 

 

 Around the same time zeolites were first being synthesized at industrial scales, two 

other types of porous material were beginning to enter the chemical lexicon: porous silica 

and porous polymers. Porous silica mainly consists of two major species. The first being 

aerogels, which are characterized as having highly amorphous meso to macroporous solids 

with ultra-low bulk densities.36 The second major species being mesoporous silicas which 

characteristically consist of an amorphous silica chemical system, but which oftentimes 

has a highly ordered pore environment.37 The initial reports of silica aerogel formation 

actual predate the widespread adoption of synthetic zeolites,38 with the oft-repeated story 

that Samuel Stevens Kistler developed the first aerogels as part of a bet with Charles 

Learned.39 Aerogels, made from silica or other simple element oxides,40 despite their early 

start, did not take off for academic research efforts until the 1970s. This may mainly have 

been due to the difficult synthetic requirements of aerogels. These materials have low bulk 

density frameworks and typically require supercritical drying to avoid pore collapse 

during solvent removal. Like amorphous charcoals before it, the lack of large-scale 

structural order in these materials has generally limited their use in fundamental studies, 

with much of the research in aerogels focusing on their practical application. Some of the 
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earliest work reported for silica aerogels was for their use as Cherenkov radiators due to 

their low and tunable refractive index.41 Aerogel science did not truly take off until its 

introduction as potential insulating materials. Their low bulk densities, combined with 

their air filled pores that are typically smaller than the mean free path of air, resulted in a 

severe loss of thermal conductivity.42 Unfortunately, due to the difficult synthesis required 

to produce these materials, aerogels are still mainly utilized in niche applications. In 

particular, space exploration, where the limiting factor for cost is typically the mass of the 

material being sent to space, has seen extensive use of aerogel materials due to their very 

low bulk density.43 In NASA’s Stardust mission, a probe containing gradient density silica 

aerogel blocks was used to collect residue from a comet.44 The outer layer of the aerogel 

was of a low density, thus allowing the probe to slow down the incoming comet dust. The 

dust collection was further isolated and stored by a denser inner aerogel layer. Silica 

aerogels have also found uses in space exploration insulation, with many of the Mars 

rovers containing silica aerogel insulation to deal with the ~100 °C temperature gradients 

common on the Martian surface.43, 45 While silica aerogels have found strong potentials in 

niche applications such as space exploration, their poorly defined structures and difficult 

syntheses have generally resulted in limited terrestrial applications or study.  

 In contrast to aerogels, mesoporous silicas have been utilized in industrial 

applications for many years, in particular as catalyst supports.46 The amorphous nature of 

these materials has oftentimes precluded them from all but the most basic of sieving or 

separation testing, such as in column chromatography. Ordered mesoporous materials 

such as MCM-41 (MCM = Mobile Composition of Matter)47 or SBA-15 (SBA =  Santa 
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Barbara Amorphous)48 were initially developed in the 1990s with the main goal in mind: 

produce materials that can break through the traditional pore size limits of zeolites (~2 

nm) while taking advantage of the robust chemical benefits of silica materials for chemical 

support and separation processes.49 Both of these materials are mainly known for their 

ordered pore structures, with well-defined hexagonal channels arranged in an ordered 

manner. In many ways, the generation of these ordered channels and pores takes advantage 

of similar formation mechanisms to that of zeolites: using a templated approach. This 

template approach utilizes interstitial either cations and water, for zeolites and micelles 

(MCM-41), or soluble polymers (SBA-15), to produce ordered mesoporous silica 

structure. These materials have thus been shown to have many similar applications as 

those of zeolites, but they utilize their larger pore sizes to work with specific specialized 

systems, such as in biomolecule capture50 or catalytic oligomer formation.51 Many 

applications for mesoporous silicas are those that cannot be readily performed with 

zeolites. The larger pores, combined with their improved structural ordering as compared 

to standard silica gel materials, have made mesoporous silicas of particular interest for the 

study of the confinement effects in mesoporous materials. The features that make 

mesoporous silicas so effective for this approach is that they eliminate potential data 

broadening from disordered systems.52-53 

 These three classic materials, porous carbons or charcoals, zeolites, and silicas, are 

all noteworthy due to either being based on naturally occurring materials (carbons, 

zeolites), or by being synthesized from common materials, with a focus on simple, atom 

economically efficient processes (carbons, zeolites, and silicas). In general, the local 



 

10 
 

chemical environments of these materials are fairly homogeneous, being either simple 

mono or di-elemental frameworks. These features, which typically make these materials 

relatively simple to design or synthesize, often result in a limited chemical tunability of 

the framework. In the quest for enhanced tunability within porous materials, there has thus 

been a push towards more advanced, chemically distinct, and functional advantageous 

porous materials. These efforts, which, although they can trace their roots to the rapid 

expansion in chemical and materials research in the latter half of the 20th century, have 

only really started taking off in the last 20 to 30 years.54-55 These new classes of 

functionalized porous materials consist of species such as porous polymer networks 

(PPNs), metal-organic frameworks (MOFs), covalent-organic frameworks (COFs), 

hydrogen-bonded organic Frameworks (HOFs), metal-organic cages (MOCs), organic 

cages, and many other new and up-and-coming materials represent a distinct paradigm 

shift in the design of porous materials towards functionality and tunability of scaffold 

structures.  

Porous Polymer Networks 

Porous polymers, also called porous polymer networks (PPNs)56 or porous organic 

polymers (POPs)57 to distinguish them from other repeating unit based porous materials, 

are typically characterized by their high structural stability due to their covalent 

framework nature. However, these materials have low thermal stability due to the ease of 

oxidation of the carbon based framework. Porous polymers have been known since at least 

the late 1940s.58 Some of the earliest examples of PPNs were based on non-intrinsically 

porous polymeric systems such as polystyrenes or sulfonated polystyrenes.59 These initial 
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materials typically had limited structural ordering as they were typically made porous 

through their processing steps, not through inherent porosity.60 While some samples could 

be produced with relatively ordered levels of porosity, typically through the use of 

templating materials known as porogens,61 both the structural components and the porosity 

tended to be amorphous. As such, these materials were mainly studied in application-

oriented research and were relatively quickly commercialized for processes such as ion 

exchange and various kinds of chromatography, such as gel permeation chromatography.  

One area where porous polymers have traditionally found uses is in the field of 

membrane systems.62 One of the earliest practical uses of polymer membranes was in the 

development of the reverse osmosis process in the 1950s.63 Reverse osmosis is a process 

wherein water passes through a membrane while dissolved species in the water, such as 

organic molecules, cations, or anions, do not. The process is called “reverse” osmosis 

because there is a transport of water from an area of high solute concentration to an area 

of low solute concentration, which is the reverse of standard biological osmosis.64  Reverse 

osmosis was first formalized in the 1950s by Gerald Hassler, although not published until 

1960.63, 65 Hassler’s initial designs, made of mixed ceramic and polymeric (typically 

cellulose-based) membranes, had relatively low water fluxes, making them limited in 

regard for practical water purification. It was not until a few years later when Sydney Loeb 

and Srinivasa Sourirajan developed their magnesium perchlorate treated cellulose acetate 

membrane, that practical membrane-based reverse osmosis systems became viable. Since 

then, these materials have been heavily commercialized, and are used in everything from 

water purification to beer brewing, to kidney dialysis. Despite the significant amount of 
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time since Loeb and Sourirajan’s development of the first commercially viable reverse 

osmosis system, modern reverse osmosis systems still operate in much the same manner. 

The polymer membranes are now mostly polyamide-based,66 but cellulose acetate is still 

widely utilized in the field.67 With the success of polymeric materials for water 

purification, many porous polymer membranes are now being investigated for gas 

separation.68 In particular, one area that has seen a great deal of interest in recent years is 

the development of mixed-matrix membranes,69 wherein selectivity is added to the 

polymer through the incorporation of a gas selective porous agent. Many of these materials 

take advantage of other porous materials, most notably zeolites70 and MOFs,71 to achieve 

ultrahigh selectivity. Indeed, some researchers are already starting to look at more modern 

versions of porous polymers are potential additives for mixed-matrix membrane 

systems.72 

 While porous polymer membranes have been heavily utilized in water 

purification, the broader interest in non-membrane porous polymers was limited for a 

number of years. The study of porous polymers in academic settings started to take off in 

the mid to late 2000s. It was primarily initiated by the interest in other porous materials, 

particularly metal-organic frameworks (MOFs) (Figure 1). The increasing interest in 

MOFs resulted in a growing interest in general framework material design, with materials 

like porous polymers being designed to work around the traditional weaknesses of 

MOFs.73 One of the weaknesses of MOFs is typically understood to be poor long term 

stability due to the relative weakness of the coordination bonds that make up the structures. 
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Figure 1. a) Number of citations for different topic areas organized by year. The 

increasing interest in porous polymers shows some correlation with the rising interest in 

MOFs. Total Synthesis is used as a general comparison. b) Four of the topics: zeolites, 

porous carbon, porous silica, and porous polymer, extended to 1950.  

 
 
 Modern research into porous polymers has focused on their differentiation from 

materials such as MOFs or activated carbons. In particular, porous polymers have often 

been compared against MOFs, typically because they both take advantage of organic 

chemistry to incorporate unique functional groups for advanced applications, but they 

utilize different chemical strategies for framework synthesis.73-74 There are two major 

differences between MOFs and porous polymers. Porous polymers are typically much 
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more stable, particularly towards water. They are generally amorphous materials, with 

broad pore size distributions and slight batch to batch differences in structure.73 This first 

point, improved water stability, has resulted in porous polymers being heavily studied for 

aqueous separations, in particular for organic dye75 or for transition metal ion capture;76 

both of which are common aqueous pollutants. The second feature, their amorphous 

structures, and the hierarchical porosity that is typically a consequence of this have been 

proposed as reasons for their advantageous substrate diffusion in catalytic processes.77  

In addition to solution-phase processes, PPNs are also known for their gas 

adsorption properties. One of the earliest pioneers in this area was Neil McKeown, who 

first dubbed the term, polymers of intrinsic microporosity (PIMs).78-79 These materials 

take advantage of rigid functional groups within organic moieties, as well as the well-

known geometries of organic carbon species, to generate materials with known pore sizes. 

Indeed, through careful tuning of organic connectivities and geometries, materials with 

ultrahigh surface areas can be readily made, with many PPNs, such as PAF-1 (PAF = 

Porous Aromatic Framework),80 also known as PPN-6,81 having surface areas greater than 

7000 m2/g.80 In addition, these materials can take advantage of the ease of 

functionalization of these organic moieties to install selective functional groups for 

improved gas capture.82 In particular, this functional group control has been heavily 

utilized for CO2 capture. Basic functional groups incorporated within PPNs are designed 

to take advantage of the acidity of the CO2 molecule for selective capture.83 One of the 

most common functionalization techniques is through the post-synthetic modification of 

PPNs with amines through either tethering or loading.84-85 Post-synthetic modification 
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refers to a series of techniques wherein a material is chemically altered, typically at their 

organic units, after generation of the heterogeneous material, as opposed to modification 

on the monomer or starting material.86-87 Post-synthetic modification was traditionally 

utilized to describe modifications in MOF based systems.86 However, the same methods 

can also be utilized in porous polymers, typically to a greater degree due to their higher 

stability.81 Despite CO2 being a fairly small molecule, there is some benefit in performing 

CO2 adsorption in mesoporous materials. For one, the selective capture of CO2 is highly 

dependent on the affinity of the sorbent towards CO2, which in these cases is typically 

performed via amine incorporation. However, the post-synthetic addition of amines 

typically requires the use of relatively large reagents. As a result, the use of microporous 

materials in situations such as these can result in poor diffusion within the material, 

resulting in non-uniform material modification and thus poor CO2 capture. Another issue 

is that the addition of these amine groups typically results in a reduction in available 

surface area and pore volume, caused by the space filling of the amine moieties.88 As such, 

having a degree of mesoporosity in these materials allows for a higher degree of substrate 

diffusion while still allowing for high capacity capture. Additionally, CO2 has a relatively 

high boiling point (-78 °C) and can readily undergo condensation within mesopores, even 

at relatively high temperatures.89 The chemisorption of CO2 on basic moieties tend to drop 

off dramatically with increased uptake coverage, due to the amines becoming saturated 

with CO2. Because of this, the ability of these material to capture CO2 after amine 

saturation is reduced considerably. Due to this, having a secondary method of capturing 

CO2, through condensation, can be highly desirable.  
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Metal-Organic Frameworks 

Metal-organic frameworks (MOFs) have been heavily studied in recent years, 

mainly for their use in areas such as gas storage and separation,90 catalysis,91 and 

biomedical applications.92 MOFs have been heavily studied for many reasons, chief 

amongst them is their high degree of crystallinity, and their relative ease of modification. 

This ease of modification is due to the inherent structural features of MOFs, namely that 

they are formed using fairly straightforward coordination chemistry between metal 

clusters or nodes and organic linkers.  

Coordination chemistry is the study of ligated metal systems, which can vary 

anywhere from the simple water ligands of aquo complexes, all the way to the permanent 

geometries of MOF frameworks. Coordination complexes have been utilized for centuries, 

particularly in the realm of dye molecules, as many transition metal complexes are highly 

colored.93 However, many of the early uses, while perhaps understanding that the color 

required some sort of metal species to be present, did not have a strong understanding of 

what these compounds were. One of the most famous inorganic dye compounds, Prussian 

Blue, or iron(III) hexacyanoferrate(II),93 was first discovered in 1704 and is considered a 

hallmark material in coordination chemistry. Prussian Blue is not only a simple 

coordination salt, formed from central hexacyanoferrate anions, but, due to the 

coordinating capabilities of both ends of the cyanide ligands, the material is also one of 

the earliest examples of an extended framework materials.94  

From approximately the 17th century to the late 19th century, during the early days 

of modern chemistry, most coordination chemistry research focused on the preparation 
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and characterization of relatively simple complexes containing halide or amine ligands. 

For the most part, these compounds were simple laboratory curiosities or were potentially 

used in the dye or pigment industries.93 At the time, there was little understanding of how 

these complexes were formed, and there was even less understanding regarding the nature 

of the metal-ligand interaction. It was not until 1893 when Alfred Werner published his 

seminal work on coordination chemistry “Contribution to the Constitution of Inorganic 

Compounds”95 that we can readily trace the background and origins of modern 

coordination chemistry.96 Werner’s major contribution to coordination chemistry lies in 

expanding our understanding of the term valence. Werner differentiated between charge 

valence, which is balancing the positive charge of a metal cation with negatively charged 

anions, and coordination valence, which is related to ensuring a saturated geometry for 

that particular metal complex.96 Werner understood that coordination geometries can be 

fulfilled not only by charged species such as halides but by neutral ligands, such as amines. 

Additionally, Werner identified that charge balance ions do not necessarily have to be 

directly bound to the metal center, identifying the concept we now call the outer 

coordination sphere as an ionogenic interaction.93 Werner’s theories provided the basis for 

our modern understanding of metal-ligand interactions, and in particular, the importance 

of how the geometry around different metal centers are formed and how they influence 

the complex properties. Werner’s background as an organic chemist, and chiefly in 

molecular chirality, allowed him to be one of the first to recognize metal-centered 

chirality.96 Understanding the specific interactions between different ligands later resulted 

in other breakthrough theories such as the trans-effect theory which was postulated and 
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studied by Il’ya Chernyaev in 1926.97-98 Chernyaey is credited with the trans-effect theory 

although it is widely accepted that his conclusions built upon the earlier work of Wener.99  

For the foundations of MOF design theory, the work of Ralph Pearson on Hard-Soft-Acid-

Base (HSAB) theory is only second to Werner’s coordination chemistry contribution.100 

HSAB is a qualitative theory attempting to explain the observations regarding reaction 

rates and equilibrium constants for metal-ligand interactions. The theory is based on the 

work of Gilbert Lewis, wherein he defined acids as atoms and molecules that act as a non-

covalent two-electron acceptors when forming an adduct101 and Lewis bases as atoms and 

molecules that act as two-electron donors when forming adducts.101 In Pearson’s work, a 

hard acid or base is small in size, has a high charge (generally positive for acids and 

negative for bases), or is non-polarizable.100 Meanwhile, acids and bases that are large in 

size, have low charges, and are highly polarizable are considered soft.100 Based on 

experimental observations, it was shown that hard acids tend to more strongly and quickly 

bind to hard bases. The same could be determined between soft acids to soft bases. In 

addition, in Pearson’s initial work, he analyzed not only the effect of HSAB on adduct 

formation but also how this theory related to acid and base solvation.100 He described 

solvation as essentially the formation of weak acid/base interactions, oftentimes through 

coordination of the solvent molecule to a metal center. The HSAB concept is perhaps one 

of the most singularly important coordination chemistry theories when it comes to the 

synthesis of robust coordination materials. In particular, this theory provides a framework 

for evaluating the relative strength of metal-ligand interactions.  
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In the mid 20th century, the field of coordination chemistry began to take off and 

form the foundation of modern inorganic chemistry. This “golden age” of inorganic 

chemistry focused on metal complexes and built upon the HSAB theory and complexation 

theories established by Pearson and Werner. Around this time, a number of researchers 

started becoming prominent in U.S. academic circles, most notably John C. Bailar Jr., 

Geoffrey Wilkinson, Henry Taube, Jack Halpern, F. Gordon Stone, and James Collman. 

These six are particularly notable for being the fathers of modern inorganic chemistry. As 

of 1983, as much as 50% of the total inorganic chemistry faculty can trace their academic 

lineage (Ph.D. or post-doctoral work) through these six faculty.102 While the landmark 

moment in mid 20th century inorganic chemistry is oftentimes seen as the development of 

ferrocene by Wilkinson and the subsequent birth of organometallic chemistry,103 another 

major development that occurred in the 1950s was the development of coordination 

polymers.104 The terminology of coordination polymers are typically considered to have 

been developed by Bailar. Bailar was an organic chemist by training who developed an 

intense interest in coordination chemistry after starting his independent career.105 Bailar’s 

work focused on the development of three main types of coordination polymers, polymers 

containing pendant metal chelate sites,106 polymers produced through the organic 

polymerization of functional groups containing metal complexes,107 and perhaps most 

importantly for the development of the coordination polymer field, polymers made 

through coordination between metals and bifunctional monomers.108 These initial 

coordination polymer materials, comprised of simple polymer chains, would later be 

referred to as 1D coordination polymers.109 They are, in many ways, simple expansions 
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on the concepts of polymer chemistry. Essentially, a 1D coordination polymer is a 

copolymer in which one of the components contains a metal center. This initial class of 

coordination polymers was typically treated as a specific type of thermoplastic material, 

one with unique thermal and mechanical properties due to the coordination bonds within 

the material. As a result, these materials have largely been studied for applications in self-

healing polymers.110 Despite their limited use as permanently porous materials, the central 

feature of these materials, namely their reversible coordination bonds, is an essential 

characteristic for the formation of the higher dimensional, 2D and 3D, coordination 

polymers. This is particularly true when looking at the crystalline versions of these 

materials: MOFs.111  

By the late 1980s, it was clear that certain types of coordination polymers could 

be made crystalline, with some of the earliest work coming from the Robson group at the 

University of Melbourne, wherein he developed crystalline versions of 2D112 and 3D112 

copper-based coordination polymers. These early materials were constructed from weakly 

coordinating pyridine units and transition metals that would be considered soft to 

intermediate by HSAB theory, Zn, Cu, and Cd. The 3D materials were grown out of 

solvents with reasonable metal coordination ability, such as acetonitrile or ethanol, which 

most likely aided in the growth of the crystalline materials. However, while there was 

some success in utilizing these materials for practical applications, including a report by 

Fujita of catalytic activity in a 2D Cd material,113 these materials were mainly received as 

curiosities by the wider scientific community. While Robson was historically placed on 
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the sidelines in terms of MOF discovery, more and more people are starting to recognize 

his seminal contribution to the field.114  

Perhaps one of the most recognizable contributions of the early work in this filed 

is that these initial studies of crystalline coordination polymers paved the way for the 

development of modern-day MOFs. The major difference between MOFs and 

coordination polymers is the presence of high levels of crystallinity in MOF materials.111 

This crystallinity is due to the self-correction of the material, essentially the ligand, metals, 

and crystallites can reversibly coordinate to each other due to the lability of the metal-

ligand interaction, with this continuing until the material corrects to the highest ordered 

stability structure.115 This self-correction process typically requires enough energy to 

cause decoordination of the metal-ligand bond, traditionally through solvothermal 

methods. In solvothermal synthetic conditions, the material self-corrects using thermal 

energy provided by elevated temperatures.116 This solvothermal process is, in many ways, 

an evolution of the hydrothermal processes used to synthesize new zeolite materials. In 

many ways, this comparison to zeolitic materials is apt, as both are permanently porous, 

crystalline materials whose structures are guided by topology, essentially their regular 

repeating geometries.117-119  

In many ways, the development of MOFs comes from two sides of material 

science: the development of zeolites and the development of coordination polymers. The 

field of MOFs started to take shape around the close of the 20th century, in the latter half 

of the 1990s. It was mainly spearheaded by two figures, both from different chemistry 

backgrounds: Omar Yaghi and Susumu Kitagawa. The backgrounds of these two chemists 
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very much resulted in their respective investigations into these materials coming from very 

different angles. Omar Yaghi’s background was in the synthesis and characterization of 

oxometallate type species, mainly molecular type species.120-121 These materials are 

typically synthesized using hydrothermal or solvothermal conditions, with a high degree 

of self-correction necessary to produce the thermodynamic crystalline products. This is 

very similar in many ways to how zeolite materials are made. This work paved the way 

towards his contributions to the start of the MOF field in two ways. First, it brought in the 

description of structural topology to MOFs,118 with a focus on comparing them to 

zeolites,122 and second it resulted in methods of producing robust and stable single-crystal 

materials using hydro and solvothermal methods.123  

Kitagawa, on the other hand, had already developed a career in coordination 

chemistry124 by the time he started his investigation into porous metal-organic species.125 

In fact, Kitagawa’s early work with MOFs was, in many ways, a continuation of his 

coordination chemistry work and the work of predecessors in the field such as Robson126 

and Fujita.113 Kitagawa’s early work primarily focusing on the later transition metals, and 

particularly copper, in coordination chemistry. Throughout the 1980s and 90s a clear trend 

could be observed in Kitagawa’s work: moving from zero-dimensional molecular 

complexes,124 to one-dimensional coordination polymers,127 to two128 and three125 

dimensional coordination materials, culminating in his interest in crystalline porous metal-

organic materials.129 Many of the early materials developed by Kitagawa focused on the 

use of copper as the central metallic unit. In keeping with the general principles of HSAB 
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theory, these materials tended to form stable structures using soft base ligands, such as 

pyridines.  

Many of the early MOFs suffered from poor stability, particularly in the absence 

of guest molecules, and many of these early structures would collapse upon the evacuation 

of the framework.130 A major breakthrough in the synthesis of permanently porous MOFs 

came about when Yaghi and co-workers developed MOF-5, a zinc-based MOF that could 

maintain structural stability upon solvent removal.131 While the stability of MOF-5 is 

considered quite low by today’s standards and is highly susceptible to dissolution under 

aqueous conditions, it is still considered to be one of the earliest examples of a true MOF. 

After the development of MOF-5, MOF research exploded in the academic community, 

with the initial research focusing on other zinc and carboxylate based MOFs such as the 

Isoretilcular MOF series (IRMOFs).132 However, the stability of these early MOFs is 

somewhat lacking. This was mainly due to the zinc cation used to make the metal nodes 

being considered on the borderline between hard and soft acids, while carboxylates are 

hard bases.100 Thus, the HSAB theory, as applied to MOFs, had not been fully utilized. 

Improvements in the stability of MOFs only started to occur when researchers started 

using higher valent metals, such as Cr(III),133 Al(III),134 or Zr(IV),135 in conjunction with 

carboxylate ligands. Other alternate ligand varieties, particularly azolate based ligands,136 

such as imidazole,122 with softer metals, became popular options. The metal azolate 

frameworks (MAF) or zeolitic imidazolate framework (ZIF) style MOFs are made from 

these types of materials, using the nitrogen-containing azole-based ligands and 

tetrahedrally coordinated zinc ions. These materials were first developed in the early to 
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mid-2000s in the research groups of Xiao-Ming Chen137 and Xiao-Zeng You138 in China. 

However, a subsequent report by Yaghi in 2006,122 resulted in the ultimate introduction of 

the term for these materials being referred to as ZIFs rather than MAFs. These materials 

are unique not only due to their water-stable properties but also due to their structural 

similarities to zeolites. In ZIF structures, the Zn(II) ions behave similarly to the Si(IV) 

centers in zeolites. At the same time, the imidazole linkers function similarly to the oxygen 

atoms in zeolites. In ZIF structures, this produces an M-Ligand-M angle of ~145° and 

allows for the generation of the same topologies as those seen in zeolites.139  

This comparison with zeolites extends towards the common applications of MOFs. 

Some of the earliest interest in these porous framework materials revolved around their 

use as tunable scaffolds, allowing adsorption of different guest molecules inside their 

pores.125 Early research into stable MOFs focused specifically on gas adsorption, focusing 

on methane132 and hydrogen.140 Methane and hydrogen storage is still an area of interest 

due to the growing need to store large quantities of both gases for energy generation 

applications. These gases are both light, non-polar molecules, and as such, they tend not 

to liquefy easily. Thus, storing these gases typically requires the use of high pressures and 

large tank volumes. However, smaller-scale uses, such as vehicular applications,141 require 

higher quantities of stored gas in smaller tank volumes to achieve usable distance 

requirements. Adsorption in high surface area materials allows for a higher volumetric 

storage capacity of these gases in tanks than simply the gas inside the tank by itself at the 

same temperature. This is because these non-polar gases can interact with more material, 

even though they are only doing so through weak Van der Waals interactions. As such, 
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early work in this area of MOF research focused on the generation of ultra-high surface 

areas in gas-stable frameworks.142 However, in recent years, it has become apparent that 

surface area alone is not enough to achieve high working capacity for methane and 

hydrogen storage.143 The major hurdle that still exists in this field is that most processes 

that utilize methane, such as using methane in a car, do not operate effectively at pressures 

under 5 bar.142 In many high surface area MOFs, a significant portion of the total gas 

uptake occurs in the 0-5 bar range. Due to this, the past decade or so has seen a push 

towards adding functionalities to framework scaffolds that can improve adsorption 

through dynamic, flexible structures or improving working capacities, through open metal 

sites,144-145 or stimuli-responsive behavior.146 There has been some success in using MOFs 

for commodity gas storage, including the Eco Fuel Asia Tour 2007 that utilized a car 

powered by methane adsorbed in Basolite C300.147 Despite this, there is currently little in 

the way of commercial MOF methane storage. The current MOF derived gas storage 

techniques tend to be in more niche areas of study, such as in the low-pressure storage of 

semi-conductor grade gases,148 where the high cost of the framework material is 

outweighed by the improved safety and storage capabilities of the MOF materials.  

The other main feature of MOFs, their highly tunable functionalities, has also 

helped to pave the way towards the utilization of MOFs in catalytic applications. MOFs 

for catalytic applications first started to appear in the early days of MOF research,113 with 

many of these early results focusing on the metal centers or nodes of the MOF. These early 

structures utilized the positively charged metal cation that made up the framework as a 

Lewis acid catalyst.149-150 However, even in the early days of MOF catalysis, there was an 
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understanding that the constrained pore sizes and functional organic groups of MOFs 

could be utilized for more advanced catalytic applications. One of the earlier examples of 

MOF catalysis from Kimoon Kim showed that not only could a MOF be generated from 

a chiral ligand, but that this material could then be utilized for enantioselective catalysis 

in the trans-esterification of 2,4-dinitrophenylacetate.151 While the enantiomeric excess of 

POST-1 was only 8%, the observation of enantiomeric excess, as well as size selectivity 

observed upon altering the alcohol substrate, did show the potential for MOFs as catalyst 

beds.151  

While metal-centered reactivity studies have been quite prevalent in the study of 

MOFs as catalyst supports, there continues to be a growing interest in utilizing the ligand 

functionality within frameworks as catalyst supports. In many ways, this came about 

through the use of post-synthetic modification (PSM) that was developed and codified by 

Seth Cohen in the mid-2000s .152-153 Cohen’s work is very much the culmination of what 

Robson had predicted as a possibility in his work in the early 1990s.126 Post-synthetic 

modification is a tool used to describe various methods of altering the functionality of a 

MOF after it has already formed a fully crystalline system. The utilization of post-

synthetic modification for MOFs can function in a number of ways ranging from simple 

ion exchange154 to coordination of new functional groups at the metal centers155 to 

covalent bond formation on the ligand centers.153 Since some of the earliest examples of 

post-synthetic modification have been utilized for the development of MOF-based 

catalysts, typically through the addition of binding pockets for more catalytically active 

metal centers.156 This general method of MOF catalyst development, the incorporation of 
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known catalytically active species within a framework solid, is one that is still widely 

utilized by modern researchers. In particular, MOFs are often thought to be advantageous 

as these materials are theoretically capable of achieving the rates and selectivities of 

homogeneous catalysts, while at the same time having a higher degree of recyclability due 

to their heterogeneous nature.157 Another potential advantage of MOFs is that they can 

potentially achieve the spatial separation of catalytically active moieties, having the 

potential for tandem catalysis. This area of research is still ongoing, with many unique 

approaches to syntheses that utilize MOFs as catalysts. While, as of this moment, no MOF 

based catalysts have seen widespread utilization, work in the synthesis of specialty 

chemicals such as the tandem semisynthesis of artemisinin,91 takes advantage of the spatial 

control of MOFs to introduce multiple functionalities in a designer chemical. To date, this 

represents a new approach to a highly intriguing area of research for the multistep 

synthesis of specialty chemicals.  

Thermolysis of MOFs and Their Resulting Products 

 

Characterizing the thermal decomposition of MOFs has been a part of the field 

since the development of some of the earliest MOFs. Most MOFs have been characterized 

by thermogravimetric analysis (TGA), partially as a means to characterize the thermal 

stability of the materials,131 but also to characterize the activation and loss of guest 

solvents.55 One of the earliest stable MOFs, MOF-5, was initially characterized by TGA, 

first, to quantify the desorption of guest solvent. In their initial report, Yaghi and 

coworkers described two initial, non-decomposition mass loss events, one at 65 °C, a mass 

loss of 5.6% corresponding to the loss of one water molecule per formula unit, and a 
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second event at 160 °C of 22.5% corresponding to the loss of one DMF molecule per 

formula unit.55 In their subsequent report, they described the final decomposition of MOF-

5 as occurring at ~410 °C. However, notably, they do not show the TGA curve for the 

material.  

Following this example, many other MOF reports included TGA decomposition 

data, including HKUST-1,158 MIL-100,159 UiO-66,160 and ZIF-8.122 The ultimate thermal 

decomposition of most MOFs comes from the instability of the organic linkers, 

particularly the fact that they can be thermally labilized from the metal centers. TGA 

analysis of common linkers, such as terephthalic acid, generally shown mass loss events 

starting around 275 °C161 this corresponds well with the initial decomposition temperature 

of certain terephthalate based MOFs such as MIL-101(Cr).133 However, this mass loss 

event is mainly due to the sublimation of terephthalic acid, while given as 400 °C under 

sealed tube conditions,162 tends to occur around 300 °C under the open atmospheric 

conditions common to TGA measurements.163 Actual thermal decomposition of 

terephthalic acid, and other larger aromatic carboxylic acids, under sealed conditions, 

tends to occur closer to 500 °C, with decomposition beginning due to decarboxylation.161  

This labilization based decomposition can be readily observed when comparing the 

decomposition temperatures of terephthalate based MOFs, with MIL-53(Cr)164 and MIL-

53(Al)165 decompose at 450 °C, while the less stable Zn based MOF-5 decomposes at only 

400 °C.131 However, while metal-ligand decoordinaiton is often the root cause of MOF 

decomposition, other factors come into play. In the related MIL-101 system, which uses 

terephthalic acid and a trinuclear Cr or Fe center, as opposed to the 1D chains of octahedral 
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M3+ centers of MIL-53, decomposition instead occurs at 300 °C for the Cr133 and Fe166 

versions. The decomposition, in this case, is due to a reduction at the metal centers caused 

by decarboxylation of the ligand, which can occur due to the redox-active nature of Cr3+ 

and Fe3+.167 This decarboxylation results in a one-electron reduction of at the metal 

centers, aided by the resulting M3+
2M

2+ system being electronically neutral.168 Zhou and 

coworkers showed that this decarboxylation can occur at relatively low temperatures 

(~225 °C) in the triiron acetate cluster-based PCN-250.169 In this case, the decarboxylation 

does not go to completion at first. Instead, it occurs in stages, with the only 

monodecarboxylation on the tetracarboxylate occurring initially. This staged 

decarboxylation allows the material to maintain crystallinity during the early stages of 

ligand decomposition, giving PCN-250 a decomposition of nearly 400 °C.  

The thermal decomposition of azole based MOFs, such as ZIFs122 and MAFs,138 

are noted to have both a ligand decomposition as well as a delegation component. The 

thermal stability of imidazole species are generally thought to be relatively high, with 

imidazole based ionic liquids generally seen as having decomposition temperatures around 

450 °C170 and molecular imidazole metal complexes shown to degrade from 150 to 300 

°C, depending on the metal complex.171-172 Placing the imidazole within a framework 

material typically results in a decomposition temperature range of 200-400 °C,136 which 

would suggest that the decomposition is mainly decoordination based. However, this is 

highly dependent on the functionality of the azole species, as high nitrogen content, such 

as in certain functionalized azoles,173 are known for their structural instability and use as 

high energy materials.174 Within MOFs, these materials show decomposition temperatures 
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similar to their parent ligands, suggesting that this decomposition is primarily ligand-

based.175 Interestingly, results in the literature suggest that the thermal decomposition of 

many ZIFs is highly dependent on the thermolysis atmosphere, with ZIF-8 having a 

noticeably lower decomposition temperature under air as compared to N2.176 Work by 

Jerry Lin at Arizona State University suggests that this change in decomposition profile is 

related to ligand-based decompositions.177 ZIF-8, despite only showing decomposition 

around 400 °C in standard ramp TGA experiments, will actually decompose at appreciable 

rates if kept isothermally at temperatures as low 250 °C.177 They also observed an 

atmospheric dependence on the degradation rate, with the order going Air > Ar > N2 > 

H2/CO2 at 300 °C, they hypothesize the oxidative effects are responsible for the higher air 

degradation rate, and that the saturation of the atmosphere with N2 impedes the 

degradation of the imidazole ligands, as the degradation involves the loss of N2.  

The subsequent total thermal decomposition of MOFs can also be utilized to obtain 

novel materials. Complete thermolysis of MOFs results in the formation of metal oxide 

species from the residual non-volatile metals.178 These metal oxide species tend to have 

some degree of meso or microporosity due to the loss of the carbon skeleton, producing 

porous metal or metal oxide particles that maintain the rough size and shape of the parent 

MOF.179 These materials can then subsequently be used for many of the same applications 

as bulk metal oxides, such as gas sensing,179 or photocatalysis.180 The thermolysis process 

can also be utilized to obtain unique bulk structures for certain materials, such as a result 

from Ruifeng Li and Binbin Fan, where they pyrolyzed UiO-66 crystals containing sulfate 
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ions.181 The resulting zirconium sulfates were templated by the MOF crystals, producing 

nanosheets embedded in bulk MOF, resulting in a flower-like morphology. 

The thermolysis of MOFs under non-oxidative conditions leads to residual 

amounts of the ligand skeleton remaining as elemental carbon.182 This carbon skeleton can 

be useful in its own right for applications such as battery electrodes,178, 183 due to the high 

electrical conductivity of the predominantly graphitic phase carbon scaffold.184 Some 

reports have developed methods of removing the metal species from the carbon, either 

through washing out the metal oxides with acid182 or through the direct evaporation of 

volatile metals such as Zn.185 The resulting carbon structures have significantly higher 

surface areas, due to the removal of non-porous metal oxide nanoparticles, which has been 

used to produce materials for Gas storage applications.186 In addition to the added surface 

area from the MOF itself, some researchers have shown that the addition of organic guest 

species can be used to improve the surface area upon pyrolysis. One of the earliest 

examples of MOF-derived carbons (MOFdCs) by Qiang Xu and co-workers, showed that 

by loading MOF-5 pores with furfuryl alcohol they could achieve a surface area of 2872 

m2/g upon calcination at 1000 °C.182 

The thermolysis behavior of MOFs is highly dependent on the both the material 

conditions as well as the identity of the MOF. Work by Zhou, Page, and Ryder showed 

that both the pore structure, as well as the metal oxide phase generated during thermolysis 

can be altered through changing the gas environment of the iron-based PCN-250.184 

Meanwhile, Ben Xu, working on the thermolysis of isostructural MOFs, ZIF-8 ((2-

methylimidazole)2Zn2+) and ZIF-67 ((2-methylimidazole)2Co2+), showed using in situ 
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FTIR and PXRD that the two MOFs behave differently during calcination.187 In this work, 

Xu, and co-workers observed that ZIF-8 had a higher decomposition temperature due to 

the saturated coordination around the Zn2+, with this higher temperature resulting in 

deformations before pyrolysis. Meanwhile, ZIF-67, due to the unsaturated valence of its 

Co2+ centers, is more susceptible to decomposition at lower temperatures, preventing the 

structural deformation observed in ZIF-8. Additionally, MOFs are known for their poor 

thermal conductivity, which has also been utilized in the case of MIL-53, where 

researchers were able to make a composite Fe2O3/MIL-53(Fe) composite by performing a 

slow, low temperature (450 °C) calcination.188 This produced an outer layer of Fe2O3 while 

the interior maintained the MOF phase.  

MOFdCs have also taken advantage of their embedded metal oxide nanoparticles 

to engage in catalysis. There are two advantages to using MOF-derived metal-oxide 

catalysts. First, they are more stable to hydrolytic conditions compared to the coordination 

bond containing parent MOFs, and second, they can readily be used for the fabrication of 

highly dispersed nanoparticles that can achieve high catalytic activities.189 In particular, 

there has been a strong push for using MOFdC methodologies to develop both atomically 

precise and single-atom catalysts.190 In one notable example Yadong Li and co-workers 

utilized the host-guest behavior of ZIF-8 to load the pores with the molecular species 

Ru3(CO)12. The small pores of ZIF-8 ensured the isolation of the individual guest 

molecules, which, upon calcination at 800 °C under a 5% H2/Ar atmosphere, resulted in 

the generation of embedded Ru3 metal particles.191 These nanoclusters could then be 

utilized for the highly active oxidation of 2-aminebenzyl alcohol to the corresponding 
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aldehyde. In a related report, Li Du and Shijun Liao achieved highly dispersed single Fe 

atom carbons by using a gaseous doping approach, wherein ferrocene was allowed to 

disperse through ZIF-8 due to gas flow at elevated temperatures. The subsequent 

carbonization resulted in highly dispersed Fe centers which could then be used as an 

oxygen reduction reaction catalyst.192 

The development of porous materials, like much of chemistry and science in 

general, was based on both our initial observations of nature, such as charcoal 

consumption in animals,5 as well as the experiments and folk remedies of our ancestors.1 

While in many ways, these early applications of porous materials seem a far cry from our 

modern systems built with atomic precision, many of the same thought processes and 

procedures remain from antiquity. Modern porous materials now focus on not just the 

capture of gastrointestinal pollutants, but on capturing gases, separating out pollutants, 

and acting as nanoreactors for advanced syntheses. These new techniques take advantage 

of our growing understanding of how porous materials are formed and how they interact 

with adsorbates, as well as our improved ability to design novel and tunable materials. 

Indeed, as our ability to generate and characterize new adsorbents expand, we find that 

many of the processes can even be used to improve the creation and characterization of 

older materials like porous carbon.193 Indeed, even while new materials such as MOFs are 

coming to the forefront of science, there is still new research being developed on activated 

carbon materials. Despite the age of this field, it still appears as if we have a long way to 

go to fully understand this unique class of porous materials.  

 



 

34 
 

Porous Material Theory and Characterization 

While some porous materials, such as the crystalline zeolites or MOFs, can be 

structurally characterized via X-ray diffraction techniques, for the most part, 

characterization of pore structures needs to be conducted using physical measurements. 

Essentially the porosity needs to be analyzed through its interaction with guest species: 

how they transport through the material and how they fill the material’s void spaces. The 

type of procedure utilized for the analysis of porosity typically is dependent on the size of 

the pores, with microporous materials (defined as materials with pores less than 2 nm) and 

mesoporous materials (materials with 2-50 nm pore sizes) being typically characterized 

via their gas adsorption ability. Meanwhile, macroporous materials (pores larger than 50 

nm), as well as many mesoporous materials, are characterized via mercury intrusion 

porosimetry.194-195 The use and characterization of macroporous materials are outside the 

scope of this body of work, but in brief, mercury intrusion porosimetry takes advantage of 

the non-wettability and lack of capillary action of liquid mercury to accurately measure 

the surface coverage of the material by the amount of mercury that is loaded into a porous 

material at a given pressure.196 

When talking about gas adsorption, surface interaction is typically divided into 

two types of adsorption: physical and chemical. Physical adsorption, or physisorption, 

refers to the interaction between the adsorbent and the adsorbate via physical forces.197 

These physical forces take the form of non-covalent interactions, particularly Van der 

Waals interactions. Meanwhile, chemical adsorption, or chemisorption, refers to 

adsorption that results from chemical bond formation between the adsorbent and the 
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adsorbate.197 The key feature of physisorption is the reversible interaction between the 

surface and the adsorbed material, whereas in chemisorption, the interaction, while 

typically not irreversible, requires additional energy input to achieve desorption.     

The history of adsorption theory has been covered elsewhere,198 but in brief, the 

major contributing theories to modern porous material characterization are two-fold. One 

of the initial codified adsorption theories was developed by Irving Langmuir in the 

1910s,199-201 wherein he developed the initial models to describe monolayer adsorption. 

Adsorption, which had been initially developed as a term in the 1880s by Emil du Bois-

Reymond,202-203 is defined as the increase in density of a fluid at a surface or other phase 

boundary. The key feature of this process is the use of the term surface. This differentiates 

it from the related term absorption. Absorption simply refers to the retention of a material, 

typically a liquid or a gas, by another material, but does not specify any changes to the 

state of the absorbed matter.197 The Langmuir model of adsorption describes how an 

adsorbate interacts with a surface through a monolayer. In this sense, a monolayer is 

essentially a thin layer of molecules interacting on a surface where this surface separates 

the adsorbent from the bulk adsorbate. The adsorption studies conducted by Langmuir 

were based on non-condensing materials, such as N2 and CO on Mica at 90 K.201 These 

materials have an adsorbent-adsorbate interaction that is significantly larger than the 

interactions between the adsorbed monolayer and the bulk gas. As such, a typical 

Langmuir adsorption isotherm follows a hyperbolic trend, with the monolayer slowly 

reaching an amount of maximum coverage. These isotherms can be the result of single-

site adsorption, wherein the interaction between the adsorbent and the adsorbate is uniform 
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across the material, as well multisite adsorption, which are regions of different binding 

affinities between the scaffold and the gas. Multi-site adsorption is particularly common 

in systems containing chemisorption, as the chemical bonded gas molecules will adsorb 

at relatively low pressures and oftentimes cannot be readily removed. The second site then 

refers to subsequent physisorption, which occurs at higher pressures and is characterized 

but much weaker interactions. Through his studies, Langmuir developed equations to 

describe these isotherms in terms of adsorption affinity. Much of the body of work and 

equations derived from Langmuir’s studies are still widely utilized in adsorption studies 

today.204 The main characteristics of the Langmuir monolayer adsorption is that the 

surface interaction with the adsorbate has to be significantly greater than the interaction 

between free adsorbates. When this is not the case, such as when condensation occurs, the 

assumptions made by the Langmuir model begin to be less accurate in describing the 

system.203 

The main limitations of the Langmuir equations are systems where there is 

significant adsorbate-adsorbate interaction. Subsequent theories developed by Brunauer, 

Emmett, and Teller, typically referred to as BET (Brunauer-Emmett-Teller) Theory, are 

particularly useful for studies that go beyond monolayer adsorption.205 BET Theory 

assumes that once a molecule is adsorbed onto a surface, that molecule can then act as an 

adsorption site for an additional molecule, particularly at higher pressures. When looking 

at this multilayer adsorption approach, the BET model assumes that 1) the interaction 

between the adsorbed molecule and the surface is greater than the interaction between the 

first adsorbed molecule and the second (and subsequent) adsorbed molecules, and 2) that 
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each adsorbed molecule can act as an adsorption site for only a single additional molecule. 

As a consequence of this, BET theory multilayer adsorption assumes a direct layer-on-

layer interaction, where the topmost adsorbed molecule is directly above the lower layer 

molecule.  

BET theory is relevant when looking at systems where the adsorbate-adsorbate 

interactions are relatively similar in energy to the adsorbent-adsorbate interaction. In terms 

of gas-phase analysis, this mainly applies when looking at adsorption at the condensation 

point of a specific gas. This feature of the BET equation is utilized by N2 adsorption 

analysis at 77 K (the condensation temperature for N2), which allows for not only surface 

area determination but also pore volume analysis. N2 is heavily utilized for pore size and 

surface area determinations for two reasons, 1) N2 is non-polar and will generally not 

engage in chemisorption or other polarization-based interactions. Thus, adsorption is 

purely physical in nature, and 2) a liquid N2 bath, which is necessary to achieve a 

controlled temperature of 77 K for condensation, is relatively inexpensive and quite 

common as compared to other alternatives. A typical N2 adsorption analysis isotherm is 

performed by first evacuating a container containing the sample to be analyzed, then 

slowly dosing in N2 gas once the sample reaches the condensation temperature of N2 and 

is stabilized. At 77 K, condensation will occur once the pressure of N2 gas in the container 

reaches atmospheric pressure (~1 bar). Still, significant long-term adsorption will occur at 

surface sites before that point, starting with the monolayer over the total surface area. As 

the gas is loaded into the sample and adsorbs onto the surface, the instrument measures 

the pressure and compares it to what the pressure should be for that amount of gas loaded 
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into an identical but empty tube. The difference between the sample and the reference is 

the amount of gas adsorbed. By knowing the cross-sectional area of the adsorbate (0.162 

nm2 for N2),
206 once you determine the pressure range for monolayer adsorption, you can 

use this information to determine the surface area. At higher pressures, adsorption of N2 

at 77 K results in capillary condensation, which allows for the determination of total pore 

volume for micro and mesoporous materials.  

Typically, when investigating porosity via N2 adsorption, the desorption process 

is also performed. This is done by slowly opening the sample to vacuum and viewing how 

the pressure changes in regard to the loss of gas. In porous materials containing capillary 

condensation, the desorption often occurs at different pressures compared to the 

adsorption pressure. The hysteresis loop that is generated from this difference allows for 

an accurate determination of the pore size distribution in the sample. This combination of 

information, both the shape of the adsorption isotherm, as well as that of the pressure range 

and size of the hysteresis loop, can be described by one of the six isotherm types as 

codified by IUPAC.207 These isotherm types which are based upon countless examples in 

the literature, describe what type of adsorption is occurring in a material. By studying the 

monolayer formation, micropore and mesopore filling, and capillary condensation using 

BET theory, it is easy to gain a rough idea of the pore structure and shape of the porous 

material (Figure 2).  
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Figure 2. The main adsorption isotherm types: I) Purely microporous material with 

narrow pore size distribution Ib) microporous material with a broader pore size 

distribution, II) Macroporous material, B represents the completion of a monolayer, III) 

macroporous material with weak interactions with adsorbate, IVa) Mesoporous material 

with capillary condensation in narrow pores IVb) Mesoporous material with open or 

cylindrical pores, V) Mesoporous material with pore-filling by weakly interacting 

adsorbate, VI) Layer-by-layer adsorption on uniform surfaces.  Reprinted from Pure and 

Applied Chemistry.207 
 
 

Pair Distribution Function Analysis and Neutron Total Scattering 

While X-ray diffraction methods have been utilized for over 100 years to solve the 

structures of crystalline materials, the characterization of semi-amorphous or nano-

crystalline materials has remained challenging. A nano-crystalline material is one in which 

there is structural order, but it only occurs on the nanoscale, typically less than 100 nm. 

For these materials, some structural characterization can be performed via powder 

diffraction data, followed by analysis using methods such as Rietveld refinement.208 In a 
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typical Rietveld refinement, a known crystal structure is fitted to a one-dimensional 

diffraction pattern through the systematic fitting of different phase and instrument 

parameters.208-209 While this can give information regarding structural changes or 

dynamics compared to a structural model, this process is hampered by the effect of nano-

crystallinity on the diffraction pattern. Due to the small scale of these materials, they are 

prone to peak broadening in diffraction experiments. This peak broadening can be used to 

characterize the size of the crystallite using the Scherrer equation,210-211 but it is often 

difficult to get other structural information due to the low statistics for diffraction peaks, 

particularly as peak overlap becomes an issue with nanoscale materials. In addition, 

nanoscale features are often distinct from bulk structures due to the structures often being 

more closely related to the edges of the material, as opposed to most structural models, 

which assumes that the atoms being investigated are part of a bulk sample. These edge 

features can result in perturbations of the atomic structure that is not typically captured in 

the diffraction data.  

While the information gathered from x-ray diffraction data can be useful for the 

investigation of the average structure of materials, understanding the local behavior of 

these materials, particularly how this behavior varies from a pure crystalline material, 

requires a different set of methodologies to obtain. Pair Distribution Function (PDF) 

analysis, is a technique based upon the total scattering of X-rays, neutrons, or electrons, 

from a material.212-215 In this theory, the total scattering is comprised of both the Bragg 

scattering (typical diffraction peaks) as well as the diffuse scattering, which is comprised 

of atomic scattering when the conditions of the Bragg equation: nλ = 2dsin(θ), are not met. 
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In PDF data, the G(r) value, is a one-dimensional curve representing a probability of 

another atom being at a distance, r, from any other atom.214 As a consequence, this data 

gives an account of the real space atomic distances within a material. As diffraction data 

is collected in terms of reciprocal spaces (given in terms of either 2θ or the magnitude of 

the momentum transfer vector Q (Q = 4πsin(θ)/λ), PDF data must be produced from the 

sine Fourier transform of this reciprocal space data.  

Since the early 20th century, there has been an understanding that the data 

generated from utilizing PDF methods contains potentially useful real space information 

regarding materials. However, two factors severely limited the usefulness of this 

procedure. The first of these limitations was the time-consuming calculations that needed 

to be conducted to convert the reciprocal space data into real space. Additionally, once the 

real space data was generated, it was typically of poor quality with many artifacts and 

noise related to the quality of the total scattering data.213-214 The first problem could be 

solved by the increase in scientific computing power that started in the 50s and 60s. Along 

with this increase in computing power came an increased ability to solve x-ray diffraction 

data on crystalline materials.208 The new ease of solving crystalline systems resulted in a 

reduced interest in PDF results as the low data quality was of limited usefulness for the 

majority of structure determinations.214 The errors associated with data quality come 

predominantly from two sources: the Q resolution and the Qmax. Q resolution refers to the 

value of ΔQ and is generally related to the maximum real space, r, value that can be 

achieved via PDF. At low ΔQ, the PDF begins to dampen, and the peaks become much 

broader at higher values of r.216 Meanwhile, the Qmax effects the real space resolution of 



 

42 
 

the PDF. At sufficiently low Qmax values, the peaks begin to fuse together, and much of 

the structural information is lost.213 The Qmax value is essentially the maximum available 

momentum transfer and is directly related to the energy of the incident beam. Because of 

this,  high Qmax values only became available with the introduction of spallation neutron 

sources in the 1980s.214 Spallation neutron sources operate via the release of neutrons from 

a target upon hitting the target with a high energy beam, typically a proton beam.217 While 

spallation sources are energy-intensive, they have a benefit over traditional reactor sources 

in that they have large neutron fluxes. These fluxes have controllable energy, and, for 

PDF, they tend to have high energy “tails” of neutrons that can result in high Qmax 

values.214, 217 For comparison, the use of X-rays for PDF analysis only really began to be 

utilized after the development of third-generation synchrotrons in the early 1990s, as these 

systems were purpose built for high beam brightness.213, 218 As such, most raw data for 

PDF analysis is collected at large government-run user facilities. There are laboratory-

scale instruments that are capable of achieving the X-ray energies needed for PDF. 

However, they are typically limited to cathode sources that can only achieve limited beam 

intensities. This limitation results in generally low statistics and long collection times.213 

Neutron sources have distinctive differences in PDF diffraction analysis in comparison to 

X-ray sources. Most notably, neutrons, as fermions, have a nuclear spin of ½, giving them 

a magnetic moment. Thus, neutrons are susceptible to scattering from the magnetic 

moments of other materials.219 Because of this, diffraction analysis using neutrons needs 

to account for not only the atomic space group but also the magnetic space group.220 In 

addition, as neutral particles, neutrons do not interact with the electron cloud of an atom 
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like X-rays do. Instead, neutrons scatter directly off of the nucleus of an atom.219 This has 

two effects. First, the statistics of neutron scattering tend to be low, with only a small 

number of incident neutrons resulting in a scattering event. Therefore a high degree of 

sample penetration can be achieved. Additionally, neutron scattering is highly susceptible 

to changes in the nuclear structure of an atom, particularly in the case of different atomic 

isotopes.219 The intensity of the scattering from individual nuclei, determined by the 

scattering length (b), tends to vary significantly between atoms that neighbor each other 

in the periodic table.221 In particular, it should be noted that scattering lengths tend not to 

differ significantly with atomic number, Z. In turn, this makes neutron scattering 

particularly advantageous for the study of materials with a mix of light and heavy 

elements. Unlike x-ray diffraction, in neutron diffraction, the light element signal is not 

drowned out by intensive signal from the heavy elements in the sample. It should also be 

noted that neutron scattering lengths can be negative, most notably in the case of protium 

(1H, the main isotope of hydrogen). Negative scattering lengths are related to the scattered 

neutron phases that do not change during the scattering event. Rather, it is related to a 

slightly attractive force during the scattering event.219, 221 Another factor that is mainly 

observed in hydrogen isotopes in incoherent scattering. This is an effect where individual 

components of the scattered neutron beam do not interact in a phase-coherent manner. 

Protium has a large incoherent scattering length, which often results in the formation of 

large backgrounds in neutron scattering data.219 However, deuterium (2H), has a positive 

scattering length and is also a coherent scatterer, which has resulted in deuteration 

becoming a highly useful technique for investigating hydrogenated materials.222 
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The analysis of amorphous materials has been greatly expanded by the use of 

methods such as PDF. In turn, this is resulting in a greater degree of interest in developing 

new materials with tunable properties through nanoscale interactions.215,193 The use of 

scattering methodologies make an excellent complement to traditional amorphous 

material characterization methods. In the following chapters, I will show through 

examples in both porous polymer networks and porous carbons how structural information 

ranging from the atomic scale all the way to the bulk scale can be accomplished through 

the controlled use of both characterization and application data, thus gaining an improved 

understanding of the structure/property relationship of these materials.   
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CHAPTER II  

IMPROVING ALKYLAMINE INCORPORATION IN POROUS POLYMER 

NETWORKS THROUGH DOPANT INCORPORATION* 

Introduction 

Global warming has become an imminent environmental threat, with climate 

change being considered a contributing factor for the increase in frequency and severity 

of inclement weather,223 potentially resulting in negative health effects through preventing 

access to health services,224 as well as hurting the global economy through expensive 

weather remediation.225 One of the main gases of concern, CO2,  is mainly sourced through 

the burning of fossil fuels and has experienced an exponential increase in atmospheric 

concentration since the 1800s.226 Fossil fuels account for 63% of the energy generated in 

the US.227 With fossil fuel reserves expected to last well past 2050,228 finding new methods 

of CO2 remediation is of the utmost importance to mitigate the effects of global warming.  

Many approaches to CO2 capture have focused on post-combustion capture, or capture 

directly downstream from fossil fuel power generation. Post-combustion flue gas is 

typically comprised of approximately 12-15% CO2 and 74-80% N2, with the remainder 

consisting of ppm levels of SOx, NOx, particulate matter, H2O, and O2. Currently, mature 

post-combustion CO2 capture processes utilize amine solutions, most notably 30% 

aqueous monoethanolamine (MEA).229 

*Reprinted in full with permission from Day, G. S.; Drake, H. F.; Joseph, E. A.; Bosch, M.; Tan, 

K.; Willman, J. A.; Carretier, V.; Perry, Z.; Burtner, W.; Banerjee, S.; Ozdemir, O. K.; Zhou, H. 

C., Improving Alkylamine Incorporation in Porous Polymer Networks through Dopant 

Incorporation. Advanced Sustainable Systems 2019, 3 (12), 1900051. © 2019 WILEY‐VCH 

Verlag GmbH & Co. KGaA, Weinheim 
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However, aqueous MEA solutions tend to have regenerative energy demands of up to 185 

kJ per mol CO2. Recovering the CO2 and regenerating the sorbent can cause a drastic 

increase in the parasitic load of the system, often upwards of 70%.230 

In order to reduce the energy demand of these solution-based systems, there has 

been a renewed effort towards the development of solid sorbents for CO2 capture. Solid 

sorbents are advantageous as they capture CO2 through physisorption, which does not 

entail the generation of full sorbent-amine bonds such as in the chemisorption-based 

capture of aqueous amine solutions. A number of different classes of solid sorbent have 

been investigated, such as metal-organic frameworks (MOFs)231-232 mesoporous 

silicas,233-234 zeolites,235-236 and porous polymers.83, 237 Solid sorbents demonstrate a 

number of advantages over their amine solution counterparts. The typical heats of 

adsorption for amine solutions range from 80-185 kJ/mol CO2,
230, 238

 whereas solid 

sorbents can have both broader and lower ranges for heats of adsorption; from 30-90 

kJ/mol CO2. This variability is depending on the available functional groups within the 

structure.231, 236, 239 Purely physisorptive materials are often inadequate for CO2 capture 

due to their low gas selectivity. As a result, there has been a push towards improving these 

solid sorbents through the incorporation of chemisorption functionalities. Typically, these 

improvements in capture capabilities directly result from the introduction of amine 

functionality within the porous materials. This incorporation can be through post-synthetic 

covalent tethering,231, 240 physical incorporation,234, 241 or direct incorporation into the 

porous framework scaffold.237, 242 
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Physical incorporation of amines within porous materials remains one of the more 

feasible methods of improving their CO2 affinity. The low cost associated with physical 

incorporation-based procedures typically requires little more than the short-term contact 

between the porous material and a suitable amine. However, the weak physisorptive 

tethering of the amine to the surface of the porous material limits the conditions under 

which the material can be used. The amine leaching that can occur during sorbent 

regeneration results in a loss of CO2 uptake performance capacity and leads to concerns 

over equipment corrosion and environmental exposure to toxic chemicals. 

As an organic species, PPNs are ideally suited for functionalization, taking 

advantage of multiple organic synthetic pathways,240 while still being producible at low-

cost.84 PPNs incorporated with basic moieties, such as amines, can produce high CO2 

selectivities, necessary to separate CO2 from flue gas.84, 240 The incorporation of amines 

into a PPN system is typically achieved through either post-synthetic modification of an 

existing porous polymer,240 or the incorporation of basic moieties into the polymer 

backbone.237, 242 Previous results from our lab have shown high uptake capacities using 

both PPN-6240 and PPN-125,84 both being porous networks post-synthetically modified 

with covalent diethylenetriamine tethering. However, in both systems, the addition of 

covalently tethered amine adds two steps to the sorbent synthesis. With processing adding 

additional days to the total sorbent reaction time and adding to the number of required 

solvents and reagents, this increases the total cost of the synthetic process. The preparation 

of PPNs with basic moieties incorporated directly into the polymer backbone show CO2 
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uptakes greater than 10%wt only when adsorption is conducted at sub-ambient conditions. 

This limitation makes these sorbents not very useful for industrial-scale capture.  

To combat these issues, we have introduced dopant materials: functionalized small 

molecules that can be added during PPN formation. The dopants utilize hydrogen bonding 

and strong dipole-dipole interactions to act as non-covalent anchoring sites for the post-

synthetically loaded alkylamines. This dopant system represents a distinct advantage over 

other physisorptive systems as it can achieve the high CO2 cycling capacity necessary for 

an industrially relevant sorbent while maintaining a high degree of cyclability.  

Results and Discussion 

The mPMF backbone of PPN-150 was chosen as a scaffold due to its ability to 

form a highly porous framework using commercially available materials (melamine and 

formaldehyde). However, melamine-formaldehyde resins are not inherently porous, and 

therefore must be made porous through the precise control of the synthetic procedure. The 

production of PPN-150 proceeded through a condensation polymerization of melamine 

and formaldehyde (in the form of paraformaldehyde) at high temperatures (150-170 °C) 

in dimethyl sulfoxide (DMSO) solution without stirring. Upon sitting for approximately 

one hour, an initial polymer gel formed. This gel is a soft, pliable material that collapses 

in the absence of solvent. Upon being left in the sealed container under an atmosphere of 

formaldehyde gas for three to 7 days, the gel slowly solidified into the thermoset 

melamine-formaldehyde resin. The resulting polymer monolith was then crushed into 

useable sized pieces and washed with acetone, tetrahydrofuran, dichloromethane, and 

methanol successively. The three main parameters that affected the porosity in PPN-150 
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were: the fill volume of the container used for synthesis, the solvent used for synthesis, 

and the reaction time. There is a mild correlation between the first two parameters as it 

appears that the concentration of formaldehyde gas in the reaction solution versus in the 

headspace of the material can result in a change in the surface area and pore volume of the 

resultant sample. As a result, both the vapor pressure of the formaldehyde and the solvent 

play an important role in determining the degree of micro and mesoporosity as well as the 

surface area of the material. The results of the synthetic tests (Tables 1-3) show that 

container fill volume, defined as the volume of the container filled by the reaction solution, 

does have a minor effect on the overall porosity of the samples. Reaction vessels that had 

a higher percentage of their volume filled resulted in polymer with lower BET surface 

areas. The reaction vessel was only 18.3% full, resulting in a PPN that had an 18.7% higher 

surface area compared to a sample that was produced in an 88.4% filled vessel.  

Table 1. Reactor headspace optimization for PPN-150 

Reactor Volume Percent 

Filled 

BET Surface Area (m2/g) Pore Volume (cm3/g) 

18.3% 857 0.685 

50.0% 838 0.886 

88.4% 722 0.802 

 

Table 2. Solvent System Optimization Data for PPN-150 

Solvent System BET Surface Area 

(m2/g) 

Pore Volume (cm3/g) 

Ethylene Glycol 356 0.761 

Dimethyl Sulfoxide 854 1.11 

Ethylene Glycol/Ethanol 251 0.542 

Dimethyl Sulfoxide/Water 113 0.135 

Ethylene Glycol/Water 298 0.653 

Ethylene Glycol/Methanol 279 0.597 

Dimethyl 

Sulfoxide/Methanol 

518 0.508 
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Table 3. Time Optimization for PPN-150 

Synthesis Time 

(Days) 

BET Surface Area 

(m2/g) 

Pore Volume 

(cm3/g) 

TGA CO2 Uptake (wt%, 

DETA loaded) 

3 730 0.296 9.6 

5 640 0.281 9.2 

7 1014 1.042 5.3 

 

Solvent comparisons were conducted in an attempt to produce PPN-150 using 

greener, more environmentally friendly solvents. These solvent choices were compared to 

DMSO, the solvent commonly used in the literature for mPMFs.84 Unfortunately, no other 

solvent or solvent pairs came close to the high surface area or porosity of the DMSO 

synthesized sample. Reaction time analysis shows a distinct change in sample porosity as 

the reaction continues. In general, there appears to be an increase in overall porosity as the 

reaction progresses. However, changes in the pore size distribution (Figure 3) suggest that 

the increased porosity is mainly generated in the higher mesoporous range. Unfortunately, 

the mesoporous range is less relevant when investigating CO2 capture after alkylamine 

loading (Table 3).  
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Figure 3. Pore Size Distribution Change for Time Optimization Study of PPN-150. 
 
 

DMSO is known for having both a high boiling point and for decomposing near 

its boiling point into dimethyl sulfide, which could potentially interfere with the PPN 

reaction. Elemental analysis of the processed PPN-150 shows that the material is still 

5.81% sulfur by mass (Table 4), suggesting that DMSO lingers in the sample, even after 

processing. However, heating the starting materials of the PPN in the absence of 

formaldehyde in DMSO shows no observable reaction.  
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Table 4. Elemental Analysis of PPN-150 Series Samples 

Element C H N S 

Theoretical Mass % for 

PPN-150 

34.00 2.00 45.00 0.00 

Experimental PPN-150 35.26 4.83 40.89 5.81 

Experimental PPN-151 35.23 5.28 39.45 5.88 

Experimental PPN-152 36.81 4.91 40.56 5.80 

Experimental PPN-153 36.68 5.33 36.47 7.21 

Experimental PPN-154 34.75 5.27 35.92 7.13 

Experimental PPN-155 36.07 5.45 37.99 5.06 

Experimental PPN-156 33.84 5.37 41.12 3.78 

 

CO2 uptake testing of lab-scale PPN-150 samples was conducted using 

thermogravimetric analysis (TGA) and showed uptake of 2.8 wt% under simulated flue 

gas conditions (0.15 bar CO2, 0.85 bar N2). Alkylamines were then incorporated into the 

polymer pores, taking advantage of the basic moieties in the alkylamines to engage in a 

weak chemisorptive interaction with CO2. Loaded tests were performed using PPN-150 

samples with a high surface area, produced in an 18.3% filled reactor using DMSO as a 

solvent, with a series of alkylamines. The alkylamines were doped into the polymer by 

mixing the solid PPN in a solvent, typically hexane, cyclohexane, or methanol, and adding 

the neat alkylamine to the solution. The alkylamine was allowed to penetrate the PPN with 

the aid of a sonication bath at 50 °C over the course of 3 hours. The PPN was then filtered, 

washed with a polar solvent (THF, Methanol) in an attempt to remove surface 

alkylamines, and then dried in a vacuum oven at 85 °C for one hour. The resulting white 

powder samples were then tested for CO2 uptake under TGA conditions and run for 5 

cycles (Figure 4). Based on the data gathered, the two highest-performing alkylamines 

were diethylenetriamine (DETA) and tetraethylenepentamine (TEPA). However, in an 
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effort to keep synthesis costs down, and due to the uptake values of the two materials 

being relatively close (both achieved >8% on a typical CO2 capture experiment), we 

decided to focus our research efforts on the DETA loaded PPN. 

 

Figure 4. 5 cycle testing of different amines loaded into PPN-150. Diethylenetriamine and 

tetraethylenepentamine had the highest uptake totals of all the amines during every test.  
 
 

During TGA cycling, it was observed that there was still a loss of uptake 

performance over the 5 cycle experiment. This was attributed to the loss of amine due to 

thermal regeneration. This loss is likely due to the main nitrogen component of the PPN, 

the triazine ring, only being weakly basic. This could be corroborated by the loss of sorbent 

mass between cycles. In order to alter the structure of the PPN, we opted to try dopant 

incorporation, adding functional molecules during the polymerization reaction, as a 

method of either altering the structure through templating and changing the porosity, or 

by adding secondary sites for amine tethering to occur. To that end, a series of 6 dopants 

were selected, with each doped material being assigned a number from 151 to 156 to 
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indicate that the material is a part of the PPN-15X family (Figure 5). The six dopants were 

added to the polymer before the initial gel formation, with the dopants added as a DMSO 

solution to a hot melamine solution prior to the addition of paraformaldehyde. The reaction 

temperature and conditions used were the same as for the base polymer, PPN-150.  

 
Figure 5. Procedure for producing the doped PPN-150 series polymers. The dopants, 1-6, 

are added to the synthesis during the polymerization. The initial reaction mixture must 

produce a homogeneous solution before polymerization, or else a reduction in porosity 

will result. Dopant 3 proved incapable of dissolving alongside melamine and 

paraformaldehyde, instead of reacting with both reagents, hence its overall lower surface 

area.  
 
 

 

Figure 6. N2 Adsorption isotherms for the PPN sample. 
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Figure 7. BJH Desorption pore size distribution of PPN samples. 
 
 

The 6 doped PPNs all show a mix of both micro and mesoporosity, with a broad 

range of fairly large micropores, around 1.2-1.5 nm (Figure 6-7). The surface areas are 

typically consistent with that of the undoped PPN-150, except for PPN-153. The 

phosphonitrilic chloride trimer dopant partially collapses the porous structure. This was 

most likely due to the reactivity of the labile P-Cl bonds interfering with the desired 

polymer synthesis. The surface areas of all the doped materials except PPN-151 were 

lower than that of the undoped material. As the doping occurs during the polymer 

synthesis as opposed to post-synthetic modification, the loss in surface area was likely due 

to the increased mass of material added to the synthesis. However, amongst the doped 

samples, there appears to be a general trend of improved surface areas and total uptakes 

for the materials upon the incorporation of acidic functionalities in the dopants. Cyanuric 

acid, an acidic functionality, had the highest surface area of all the PPNs. The 
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phloroglucinol (slightly acidic) doped PPN and ethylene glycol (hydroxyl containing) 

doped PPN had the second and third highest surface areas, respectively. The trisodium 

trimetaphosphimate (charged species) doped sample had a surface area comparable to that 

of the ethylene glycol doped PPN. The hexamethylenetetramine (basic) doped PPN 

showed the lowest surface area of the non-reactive dopants. Condensation reactions, such 

as the one used to form PPN-150, can be catalyzed by acidic conditions.243 This suggests 

that one of the main effects the dopants may have on the porosity of the sample is through 

catalyzing or impeding the condensation reaction.  

 
Figure 8. TGA decomposition curves for PPN-150 series polymers.  
 
 

TGA decomposition analysis of the seven PPN samples shows that final 

decomposition for each material typically occurs around 350-375 °C (Figure 8). PPN-151 

appears to have the highest decomposition temperature, around 390 °C. This high 
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decomposition temperature can be attributed to the stabilizing effects of the cyanuric acid-

melamine interaction. This interaction is known to generate a highly stable melamine-

cyanurate hydrogen bonding network.244 Melamine-cyanurate has a significantly 

improved thermal stability compared to both melamine and cyanuric acid, decomposing 

at 400 °C, as opposed to the 300°C decomposition temperature of isolated melamine or 

cyanuric acid (Figure 9). It should also be noted that the same TGA curve type cannot be 

generated by physically mixing PPN-150 with melamine cyanurate or cyanuric acid, 

suggesting that this change in decomposition behavior is due to a new material phase 

generated during the polymerization reaction in the presence of cyanuric acid (Figure 10). 

IR spectroscopy was performed on the PPN series (Figure 11). Each of the PPN samples 

showed no noticeable difference from the baseline PPN-150. In order to probe whether 

the dopant molecules could be observed in the material, higher loadings of the dopants in 

the PPN samples were tested: 50 mol% cyanuric acid was reacted for 1, 2, and 3 days. 

Only the 1-day reaction appeared to show any presence of cyanuric acid in the IR spectrum 

of the resulting processed PPN (Figure 12). However, all three samples showed broadly 

similar porosities (Figure 13). 
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Figure 9. Decomposition of melamine-cyanurate and its components.  
 

 
Figure 10. TGA decomposition of PPN-150 blended with melamine-cyanurate 

components compared with PPN-151.  
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Figure 11. IR Spectra of doped PPN samples. 
 

 
Figure 12. IR Spectra of 50 mol% cyanuric acid PPN-151 after different reaction times. 

After 1 day, the material shows a strong cyanuric acid peak, increasing the time to 2 or 3 

days results in a similar structure to PPN-151.  
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Figure 13. N2 adsorption isotherms of 50 mol% PPN-151 samples.  
 
 

Upon loading the doped PPNs with DETA, there was a marked drop in surface 

area, as the loaded amine pooled within the pores of the framework, limiting surface access 

to the N2 during gas adsorption measurements (Figure 14, 15). However, there was a 

significant variation in the surface area drop among the different PPNs. Some PPNs (150, 

152, 153) showed a drop in surface area upwards of 50%, while others show an 

approximate 50% drop (151, 154, 155, 156) (Figure 16). The PPNs with dopants that 

showed higher uptakes typically had dopants that contained hydrogen bond donors or 

acceptors as functional groups (OH, ONa). The PPNs with dopants that showed lower 

uptakes mainly appeared in systems that had less donating functionalities (tertiary amines, 

P-Cl bonds). IR Spectroscopy of the DETA loaded samples did not show any significant 

differences between each other (Figure 17). 
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Figure 14. N2 Adsorption isotherms for DETA loaded PPN. 
 

 

Figure 15. BJH Desorption pore size distribution for DETA loaded PPNs. 
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Figure 16. Comparison of BET surface areas before and after loading the polymer with 

DETA. PPN-150 shows a significant reduction in the surface area upon amine loading. 

Dopant incorporation in the PPNs does result in an alteration of this surface area drop.  
 

 
Figure 17. IR Spectra of DETA loaded PPN samples.  
 
 

From these results, it was hypothesized that the samples with higher surface areas 

after DETA loading would be better CO2 capture materials, due to the higher availability 
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of physisorption surfaces. In addition, there was interest in determining the effects of 

dopant inclusion on the cycling performance, namely, the loss in uptake between 

subsequent CO2 adsorption runs.  

The doped PPNs were investigated via a five cycle TGA experiment utilizing a 10-

minute thermal activation at 85 °C between individual cycles, while adsorption was 

conducted at 40 °C for 40 minutes using a 15% CO2: 85% N2 gas mixture (Figure 18a). 

In general, there was a high degree of variation between synthesized batches, resulting in 

large standard deviations. Of the six doped materials, four of them showed lower CO2 

uptakes than the undoped PPN-150-DETA, with only PPN-151-DETA and PPN-154-

DETA showing higher average uptakes over 5 cycles. Generally, the initial cycle of 

loading experiments demonstrated a higher uptake than subsequent cycles. For example, 

PPN-156-DETA gave an average cycle 1 uptake of 9.02%, whereas the average for cycle 

2 was 6.66%. For this material, cycles 3 and 4 showed only a minor loss in uptake 

performance as compared to cycle 2. The loss of uptake from cycle 1 to cycle 2 was 

attributed to the incomplete regeneration of the sample after CO2 adsorption, not the 

desorption of DETA. This was corroborated by an increase in sample mass after cycle 1, 

implying that it was unlikely that material was being lost as a result of the heat cycling. In 

one iteration of PPN-156-DETA, the baseline mass started at 14.99 mg. After cycle 1, the 

baseline mass increased to 15.69 mg, which was an increase of 4.7% (Figure 19). 
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Figure 18. a) 5 cycle TGA run data using a 15% CO2, 85% N2 gas mixture for PPN-150 

series polymers. PPN-150, 152, 155, and 156 all show noticeable drops in uptake after the 

first cycle due to an incomplete regeneration. b) PPN-150-DETA and PPN-152-DETA 

exhibit a general loss in uptake capacity as a function of cycle number over a 30 cycle 

experiment, losing 14% and 18% of their initial capacity, while PPN-151-DETA only 

loses 3.6% uptake capacity over 30 cycles. 
 

 
Figure 19. 5 cycle experiment with 85 °C for PPN-156-DETA, showing the increase in 

baseline mass between cycles 1 and 2.  
 
 

Due to the low loss of cycling performance and high total uptake, further 

investigation of the long term cycling of PPN-151-DETA was conducted via an extension 

of the experiment to 30 cycles. For comparison, PPN-150-DETA and PPN-152-DETA 
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were also tested for long-term stability, due to PPN-150-DETA being the baseline material 

and PPN-152-DETA being a typical material that did not show marked improvement 

during short-term cycling tests.  Figure 18b). Long-term cycling of PPN-150-DETA, as 

well as PPN-152-DETA, show a consistent loss in uptake with the progression of the 

cycles. The loss in performance averaged 14% and 18% respectively for PPN-150-DETA 

and PPN-152-DETA. Additionally, PPN-152-DETA showed an overall lower level of 

CO2 uptake as compared to the undoped PPN-150-DETA. This was likely a result of the 

lowered surface area and porosity of PPN-152 in comparison with the base material.  

The average uptake of PPN-151-DETA remained high relative to the other 

samples, averaging 9.46%. In addition, the material showed remarkably improved cycling 

performance over the baseline PPN, only losing 3.6% of its total performance over 30 

cycles. This improved cycling performance, in conjunction with the DETA loaded surface 

areas, suggests that PPN-151-DETA CO2 engages in a slightly different sorption 

interaction as compared to the other PPNs. This was corroborated by the variable 

temperature single component CO2 isotherms and the calculated heat of adsorption values 

for PPN-151-DETA, which are approximately 10 kJ•mol-1 higher than that of PPN-150-

DETA at similar CO2 loadings (Figures 20-24). 
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Figure 20. CO2 adsorption isotherms for PPN-150-DETA.  
 

 
Figure 21. CO2 Adsorption isotherms for PPN-151-DETA. 
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Figure 22. CO2 isotherms of PPN-150-DETA and PPN-151-DETA fit to a dual site 

Langmuir Freudlich isotherm. 
 

 
Figure 23. Heat Capacity as a function of Temperature for PPN-150-DETA and PPN-

151-DETA. 
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Figure 24. Heat of Adsorption as a function of coverage for PPN-150-DETA and PPN-

151-DETA.  
 
 

As another method of probing the effect cyanuric acid on the nature of CO2 

adsorption in PPN-151-DETA, in situ IR testing, during gas loading, was performed. The 

data for PPN-150-DETA showed a mix of phsysorptively (peak at 2334 cm-1) and 

chemisorptively (broad shoulder at 1700 cm-1) bound CO2 in the form of carbamate 

(Figure 25). In contrast, the PPN-151-DETA results showed the dominant form of CO2 

in the sample was chemisorptively bound CO2 (Figure 26). This data demonstrates that 

PPN-151-DETA may have a more efficient binding process for CO2. This was correlated 

to the heat of adsorption data showing a much stronger initial binding of CO2 to PPN-151-

DETA as compared to PPN-150-DETA. 
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Figure 25. IR spectra of adsorbed CO2 in PPN-150-DETA after loading CO2 at 150 Torr 

and 40 ºC for ~5 min and subsequent evacuation of gas-phase CO2. The molecularly 

adsorbed CO2 at 2334 cm-1 can be only observed after evacuating gas-phase CO2 since IR 

absorption of CO2 gas at this pressure is prohibitively high (no signal on the detector), 

making it impossible to distinguish the adsorbed CO2 from gas-phase CO2. 
 

 

Figure 26. IR spectra of adsorbed CO2 in PPN-151-DETA after loading CO2 at 150 Torr 

and 40 ºC for ~5 min and subsequent evacuation of gas-phase CO2.  
 
 

As PPN-151-DETA was the most promising material, larger-scale fixed-bed 

adsorption testing was conducted using a Quantachrome DynaSorb BT in a breakthrough 

experiment.245 In addition, PPN-150-DETA and PPN-152-DETA were also studied to 
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determine if there were any changes in adsorption behavior between TGA and 

breakthrough analysis (Figure 27). Additionally, the DynaSorb BT allowed for 

investigations of the cycling behavior under wet gas conditions. In this study, simulated 

flue gas containing 15% CO2, 2% H2O, and 83% N2 was used to conduct these tests.  

During breakthrough testing, the sample was placed in an adsorber column, and the gas 

mixture was allowed to flow through the material. This flow-through set up allowed for 

more efficient and accurate adsorption and desorption as compared to the TGA cycling 

flow over setup. In the breakthrough experiment, a greater surface area of the material was 

available for both the adsorption gas stream and the regeneration gas stream.  

 
Figure 27. Breakthrough experiment for PPN-150-DETA, PPN-151-DETA, and PPN-

152-DETA using a 15% CO2, 2% H2O, 83% N2 gas mixture. Tests were performed using 

a 5 mL column containing approximately 1 g of loosely packed material.  
 
 

Overall, the CO2 uptake of the three samples increases under humid conditions 

compared to the dry gas adsorption tests. It is believed this occurred due to the 

improvements in the stoichiometry, where the amine: CO2 ratio changes from 2:1 to 1:1, 

in the presence of moisture.246 However, while this change in the material binding 
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stoichiometry would suggest that the material’s uptake capacity should double, this does 

not take into account the actual working conditions of the breakthrough and TGA 

experiments. Specifically, they both operate under non-equilibrium conditions. Instead, 

they both operate under kinetically controlled conditions. As such, the material’s real 

uptake capacity is limited by the ability of CO2 to diffuse through the material. In 

particular, the presence of pools of DETA, a viscous liquid, could prevent CO2 diffusion 

through the pores located deep within the material. As mentioned above, the BET surface 

area of the loaded PPNs tends to be significantly lowered compared to the unloaded PPNs. 

This reduction in surface area is likely the result of the DETA creating pools within the 

pores of the material. Under the N2 sorption surface area measurement conditions (77 K), 

these pools create a solid layer of DETA, blocking N2 access to the entirety of the internal 

surface area. Even under working conditions, 40°C, the viscosity of these DETA pools is 

likely to prevent CO2 access under simple kinetic gas flow conditions. 

PPN-151-DETA showed a massive improvement in performance under wet gas 

cycling conditions, achieving >20%wt CO2 as compared to 9.46%wt under dry conditions. 

Under ideal conditions, the maximum achievable improvement in cycling performance 

should be 2x. The fact that the experiment resulted in a > 2x increase was indicative of 

either some improvement in the material efficiency going from TGA to breakthrough 

experimentation or an improvement in the number of available CO2 binding sites. One 

possibility is that some portion of the DETA molecules cannot engage in CO2 capture 

under dry conditions as they lack a second equivalent of DETA to act as a proton acceptor. 

This is corroborated by the heat of adsorption values for PPN-151-DETA, which were 
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calculated from the pure CO2 isotherms. There was a 22 kJ•mol-1 (33.9%) reduction in the 

heat of adsorption, going from 64.8 kJ•mol-1 at 20 cm3/g, to 42.8 kJ•mol-1 at 26.6 cm3/g, 

which would suggest that there is a significantly lowered affinity towards CO2 once the 

initial gas loading has occurred (Figure 24). For comparison, PPN-150-DETA at a broader 

range of coverage, 17.0 cm3/g to 29.4 cm3/g, only saw a reduction in the heat of adsorption 

of 7.6 kJ•mol-1. However, the overall heats of adsorption for PPN-150-DETA are 

significantly lower, 28.9 and 21.3 kJ•mol-1 respectively, which corresponds to a 26.3% 

reduction in the heat of adsorption. 

  Breakthrough testing of PPN-150-DETA still shows a consistent loss in uptake 

capacity over many cycles. This was especially noticeable during the first six cycles, 

where PPN-150-DETA decreases from a 16.0%wt uptake to a 9.2%wt uptake. For 

comparison, PPN-151-DETA showed an uptake capacity of 21%wt at both cycle 1 and 

cycle 6. PPN-152-DETA had a highly variable uptake, going from 18.8%wt in cycle 1 

down to 11.0%wt in cycle 6. Part of the issue with PPN-152-DETA was that the slow 

decomposition of hexamethylenetetramine (HMTA) under aqueous conditions resulted in 

a release of ammonia. The free ammonia could both act as an additional CO2 

chemisorptive species, and cause false-positive results for CO2 binding in the DyanSorb 

BT instrument TCD.  

Scale-up 

In order to establish the industrial feasibility of PPN-151-DETA, we attempted to 

produce the material beyond the bench scale. In order to prevent precipitation of 

melamine-cyanurate before the initial polymer gel formation, the cyanuric acid-DMSO 
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solution had to be heated to the reaction temperature (150 °C for the bench-scale tests) 

and was added after the paraformaldehyde had desolved. Failure to properly heat the 

cyanuric acid solution or ensure the complete dissolution of the paraformaldehyde resulted 

in a loss of porosity in the final PPN. It should be noted that upon larger scale synthesis, 

the reaction time had to be increased. For a reaction batch at the 250 g scale, the highest 

PPN performance was produced after 6 days of reaction time (Figure 28). These results 

demonstrate that PPN-151-DETA can be utilized as a cost-efficient alternative for 

industrial post-combustion CO2 capture.  
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Figure 28. PPN-151 produced at the 250 g scale, giving a surface area of 853 m2/g 

compared to a lab-scale sample of PPN-151, which has a surface area of 798 m2/g. 
 
 

Conclusion 

Reported herein is a formulation for a family of post-combustion CO2 capture 

materials, the PPN-150-DETA family. Each member of the PPN-150-DETA family is 

differentiated by the incorporation of a different dopant molecule within the PPN during 

the polymerization reaction. One dopant, in particular, cyanuric acid (PPN-151), 

demonstrated remarkable improvements in performance for PPN-151 as compared to the 

baseline PPN-150. The improvements for PPN-151 were a higher CO2 heat of adsorption, 

improved cyclability, improved performance under wet gas conditions, and improved 

thermal stability. The post-synthetically incorporated amine, PPN-151-DETA, proved to 

be a promising commercially viable sorbent for post-combustion CO2 capture.   
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CHAPTER III  

METAL OXIDE DECORATED POROUS CARBONS FROM CONTROLLED 

CALCINATION OF A METAL-ORGANIC FRAMEWORK* 

Introduction 

Porous carbons have long been utilized for adsorption,247 separation,248 and 

catalytic applications.249 Several different methodologies can be used for the generation 

of porous carbons, from the direct pyrolysis of an organic precursor such as biological 

waste products250 or organic polymers,251 to the chemical activation of a carbon precursor 

using a strong base.252 In particular, metal oxide doped porous carbons have been used for 

many different catalytic transformations, such as alcohol oxidation,253 the Fischer-Tropsch 

reaction,254 and oxygen evolution.255  The generation of these metal oxide doped porous 

carbon species has typically been achieved through post-synthetic growth or incorporation 

of metal nanoparticles within the carbon structure.256 In these materials, the porosity of 

the carbon is either the result of a porous biological precursor, which often has a non-

uniform range of porosities, or is dependent on the processing step, typically through 

chemical etching.257 

 

 

 

*Reprinted in full with permission from Day, G. S.; Li, J.; Joseph, E.; Metz, P. C.; Perry, Z.; Ryder, 

M. R.; Page, K.; Zhou, H.-C., Metal Oxide Decorated Porous Carbons from Controlled Calcination 

of a Metal-Organic Framework. Nanoscale Advances 2020. DOI:10.1039/C9NA00720B – 

Published by the Royal Society of Chemistry. © The Royal Society of Chemistry 2020 
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Metal-organic frameworks (MOFs) are a class of porous materials comprised of 

inorganic nodes, often referred to as secondary building units (SBUs), connected by 

organic linkers.258 One of the main advantages of MOFs is that both their physical and 

chemical structures and functionalities can be tuned through simple ligand or metal 

modification. Such features are promising for many next-generation smart applications,259 

and have identified MOFs as particularly interesting materials for gas separation90 and 

catalysis.157 Additionally, the regular geometry of these compounds results in high levels 

of crystallinity and regularly shaped and organized pores. 

Due to their tunable porosity and the presence of metal centers, there has been a 

growing interest in using MOFs as templates for the generation of porous carbons.189 

MOFdCs are typically produced via the direct calcination of MOFs in inert atmospheres  

like N2,
260 Ar,261 or He262. Carbonization offers many benefits for MOFs, the most obvious 

benefit being the increased hydrolytic stability compared to the parent MOF, allowing 

them to be utilized under aqueous conditions.261 This improved stability, alongside their 

tunable structures, give MOFdCs the potential to be used as a replacement for standard 

porous carbons in areas such as water remediation263 or chemical warfare agent 

degradation.264 The ordered structure of MOFs also leads to the relatively facile formation 

of graphitic carbon, known for its electrical conductivity. This has resulted in many 

examples of MOFdCs being utilized in electrochemical applications such as the oxygen 

evolution reaction.265 Additionally, there is an interest in dispersing metallic nanoparticles 

throughout a carbon scaffold to prevent sintering and maintain high chemical activity,264 

which MOFdCs excel at through their pre-dispersed metal SBUs.266   
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MOFs have long been used as gas storage materials due to their high surface areas, 

increasing accessible surface for the physisorption of gases.90 The adsorption affinity and 

capacity are often dependent on the dimensions of the host/guest, such as the size of the 

gas molecule, pore window,267 or the degree of polarizability.268 As such, the use of 

different gases during calcination should result in varying degrees of gas adsorption and 

diffusion. While activation processes have been studied in the formation of activated 

carbons,269 less research has focused on the effect of different gas environments on the 

formation of MOFdCs. In particular, it has been noted in the MOFdC literature that 

calcination conditions have an impact on the resulting pore structure.270 However, there 

has yet to be a thorough systematic study of this process.  

Results and Discussion 

In this work, we have focused on a typical iron-containing MOF, PCN-250 (PCN 

= porous coordination network)271 (also known as MIL- 127272), consisting of Fe3µ3O 

clusters and the ligand, 3,3’,5,5’-azobenzenetetracarboxylate (ABTC), with the formula 

C48 H28 Fe6 N6 O32, or (Fe3O)2(ABTC)3. This iron-based MOF was of particular interest 

for carbonization due to the catalytic applications of iron oxide particles,273-274 as well as 

the ease of separation afforded by the magnetic behavior of iron oxide.261 PCN-250 has 

been well studied for gas storage and separation applications due to its accessible open 

metal sites.271, 275 Open metal sites are utilized to improve the polarization of gas molecules 

within the MOF pores, improving the adsorption affinity of the gas species.267 Improved 

gas adsorption affinity, results in an increased likelihood of adsorption events occurring 



 

78 
 

during calcination, which could result in variations in the pore structure of the final porous 

carbon. 

Initial thermogravimetric analysis (TGA) of PCN-250 under air, N2, and water-

saturated N2 determined the decomposition temperature of PCN- 250 to be between 350 

to 450 °C, with partial dependence on the gas flow environment (Figure 29). Calcination 

under air results in the near-complete thermolysis of the ligand (76% of the total 

theoretical mass), while analysis under N2 only results in a 25% mass loss upon 

decomposition at 450 °C, with a subsequent mass loss event occurring at 580-620 °C. 

Interestingly, when PCN-250 is decomposed in the presence of water vapor, the mass loss 

event at 620 °C results in what appears to be the complete pyrolysis of the ligand, with the 

final sample mass corresponding to that observed under air oxidation. 
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Figure 29. TGA curve of PCN-250 performed under a flow of air (black) water (D2O) 

enriched N2 (red) and N2 (blue). 
 
 

Based on the TGA results, we became interested in the gas flow-dependent 

decomposition of PCN-250 and decided to study the effect of gas environments on the 

material structure. We hypothesized that the different gas environments should result in 

highly differentiated pore structures when transformed into a MOFdC. To prevent 

complete loss of ligand-derived carbon upon carbonization, the samples were calcined at 

500 °C for 4 hours under six different gas environments: air, N2, He, water enriched N2 

(utilizing D2O to prevent potential H incorporation for neutron diffraction experiments, 

2% D2O by volume), CO2, and H2 (5% in N2). 

Brunauer-Emmett-Teller (BET) adsorption analysis of each sample was conducted 

to confirm the effect the gas environments have on surface area (Figure 30). In general, 

the calcined samples have lower BET surface areas compared to uncalcined PCN-250 
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(approximately 1500 m2/g),271 with the air calcined samples showing the smallest BET 

surface area, 9 m2/g, and the He calcined sample showing the highest BET surface area, 

265 m2/g. In agreement with our initial hypothesis, the surface area has a strong correlation 

with the residual carbon content in the material (Table 5). The surface area of the samples 

were found to correlate linearly with the carbon content,giving a correlation coefficient 

(R2) value of 0.93129 (Figure 31). The R2 value improves to 0.98115 if the data for the 

D2O sample is removed as an outlier (Figure 32). 

 

Figure 30. N2 adsorption isotherms of the calcined PCN-250 samples showing alterations 

in total capacity and pore shapes via calcination gas environment. 
 

Table 5. Elemental Analysis of PCN-250 Calcined at 500 °C Under Various Conditions.  

Atmosphere C (wt%) H (wt%) N (wt%) 

Air 0.15 0.0 0.0 

H2 7.50 0.60 1.04 

D2O 31.61 1.91 5.28 

CO2 16.65 0.73 3.08 

N2 24.25 1.47 3.62 

He 30.24 1.25 3.09 
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Figure 31. BET Surface area versus the residual carbon content of the MOF derived 

carbons, showing an excellent linear correlation between the two parameters.  

 

 
Figure 32. BET Surface area versus the residual carbon content of the MOF derived 

carbons with the D2O calcined sample being excluded, exhibiting a higher degree of 

correlation amongst the data points.  
 
 

The carbon content for the D2O calcined sample is the highest, despite only having 

the third-highest surface area (221 m2/g). This could be due to the D2O labilizing the 

metal-carboxylate bonds during the heating phase of the calcination, due to a competive 
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ligand exchange, forming a partially amorphous MOF structure that possesses a lower 

surface area before carbonization. This pre-carbonization amorphization likely prevents 

off-gassing during carbonization, causing some of the ligand to beecome trapped within 

the structure. The presence of organics is corroborated by the higher hydrogen and 

nitrogen content in the D2O sample (1.91 and 5.28%, respectively (Table 5). The nitrogen 

contained in the azobenzene bridge of the ligand is well known for readily eliminating N2 

well below 500 °C,276 which suggests that the remaining nitrogen content within the 

MOFdCs is due to poor heat transfer within the porous structure, preventing carbonization 

of some of the interior ligands. To test this hypothesis, we performed additional 

experiments looking at the collapse of PCN-250 under water-rich streams at lower 

temperatures. Compared to heating under N2, there was an increased degree of 

amorphization under water at 250, 275, and 300 °C (Figure 33). When PCN-250 was 

heated under water at 300 °C for 16 h there was negligible crystallinity remaining in the 

sample, while heating under N2 still showed characteristic peaks for PCN-250.  

 
Figure 33. PXRD patterns for PCN-250 calcined at low temperatures under a) water and 

b) N2. The heating temperatures and times were kept consistent between the two sets of 

samples.  
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The samples of PCN-250 exhibit a large hysteresis at when the relative pressure, 

p/p0, is greater than 0.4, which is representative of mesoporous structures within the 

material. The generation of a 38 Å mesopore within PCN-250 has been previously 

reported,275 whichmatches the pore size distribution of the calcined PCN-250 samples 

reported here (Figure 34-35). The N2 and the He calcined samples show broadly similar 

isotherms, suggesting a similarity in the environments generated by these gases during 

calcination. Interestingly, the D2O in N2 calcined sample also shows a similar isotherm to 

that produced by N2 and He, which suggests that the concentration of D2O in the sample 

during calcination is low enough to not significantly impact the overall carbon 

superstructure, despite the differences in total carbon content. However, this same 

phenomenon is not observed with the sample calcined in the presence of 5% H2 in N2, 

which shows a significant reduction in the BET surface area, 98 m2/g. 

 
Figure 34. BJH Pore size distribution data for the PCN-250-derived carbons showing a 

change in the degree of mesoporosity between the different samples. 
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Figure 35. DFT Pore size distribution of the PCN-250-derived carbons. Only the D2O in 

N2, N2, and He calcined samples show significant levels of microporosity remaining.  
 
 

Despite the differences in sample porosity, the morphologies of the individual 

samples are similar, maintaining the relative shape of PCN-250 as seen through scanning 

electron microscopy (SEM) images (Figures 36-38). The air calcined sample shows the 

most substantial deviation from the shape of pre-treated PCN-250, with large cracks and 

channels observed in the material (Figure 37). The other samples all show similar 

contraction on a few of the crystal faces and corresponding concavity to the crystal edges. 

These strains induce the formation of a wave-like pattern on the faces of most of the 

crystals, with the effect being most evident for the CO2 calcined sample (Figure 38).  
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Figure 36. SEM of the as-synthesized PCN-250.  
 

 
Figure 37. SEM of the air calcined PCN-250.  
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Figure 38. SEM of the CO2 calcined PCN-250. 
 
 

As PCN-250 contains iron-based SBUs, we were interested in probing the presence 

and phases of the resulting Fe nanoparticles within the samples. Powder X-ray diffraction 

(PXRD) data were collected using a Bruker D8 diffractometer equipped with Cu Kα 

radiation.The six samples showed that in addition to altering the porous carbon structure 

of the material, calcination under different gas environments resulted in the generation of 

various iron oxide phases and variation in crystallite domain size (Figure 39). Analysis of 

the iron oxide domains was performed via Rietveld refinement of the experimental data 

using known iron oxide structures, and the software package GSAS II.277 The unit cell 

parameters, the atomic displacement and position parameters of the atoms, and the 

crystallite size of the iron oxide phases were refined. All samples were initially modeled 

as a mixed-phase system consisting of both iron (II,III) oxide and iron (III) oxide, with 

subsequent single-phase fits performed on those data showcasing zero contribution from 
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a second phase. As expected, calcination under air results in the complete formation of the 

fully oxidized iron (III) oxide, Fe2O3 (Figure 39a). 

 

Figure 39. PXRD of PCN-250 samples calcined under different gas flow environments 

showcasing the formation of both iron (II,III) oxide and iron (III) oxide based on gas 

environment. 
 
 

Interestingly, Rietveld refinement of the H2 calcined sample (Figure 39a, bottom) 

gave an iron (III) oxide phase fraction of 81.5(7)% with a balance of 18.5(14)% being iron 
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(II,III) oxide by mass (Table 6).  The sample visibly glowed as it was exposed to air after 

cooling to room temperature, which suggests that oxide formation does not occur during 

the calcination process, but only upon exposure to air. 

Table 6. PCN-250 Samples Calcined at 500 °C Under Various Conditions. 

Atmosphere 
BET 

Surface 
Area (m2/g) 

Pore 
Volume 
(cm3/g) 

Iron (II,III) 
oxide 

fraction (%) 

Iron (III) 
oxide 

fraction (%) 

Iron (II,III) 
oxide size 

(nm) 

Iron (III) 
oxide size 

(nm) 
Air (X-ray) 9 0.017 0 100 N/A 132.9(19) 

Air 
(Neutron) 

— — 0 100 N/A 99(9) 

H2 (X-ray) 98 0.112 10.69 89.31 25(11) 88.4(20) 
  

D2O (X-
ray) 

221 0.190 100 0 6.2(6) N/A 

D2O 
(Neutron) 

— — 100 0 19.9(7) N/A 

CO2 (X-
ray) 

144 0.124 100 0 13.5(11) N/A 

  
N2 (X-ray) 235 0.201 55.7 44.3 5.2(6) 210(190) 

N2 
(Neutron) 

— — 34.68 65.32 15.2(5) 330(200) 

He (X-ray) 265 0.200 46.47 58.53 19(12) 70(40) 

 

Exposure to oxygen atom-containing gases such as D2O and CO2 did not result in 

iron (III) oxide, but formed the mixed valent iron (II,III) oxide, as confirmed via Rietveld 

refinement (Figure 39b). This is likely due to the poorly oxidizing nature of the two 

molecules, which, while introducing oxygen atoms to the metal clusters of PCN-250, do 

not have the oxidation potential to produce iron (III) oxide. Initial refinement using 

standard iron (II,III) oxide resulted in a poor fit, with the intensity ratio of the (113) to 

(022) peaks (35.8 and 30.3° 2θ) differing significantly from that seen in the bulk material. 

The fit quality was substantially improved by using a model with cation deficiencies in 

the structure, with a iron occupancy of 0.982 in the tetrahedral site and 0.974 in the 
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octahedral site.278 The refined iron (II,  III) oxide crystallite sizes are less than 20 nm 

(Table 6), likely due to the conditions invoked through confinement in the MOF-derived 

graphitic scaffold, and with the milder oxidation preventing the sintering observed with 

iron (III) oxide. 

Meanwhile, after calcination under an inert atmosphere, the resulting material was 

also observed to oxidize in air at room temperature. Interestingly, while H2 calcined PCN-

250 mainly resulted in the formation of iron (III) oxide, the N2 and He calcined samples 

resulted in a more even mixture of the two iron oxide phases. The N2 calcined sample 

resulted in 70.5(2)% iron (II,III) oxide and 29.5(10)% iron (III) oxide by mass (Figure 

39c, top), while the He calcined sample resulted in 62(4)% iron (II,III) oxide and 

37.7(22)% iron (III) oxide (Figure 39c,  bottom) according  to Rietveld refinement of the 

laboratory PXRD patterns (Table 6). 

Rietveld refinement on the PXRD of the six samples also revealed information 

regarding trends in the crystallite size of the iron oxide phases. In general, the iron (III) 

oxide phases, when present, appeared to be larger than those of the iron (II,III) oxide. The 

iron (III) oxide crystallite phases range in size from 70 nm in the He calcined sample to 

210 nm in the N2 sample. Both air and N2 calcination resulted in the formation of iron (III) 

oxide domains greater than 100 nm.  
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Figure 40. High-Resolution SEM of a) air, b) D2O, and c) N2 calcined samples.  TEM 

images of d) air, e) D2O, and f) N2 calcined samples. 
 
 

Transmission electron microscopy (TEM) images of both the air calcined (Figure 

40a) and the N2 calcined (Figure 40) samples both show the presence of bulk iron (III) 

oxide. Meanwhile, both the He calcined (Figure 41) and the H2 calcined (Figure 42) 

samples have poorly discernible features, with no apparent signs of bulk iron oxides, nor 

nanoparticle oxides. This is suggestive of the highly mixed and intermediate ranged size 

of the iron oxide nanoparticles, which corresponds with the size values determined by 

PXRD Rietveld refinement. The iron (III) oxide particles are less than 100 nm (88.4(20) 
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nm and 70(40) nm for H2 and He respectively), and the iron (II,III) oxide particles are 

greater than 10 nm (25(11) nm and 19(12) nm for H2 and He respectively), corroborating 

the TEM images. 

 
Figure 41. TEM of PCN-250 calcined under He. 
 

 
Figure 42. TEM of PCN-250 calcined under H2.  

 

Further insight into the bulk carbon structure of the materials was achieved via 

high magnification images using a high-resolution SEM. The SEM images show the 
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presence of nanoscale features, typically in the form of approximately 20 nm nodules 

(Figure 40b-c). The nodules are readily apparent alongside the surface wave-like pattern, 

suggesting that the physical strain introduced during the nodule formation is likely 

responsible for the bulk wave-like pattern on the surface of the material (Figure 38). These 

nodules are present in all the materials except for the air calcined sample (Figure 40a). 

As the air calcined PCN-250 has limited carbon content, these nodules are likely at least 

partially due to the residual carbon within the remaining samples. In the air calcined 

sample, there instead appear to be 20-100 nm holes formed due to the complete pyrolysis 

of the ligand, which correlates well with the small observed level of mesoporosity in the 

air calcined sample. 

Samples previously calcined under air, D2O, and N2 were studied via neutron 

diffraction and total scattering at the Nanoscale Ordered Materials Diffractometer 

(NOMAD)279 beamline of the Spallation Neutron Source (SNS) at Oak Ridge National 

Laboratory (ORNL) to enable pair distribution function (PDF) analysis. Analysis of the 

Bragg diffraction peaks in the three samples was performed via the same Rietveld 

refinement methods described for the laboratory PXRD data (Table 1). Both the air and 

the D2O calcined samples still only showed the presence of a single iron oxide phase, iron 

(III) oxide and iron (II,III) oxide, respectively. Similar to the laboratory PXRD data, the 

D2O data was also best fit to an iron (II,III) oxide structure containing cationic 

vacancies.278 Both data sets show a similar trend to the lab-scale data, with the iron (III) 

oxide crystallites being significantly more substantial and the iron (II,III) oxide crystallites 

tending to be smaller, with some minor variation between the two sets of refinements. 
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Analysis of the Bragg diffraction of both the air and the D2O calcined samples also showed 

significant magnetic diffraction peaks (Figures 43-45). 

 
Figure 43. NOMAD bank 4 Rietveld refinement of the neutron Bragg peaks for air 

calcined PCN-250, containing both magnetic and nuclear components. 
 

 
Figure 44. NOMAD bank 4 Rietveld refinement of the neutron Bragg peaks for D2O 

calcined PCN-250, containing both magnetic and nuclear components. 
 

 
Figure 45. NOMAD bank 4 Rietveld refinement of the neutron Bragg peaks for N2 

calcined PCN-250, containing both magnetic and nuclear components. 
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The neutron diffraction data of the N2 calcined sample still exhibits a mixture of 

iron (II,III) oxide and iron (III) oxide. However, the ratio of the two phases differs 

significantly, with the neutron data refining to 46.4(14)% and 53.6(16)% for iron (II,III) 

oxide and iron (III) oxide, respectively. Most likely, this is the result of a sampling error, 

with the sample not being in the same condition for both laboratory PXRD and neutron 

diffraction analysis. The significant estimated standard deviation in the iron (III) oxide 

domain size is likely due to the polydisperse distribution of crystallites within the N2 

calcined sample, with both bulk and nanoparticle domains observed in the TEM (Figure 

46-47). 

 
Figure 46. TEM of PCN-250 calcined under N2 showing bulk iron oxide particles. 
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Figure 47. TEM of PCN-250 calcined under N2 showing nanoscale iron oxide particles. 
 
 

PDF fits of the three samples were performed using PDFgui.280 Each data set 

(Figure 48) shows raw data (blue circles), the oxide fit (red line), the graphite fit (green 

line), the mPDF fit (orange line), with the final difference curve shown below (purple line) 

the noise present in the data is removed via a 100 point 3rd order polynomial Savitzky-

Golay smoothing function performed on the residual curve. All three graphs are shown at 

different scales for clarity. 
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Figure 48. PDF of the neutron scattering data for PCN-250 calcined under a) air, b) D2O, 

c) N2. Each data set shows raw data (blue circles), the oxide fit (red line), the graphite fit 

(green line), the mPDF fit (orange line), with the final difference curve shown below 

(purple line) the noise present in the data is removed via a 100 point 3rd order polynomial 

Savitzky-Golay smoothing function performed on the residual curve. All three graphs are 

shown at different scales for clarity. 
 
 

The nuclear component of the iron oxide PDF data for the three samples was fit 

with the unit cell parameters, atomic thermal parameters, the linear atomic correlation 

factor, and the empirical spherical particle size were refined. The air calcined sample was 
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in reasonable agreement with iron (III) oxide, corroborating Rietveld analysis (Figure 48). 

The main component of the difference curve of the air calcined sample appeared to be due 

to a broadly oscillating curve, which is characteristic of magnetic scattering. To confirm 

this, we fit the difference PDF using the magnetic pair distribution function (mPDF) 

method developed by Frandsen and Billinge281-282 in Diffpy-CMI.283 The mPDF was 

modeled using the known magnetic structure of iron (III) oxide,284 consisting of spins 

ferromagnetically aligned within the plane, but antiferromagnetically aligned between 

adjacent planes of the iron sublattice. Both the paramagnetic scale factor and the scale 

factor for the overall mPDF function were refined. The difference curve after the 

refinement of both the nuclear and magnetic PDF is minimal (Figure 48a). This suggests 

that the residual carbon content of the air calcined sample is low, matching well with the 

elemental analysis data, with the air calcined sample only containing 0.15% carbon by 

mass (Table 5). 

The nuclear component of the PDF for the D2O calcined sample (Figure 48b) was 

modeled using iron (II,III) oxide and graphite. The residual after fitting the nuclear 

component is relatively small, but with a periodic oscillation related to the magnetic 

correlations of iron (II,III) oxide. The inverse spinel structure of iron (II,III) oxide consists 

of iron (III) in the tetrahedral positions and mixed iron (II) and iron (III) in the octahedral 

positions. The spins of the tetrahedral sites align antiferromagnetically with the spins of 

the octahedral sites. The overall imbalance in the spin magnetic moment due to the 

differences in site numbers and oxidation states account for the ferrimagnetic properties 

of iron (II,III) oxide.285 The mPDF was again fit against the nuclear difference PDF 
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(Figure 48b) using a spin configuration determined from the literature.285 As the iron 

oxide crystallite size is much reduced and the percentage of carbon is vastly increased in 

the D2O sample compared to the air calcined sample (31.6% versus 0.15%), the overall 

contribution from magnetic scattering is less apparent. 

Meanwhile, the PDF of the N2 calcined sample data (Figure 48c) was fit to three-

phase mixture of iron (II,III) oxide, iron (III) oxide, and graphite, with the residual 

consisting of the magnetic scattering from both iron (II,III) oxide as well as iron (III) 

oxide. The nuclear and the magnetic PDFs were modeled with a mixture of the two iron 

oxide phases, with the scale factors for the contributing phases refined. The initial analysis 

does not show any alteration to the two magnetic structures, both the iron (III) oxide and 

the iron (II,III) oxide spins are the best fit using the antiferromagnetic and ferrimagnetic 

structures mentioned previously. The current work is not focused on the exact variation 

between the local magnetic structure and that of the bulk phase materials, but this concept 

will be investigated as part of future work. 

The carbon component of the D2O and N2 samples were both fit to graphitic 

carbon. Previous studies into MOF carbonization have shown that MOFdCs, especially 

those using aromatic ligand units, tend to have a high degree of graphitization.286 

Observation of the PDF of the D2O and N2 samples showed the presence of a large peak 

at 1.4 Å, which is indicative of the sp2 C-C bond in graphitic carbon,287 further supporting 

the identification of the carbon phase in these materials as graphitic. 

The domain size of the carbon scaffold was modeled in PDFgui using an empirical 

spherical shape function for the graphite phase.288 Both the D2O and the N2 data only show 



 

99 
 

carbon correlations out to near 5 Å. When refined through the entire range of 1-30 Å, the 

D2O domain size settles on 5.28 Å while the N2 only refines out to the slightly larger 5.76 

Å. However, constraining the domain size and refining the two samples from 5.3 to 15 Å 

does suggest some minor contribution from the graphite phase in the N2 sample, with the 

scale factor for graphite being 0.019 as opposed to 0.0023 for the D2O sample. To 

accurately visualize the longer-range component as well as differences in the degree of 

order between the two samples, the 1-5 Å and the 5-15 Å fits of both the N2 and the D2O 

data were graphed together with the N2 data scaled such that the intensity at the 1.4 Å peak 

matches that of the D2O data (Figure 49). The image shows the higher relative intensities 

for the N2 fit at 2.42, 3.7, 4.26, and 5.1 Å, which shows the higher degree of structural 

order in the N2 sample relative to the D2O sample, which correlates well with the 

difference in porosity and elemental analysis data. To best illustrate this relationship, we 

opted to take the difference of the D2O graphitic curve from the scaled N2 graphitic curve 

(orange line in Figure 49), which shows some possibility of minor features at distances 

greater than 5 Å visible as small humps or waves. By comparing the position of these 

waves to that of the peaks in a calculated bulk graphite PDF, we can observe that the 

waves of the N2 do correspond in location with the graphite peaks at 7.1 8.25 and 10.8 Å, 

suggesting that the N2 data does have a minor amount of larger-scale graphitic 

components. 
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Figure 49. Overlap of the D2O (red line) and N2 (blue dashes) with the N2 scaled so the 

first peak (1.4 Å) matches that of the D2O, a difference curve (orange) which is taken as 

the D2O graphitic curve subtracted from the scaled N2 curve is shown below. At the bottom 

is a calculated PDF for the graphitic carbon phase utilized for the PDF fitting.289 The 

overall range of the order between the two matches well out to 4.2 Å. The N2 calcined 

sample has a greater degree of order at the intermediate ranges (2.42 and 3.66 Å) and 

shows greater order at 5.1 Å, with minor broad features from 6 Å and beyond. 
 
 

The first three C-C peaks (1.4, 2.42, and 2.84 Å) correspond to standard graphitic 

carbons.287 The peak at 1.4 Å corresponds to the bond between two sp2 hybridized carbons, 

the peak at 2.42 Å corresponds to the distances between meta oriented carbon atoms in 

hexagonal carbon moieties, and the peak at 2.84 Å corresponds to the para-para distance 

in graphitic carbon.287 In keeping with the general trend of longer-range order observed in 

the N2 sample, we also observed an increase in relative order in the short-range peaks of 

the graphitic PDF by observing the alteration in the peak intensity ratio at low r. The D2O 

calcined sample has an intensity ratio of 2.05 for the 1.4 to 2.42 Å peaks, while the N2 

calcined sample has an intensity ratio of 1.57. This suggests that there is a higher degree 

of simple C-C sp2 hybridized bonds in the D2O calcined structure compared to complete 
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C6 units. This can be visualized by observing the difference in the scaled N2 compared to 

the D2O at 2.42 Å (Figure 49), as there is a noticeable peak there, which corresponds to 

the higher relative number of units in the N2 sample. This result corresponds well with the 

porosity and surface area of the D2O calcined sample, which is noticeably lower than that 

of the N2 calcined sample despite having a more substantial carbon content. The increased 

carbon content is likely due to the amorphous collapse of the carbon domains, which has 

limited the ability of the material to maintain a porous structure. 

Meanwhile, the N2 calcined sample has a higher degree of complete C6 units 

relative to its carbon content, explaining its higher porosity and surface area. The structural 

collapse induced by D2O exposure is likely due to the competition between the D2O and 

the MOF ligand, ABTC, to bind to the iron centers in PCN-250. This competitive 

delegation could potentially cause an initial loss of order within the D2O structure ahead 

of carbonization. Results from bulk testing under water vapor conditions have shown that 

a complete loss of crystallinity does occur before thermal decomposition, which does 

suggest that small scale nanoscale amorphization could be potentially occurring during 

standard calcination experiments (Figure 33). This partial collapse could also be partially 

insulating for the interior of the material upon calcination, as the D2O not only has the 

highest carbon content (31.61% by weight) but also the highest hydrogen content at 1.91% 

by weight, which is significantly higher than the next highest sample, the N2 calcined 

sample at 1.47%. This is likely due to incomplete carbonization of the interior structure 

during calcination, aided by the insulating nature of the pre-amorphized ligand under D2O 

conditions. 
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To probe the oxide species that form under inert gas flow, we conducted in situ 

variable temperature PXRD analysis under He and N2 flow (Figure 50). Unfortunately, 

due to safety concerns and instrument limitations, we were unable to conduct the same 

calcination in the presence of H2. Upon heating to around 450 °C, there is a complete loss 

of crystallinity in the sample as it appears to lose the last remnants of MOF structural 

stability. After this loss of stability, the only peaks that are present are due to the alumina 

sample holder utilized for these experiments. However, in the N2 calcined sample, at 550 

°C, a new phase, Fe(0), starts to grow in (marked with a black rectangle in Figure 50a). 

This Fe(0) phase grows in intensity as the temperature is ramped to 700 °C. We were also 

able to observe the Fe(0) phase when the sample was held at 500 °C for 2 h, which is 

similar to the 4 h calcination condition used for the bulk sample prep (Figure 51). For 

comparison, holding the sample at 500°C under He for 4 h produced no noticeable growth 

of Fe(0), although eventual increase was observed once the sample reached 700 °C after 

having been previously held at 500 °C for 4 h and 600 °C for 2 h (Figure 52). As a control, 

we also performed the same variable temperature program under UHP Ar gas. The results 

show similar behavior to the He calcination, with a small growth of Fe(0), although the 

intensity of the phase peaks is generally quite low under Ar as well (Figure 53). Based on 

these results, we hypothesized that the formation of Fe(0) was due to the presence of N2 

and that the formation of Fe(0) under He and Ar could be the result of N2 impurities, with 

the UHP cylinder utilized having 5 ppm N2, although the UHP Ar utilized did not list any 

N2 content, although it cannot be discounted at present. Interestingly, performing the same 
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200 °C to 700 °C in situ experiments using the isolated Fe3µ3O cluster under both N2 and 

He did not result in the formation of any crystalline species (Figure 54). 

 

Figure 50. a) In situ variable temperature PXRD under N2, b) in situ variable temperature 

PXRD under He. 
 

 
Figure 51. 4 h in situ PXRD of PCN-250 under N2 held at 500 °C. 
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Figure 52. In situ PXRD of PCN-250 under He including holds at 500 °C for 4 hours, 600 

°C for 2 hours, and 700 °C for 2 hours. 
 

 
Figure 53. in situ PXRD of PCN-250 under Ar showing only small amounts of Fe(0) 

growth as well as peaks due to the alumina sample holder. The growth of Fe(0) appears to 

be less than under N2, but higher than under He.   
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Figure 54. a) in situ PXRD of the calcination of the isolated Fe3μ3O cluster in the presence 

of N, b) cluster calcination in the presence of He.  
 
 

To determine if Fe(0) was indeed being formed during tube furnace calcination, 

an air-free sample collection environment was built. Using the cell, the sample could be 

isolated under N2 during and after calcination and then brought into an Ar filled glove- 

box. Using an air-free PXRD cell, we were able to analyze the sample, showing the 

presence of Fe(0) (Figure 55). The procedure also allowed us to calcine PCN-250 under 

H2 and isolate the result, which showed the presence of Fe(0) (Figure 56). Rietveld 

refinement of these samples suggests a domain size of 13.9 nm for the N2 sample and a 

size of 30 nm for the H2 calcined sample. 
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Figure 55. Air free PXRD of N2 calcined PCN-250 collected via the air free cell and fit 

to zero-valent iron.  

 

 
Figure 56. Air free PXRD of H2 calcined PCN-250 collected via the air free cell and fit 

to zero-valent iron.  
 
 

Additionally, N2 adsorption analysis of the two samples suggests that the post 

calcination oxidation appears to increase the BET surface area and pore volume, as both 

air-free samples have lower surface areas and pore volumes compared to their air-exposed 

counterparts. The N2 calcined sample exhibits a BET surface area of 220 m2/g and a pore 

volume of 0.188 cm3/g (versus 235 m2/g and 0.201 cm3/g for the air-exposed sample), and 

the H2 calcined sample exhibits a BET surface area of 84 m2/g and a pore volume of 0.084 
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cm3/g (versus 98 m2/g and 0.112 cm3/g for the air-exposed sample). Also, the isotherms 

of the two samples are broadly similar in features to their oxidized counterparts, with some 

variation in the H2 sample due to a more considerable hysteresis, suggesting a difference 

in the mesopore shape (Figure 57). 

 
Figure 57. N2 adsorption isotherms of the air free N2 and H2 calcined systems alongside 

samples exposed to air after calcination.  
 
 

Conclusions 

The work herein showcases the unique behavior of the iron-based MOF, PCN-250, 

during calcination under different gas flow environments. While our initial hypothesis 

proposed that the calcination conditions could change the porosity of the sample, we were 

surprised by the formation of different phases of iron during the calcination process. These 

results show that the nanoconfined state of the iron sites within the MOF allows for an 

unprecedented level of oxidation control, with the atmospheric conditions above the 

sample being entirely responsible for the formation of the resulting iron oxide phase. The 
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local structure of several of the materials was probed via neutron scattering PDF 

experiments, which allowed for partial investigation of the magnetic structure of the 

carbon scaffolded iron oxide materials, which showed that while the size range of the 

carbon ordering is similar between different samples, the relative ratio of ordering at the 

molecular level changes significantly with gas environment. A post-calcination oxidation 

event was observed for N2, H2, and He calcined samples, which resulted in the formation 

of mixed oxide phases within the samples. These materials were probed via in situ PXRD 

and air-free calcination methods, which showed that these post- calcination oxidations are 

at least partially due to the formation of zero-valent iron under calcination conditions. 

Future work will focus on elucidating the mechanism of zero-valent iron formation, as 

well as the effect of the local environment and nanoconfinement of the metal centers on 

the reduction event. The ability to control the bulk and local structure of metal oxide-

containing porous carbons are of great use for potential catalytic applications, with future 

work focusing on the development of heterogeneous catalysts through the controlled 

calcination of MOFs.  
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CHAPTER IV 

USING METAL-ORGANIC FRAMEWORKS AS TEMPLATES FOR SHAPE 

AND PHASE CONTROLLED CARBONS 

Introduction 

Metal-organic framework (MOF) derived carbons (MOFdCs) are an emerging 

class of porous materials that aim to utilize the advantages of MOFs, highly tunable 

structures and functionalities, while at the same time improving the traditional 

weaknesses, primarily their thermal and hydrolytic stability.255 Due to these factors, 

MOFdCs have found applications in areas that MOFs are often poorly suited for: battery 

electrodes,290 high temperature catalysis,189 and waste-water remediation.260 

The development of MOFdCs has been hindered due to difficulties in 

characterizing their structures as they often lack the well-ordered crystallinity of their 

precursor MOF scaffolds. This lack of structural ordering limits characterization 

techniques often employed for MOFs, such as single-crystal x-ray diffraction (SCXRD) 

and powder x-ray diffraction (PXRD). However, pair distribution function (PDF) analysis, 

a popular technique for the characterization of amorphous systems, uses a Fourier 

transform of the total scattering data gathered during X-ray or neutron powder diffraction 

experiments to transform the diffuse scattering from reciprocal space to real space. 

Therefore, giving information regarding the distribution of atomic pairs within the 

material. 

By using PDF analysis, researchers can gain insight into the degree of ordering 

within a material. Specifically, we can obtain information regarding the short-range order, 
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typically on the order of angstroms to nanometers. This range of ordering is not captured 

from Bragg diffraction peaks.291 Hence, PDF analysis is often used with crystalline 

materials to determine the level of disorder within the material, as well as with amorphous 

materials to gain insight into the change in ordering going from the atomic to the 

nanometer scale. 

PDF analysis can be used with both X-ray and neutron sources, with the two 

methods offering complimentary insight based on the scattering power of neutrons and X-

rays. In particular, neutron total scattering has shown high applicability for the analysis of 

carbon-based materials,292 due to carbon atoms having a higher relative scattering factor 

for neutrons compared to X-rays.219 This is an especially important factor for the 

investigation of the carbon scaffold in MOFdCs as X-ray PDF measurements would be 

heavily influenced by the scattering contribution from the metal centers, thus limiting the 

effectiveness of the technique. 

As part of our work on MOFdCs, we have been investigating how the MOF 

structure changes during calcination. We have also studied the effect of the calcination 

conditions on both the total porous structure and the local structure. Herein, we report the 

effects of the gas environment and temperature of calcination on the porous carbon 

structure of two commonly used MOFs, Zn-MOF-74,293 and UiO-66,160 The work includes 

thermogravimetric analysis (TGA), N2 adsorption, X-ray diffraction analysis, and neutron 

total scattering data to gain a better understanding of the processes that occur during MOF 

carbonization. 
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Results and Discussion 

The initial hypothesis of this work was that calcination of MOFs under different 

gas environments should result in changes in both the porosity and the local structure of 

these systems. Initial thermogravimetric analysis (TGA) results of Zn-MOF-74 performed 

under different gas environments: air, 2% D2O in N2 (referred to as D2O for clarity), N2, 

CO2, and He, using the same heating rate of 5 °C/min all show slightly different 

decomposition processes. There was a slight exception to this trend with air calcination 

samples, which showed a dramatic mass loss event around 375 °C (Figure 58). The other 

gas environments generally approach the same final mass fraction, with the exception of 

CO2, with CO2 calcination resulting in a slightly lower final mass fraction at 800 °C (35% 

as opposed to ~45% for D2O, N2, and He Figure 59 Interestingly, in contrast to the results 

of Zn-MOF-74, there is no noticeable difference in the TGA curve of the UiO-66 samples 

under air as opposed to other gas environments (Figure 59). This suggests that at least 

under the conditions of these TGA experiments, the gas is only minimally interacting with 

UiO-66, as opposed to Zn-MOF-74, which appears to have a stronger interaction with air, 

leading to its faster decomposition. 
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Figure 58. TGA curves for Zn-MOF-74 calcined under five different gas environments.  

 

 
Figure 59. TGA curves for UiO-66 calcined under five different gas environments.  
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However, while the TGA experiments gave an idea regarding the thermodynamic 

stability of the MOFs, they do little to confirm either the kinetic stability under different 

gas environments or shed light as to the structural differences of the resulting 

carbonaceous materials. To that end, we performed a series of carbonization reactions on 

both Zn-MOF-74 and UiO-66 to determine how the presence of different gases affect the 

total pore structure of the materials. Initial calcinations were conducted using a tube 

furnace fitted with a gas flow set-up. The calcinations were performed using a ramp rate 

of 5 °C/min and were held at the operating temperature (500, 600, and 700 °C) for 4 h. 

This was followed by subsequent cooling to ambient conditions and sample collection. 

After collection, each sample was analyzed via N2 adsorption analysis and powder X-ray 

diffraction (PXRD). 

As part of the calcination process, we investigated two distinct parameters, the 

calcination gas: air, D2O, N2, 5% H2 in N2 (hereby referred to as H2), CO2, and He, as well 

as the hold temperature used during the calcination: 500 °C, 600 °C, and 700 °C (used for 

D2O, N2, CO2, and He only, with air conducted at 600 °C for UiO-66 only). Air was used 

as a calcination gas to act as a baseline, seeing as it should result in the complete 

combustion of the MOFs. As such, calcining the MOFs at different temperatures under air 

was deemed unnecessary. Zn-MOF-74 and UiO-66 were chosen due to their differences 

in open metal sites within the structure. Zn-MOF-74 is known to contain open metal sites 

and is often used in gas adsorption applications as a result,294 UiO-66 lacks the open metal 

site feature as it contains saturated zirconium oxo clusters. Both structures were chosen as 



 

114 
 

they allow for the investigation of the effect of gas adsorption at the open metal sites on 

the carbonization process. 

The particular metal oxide phase of each calcined sample was confirmed via 

Rietveld refinement using the program GSAS-II.277 Rietveld refinement of the different 

MOFdCs was performed with refinement on the sample displacement, the unit cell 

parameters, the atomic coordinates, and anisotropic thermal parameters, as well as the 

domain size and particle microstrain. Interestingly, UiO-66 did not completely calcine at 

500 °C with several of the gases and was shown to be structurally more robust under CO2 

and He conditions. In all of the PXRD patterns except the air calcined sample, there is a 

noticeable amount of parent UiO-66 sample remaining. The CO2 samples were shown to 

be composed entirely of UiO-66 via Rietveld refinement. Despite this, there are still some 

noticeable features related to ZrO2 in the PXRD pattern for most of the 500 °C samples 

(Figure 60). Meanwhile, Zn-MOF-74 calcined at 500 °C does not show any degree of 

parent MOF structure remaining. This is likely due to the much lower decomposition 

temperature of Zn-MOF-74 relative to UiO-66. Both Zn-MOF-74 and UiO-66 did show 

almost complete loss of porosity upon calcination under air at 500 °C. The air-calcined 

Zn-MOF-74 was determined to be 0.14% carbon by weight, and the air-calcined UiO-66 

was determined to be 0.60% carbon by weight (Tables 7 and 8). Interestingly, it was 

determined that the zirconium dioxide (ZrO2) phase that matched the decomposition 

products of the UiO-66 calcined samples was the cubic phase,295 This is of interest as it 

opposes to the more common and thermodynamically stable monoclinic phase of ZrO2. 

Typically, bulk cubic phase zirconia is only stabilized through the use of additives, such 
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as yttrium oxide.296 The relative stability of the different zirconia phases is known to be 

size-dependent, with the cubic phase being the thermodynamically stable phase at sizes 

less than 2 nm in diameter.297 However, Rietveld refinement of the calcined UiO-66 

samples generally determined particle sizes to be greater than 2 nm, despite the cubic 

structure (Table 9). This preference for the cubic structure is likely a result of MOF 

templating. The zirconium oxo clusters in UiO-66 display an octahedral symmetry, giving 

the clusters a geometry similar to that of the cubic phase.298-299 Hence, this preformed high 

symmetry cluster, combined with nanoconfinement within the porous carbon scaffold, is 

likely the cause of the stabilization of the cubic phase. 

Table 7. Elemental Analysis data for Zn-MOF-74-Carbon Samples 

Atmosphere Calcination 

Temperature (°C) 

C (wt%) H (wt%) N (wt%) 

Air 500 0.14 0.00 0.00 

H2 500 23.38 0.80 0.69 

D2O 500 22.97 1.06 0.68 

D2O 600 22.74 0.67 0.61 

D2O 700 21.34 0.48 0.41 

N2 500 27.53 1.31 2.03 

N2 600 31.96 1.26 1.89 

N2 700 45.81 2.03 2.00 

CO2 500 21.54 1.71 1.37 

CO2 600 14.12 0.52 1.63 

CO2 700 25.19 0.46 1.06 

He 500 25.20 1.74 1.30 

He 600 30.57 1.22 2.06 

He 700 30.25 0.51 1.49 
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Table 8. Elemental Analysis data for UiO-66-Carbon Samples 

Atmosphere Calcination 

Temperature (°C) 

C (wt%) H (wt%) N (wt%) 

Air 500 0.60 0.00 0.00 

Air 600 0.37 0.38 0.00 

H2 500 23.91 2.97 0.21 

D2O 500 15.73 1.73 0.00 

D2O 600 2.47 0.19 0.00 

D2O 700 2.69 0.13 0.00 

N2 500 28.06 2.30 0.14 

N2 600 26.75 1.18 0.17 

N2 700 21.17 0.99 0.14 

CO2 500 26.70 4.41 0.18 

CO2 600 7.66 0.52 0.22 

CO2 700 7.45 0.34 0.74 

He 500 27.38 4.39 0.35 

He 600 15.04 0.67 0.23 

He 700 16.97 0.82 0.52 
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Figure 60. Rietveld Refinement results for UiO-66 calcined under a) air, b) H2, c) 2% 

D2O in N2, d) N2, e) CO2, and f) He. All samples were refined to the structure of cubic 

zirconium dioxide (except for CO2-500 °C), with the 500 °C samples also refined to the 

UiO-66 structure. The calcination temperatures are labeled next to the individual patterns. 
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Table 9. Porosity and Rietveld Refinement Results for UiO-66 

Gas Temperature 

(°C) 

Surface 

area (m2/g) 

Pore 

Volume 

(cm3/g) 

Metal 

Oxide 

Domain 

Size (nm, 

X-ray) 

Metal 

Oxide 

Domain 

Size (nm, 

neutron) 

Air 500 8 0.011 13.7(4) 4.91(8) 

Air 600 72 0.082 9.8(2) --- 

H2 (5% in 

N2) 

500  375 0.172 7(4) --- 

D2O (2% in 

N2) 

500 291 0.163 4.27(31) 8.7(4) 

D2O (2% in 

N2) 

600 39 0.056 29.2(21) --- 

D2O (2% in 

N2) 

700 19 0.051 94(25) --- 

N2 500 180 0.093 1.9(4) 4.0(7) 

N2 600 138 0.062 2.20(6) --- 

N2 700 235 0.175 6.2(3) 7.2(5) 

CO2 500 1026 0.451 N/A --- 

CO2 600 113 0.096 6.80(16) --- 

CO2 700 69 0.083 15.2(5) --- 

He 500 974 0.434 20(9) 

(10.3(17)% 

phase 

fraction) 

--- 

He 600 157 0.105 5.82(15) --- 

He 700 194 0.108 7.47(16) --- 

 

The Zn-MOF-74 samples all calcined to the hexagonal wurtzite structure of zinc 

oxide (ZnO).300 Calcination at increasing temperatures results in a steady increase in the 

zinc oxide domain size (Figure 61, Table 10). This increase in zinc oxide domain size 

can be confirmed via transmission electron microscopy (TEM) of the 500 °C calcined 

samples compared to the 700 °C calcined samples (Figure 62). The D2O 500 °C calcined 

sample shows the presence of well-dispersed, nanometer-sized metal oxide phases 

(Figure 62b). In contrast, the 700 °C calcined sample shows an exterior surface that is 
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entirely composed of ZnO (Figure 62d). Based on the TEM and Rietveld analysis, it 

appears that the ZnO nanoparticles are sintered together at 700 °C,301 forming a bulk 

domain on the surface of the MOFdC. Sintering in solid materials is typically known to 

occur in temperature regions slightly above half the melting point. However, the onset 

temperature is known to decrease with nanoscale particles.302  
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Figure 61. Rietveld Refinement results for Zn-MOF-74 calcined under a) air, b) H2, c) 

2% D2O in N2, d) N2, e) CO2, and f) He. All samples were refined to the structure of Zinc 

Oxide. The calcination temperatures are labeled next to the individual patterns. 
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Table 10. Porosity and Rietveld Refinement Results for Zn-MOF-74 

Gas Temperature 

(°C) 

Surface 

area (m2/g) 

Pore 

Volume 

(cm3/g) 

Metal 

Oxide 

Domain 

Size (nm, 

X-ray) 

Metal 

Oxide 

Domain 

Size (nm, 

neutron) 

Air 500 8 0.018 106(4) 115(2) 

H2 (5% in 

N2) 

500  277 0.204 194(9) --- 

D2O (2% in 

N2) 

500 248 0.134 15.1(4) 25.0(2) 

D2O (2% in 

N2) 

600 291 0.197 127(5) 176(26) 

D2O (2% in 

N2) 

700 292 0.229 289(11) 230(30) 

N2 500 187 0.087 37.6(17) 68.0(18) 

N2 600 418 0.198 100.5(18) 250(80) 

N2 700 646 0.370 318(24) 260(190) 

CO2 500 169 0.142 5.95(19) --- 

CO2 600 194 0.127 25.6(5) --- 

CO2 700 185 0.251 478(31) --- 

He 500 173 0.108 33(15) --- 

He 600 274 0.143 57.4(18) --- 

He 700 317 0.188 390(40) --- 
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Figure 62. a) SEM image of Zn-MOF-74 calcined under D2O at 500 °C showing the 

minimal surface formation of ZnO, b) TEM image of 500 °C D2O calcined Zn-MOF-74 

showing nanoscale metal oxides. c) 700 °C D2O calcined Zn-MOF-74 showing the ZnO 

sintering that is occurring on the surface, the TEM image d) appear to mainly be ZnO. 
 
 

With a melting point of almost 2000 °C, ZnO would be considered to sinter around 

~1000 °C, although it is still not unusual for ZnO to begin sintering as low as 700 °C.301 

This same sintering effect is also observed in the TEM images of the N2 calcined sample 

(Figure 63), matching well with the general domain size trend observed via Rietveld 

refinement. 
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Figure 63. TEM image of 500 °C D2O calcined Zn-MOF-74. 
 
 

Interestingly, despite the formation of the large domain ZnO, there is no reduction 

in the total carbon content of the materials. In contrast, many of the samples show a higher 

total carbon weight percentage upon calcination at higher temperatures (Table 7), and 

they exhibit larger surface areas (Table 10). The data suggests that this sintering behavior 

mainly occurs on the surface of the material, leaving a significant degree of internal 

porosity. These findings can be corroborated by the scanning electron microscopy images 

(SEM). The 700 °C D2O calcined Zn-MOF-74 sample showed a large number of fused 

solids forming around the exterior diameter of bulk rods (Figures 62d) while still 

maintaining an interior carbon phase. Similar behavior is observed for the 700 °C N2 

(Figure 64) sample as well as the 600 °C N2, CO2, and He calcined samples.  
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Interestingly a few of the samples, 600 °C D2O, 700 °C CO2, and 700 °C He 

(Figure 65), instead show large surface nodules of ZnO on top of a carbon rod. These 

surface nodules are noticeably thicker than the thin ZnO walls on the 700 °C D2O samples, 

which suggests that a similar sintering mechanism is occurring, but that the ZnO is 

migrating into more confined areas during calcination. Meanwhile, the 500 °C calcined 

samples have a smattering of unaffiliated surface oxides on top of the bulk framework 

(Figure 66), suggesting that the onset of sintering does not occur at this temperature, 

which correlates with the lower crystallite sizes determined from Rietveld refinement. 

 
Figure 64. SEM image of the 700 °C N2 calcined Zn-MOF-74. 
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Figure 65. SEM image of the 700 °C He calcined Zn-MOF-74. 
 

 
Figure 66. SEM image of the 500 °C D2O calcined Zn-MOF-74. 
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In general, the UiO-66 crystals are noticeably smaller than Zn-MOF-74, with 

individual UiO-66 particles being on the order of 0.1 to 1 microns depending on the batch. 

This small size is typically maintained upon calcination. However, many of the smaller 

particles tend to agglomerate, and this agglomeration is still observed in the SEM of the 

MOFdCs products (Figure 67). The particles observed are all generally uniform, 

maintaining structural cohesion during calcination, similar to Zn-MOF-74. Due to the 

much higher melting point of ZrO2 (> 2700 °C), about 3.85 times greater than the highest 

calcination temperature utilized, there is no noticeable sintering or metal oxide migration 

observed in the SEM. Additionally, the TEM of the 700 °C N2 calcined sample (given as 

representative samples for the UiO-66 calcination) also generally still show nanoscale 

metal oxide features, with a carbonaceous matrix (Figure 68). These results fit well with 

the Rietveld refinement, suggesting minimal sintering in the UiO-66 derived samples. 

 

 
Figure 67. SEM image of the 500 °C N2 calcined UiO-66. 
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Figure 68. TEM image of the 700 °C N2 calcined UiO-66.  

 

 
Figure 69. N2 adsorption isotherms for a) Zn-MOF-74 and b) UiO-66 samples calcined at 

500 °C under different gas environments. The 600 °C air calcined UiO-66 is included for 

comparison. 
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The N2 adsorption analysis of both Zn-MOF-74 and UiO-66 calcined at 500 °C 

shows that each sample appears to maintain some degree of porosity, with each gas 

environment resulting in difference total uptake (Figure 69). The samples calcined at 500 

°C showed total N2 adsorption uptakes less than 150 cm3/g, with a broad mix of 

microporosity and mesoporosity. The two apparent outliers, UiO-66 calcined under CO2 

and He showed distinctive microporous isotherms that are similar to isotherms observed 

for UiO-66.303 This corroborates the Rietveld analysis of both samples, which are mainly 

(89.3%, He) or entirely (CO2) comprised of the parent UiO-66 material. The surface areas 

of the Zn-MOF-74 based MOFdCs tend to be low, with only the H2 calcined sample 

showing a surface area greater than 250 m2/g (Table 8). For comparison, a typical example 

of Zn-MOF-74 had a surface area around 500 m2/g.294 Interestingly, there is a distinct 

difference in shape for each individual isotherm, with only the H2, CO2, and He calcined 

samples showing noticeable hysteresis. The He samples show a minor hysteresis, but the 

N2 and the D2O samples tend to have flat adsorption uptakes at higher pressures, indicating 

minimal mesoporosity. 

Calcination of Zn-MOF-74 at higher temperatures (600 °C and 700 °C) appears to 

result in a general increase in the level of microporosity with the samples. In particular, 

the sample calcined under N2 at 700 °C results in a surface area of 646 m2/g, generally 

higher than the parent MOF (Figure 61c, Table 8).294 The samples calcined under other 

conditions also usually show an increase in surface area with temperature. However, this 

is not as apparent for the samples calcined under N2. The D2O calcined samples at 600 °C 

and 700 °C show similar surface areas (291 and 292 m2/g), but have noticeably different 
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behavior at higher pressures, indicative of an increase in mesoporosity. This is likely 

related to changes in the total pore volume of the materials, going from 0.134 cm2/g for 

the 500 °C calcined sample to 0.197 and 0.229 cm2/g for the 600 °C and 700 °C calcined 

samples respectively (Figure 61b, Table 8). This increase in porosity can be visualized 

through the noticeable hysteresis that is observed for the 600 °C and 700 °C samples 

(Figure 61b) which results in an increase in the differential pore volume in the 30-40 Å 

region according to BJH (Barrett, Joyner, and Halenda)304 pore size distribution modeling 

(Figure 70). In general, the four different gas environments each show an increase in 

mesoporosity upon calcination at higher temperatures, resulting in a general trend of an 

increasing pore volume with temperature (Table 10). This is potentially related to the 

sintering effect observed in the SEM of these materials. As the sintering primarily occurs 

on the outer edge of the material, there is likely some migration of ZnO centers away from 

the interior channel of the MOFdC. Hence, this would result in an increase in internal 

mesoporous void spaces. 
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Figure 70. BJH model mesopore size distribution for Zn-MOF-74 calcined under a) D2O 

in N2, b) N2, c) CO2, and d) He. In general, the increase in temperature leads to an increase 

in mesoporosity, typically in the 30-40 Å range.  
 
 

Calcination of UiO-66 at 500 °C results in a mixture of phase purities, with a 

significant amount of UiO-66 remaining in most of the materials. As such, the surface 

areas of several of these products remains relatively high, with samples in both CO2 and 

He calcination conditions displaying surface areas near 1000 m2/g (Figure 69b, Table 9). 

However, when the samples were calcined at higher temperatures, there is a significant 

drop in the surface areas. In particular, the 600 °C and 700 °C D2O calcined samples show 

almost no porosity, with surface areas of 39 and 19 m2/g respectively, with the CO2 

samples having only slightly larger surface areas, 113 and 69 m2/g for 600 °C and 700 °C 

respectively. These four samples are unique in that the residual carbon weight percentages 

are also quite low, 2.47%, 2.69%, 7.66%, and 7.45% for D2O 600 °C, D2O 700 °C, CO2 
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600 °C, and CO2 700 °C, respectively. Both Zn-MOF-74 and UiO-66 MOFdCs show a 

broad trend towards an increased surface area with increased residual carbon content 

(Figure 71-72), suggesting that the loss of surface area is due to the combustion and 

subsequent loss of the ligand from the UiO-66 scaffold.  

 

 
Figure 71. Relationship between surface area and total carbon content for calcined Zn-

MOF-74 samples. 
 

 
Figure 72. Relationship between surface area and total carbon content for calcined UiO-

66 samples, the 500 °C calcined samples have been omitted due to their residual UiO-66 

content.  
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In general, the UiO-66 MOFdCs show lower surface areas, as well as the correlated 

carbon content, as compared to Zn-MOF-74. This suggests that the ligand in UiO-66, 

benzenedicarboxylate (BDC), is more readily lost from the scaffold than the 2,5-

dihydroxyterephthalate (DOBDC) ligand in Zn-MOF-74. Terephthalic acid is a simple 

dicarboxylate that binds to the metal centers in UiO-66 by bridging between two Zr centers 

in the MOF cluster.160 Meanwhile, the hydroxy groups in 2,5-dihydroxyterephthalic acid 

assist in binding to the metal centers in Zn-MOF-74, with one carboxylate oxygen and the 

hydroxy oxygen both bound to a single metal. The second carboxylate oxygen in the 

structure interacts with a different metal in the metal chain.293 As such, even though 

zirconium carboxylate bonds are generally understood to be thermodynamically strong, 

due to being a combination of a hard Lewis acid and a hard Lewis base according to 

Pearson’s principle,305 the bonds in UiO-66 are potentially kinetically labile, with a lower 

rate of recombination with the metal center due to lower individual connectivity. 

Essentially, when there is enough thermal energy to dissociate the metal-ligand 

interactions, the only driving force available to reform the metal-ligand interaction is the 

geometric constraints of the MOF. There is only a little kinetic driving force directed from 

the ligand itself due to the secondary binding site. However, as the temperature increases 

and the equilibrium shifts more towards the unbound state, there is also an increased 

chance of other ligands interacting with the coordination sphere of the zirconium. In 

addition, while both terephthalic acid and 2,5-dihydroxyterephthalic acid have an initial 

decomposition temperature of around 275 °C, caused by decarboxylation, 2,5-

dihydroxyterephthalic acid also has a secondary decomposition event around 410 °C 



 

133 
 

caused by the degradation of the residual phenolic material (Figure 73). Due to the 

formation of this phenolic species, 2,5-dihydroxyterephthalic acid residues can still be 

found within the MOF-74 framework even after decarboxylation. However, at that same 

point, terephthalic acid undergoes complete combustion. This suggests that during 

carbonization, when terephthalic acid disassociates from the cluster, it starts to 

decarboxylate and thus completely degrade, causing a significant drop in the residual 

carbon. In the case of the D2O and CO2, this is exacerbated, with both gases potentially 

coordinating to the newly open metal centers. This competition is also partially enabled 

by the excess of both gases, which forces the equilibrium towards the gas coordinated, and 

thus the uncoordinated ligand state. 

 

Figure 73. TGA curves for terephthalic acid and 2,5-dihydroxyterephthalic acid heated 

under an N2 flow.  
 
 

While this same gas coordination occurs with Zn-MOF-74, the MOF itself already 

has available open metal sites. With the interaction time frame at 500-700 °C being 

reasonably low for each individual gas molecule, there is less incentive for the ligand to 
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decoordinate, resulting in less gas interaction. The one exception to this is the case of CO2, 

due to its known affinity towards open metal sites.204 Tellingly, CO2 calcined Zn-MOF-

74 shows the lowest surface area of all Zn-MOF-74 MOFdCs, and also shows a small drop 

in surface area when temperatures are shifted from 600 °C (194 m2/g) to 700 °C (185 

m2/g). Interestingly, despite having the lowest adsorption affinity of the gases tested, He 

typically does not have the highest surface area. N2 shows the highest surface areas at 700 

°C for both Zn-MOF-74 and UiO-66. Notably, N2 typically has a low binding affinity for 

both Zn and Zr, likely interacting with the MOFs only through Van der Waals interactions, 

which could potentially be templating the increased surface area. 

 

Figure 74. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under air at 500 °C.  
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Figure 75. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under N2 at 500 °C. 
 

 
Figure 76. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under D2O at 500 °C. 
 
 

Neutron total scattering data was collected at the Nanoscale Ordered Materials 

Diffractometer (NOMAD) at the Spallation Neutron Source (SNS) at Oak Ridge National 

Laboratory (ORNL).279 Data was collected for the 500 °C air, D2O, and N2 calcined 
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samples for both Zn-MOF-74 and UiO-66, as well as the 600 °C and 700 °C D2O and N2 

calcined Zn-MOF-74 and the 700 °C N2 calcined UiO-66. The Bragg diffraction data for 

the samples were analyzed using GSAS-II,277 via refinement on the same parameters as 

the X-ray data. The domain size parameters calculated from the Rietveld refinement of the 

Zn-MOF-74 samples results in a trend similar to that of the X-ray data. Amongst the 500 

°C calcined samples the air calcined sample (Figure 74) ) having the largest size (115 

nm), followed by the N2 calcined samples (Figure 75) (6.0 nm), and the D2O calcined 

samples (Figure 76) (25.0 nm) having the smallest size (Table 10). Additionally, 

increasing the temperature of calcination for the D2O and N2 calcined Zn-MOF-74 resulted 

in an increase in refined domain size, similar to the X-ray data (Table 10, Figure 77-80). 

 
Figure 77. Rietveld refinment on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under D2O at 600 °C.  
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Figure 78. Rietveld refinment on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under D2O at 700 °C.  

 

 
Figure 79. Rietveld refinment on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under N2 at 600 °C.  
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Figure 80. Rietveld refinment on the Bragg peaks from the neutron total scattering data 

for Zn-MOF-74 calcined under N2 at 700 °C.  

 

 

The UiO-66 calcined samples were refined only as cubic ZrO2. The neutron 

diffraction data of the 500 °C calcined data exhibited no noticeable diffraction peaks 

representative of UiO-66. However, much of this is due to the large hydrogen content of 

UiO-66, which caused significant incoherent scattering from the residual UiO-66 material 

in the sample. The three samples all generally showed nanoscale ZrO2 (Table 9, Figure 

81-83). However, the N2 sample in particle had a strong background signal due to the large 

hydrogen content of the sample. As this sample also contained limited ZrO2 content, the 

information that can be gleaned from this data set is limited. For comparison, the 700 °C 

N2 calcined sample shows a large improvement in scattering intensity due to zirconium 

oxide fit to the cubic phase, similar to the laboratory scale data (Figure 84). The refined 

particle size for the neutron data is similar to the X-ray data (7.2 vs. 6.2 nm), further 

confirming the rough scale for the material.  
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Figure 81. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for UiO-66 calcined under air at 500 °C 
 

 
Figure 82. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for UiO-66 calcined under D2O at 500 °C. The data was fit solely to ZrO2 (cubic) as the 

leftover UiO-66 Bragg peaks could not be resolved due to the incoherent scattering of the 

large amount of residual hydrogen. 
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Figure 83. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for UiO-66 calcined under N2 at 500 °C. The data was fit solely to ZrO2 (cubic) as the 

leftover UiO-66 Bragg peaks could not be resolved due to the incoherent scattering of the 

large amount of residual hydrogen. 
 

 

 
Figure 84. Rietveld refinement on the Bragg peaks from the neutron total scattering data 

for UiO-66 calcined under N2 at 700 °C. The refinement is fit to cubic phase zirconia, the 

same as the X-ray data. 
 
 

  The total scattering results were analyzed via PDF methods using the software 

PDFgui (Figure 85).280 The fits for the Zn-MOF-74 based samples were refined using the 
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known structure of ZnO, with the D2O and N2 calcined samples were refined against 

graphitic carbon. In addition, two model structures, one containing O-D bonds constructed 

in a cube and the other containing C-H bonds in the same arrangement, were used to 

simulate surface-bound deuteroxides (D2O sample only) and residual hydrogen 

respectively. These models were constructed with C or O atoms at the vertices of a cube 

and with H or D atoms along the edge of the cube. The lattice lengths of the cubes were 

set to twice the length of an O-D or C-H bond to simulate the correct bond distances. Both 

structures were truncated to 1.5 Å in the PDF fit. All structures were refined by their scale 

factor, their unit cell parameters, and the atomic displacement parameters for all atoms in 

the system. The ZnO and graphitic carbon samples were also refined on a linear atomic 

correlation factor, and their symmetry restrained atomic positions. Also, the domain sizes 

of the ZnO and the graphitic carbon were modeled using an empirical spherical shape 

function.288 
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Figure 85. Pair Distribution function (PDF) fits for Zn-MOF-74 calcined under D2O at a) 

500 °C, b) 600 °C, and c) 700 °C alongside Zn-MOF-74 calcined under N2 at d) 500 °C, 

e) 600 °C, and f) 700 °C. The fits were performed using ZnO, graphite, as well as model 

structures containing O-D (for D2O) and C-H (for D2O and N2) to account for adsorbed 

D2O as well as uncombusted C-H bonds within the materials.  
 
 

 The air calcined sample, consisting solely of ZnO, was refined to a domain size of 

45.7 nm, which is relatively consistent with the Rietveld refinement results of 106 nm. 

Although, as the PDF fits are only to 3 nm, the exact value afforded by the spherical shape 

function is of limited use for this specific ZnO fit. Meanwhile, the 500 °C D2O and the N2 

calcined samples were both refined to 11.6 and 26.9 nm, respectively. By increasing the 
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calcination temperatures to 600 °C and 700 °C, we were able to increase the ZnO domain 

size to 16.60 and 46.61 nm, respectively for D2O, and 24.62 and 29.40 nm for N2 (Table 

11). The general increase in ZnO domain size is likely due to the sintering process 

occurring during calcination that was observed in the SEM. Based on SEM imaging, there 

is a general increase in the uniformity of the ZnO tube developing on the surface of the 

calcined Zn-MOF-74, which suggests that the ZnO is starting to transition from distinct 

nanoparticles into a bulk tube. The ZnO fits generally showed a minimal difference 

between the different samples, suggesting that there was only little local structural 

variation between the three samples and the average ZnO structure. 

Table 11. Spherical Domain Size Parameters for Zn-MOF-74 Based MOFdCs 

Gas  Temperature (°C) Zinc Oxide Size 

(Å) 

Graphite Size (Å) 

Air 500  570.2 --- 

D2O 500 116.1 7.4 

D2O 600 166.0 8.3 

D2O 700 466.1 11.5 

N2 500 268.8 7.0 

N2 600 246.2 10.2 

N2 700 294.0 11.9 

 

Both the D2O and the N2 calcined samples had a secondary phase that consisted of 

graphitic carbon. This can be easily observed in the PDF results due to the presence of the 

distinct 1.4 Å peak, which is indicative of the sp2 hybridized C-C bond in the graphene 

ring.287 For the most part, the graphitic domains for all of the Zn-MOF-74 samples are 

sub-nanoscale, likely the result of limited interactions between the different ligands during 

the carbonization process. Interestingly, the domain size increases as a function of 

calcination temperature, with the 700 °C calcined Zn-MOF-74 samples having graphitic 
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domains greater than 1 nm (Table 10). This increase in graphitic order with temperature 

was also matched by an increase in surface area as a function of temperature for both the 

D2O and N2 calcined samples. Interestingly, despite the general trend of surface area being 

linearly related to the residual carbon content, the 500 °C N2 sample had a higher residual 

carbon content compared to the 500 °C D2O sample (27.53% versus 22.97%) (Table 7), 

suggesting some correlation between the ordering of the porous carbon domains and the 

surface area of the MOFdCs. This corroborated our previous observations for PCN-250 

(an iron-based MOF), where a higher carbon content, within a lower carbon ordered 

material, still had reduced porosity.184 While the general trend of surface area increasing 

with graphitic carbon ordering holds true for the samples calcined at higher temperatures, 

with the highest degree of ordering observed in the 700 °C N2 calcined sample, which also 

had the highest surface area, it does not appear to be a linear relationship. The 700 °C D2O 

calcined sample exhibits a graphitic carbon domain size of 11.5 Å, only 0.4 Å below that 

of the 700 °C N2 calcined sample despite having a surface area of only 292 m2/g as 

opposed to the 646 m2/g surface area of the 700 °C N2 calcined sample. However, the D2O 

samples show a significant jump in graphitic ordering going from 600 °C to 700 °C, which 

could suggest that at that temperature, there is a noticeable change in the processes 

governing graphite growth, such as a sintering type effect or a more efficient 

dehydrogenation. It should be noted that UiO-66 calcined under N2 at 700 °C also exhibits 

a >1 nm graphite domain size (10.7 Å), even though the generally low surface area of the 

UiO-66 derived carbons.  
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The variation in ordering as a function of temperature for both D2O (a) and N2 (b) 

can be observed in Figure 86. There is a general similarity in the intensity of the graphitic 

carbon peaks between the two different calcination gases. The 500 °C D2O sample, despite 

having a lower carbon content (4.56%) compared to the 500 °C N2 sample, has only a 

slightly higher (3%) intensity at the 1.4 Å peak, suggesting that there was a significant 

amount of carbon atoms that did not contribute to the graphitic ordering. This could in part 

be attributed to the higher hydrogen content of the N2 calcined samples (1.31% versus 

1.06%), which was also captured in the fit of the C-H bonds, where the N2 calcined 

samples have a noticeably higher scale factor as compared to the D2O calcined samples 

(0.0195 versus 0.00660).  

However, while going to higher temperatures under D2O does not result in any 

significant changes in total carbon content, only a slight decrease from 22.97% to 21.34% 

is observed going from 500 to 700 °C, there is a significant increase in total carbon content 

for the N2 calcined samples, 27.53% to 31.96% to 45.81% for 500, 600, and 700 °C 

respectively. This corresponds strongly with an increase in surface area for these samples. 

However, the correlation between graphitic carbon domain size and surface area, while 

present, is much weaker (Figure 87a). Despite this, there is a still a stronger correlation 

between graphitic carbon domain size and surface area, than there is with total residual 

carbon content (Figure 87b), which suggests that a higher degree of carbon ordering does 

play some role, in addition to the general total carbon content, on the bulk porosity of these 

materials. Interestingly, despite the generally low ordering of these graphitic domains, 

with only a few examples greater than 1 nm, the domain sizes are still larger than what we 
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would expect for materials only ordered through templating from individual organic 

ligands. Even amongst the 500 C calcined samples, there is still significant ordering in the 

5 to 7 Å range, which corresponds to the ordering of multiple C6 graphitic rings, with each 

ring fitting to approximately 2.85 Å in diameter.289 This is potentially due to some degree 

of longer range templating effect from the MOF. While there is a potential for a sintering 

or general long-distance bulk graphitization, those processes typically do not occur below 

1000 °C, with many processes not occurring until 2000 or even 3000 °C, suggesting that 

some of this ordering is indeed due to the MOF structure.306 

 

Figure 86. Comparison of the PDF graphitic carbon fits for the Zn-MOF-74 samples 

calcined under a) D2O and b) N2 at 500 °C (red line) 600 °C (blue dashes) and 700 °C 

(orange dots). There is a noticeable increase in graphitic carbon ordering as the calcination 

temperature increases.   
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Figure 87. a) Surface area versus graphitic carbon domain size for Zn-MOF-74 derived 

carbons, b) Total carbon content versus graphitic carbon domain size for Zn-MOF-74 

derived carbons. 
 

 
Figure 88. PDF fitting of UiO-66 calcined at 500 °C under a) air, b) D2O, c) N2 as well as 

UiO-66 calcined under N2 at 700 °C.  

        a)                                                                                b) 
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The PDF fittings of the 500 °C calcined UiO-66 samples, as well as the 700 °C N2 

calcined sample, were mainly used for the determination of the composition of the 

zirconium oxide species that was formed. Specifically, the local structural order was 

determined to see if it matched that of the cubic phase. The samples matched the long-

range Bragg diffraction ordering of the cubic phase. Still, the potential for contributions 

from the tetragonal or the monoclinic phase in the local structure was also tested to ensure 

the fit in the data was indeed not from these phases (Figure 88). A full PDF fit for each 

of the four samples was performed using a combination of 6 phases, cubic, tetragonal, and 

monoclinic zirconia, graphite, as well a dehydroxylated UiO-66 phase (for the 500 °C 

calcined samples) or a C-H bond phase (for the 700 °C calcined sample). The air calcined 

sample, despite only having 0.6%wt carbon, still showed the distinctive graphitic 

structure. However, it was generally broad and did not extend beyond 3 Å (Table 12). The 

graphitic carbon phases of both the D2O and the 500 °C N2 calcined samples were slightly 

better defined. However, the N2 sample only showed ordering out to about 2.4 Å, which 

corresponds most readily to a 3-carbon interaction in a graphitic unit (Table 12). The D2O 

calcined sample showed ordering out to slightly higher r value. However, the overall scale, 

especially relative to the other phases in this data set, is quite low, suggesting that there is 

only a small degree of graphitic carbon in the D2O calcined sample system. Of the three 

ZrO2 phases, the monoclinic phase showed the smallest contribution to the overall 

structures of the sample. There was no contribution of this phase in the air calcined sample 

and only minor contributions of this phase in the other three samples. This result was 

consistent with the high symmetry system evident from the Bragg diffraction peaks in the 
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samples. The tetragonal phase appeared to give the highest contribution to the structure 

for the air, D2O, and 700 °C N2 calcined samples, with only a minor contribution from the 

cubic phase of these samples. However, as the two phases mainly differ in the lower r 

region (below 5 Å, Figure 89), the fitting likely showed a preference for the tetragonal 

phase due to the better low range r fit for this phase, reducing the potential contribution 

from the other phases. The 500 °C N2 calcined sample shows a generally weak signal, 

which corresponds well with the high hydrogen background inferred from the reciprocal 

space data, making proper real space analysis difficult at best.  

Table 12. Spherical Domain Size Parameters for UiO-66 Based MOFdCs 

Gas Temperature 

(°C) 

Cubic 

Zirconia 

Size (Å) 

Tetragonal 

Zirconia 

Size (Å) 

Monoclinic 

Zirconia 

Size (Å) 

Graphite 

Size (Å) 

UiO-66-

dehydroxylated 

Size (Å) 

Air 500 223.8 45.3 --- 3.2 --- 

D2O 500 42.3 47.5 12.3 8.1 8.5 

N2 500 18.7 9.9 11.3 3.7 10.6 

N2 700 25.6 52.8 41.1 10.7 --- 

 

 
Figure 89. Calculated PDF for cubic phase (black) and tetragonal phase (red) ZrO2, 

showing minimal differences at high r.  
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Conclusions 

This work shows the variation in MOFdC structure formation as a function of both 

the calcination gas environment and temperature. As part of this work, two common MOF 

materials, Zn-MOF-74 and UiO-66, were calcined at various temperatures under multiple 

gas environments. The resulting MOFdCs exhibited varying degrees of residual carbon 

content, with the amount of carbon being partially correlated to the surface area of the 

resulting material. In general, the surface areas of the derived carbons tend to decrease 

when gases with a higher coordination affinity towards the metal centers are used. Samples 

calcined under CO2 and D2O atmospheres typically resulted in lower surface areas, 

especially at higher temperatures. By increasing the calcination temperature, we also 

observed an increase in the metal oxide domain size. This was especially apparent in the 

study of Zn-MOF-74, wherein the nanoscale ZnO centers began to sinter together at 

temperatures above 500 °C. This sintering process mainly occurred on the surface of the 

rod-shaped Zn-MOF-74, resulting in the production of unusual ZnO tubes filled with a 

porous carbon interior. This process was observed to occur, despite being performed at 

temperatures below the Tm/2 cutoff, the typical cutoff for powder sintering, due to the 

nanoscale nature of the metal oxide species. Additionally, it was observed that the 

calcination of UiO-66 resulted in the formation of cubic zirconia, despite the lower 

stability of the cubic phase relative to the tetragonal or monoclinic at these temperatures. 

This data suggests that MOFdCs could potentially provide a means for using templated 

synthesis to stabilize unusual structural or chemical phases.  
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Analysis of the nanoscale features of these materials was performed via neutron 

total scattering and PDF analysis. The PDF analysis was utilized to investigate the relative 

degree of ordering within the graphitic carbon scaffolds. These results suggested that the 

surface area of the MOFdC materials is related to the local scale graphitic ordering, in 

addition to the total carbon content. The more highly ordered materials showed a higher 

surface area. The results described herein are currently being utilized to generate tunable 

porous carbon materials with well-controlled nanoscale metal oxides for their use in 

catalytic applications. 

  



 

152 
 

CHAPTER V  

CONCLUSIONS AND OUTLOOK 

Conclusions 

 

The research discussed herein focused on a few aspects of amorphous porous 

material development. In the first project, Improving Alkylamine Incorporation in Porous 

Polymer Networks Through Dopant Incorporation,88 I focused on the synthetic control of 

an amorphous porous polymer network through the addition of dopant molecules. I 

focused on how the interaction and subsequent structural alteration brought upon by the 

incorporation of cyanuric acid, resulted in an improved CO2 capture performance. Within 

this work, I mainly focused on how the structure affected the application properties, 

mainly CO2 cycling and amine loss. However, one of the major issues associated with the 

project was a challenging analysis of the material. The bulk amorphous nature of the 

material prohibited investigation into its structure, and even solid-state spectroscopic 

techniques could only give broad, undetailed information on the potential mechanisms of 

this material’s CO2 capture capabilities.  

The development of PPN-151-DETA mainly focused on the synthesis of robust 

and scalable material for CO2 capture applications. To that end, the project was successful, 

and we were able to synthesize the material at the 200 g scale. Indeed, scaling the material 

provided some added opportunity to investigate the structure to a greater degree, as we 

were able to study the reaction conditions for the parent PPN in more detail. Additionally, 

the use of CO2 isotherm analysis and in situ IR spectroscopy allowed for the investigation 

into both the strength of the CO2-sorbent interaction, as well as how the addition of the 
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dopant cyanuric acid altered the mechanism of adsorption from a primarily a physisorption 

mechanism to a chemisorption one.  

The limited options available for the structural characterization of PPN-151-DETA 

led directly to my investigation of PDF methodologies as a means of elucidating structural 

information of amorphous materials. The carbon, nitrogen, and oxygen-based structure of 

PPN-151 made it ill-suited for PDF analysis via X-ray scattering. In contrast, the high 

hydrogen content of the material made it unsuitable for investigation via neutron 

scattering. Additionally, the structural collapse of MOFs under different conditions, 

exemplified by our investigation of decarboxylation mechanisms in PCN-250,169 instilled 

an interest in controlled decomposition pathways of MOFs. This combination of factors 

resulted in the investigation into the MOFdCs, the decomposed framework materials 

derived from MOF thermolysis through the use of neutron total scattering.  

While it was well understood that the metal phases within MOFdCs tend to form 

into nanoscale metal oxides,189 there was less of an understanding regarding the structure 

of the residual carbon scaffold. To that end, neutron total scattering was utilized, as the 

neutron scattering length for carbon is relatively large compared to that for the heavier 

metal ions embedded within the structure. The resulting manuscript, “Metal Oxide 

Decorated Porous Carbons from Controlled Calcination of a Metal-Organic Framework,” 

184 showcased the analysis of this carbon scaffold. This provided both phase information, 

showing that the structure is graphitic in nature, as well as graphitic carbon domain sizes, 

both of which are typically lacking in descriptions of MOFdCs.184 In particular, I showed 

that there is a positive correlation between residual carbon content and surface area, with 
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the ordering of the graphitic carbon also playing a role in determining the material surface 

area. Additionally, the use of neutron scattering allowed us to better understand how 

nanoscale effects alter the magnetic properties of iron-based nanoparticles, with the total 

scattering data showing some perturbations of the spins in the nanoscale iron (II,III) oxide 

phase.  

The final piece of work in this thesis, Using Metal-Organic Frameworks as 

Templates for Shape and Phase Controlled Carbons, is an extension of my interest in the 

structural elucidation of these materials. Here the focus was on the effect of not only the 

gas environment but also temperature. Additionally, the investigation of two different 

MOFs with different connectivities and decomposition temperatures showed the difficulty 

in assigning universal descriptors to MOFdC formation, with the parameters being heavily 

dependent on the chemical structure of the parent material. In addition, similar to PCN-

250, the results showed that oxidation states and phases could be altered through 

calcination conditions. This work showed that different phases can be observed in the non-

redox active zirconia when formed from MOF calcination. The well segregated and 

geometrically defined zirconium oxo clusters in UiO-66 helped stabilize the formation of 

tetragonal ZrO2, showing the benefits of MOF scaffolding in stabilizing distinct structural 

forms. 

Outlook 

 

The development of a PPN-based material for CO2 capture is a promising area of 

research. While the non-covalent tethering was shown to improve the cycling performance 

at the laboratory scale, testing at a larger scale showed that there was still some amine 



 

155 
 

loss. Therefore, we will continue to investigate methods to further improve the tethering 

process. The core plan to keep costs low by limiting the number of synthetic steps will 

still be utilized for future optimization of the target sorbent, with the focus shifting more 

towards improved ionic interactions between the amine and the PPN through the 

incorporation of sulfonic acid groups at the melamine nitrogen sites. The acidic sulfonic 

acids can then engage in an acid-base interaction with the active amine component. Ionic 

interactions have the benefit of improving not only the interaction efficiency of the amine 

but also having some degree of CO2 affinity themselves through anion-CO2 interactions. 

The research in the area of MOFdCs will expand to mixed-metal-based PCN-250 

and templated zirconia-based species through the use of Zr/Ti clusters. The work will 

determine the effect of templating when using altered cluster geometries. The tri-nuclear 

iron cluster of PCN-250 can be made in mixed-metal variants, typically in the form of 

Fe2M.168 Hence, future work on these materials will focus on the generation of the mixed-

valent M3O4 phases through calcination under weakly oxidative conditions, such as CO2 

and D2O, as these appear to stabilize the formation of the nanoscale phases. These 

materials have potentially interesting magnetic properties due to both their mixed-metal 

and nanoscale nature. Analysis of these materials through neutron scattering techniques 

will continue, as neutrons are particularly suited for determining how the different metal 

species are organized within the nanoparticles. We are particularly interested in 

investigating if the templating approach allows for an ordered mixed-metal phase, or if 

there is any partial segregation of the metal centers. The analysis should be relatively 

straightforward to determine due to the different neutron scattering lengths of the target 
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metal centers. There is also the potential to investigate these materials as catalysts for 

aqueous phase pollutant degradation, where the ability to separate the active species could 

be highly valuable. 

Final Comments 

The overarching theme of this body of work is best described as an attempt to 

characterize amorphous porous materials. Through the first project, characterization was 

mainly focused on the application side of material development. While this provided us 

with opportunities to rationalize potential structures based upon the material’s behavior, 

it did not offer much in the way of conclusive evidence. Meanwhile, investigation of 

MOFdCs, well-known in the literature for applications, had the potential for structural 

characterization via neutron total scattering and PDF methodologies. The use of these 

techniques allowed us to bridge some of the gaps between the structure and property 

relationship in amorphous porous materials. Future work will expand upon the use of PDF 

methodologies, both neutron and X-ray based, to investigate even further varieties of 

amorphous materials.  
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