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#### Abstract

During the last half-century, quantum coherence has been of great interest due to its own right and also due to its broad range of applications in many areas of physics. The reason for that is the technological progress made last century, especially, the invention of coherent light sources and their commercialization. Indeed, coherent laser sources allow us to coherently excite atoms and molecules, as a consequence, to study a variety of coherent and collective phenomena in atomic physics, for instance, coherent optical spectroscopy, superradiance, superfluorescence, lasing without inversion and so forth. Interestingly, recent studies in biological systems also seem to exhibit coherent processes, in particular, photosynthetic transport and avian compass.

In this study, we present some of the theory and applications of the quantum coherence. This study considers (i) application of quantum coherence to enhance output signals of coherent antiStokes Raman spectroscopy of optically active media (chiral molecules), (ii) a way to find general formulas of single- and double-excited subradiant Dicke states using symmetry group theory, (iii) an impact of Fano-Agarwal coupling and other virtual processes arising from non-rotating wave approximation on the decay of super and subradiant timed Dicke states, and finally (iv) quantum coherence and collective phenomena of relativistically and uniformly accelerating atoms.

Applications of the results presented in this work may be a new method for resolving chirality of molecules using coherent anti-Stokes Raman spectroscopy - Raman optical activity, and a sidewise excitation method for single- and double-excited subradiant states. The obtained results also advance our theoretical understanding of quantum coherence specially theory of super and subradiance.
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## NOMENCLATURE

| ROA | Raman optical activity |
| :--- | :--- |
| CARS | Coherent AntiStokes Raman spectroscopy |
| CARS-ROA | Coherent AntiStokes Raman spectroscopy - Raman optical <br> activity |
| Lin-Cir CARS-ROA | Linear-Circular CARS-ROA |
| Cir-Lin CARS-ROA | Circular-Linear CARS-ROA |
| SU(4) | Special unitary group of degree 4 |
| $S_{N}$ | Symmetric group of degree $N$ |
| C $S_{N}$ | Group algebra of symmetric group of degree $N$ |
| BS | Beam splitter |
| M | Mirror |
| TD | "timed" Dicke |
| OD | Ordinary Dicke |
| FA | Fano-Agarwal |
| RWA | Rotating wave approximation |
| NRWA | Non-rotating wave approximation |
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## 1. INTRODUCTION

### 1.1 Research objectives

Quantum collective effects being quantum interference, super and subradiance and other quantum phenomena due to quantum coherence are the most intriguing phenomena in quantum physics and studies of this field have been taken a tremendous amount of effort in the last half-century.

The goal of my Ph.D research is to study various kinds of coherent and collective phenomena in physics. Specifically, it is to develop a new way of enhancing chiral spectroscopic signals using quantum coherence; to improve mathematical understanding of single- and double-excited subradiant states applying Young operator method; to investigate Fano-Agarwal couplings between timed Dicke superradiant and subradiant states; to study collective dynamics of accelerating detectors employing quantum optical methods.

### 1.2 Contemporary state of research

Since the advent of quantum mechanics in 1920s quantum coherence has been fruitful and broad research area in physics. Quantum coherence is a direct theoretical consequence of waveparticle duality - the fundamental concept of quantum theory. As long as quantum coherence is a pure theoretical notion, it leads to a variety of intriguing and fascinating quantum phenomena. For example, one of the most well-known phenomena based on quantum coherence is superradiance first predicted by Robert Dicke in 1954 [3]. As a matter of fact, quantum coherence has an effect on spontaneous emission of the atoms confined in small volume whose linear size is much shorter than atomic transition wavelength and specifically, quantum coherence introduces enhanced or suppressed spontaneous emission rates of the atoms depending on the symmetry of an atomic state. The enhanced (suppressed) spontaneous emission is called superradiance (subradiance). Theoretical and experimental investigations of super and subradiance have a long-standing history that lasts over half-century. The recent studies primarily focus on experimental investigations of subradiant states since subradiant states are substantially stable against spontaneous emission due
to vacuum fluctuation and in turn, these states are thought as great resources in quantum statestorage and quantum computing $[4,5,6,7,8,9,10,11]$. Another recent interest on super and subradiance is an application of group theory to improve our understanding of coherent phenomena of many identical atoms. Indeed, group theory allows us to speed up numerical calculation of complex system otherwise impossible $[12,13,14,15,16,17,18]$. Moreover, group theory also can be exploited to generate subradiant states in superconducting qubit systems [19].

Another experimentally well-studied phenomenon based on quantum coherence is molecular coherent excitation and emission. Actually, it has very wide applications in optical spectroscopy and this interdisciplinary subject of research is called coherent optical spectroscopy. In particular, coherent excitation of molecules establishes well-defined phase relationships between molecular wavefunctions. As a consequence it results in well-defined phase relations between probability amplitudes of the photons emitted from individual molecules that establish strong directional coherent emission due to constructive interference. This is how coherent emission forms. Broad range of coherent spectroscopic tools have been developed so far and prominent examples could be stimulated Raman spectroscopy and coherent anti-Stokes Raman spectroscopy. Recently, much effort has been made to apply coherent anti-Stokes Raman spectroscopy to resolve biological chiral molecules [20, 21, 22, 23, 24]. Furthermore, it is shown that molecular coherence can enhance spectroscopic emission from chiral molecules [25].

The most recent study of quantum coherence is not restricted by non-relativistic physics. Surprisingly, recent studies show that non-inertial or accelerating atoms exhibit an interesting physics due to quantum coherence [ $26,27,28,29]$. Indeed, for the accelerating atoms, collective dynamics, resonance interaction and Casimir-Polder forces have different features in comparison with inertial atoms. Besides, the most recent studies focus on the interplay between Dicke superradiance and acceleration radiation [30].

List of phenomena based on quantum coherence is endless for instance, we can continue it by lasing without inversion [31, 32], electromagnetically induced transparency [33], superflourescence [34,35], avian compass [36, 37], coherence in photosynthetic transport [38] and so forth.

### 1.3 Quantum coherence

One feature that distinguishes quantum physics from classical physics is quantum superposition state. Many fascinating concepts including quantum coherence are actually traced to the quantum superposition state. To be clear, we start with a classical mixed state whose density operator is given as follows

$$
\begin{equation*}
\rho_{\mathrm{cl}}=\sum_{j} c_{j} c_{j}^{*}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|, \tag{1.1}
\end{equation*}
$$

where $c_{j}$ is probability amplitude associated with quantum state $\left|\psi_{j}\right\rangle$. The state $\rho_{\mathrm{cl}}$ is mixed and there are no off-diagonal terms. On the other hand, Schrödinger equation allows us to claim that any superposition of two or more solutions is also a solution of the Schrödinger equation. Thus, the superposition state is

$$
\begin{equation*}
|\Psi\rangle=\sum_{j} c_{j}\left|\psi_{j}\right\rangle \tag{1.2}
\end{equation*}
$$

and corresponding density operator has the following form

$$
\begin{equation*}
\rho=\sum_{j} c_{j} c_{j}^{*}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|+\sum_{i \neq j} c_{i} c_{j}^{*}\left|\psi_{i}\right\rangle\left\langle\psi_{j}\right| . \tag{1.3}
\end{equation*}
$$

The first term in Eq. (1.3) is just a classical term as in Eq. (1.1) however, the last term which is off-diagonal term represents quantum coherence. Indeed, in the density matrix representation, off-diagonal terms $\rho_{i j}, i \neq j$ is a measure of quantum coherence. Thus, whenever we discuss quantum coherence we refer to the off-diagonal terms of the density matrix. Furthermore, there is a possibility of confusion that we should make clear. Quantum coherence is not concerned as a statistical feature of many quantum systems. As shown by Eq. (1.3) however, it is concerned as a feature of a single quantum system.


Figure 1.1: a) The CARS system where pump $\omega_{p}$ and Stokes $\omega_{S}$ fields are incident on molecules and it results in blue-shifted anti-Stokes signal $\omega_{a S}$. b) Molecular level scheme and CARS transition pathway.

### 1.4 Coherent anti-Stokes Raman spectroscopy (CARS)

In CARS, two fields: pump and Stokes with frequency $\omega_{p}$ and $\omega_{S}$, respectively, are incident on a sample and in the output anti-Stokes field with frequency $\omega_{a S}$ is produced provided that the difference frequency $\omega_{p}-\omega_{S}$ is resonant with molecular vibrational frequency $\omega_{v}$ (see Figure 1.1(a)). It is worth mentioning that the laser fields are all in the optical range and neither electronic nor vibrational transitions are on one-photon resonance. In contrast with spontaneous Raman scattering, CARS signal is coherent and highly directional. In the microscopic level, a combination of the pump and Stokes photons coherently excite the molecules in the sample to the excited vibrational level $|b\rangle$ (see Figure 1.1(b)). Immediately after that (typical CARS) or after a certain amount of delay time (time-resolved CARS), another pump photon de-excites the molecules and as a result directional coherent anti-Stokes photon at the frequency $\omega_{a S}$ is produced.

The CARS spectroscopy has several advantages over conventional spontaneous Raman spectroscopy. One of them is that the CARS intensity scales squared number of molecules $N^{2}$ whereas for spontaneous Raman, intensity scales number of molecules $N$. Physical interpretation for the $N^{2}$ dependence of the anti-Stokes signal is nicely explained in paper by Petrov et al. [39]. Using effective Raman Hamiltonian formalism and the Heisenberg equation of motion they found an
average number of anti-Stokes photons $\left\langle n_{a S}\right\rangle$ as follows

$$
\begin{equation*}
\left\langle n_{a S}\right\rangle=\left\langle n_{p}\right\rangle \frac{(G / \hbar)^{2}}{|\Delta \omega|^{2}}\left[\sum_{i} \rho_{b b}^{i}+\sum_{i \neq j} \mathrm{e}^{-i\left(\mathbf{k}_{a S}-2 \mathbf{k}_{p}+\mathbf{k}_{S}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)} \rho_{c b}^{i} \rho_{b c}^{j}\right], \tag{1.4}
\end{equation*}
$$

where $\left\langle n_{p}\right\rangle$ is average number of pump field, $G$ is molecular field coupling constant, $\Delta \omega=\omega_{a S}-$ $\omega_{p}-\omega_{b}+\omega_{c}+i \gamma_{b c}, \rho^{j}$ is the $j$ th molecular density matrix and $\mathbf{r}_{j}$ is position of the $j$ th molecule. The sum must be taken over all molecules in the sample. In Eq. (1.4), some of notations are changed and bit modified into conventional CARS from the original equation in the papers [39, 40] which are for time-resolved CARS.

Equation (1.4) is a sum of two terms which depends on density matrix elements. The first term indicates that more population in the level $|b\rangle$ generates more anti-Stokes signal, however, its dependence on the number of molecules is linear because of the single sum over $i$. Fortunately, we have the second term whose dependence on the number of molecules is quadratic in terms of $N$ provided phase-matching condition is satisfied. Remarkably, $N^{2}$ dependence comes from coherence term $\rho_{b c}$ whereas $N$ dependence originates from population $\rho_{b b}$. That is why the CARS signal is coherent and stronger than spontaneous Raman signal.

Furthermore, Petrov et al. [39] found the ratio of the photon numbers generated by the CARS and the spontaneous Raman. It is given by

$$
\begin{equation*}
\frac{\left\langle n_{a S}\right\rangle_{C A R S}}{\left\langle n_{S}\right\rangle_{S p o n}} \cong \lambda^{2} \frac{N}{V} \frac{\left|\rho_{b c}\right|^{2}}{\rho_{c c}} R, \tag{1.5}
\end{equation*}
$$

where $R$ is the radius of the sample, $V$ is volume of the sample, and $\lambda$ is pump field wavelength. For maximum coherence condition $\rho_{b c}=1 / 2$, Eq. (1.5) tells us that the ratio is proportional to the number of molecules per $\lambda^{2}$ area which again confirms the advantage of the CARS over the spontaneous Raman.

Another clear explanation of the $N^{2}$ dependence is given in the paper by Scully et al. [1]. They claim that, in the case of CARS, the electric fields emitted from the individual molecules have the same phase, so that, when those add up, the net electric field is proportional to $N$. However, the net


Figure 1.2: a) In the case of spontaneous Raman, electric fields emitted from individual molecules oscillate incoherently. These electric fields are added up with a random phase, so that, net electric field scales $\sqrt{N}$. b) The same plot for coherent CARS electric field. In contrast with the previous situation, electric fields are added up with the same relative phase and as a result net electric field scales $N$.
electric field is proportional to $\sqrt{N}$ in the case of incoherent spontaneous Raman (see Figure 1.2).

### 1.5 Dicke superradiance

In 1954, Robert Dicke predicted that quantum coherence has a substantial effect on spontaneous emission of the collection of atoms [3]. Indeed, he introduced the concept of superradiance - cooperative spontaneous emission of bulk atoms due to quantum coherence. Incoherently excited atoms do not have any phase relationships between their wavefunctions and as a consequence these atoms emit radiation in an incoherent manner. In this case, the net electric field of radiated emission is zero $\langle E\rangle=0$ because it is described as a vector sum of random electric field vectors. But, the intensity of radiated emission is linearly proportional to the number of atoms $\left\langle E^{2}\right\rangle \propto N$. The physical picture is completely different when atoms are coherently excited. Then, atoms emit photons with constant relative phase and electric fields of photons emitted from different atoms are just summed up. Subsequently, the net electric field goes like $N$ and therefore, the intensity of
radiated emission is proportional to $N^{2}$. This emission called superradiance is more intense and faster than typical incoherent emission.

Quantitative interpretation of Dicke superradiance can be shown quickly in the case of two two-level atoms. Eigenstates of Hamiltonian of the system is given by the states: $|a, a\rangle$ - both atoms in the excited state $a,|b, b\rangle$ - both atoms in the ground state $b,|+\rangle$ - symmetric state and $|-\rangle$ - antisymmetric state. Here, $|+\rangle$ and $|-\rangle$ states are single-excited states. Now we calculate total transition dipole moments between $|+\rangle$ and $|b, b\rangle$, and also $|-\rangle$ and $|b, b\rangle$ as follows

$$
\begin{array}{r}
\langle+| \hat{d}_{1}+\hat{d}_{2}|b, b\rangle=\sqrt{2} d \\
\langle-| \hat{d}_{1}+\hat{d}_{2}|b, b\rangle=0, \tag{1.6}
\end{array}
$$

where $\hat{d}_{1}$ and $\hat{d}_{2}$ are corresponding dipole moment operators and $d$ is the expectation value of the dipole moment operators. According to Eq. (1.6) spontaneous emission rate is $2 \gamma$ for the transition
 single atom. This simple calculation clearly shows that atoms in the symmetric state emit twice faster than a single atom whereas atoms in the antisymmetric state do not emit. Latter is called subradiance. Therefore, symmetric state is called superradiant state whereas antisymmetric state is called subradiant state. Furthermore, the super and subradiance can be explained by introducing interference between emissions of individual atoms. In particular, constructive and destructive interferences lead to superradiance and subradiance, respectively.

As shown above, the symmetry of states is involved in super and subradiance. Therefore, group theory helps to understand superradiance. Indeed, superradiant states are a set of symmetric states in the sense that these states do not change under any permutation of $N$ atoms. The superradiant states form the basis of an irreducible subspace of symmetric group $S_{N}$ of degree $N$. All other states belong to the set of subradiant states and they have suppressed spontaneous emission rate for the transition to the symmetric states. The subradiant states are also not accessible from symmetric state. These symmetric and antisymmetric states are also called ordinary Dicke (OD) states. Group
theoretical explanation of super and subradiance is explained in chapter 4 in detail.
However, things are much interesting when a large cloud of atoms excited by a single photon is concerned. Interestingly, it has been shown that the large cloud of atoms really emits coherent emission whose direction is determined by the direction of the exciting photon. For the large sample, the atoms are excited not at the same time because atoms in front of the sample get excited first and others later. Therefore, the spatial dimension of the sample matters and symmetric and subradiant states should have spatial dependent phase factor as following [41]
where $\mathbf{k}_{0}$ is wave vector of the exciting photon and $\mathbf{r}_{j}$ is the position of the $j$ th atom. These states are called timed Dicke (TD) single photon states. Spatial distribution and excitation time becomes important for the case of large samples and these are the primary reason why the spontaneous emission of extended large samples is directional.

### 1.6 Accelerating detector

In this section, we consider a single accelerating detector for the purpose of giving a basic understanding of the Unruh effect [42]. Details of quantum coherence of many co-accelerating atoms will be discussed in chapter 6 .

In the late 1970s S. Fulling, P. Davies and W. Unruh discovered that uniformly accelerating observer in Minkowski vacuum sees particles with thermal spectrum [43, 44, 42]. This effect is called the Unruh effect. To explain the Unruh effect we consider the problem where a single accelerating two-level atom interacting with a massless scalar field in $1+1$ dimension. The initial state is a ground state $|b\rangle$ for an atom and zero-photon state $|0\rangle$ (vacuum) for the field. Then, because of the acceleration and counter-rotating terms in interaction Hamiltonian, excitation of two-level atom followed by emission of single photon of the field is made possible. Here, we will calculate the probability of this event. It is worth mentioning that what follows is a qualitative calculation rather than rigorous calculation.

In the interaction picture, Hamiltonian of the system composed of a two-level atom with transition frequency $\omega$ and a single mode massless scalar field of frequency $\nu$ is given by [45]

$$
\begin{equation*}
\hat{V}(\tau)=\mu\left(\hat{a} \mathrm{e}^{i k z(\tau)-i \nu t(\tau)}+\hat{a}^{\dagger} \mathrm{e}^{-i k z(\tau)+i \nu t(\tau)}\right)\left(\hat{\sigma}_{+} \mathrm{e}^{i \omega \tau}+\hat{\sigma}_{-} \mathrm{e}^{-i \omega \tau}\right), \tag{1.8}
\end{equation*}
$$

which is in the atomic rest frame. In Eq. (1.8), $\tau$ is atomic proper time, $\mu$ is a coupling constant. Atomic rising and lowering operators are denoted by $\hat{\sigma}_{+}$and $\hat{\sigma}_{-}$, respectively and field annihilation and creation operators are denoted by $\hat{a}$ and $\hat{a}^{\dagger}$, respectively. The functions $z(\tau)$ and $t(\tau)$ are Minkowski coordinate $z$ and time $t$. Explicit forms of these functions are given by hyperbolic functions as follows

$$
\begin{equation*}
z(\tau)=\frac{1}{a} \cosh (a \tau), \quad t(\tau)=\frac{1}{a} \sinh (a \tau), \tag{1.9}
\end{equation*}
$$

where $a$ is a constant acceleration. Probability of excitation of the atom due to counter-rotating term $\hat{a}^{\dagger} \hat{\sigma}_{+}$is calculated with the use of first-order perturbation theory as follows

$$
\begin{equation*}
\left.P_{e x c}=\left|\int_{0}^{\infty} d \tau\left\langle a, 1_{k}\right| \hat{V}(\tau)\right| b, 0\right\rangle\left.\right|^{2}, \tag{1.10}
\end{equation*}
$$

where $|a\rangle$ is excited state of the atom and $1_{k}$ is single photon state in mode $k$. After simple algebra, the integral in Eq. (1.10) has a form

$$
\begin{equation*}
\mu \int_{0}^{\infty} d \tau \mathrm{e}^{-i k z(\tau)+i \nu t(\tau)+i \omega \tau} \tag{1.11}
\end{equation*}
$$

and plugging the explicit form of $z(\tau)$ and $t(\tau)$ from Eq. (1.9) into Eq. (1.11) we obtain the excitation probability as follows

$$
\begin{equation*}
P_{e x c}=\left|\frac{i \mu}{\nu}\left(\frac{a}{i \nu}\right)^{-\frac{i \omega}{a}-1} \Gamma\left(-\frac{i \omega}{a}\right)\right|^{2} . \tag{1.12}
\end{equation*}
$$

Here, $\Gamma(-i \omega / a)$ is a gamma function. With the help of useful expression

$$
\begin{equation*}
|\Gamma(i b)|^{2}=\frac{\pi}{b \sinh (\pi b)} \tag{1.13}
\end{equation*}
$$

where $b$ is real number, we obtain

$$
\begin{equation*}
P_{e x c}=\frac{2 \pi \mu^{2} / \omega a}{\mathrm{e}^{2 \pi \omega / a}-1} . \tag{1.14}
\end{equation*}
$$

Thus, the above simple calculation shows that uniformly accelerating atom in its ground state through Minkowski vacuum has non-zero excitation probability due to counter-rotating term $\hat{a}^{\dagger} \hat{\sigma}_{+}$ and the excitation probability $P_{\text {exc }}$ goes as Planck factor associated with Unruh temperature $a / 2 \pi$. One remark that must be mentioned here is that the Planck factor does not indicate the thermal spectrum of Rindler photons. The reason for that is not clear and it could be a single mode of the field. More rigorous calculation taking all possible modes of massless scalar field into account is presented in chapter 6. Nevertheless, the result given by Eq. (1.14) is a straightforward implication of the Unruh effect.

More accurate calculation without introducing accelerating atom can be done by Bogolyubov transformation [46] which results in mean photon number of Rindler photons as follows

$$
\begin{equation*}
\bar{n}_{\Omega}=\frac{1}{\mathrm{e}^{2 \pi \Omega / a}-1}, \tag{1.15}
\end{equation*}
$$

where $\Omega$ is photon frequency. Therefore, an accelerating observer in Minkowski vacuum sees Rindler photons with thermal distribution given by Eq. (1.15).

A physical interpretation of the Unruh effect is as follows. An accelerating atom interacts with the Minkowski vacuum that is a small fluctuations of a field and this interaction results in the excited atom due to counter-rotating term in the interaction Hamiltonian. However, vacuum fluctuation does not provide any energy to excite an atom. Rather, part of work done by the force to accelerate the atom contributes to the energy spent on excitation of the atom [46, 47]. Therefore,
the excitation energy comes from external accelerating force which is not concerned here as a part of the system.

Until now, we consider only how an accelerating observer in Minkowski vacuum gets excited. However, on the other hand, a more intriguing question, here, is what happens in terms of Minkowski observer when accelerating observer gets excited. The problem has been concerned by several authors in the last four decades and unfortunately, still there is no commonly accepted solution to this problem. In one hand, Unruh and Wald [48], and Ginzburg and Frolov [49] show that an accelerating observer in Minkowski vacuum radiates Minkowski particles of a field at infinity and they call it acceleration radiation. On the other hand, some other authors disagree on the acceleration radiation [50,51,52]. Hence, one needs to experimentally demonstrate the Unruh effect and acceleration radiation as well. Recently, much effort has been made on the direct and indirect experimental demonstration of the Unruh effect and its intriguing outcome - acceleration radiation [53, 54, 55, 56, 57, 58]. Unfortunately, no one has demonstrated the Unruh effect so far. Actually, the experimental demonstration is challenging because, in order to see Rindler particles of Unruh temperature 1 K , one needs to achieve huge acceleration more than $10^{20} \mathrm{~m} / \mathrm{s}^{2}$.

### 1.7 Organization of the Dissertation

The dissertation consists of seven chapters and is organized as follows.
Theoretical concepts of quantum coherence and their relations to the considered phenomena in this dissertation are given in Chapter 1. Some of the recent interests of quantum coherence is also summarized in Chapter 1.

In chapter 2, we concentrate on a new way to enhance CARS spectroscopic signals scattered from chiral molecules using molecular (quantum) coherence. In our simplified theoretical model, pump and Stokes pulses that coherently excite molecules are properly excluded from the calculation and accordingly density matrix calculation is much simplified. Two experimental configurations namely Lin-Cir and Cir-Lin CARS-ROA are discussed. Enhancement factors of spectroscopic chiral signals are estimated for the concerned configurations of the experiment. Chapter 2 also considers the enhancement of heterodyne chiral signals.

The mathematical method for the rotational average of odd-rank tensors is concerned in chapter 3. This is a completely mathematical problem and the result is potentially important to the theory of optical spectroscopy. The chapter presents the core concepts of the method in the example of low odd-rank tensors and the developed method is successfully applied to high odd-rank tensors namely 9th and 11th rank tensors.

Chapter 4 is devoted to the problem "how to utilize the theory of permutation to reveal the symmetry of subradiant states and also to design sidewise excitation method to create Dicke subradiant states". The chapter provides complete basic mathematical concepts of permutation symmetry, Young tableau as well as Young operator. Moreover, simple interpretation of the irreducible representation of the symmetric group is given in the corresponding Appendix E.

In chapter 5, we concentrate on Fano-Agarwal couplings between TD super and subradiant states excluding and including Lamb shift. The chapter illustrates the effect of Fano-Agarwal coupling on collective spontaneous decay rates of TD states.

Chapter 6 is devoted to quantum coherence of relativistically accelerated detectors and their enhanced acceleration radiation. Probability amplitude and master equation methods are applied to the problem.

Finally in chapter 7, we summarize our research results presented in the dissertation.
The dissertation is based on the research projects performed by the author during his $\mathrm{Ph} . \mathrm{D}$ study (2015-2019). The other project performed by the author not included in the main text of the dissertation is presented in Appendix G.

## 2. ENHANCED CHIRAL SIGNALS FROM CHIRAL MOLECULES VIA MOLECULAR COHERENCE*

### 2.1 Introduction

Raman scattering from chiral molecules results in different scattered intensities for right- and left-circularly polarized incident light. This is the fundamental concept of the chiroptical spectroscopic tool called Raman optical activity (ROA) [59, 60, 61, 62, 63, 64, 65]. Since the pioneering works by L. D. Barron et al. in the early 1970s, ROA has been of great interest due to its potential applications in the study of biomolecules. Applications of ROA are widespread since it allows us to retrieve molecular structural and conformational information through spectral analysis of vibrational modes of chiral biomolecules that is sometimes unobtainable by other methods. Nowadays, the ROA method is advanced enough and commercialized [61]. However, the intensity of the chiral signal provided by ROA is not strong enough due to weak magnetic dipole and electric quadrupole interactions. In spite of extensive studies on chirality via ROA, enhancing the chiral signal is still a challenge. Thus one is constantly examining newer methods for the study of chiral signals [66, 67, 68, 69].

Coherent anti-Stokes Raman scattering (CARS) is known to be extremely useful in studying molecular vibrations and has several advantages over spontaneous Raman spectroscopy [70]. Thus, it has been argued that it is better to study chirality by using CARS [20,21] and we might refer to this as CARS-ROA. The first experimental realization of infrared- as well as visible-excited CARSROA was reported in [22, 23, 24]. It was found that the contrast of the visible-excited CARS-ROA spectrum of (-)- $\beta$-pinene compared with spontaneous ROA measurement can be higher by two orders of magnitude [22].

Molecules with high molecular coherence oscillate in phase i.e. molecular vibrational dipole moments share the same phase. Therefore, any interference built up between these oscillating

[^0]molecules are only constructive. As a result, the typical CARS signal is coherent and its magnitude is several times stronger than spontaneous Raman signal due to molecular coherence $[39,71,72$, 73]. Consequently, it seems to be that enhancement due to molecular coherence is also valid for chiral nonlinear signals. This question is still unanswered. Thus, unlike early theoretical works [20, 21] on CARS-ROA which consider complete electrodynamical treatment of the problem, we focus on molecular coherence and its role on enhancement of CARS-ROA signals ${ }^{\dagger}$. Particularly, we develop theoretical model for CARS-ROA and show how molecular coherence allow us to obtain stronger CARS-ROA signal (see Figure 2.1). In our model, CARS-ROA process is separated into two parts in sequential time; one with preparing the molecular system with well-defined coherence and another with using a laser field to scatter from molecular coherence to produce a chiral antiStokes signal. It is estimated that the CARS-ROA signal is more than four orders of magnitude bigger than that produced by spontaneous Raman techniques. We also discuss many advantages of heterodyning the CARS-ROA signal with a local oscillator at the anti-Stokes frequency and of pre- and post-choosing the polarizations. Heterodyning gives the most direct measurement of the chirality coefficient, especially the one arising from a nonvanishing magnetic dipole contribution.

### 2.2 Theoretical model of CARS-ROA

In this section we present our model for the enhancement of CARS-ROA signals. The generation of the spontaneous ROA signal is depicted in Figure 2.2(a). The system is excited by a pump beam of frequency $\omega_{l}$ and the scattered beam (or the spontaneously generated radiation) carries the information about the chirality of the molecule. The chiral contributions arising from the magnetic dipole and the quadrupole contributions have been extensively evaluated [59]. On the other hand, K. Hiramatsu et al. [22, 23, 24] reported the observation of ROA signals via coherent anti-Stokes Raman scattering (see Figure 2.2(b-d)). The generated signal at $2 \omega_{l}-\omega_{s}$ is coherent and carries signatures of the Raman optical activity.

Guided by the advantages of molecular coherence [74] we consider that the molecular system

[^1]

Figure 2.1: Sketch for CARS-ROA. Left: Weak incident laser fields are scattered from a molecular system with low coherence $\left(\rho_{21}\right)_{\text {weak }}$ into L (left circularly polarized) or R (right circularly polarized) scattering field. Black arrows attached to the molecules indicate stretching ( $\leftarrow \rightarrow$ ) or compressing $(\rightarrow \leftarrow)$ vibration. Difference in the intensity of $L$ and $R$ fields indicated by the length difference between black wiggly arrows L and R is so small as the molecules vibrate nearly out of phase. Right: Scattering of strong incident lasers from a molecular system results in L or R field. Unlike weak incident fields, the generated molecular coherence $\left(\rho_{21}\right)_{\text {strong }}$ is relatively high as the molecules vibrate in phase therefore, the difference in the intensity of L and R fields is much larger than that for the left one. Reprinted with permission from [25].
has been prepared in a coherent superposition of the levels $|1\rangle$ and $|2\rangle$. This can be done by using ultrashort pulses (much shorter than the transverse relaxation time $T_{2}$ for the molecule). This initial preparation has the advantage of preparing all the molecules vibrating in unison. Thus, the situation we consider is shown in Figure 2.2(b-d) where we assume the molecular system with moderate amount of molecular coherence. Note that the maximum allowed value of coherence is $1 / 2$. The molecular coherence has a frequency close to the vibrational frequency $\omega_{v}$, and it will decay as $\exp \left\{\left(-t / T_{2}\right)\right\}$. We next scatter the laser field of frequency $\omega_{l}$ for molecular coherence to produce a coherent scattered signal at the anti-Stokes frequency $\omega_{a s}=\omega_{l}+\omega_{v}$. Advantages of using molecular coherence in CARS-ROA measurement are discussed after we present expressions for the signals. For the model of Figure 2.2(b-d) we need to calculate the induced polarization and magnetization to first order in the field $E_{l}$. It is necessary to include both dipole and quadrupole contributions. The signal at frequency $\omega_{a s}$ can then be obtained using the Maxwell equations.


Figure 2.2: Simple scheme for spontaneous ROA is illustrated in (a) where field of frequency $\omega_{l}$ is scattered from a molecule into frequency $\omega_{s}$. Since scattered field mode $\omega_{s}$ is initially empty, each molecule emits spontaneously and independently from others (wiggly black arrow). Thus, molecular coherence is negligibly small $\rho_{21}=0$. We also show two ways to create molecular coherence, namely non-resonant Raman excitation (b) and two-photon mid-infrared excitation (c). These two methods are principally analogous except the difference in wavelength of incident lasers. Attainable magnitude of molecular coherence $\rho_{21}$ is of order $10^{-5}$ to $10^{-3}$ depending on intensity of the incident lasers [1, 2]. Probing of molecular coherence is depicted in (d). Incident laser field of frequency $\omega_{l}$ scatters from molecules with initially prepared molecular coherence $\rho_{21}$. As a result, enhanced signal at frequency $\omega_{l}+\omega_{v}$ comes out. Reprinted with permission from [25].

The semiclassical Hamiltonian of the molecule-field system is written as

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{\mathrm{int}}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{H}_{0} & =\sum_{r} \hbar \omega_{r}|r\rangle\langle r|, \\
\hat{H}_{\mathrm{int}} & =-\hat{\boldsymbol{\mu}} \cdot \mathbf{E}_{l}(t, \mathbf{r})-\hat{\mathbf{m}} \cdot \mathbf{B}_{l}(t, \mathbf{r})-\frac{1}{3} \sum_{\alpha, \beta} \hat{q}_{\alpha \beta} \nabla_{\alpha} E_{l, \beta}(t, \mathbf{r}) . \tag{2.2}
\end{align*}
$$

The free Hamiltonian of a molecule with transition frequency $\omega_{r}$ is denoted by $\hat{H}_{0}$ and $\{|r\rangle\}$ are molecular electronic and vibrational states. The interaction Hamiltonian $\hat{H}_{\text {int }}$ consists of three terms, namely electric dipole $\hat{\mu}$, magnetic dipole $\hat{\mathbf{m}}$ and electric quadrupole moment $\hat{q}_{\alpha \beta}$. The
electric and magnetic fields of the incident laser pulse at time $t$ are denoted by $\mathbf{E}_{l}(t)$ and $\mathbf{B}_{l}(t)$, respectively. Without loss of generality, we choose the $z$-axis as propagation direction of the incident laser pulse throughout this chapter. First, let us assume the incident laser pulse to be $x$-polarized and denote it by $E_{l, x}(t)$. We choose this electric field of incident laser pulse to have center frequency $\omega_{l}^{(0)}$ and delay time $\tau$ as $E_{l, x}(t)=\mathcal{E}_{l, x}(t-\tau) \mathrm{e}^{-i \omega_{l}^{(0)} t}$ in the time domain and $E_{l, x}\left(\omega_{l}\right)=\mathcal{E}_{l, x}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}$ in the frequency domain.

Using first-order perturbation theory, the $\beta$ th components of induced dipole and quadrupole moments are found to be

$$
\begin{align*}
\mu_{\beta}^{(e)}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\alpha}_{\beta \alpha}\left(\omega_{a s}-\omega_{v} \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0),\right. \\
\mu_{\beta}^{(m)}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{G}_{\beta \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{B}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
m_{\beta}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{G}}_{\beta \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
\mu_{\beta}^{(q)}\left(\omega_{a s}\right) & =\frac{i k_{\gamma}}{3 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{A}_{\beta, \gamma \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
q_{\gamma \beta}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{A}}_{\alpha, \gamma \beta}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \tag{2.3}
\end{align*}
$$

where $\rho_{21}(0)$ is the off-diagonal term of the molecular density matrix at initial time 0 and $k_{\gamma}$ is the $\gamma$ th component of the wavevector of the incident laser pulse. Explicit forms of the electric dipole polarizability tensor $\tilde{\boldsymbol{\alpha}}$, electric dipole-magnetic dipole optical activity tensors $\{\tilde{\boldsymbol{G}}, \tilde{\mathscr{G}}\}$ and electric dipole-electric quadrupole optical activity tensors $\{\tilde{A}, \tilde{\mathscr{A}}\}$ are given in Appendix B. The tilde in these expressions indicates that the tensors are complex valued. The superscripts $e, m$ and $q$ in Eq. (2.3) represent the perturbation due to electric dipole, magnetic dipole and electric quadrupole interactions, respectively. Here, we focus on the contribution coming from the molecular coherence $\rho_{21}$ as the contributions from $\rho_{22}$ and $\rho_{11}$ will be small. This is justified as the populations $\rho_{22}$ and $\rho_{11}$ are subject to incoherent emission whose dependence on the number of molecules $N$ is linear. On the contrary, molecular coherence $\rho_{21}$ contributes to coherent emission whose dependence is
quadratic i.e. $N^{2}$. It should be noted that the conventional calculation of the ROA involves the ground state population $\rho_{11}$ and hence the tensors arising from the use of the molecular coherence are somewhat different due to the use of the initial conditions.

Unlike traditional ROA signals which are due to spontaneous Raman processes, we concentrate here on the CARS-ROA signals. This is possible as the system in prepared with significant molecular coherence and all the molecules contribute coherently to the signal. Thus the CARS-ROA signal is proportional to $N^{2}$, where $N$ is the number of molecules in the laser beam:

$$
\begin{equation*}
I(\mathrm{CARS}-\mathrm{ROA})=N^{2}\left|E\left(\omega_{a s}\right)\right|^{2} \tag{2.4}
\end{equation*}
$$

where $E\left(\omega_{a s}\right)$ is electric field of scattered anti-Stokes light at frequency $\omega_{a s}$. The signal Eq. (2.4) is to be compared with the incoherent ROA signal

$$
\begin{equation*}
\frac{I(\mathrm{CARS}-\mathrm{ROA})}{I(\mathrm{ROA})} \cong N \frac{\left|\rho_{21}\right|^{2}}{\rho_{11}} \tag{2.5}
\end{equation*}
$$

and clearly CARS-ROA can be many orders larger than $I(R O A)$. Here, we have assumed that the laser pulse is applied immediately after molecular coherence has been created. A more flexible scenario would be to apply the laser pulse after a delay $\tau$. Then one needs to take into account the decay of the molecular coherence $\rho_{21}(t) \rightarrow \rho_{21}(0) \exp \left(-i \omega_{v} t-\Gamma t\right)$, where $\Gamma=1 / T_{2}$ is the molecular dephasing constant. For this scenario, it is more convenient to work in the frequency domain where the molecular coherence has the form $(1 / \sqrt{2 \pi}) \int_{-\infty}^{\infty} d t \theta(t) \rho_{21}(t) \mathrm{e}^{i \omega t}$. Therefore, the anti-Stokes signal at $\omega_{a s}$ will be produced from the laser pulse at frequency $\omega_{a s}-\omega_{v}$ and the molecular coherence at $\omega_{v}$.

Scattered anti-Stokes field only at forward direction $z$ is under consideration. In this case, rightand left-circularly polarized components $E_{R / L}^{x}=\mathbf{e}_{L / R} \cdot \mathbf{E}^{x}$ of scattered anti-Stokes field $\mathbf{E}^{x}$ are found to be proportional to the molecular coherence $\rho_{21}$ between ground $|1\rangle$ and excited $|2\rangle$ states when we omit frequency dependence of polarizability and optical activity tensors. Clearly, the net
signal will be given by

$$
\begin{align*}
E_{R / L}^{x}\left(\omega_{a s}, \tau\right) & \propto \frac{N}{\sqrt{2}}\left(\alpha_{x x} \pm i \alpha_{y x}+\frac{i k_{l}}{3} A_{x, z x}-\frac{i k_{a s}}{3} A_{x, z x}\right. \\
& \left. \pm \frac{1}{c} G_{y y}^{\prime} \mp \frac{k_{l}}{3} A_{y, z x} \pm \frac{1}{c} G_{x x}^{\prime} \pm \frac{k_{a s}}{3} A_{x, y z}\right) F\left(\omega_{a s}, \tau\right) \tag{2.6}
\end{align*}
$$

where

$$
\begin{equation*}
F\left(\omega_{a s}, \tau\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0) \tag{2.7}
\end{equation*}
$$

Here, the sign at the top (bottom) refers to right- (left-) circularly polarized component of the scattered field. The tensors $\boldsymbol{\alpha}, G^{\prime}$ and $A$ are now real-valued (see Appendix B for details) and their values are replaced by the values at the central value $\omega_{l}^{(0)}$ of the incident laser pulse.

For simplicity, finite duration of pump and Stokes fields is disregarded in Eq. (2.7). Its inclusion will modify $\rho_{21}(0)$ to

$$
\begin{equation*}
\rho_{21}(0) \simeq \sum_{\{|3\rangle\}} \frac{i\langle 2| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|1\rangle}{2 \hbar^{2}} \int_{-\infty}^{\infty} \mathrm{d} \omega_{p} \frac{\mathcal{E}_{s, \beta}\left(\omega_{v}-\omega_{p}+\omega_{s}^{(0)}\right) \mathcal{E}_{p, \alpha}\left(\omega_{p}-\omega_{p}^{(0)}\right)}{\omega_{31}-\omega_{p}-i \Gamma_{3}} \tag{2.8}
\end{equation*}
$$

where $\mathcal{E}_{p, \alpha}$ and $\mathcal{E}_{s, \beta}$ are the electric fields of pump and Stokes, respectively and $\Gamma_{3}$ is decay constant of the levels $\{|3\rangle\}$. The result Eq. (2.8) also holds for two-photon mid-infrared excitation shown in Figure 2.2(c). Detailed derivation of this expression is given in Appendix A.

We have already discussed two methods for producing molecular coherence in the beginning of this section (Figure 2.2). It has been shown that two-photon excitation of the system is preferable over direct one photon IR excitation [75] as in the latter case the molecular coherence averages out due to orientation averaging. Another method for producing molecular coherence is chirped-pulse adiabatic control where molecular coherence is efficiently controlled by linearly chirped pump and Stokes pulses or constant chirp in the pump and sign flipped chirp in the Stokes pulses [76]. This is a robust and efficient control on molecular coherence.

In the next sections we discuss various special cases of CARS-ROA by pre- and post-selecting
polarizations.

### 2.3 Lin-Cir and Cir-Lin CARS-ROA

When the laser pulse is linearly polarized along the $x$-axis, the circular components of the scattered emission can be measured for studying chiral molecules. We name this configuration of measurement Lin-Cir CARS-ROA. In this case, using expression Eq. (2.6) for the anti-Stokes electric field, the difference spectrum $I_{R}^{x}-I_{L}^{x}$ and circular intensity sum $I_{R}^{x}+I_{L}^{x}$ are found to be

$$
\begin{equation*}
I_{R}^{x}-I_{L}^{x} \propto\left(\frac{180 a G^{\prime}+4 \gamma^{2}\left(G^{\prime}\right)}{45 c}-\frac{6 \gamma^{2}(A)-2\left(\omega_{a s} / \omega_{l}\right) \gamma^{2}(A)}{45 c}\right) N^{2}|F|^{2} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{R}^{x}+I_{L}^{x} \propto \frac{45 a^{2}+7 \gamma^{2}(\alpha)}{45} N^{2}|F|^{2} \tag{2.10}
\end{equation*}
$$

The real-valued tensor invariants $a, G^{\prime}, \gamma^{2}(\alpha), \gamma^{2}\left(G^{\prime}\right)$ and $\gamma^{2}(A)$ are defined by [77, 63]

$$
\begin{align*}
a^{2} & =\frac{1}{9} \alpha_{\lambda_{1} \lambda_{1}} \alpha_{\lambda_{2} \lambda_{2}}, \\
\gamma^{2}(\alpha) & =\frac{1}{2}\left(3 \alpha_{\lambda_{1} \lambda_{2}} \alpha_{\lambda_{1} \lambda_{2}}-\alpha_{\lambda_{1} \lambda_{1}} \alpha_{\lambda_{2} \lambda_{2}}\right), \\
a G^{\prime} & =\frac{1}{9} \alpha_{\lambda_{1} \lambda_{1}} G_{\lambda_{2} \lambda_{2}}^{\prime}, \\
\gamma^{2}\left(G^{\prime}\right) & =\frac{1}{2}\left(3 \alpha_{\lambda_{1} \lambda_{2}} G_{\lambda_{1} \lambda_{2}}^{\prime}-\alpha_{\lambda_{1} \lambda_{1}} G_{\lambda_{2} \lambda_{2}}^{\prime}\right), \\
\gamma^{2}(A) & =\frac{\omega_{l}}{2} \epsilon_{\lambda_{2} \lambda_{3} \lambda_{4}} \alpha_{\lambda_{1} \lambda_{2}} A_{\lambda_{3}, \lambda_{4} \lambda_{1}}, \tag{2.11}
\end{align*}
$$

where we use Einstein summation convention for repeated indices, for example $\alpha_{\lambda_{1} \lambda_{1}}=\alpha_{x x}+$ $\alpha_{y y}+\alpha_{z z}$. Eqs. (2.9) and (2.10) are very similar to the signal terms found by L. D. Barron [59]. The small difference disappears upon making the nonphysical assumption $\omega_{l}=\omega_{a s}$. However, these equations now have more deep physical meaning since these signals depend on molecular coherence $\rho_{21}$ and most importantly on $N^{2}$. In addition, note that the difference spectrum Eq. (2.9) and circular intensity sum Eq. (2.10) are $\tau$-dependent.

As discussed in Figure 2.2, the generated molecular coherence can be of the order $10^{-5}$ to $10^{-3}$ depending on the intensities of the pump and Stokes fields (Figure 2.2(b)) or the intensity of the mid-infrared field (Figure 2.2(c)) (see for example [1, 2]). Thus, we can have additional gain of a factor like $10^{4}$ in the signal $I_{R}^{x} \mp I_{L}^{x}$ for Lin-Cir CARS-ROA if stronger excitation is used to produce molecular coherence. Here, we should note that not only the difference spectrum is enhanced but also the circular intensity sum. Therefore, the circular intensity difference $\Delta=\left(I_{R}^{x}-I_{L}^{x}\right) /\left(I_{R}^{x}+I_{L}^{x}\right)$ does not change. However, the enhancement in absolute magnitude of difference spectrum allows us to significantly increase the signal-to-noise ratio for the chiral signal.

For circularly polarized laser and linearly polarized scattered light, we call this configuration Cir-Lin CARS-ROA. The difference spectrum can be found as

$$
\begin{equation*}
I_{x}^{R}-I_{x}^{L} \propto\left(\frac{180 a G^{\prime}+4 \gamma^{2}\left(G^{\prime}\right)}{45 c}-\frac{6\left(\omega_{a s} / \omega_{l}\right) \gamma^{2}(A)-2 \gamma^{2}(A)}{45 c}\right) N^{2}|F|^{2}, \tag{2.12}
\end{equation*}
$$

and the circular intensity sum $I_{x}^{R}+I_{x}^{L}$ is the same as that of Lin-Cir CARS-ROA (see Appendix C and D for details). Since the dependence on molecular coherence remains in Eq. (2.12), the enhancement factors are the same for Lin-Cir and Cir-Lin CARS-ROA.

### 2.4 Heterodyne measurements with a local oscillator

In the case of heterodyne measurement with a local oscillator $\mathbf{E}_{L O}$ of frequency $\omega_{a s}$, the heterodyne signal is defined as

$$
\begin{equation*}
I_{R / L}^{x} \propto\left|E_{R / L}^{x}+E_{L O}\right|^{2} \tag{2.13}
\end{equation*}
$$

where $E_{L O}=E_{L O, R / L}=\mathbf{e}_{L / R} \cdot \mathbf{E}_{L O}$, that is, we assume right- and left-circularly polarized components of the local oscillator are equal to each other. The local oscillator can be obtained from the laser pulse used to create CARS-ROA by modulating it. Then, the difference spectrum
and circular intensity sum are found to be

$$
\begin{align*}
I_{R}^{x}-I_{L}^{x} & \propto\left(\frac{180 a G^{\prime}+4 \gamma^{2}\left(G^{\prime}\right)}{45 c}-\frac{6 \gamma^{2}(A)-2\left(\omega_{a s} / \omega_{l}\right) \gamma^{2}(A)}{45 c}\right) N^{2}|F|^{2} \\
& +\frac{8}{\sqrt{2} c} G^{\prime} N \operatorname{Re}\left(F E_{L O}^{*}\right) \tag{2.14}
\end{align*}
$$

and

$$
\begin{equation*}
I_{R}^{x}+I_{L}^{x} \propto \frac{45 a^{2}+7 \gamma^{2}(\alpha)}{45} N^{2}|F|^{2}+\frac{4}{\sqrt{2}} a N \operatorname{Re}\left(F E_{L O}^{*}\right) \tag{2.15}
\end{equation*}
$$

The first terms in Eqs. (2.14) and (2.15) are Lin-Cir CARS-ROA signals whereas the second terms are heterodyne signals. In order to recover the heterodyne signal we need to remove the first terms in Eqs. (2.14) and (2.15). The way to do so is to measure signal Eqs. (2.14) and (2.15) with two different phases of $E_{L O}$, namely $\phi$ and $\phi+\pi$ phases, and to subtract the two heterodyne difference spectra (similar method for CARS was reported in [78]). This enables us to measure only the heterodyne chiral parameter $G^{\prime}$ and achiral parameter $a$, that are,

$$
\begin{align*}
& \left(I_{R}^{x}-I_{L}^{x}\right)_{\phi}-\left(I_{R}^{x}-I_{L}^{x}\right)_{\phi+\pi} \propto \frac{16}{\sqrt{2} c} G^{\prime} N \operatorname{Re}\left(F\left|E_{L O}\right| \exp (i \phi)\right) \\
& \left(I_{R}^{x}+I_{L}^{x}\right)_{\phi}-\left(I_{R}^{x}+I_{L}^{x}\right)_{\phi+\pi} \propto \frac{8}{\sqrt{2}} a N \operatorname{Re}\left(F\left|E_{L O}\right| \exp (i \phi)\right) \tag{2.16}
\end{align*}
$$

Note the striking aspect of Eq. (2.16): it directly determines the ratio of tensor invariants $G^{\prime}$ and $a$. This would be the first direct measurement of this ratio. Furthermore, the expressions in Eq. (2.16) still depend on the molecular coherence $\rho_{21}$ via $F$. Hence, the heterodyne chiral signal (2.16) can be enhanced by factor of $10^{2}$ at most. An estimate of the magnetic and quadrupole contributions is given in the experiments of D. Che and L. A. Nafie [79], where it is reported that such contributions to ROA signals are about 1000 times smaller than the electric dipole one.

### 2.5 Conclusions

We predict that, depending on the type of measurement configuration, a chiral signal $10^{2}-10^{4}$ times stronger in magnitude can be obtained by creating strong molecular coherence. This is for Lin-Cir and Cir-Lin CARS-ROA. As shown above, molecular coherence enhances not only the difference spectrum but also the intensity sum too. This is one of the key points of the present chapter.

Furthermore, we present a new heterodyne measurement scheme that allows us to experimentally determine the ratio of tensor invariants $G^{\prime}$ and $a$. A general expression for the CARS-ROA signal consists of not only the actual heterodyne signal but also the signal coming from interference between chiral and achiral terms which includes the product of $a G^{\prime}$ and other anisotropic tensor invariants $\gamma^{2}\left(G^{\prime}\right)$ and $\gamma^{2}(A)$. This interference term makes the heterodyne measurement less accurate. To overcome this difficulty one may measure the heterodyne difference spectrum and circular intensity sum with two different phases of local oscillator and eliminate the interference term coming from chiral and achiral terms by subtracting the measured signals. As a result, the measured signal only depends on $G^{\prime}$ and $a$, which enables us to obtain the ratio between $G^{\prime}$ and $a$.

For materials that are not heat resistant, such as biological molecules, we suggest either the two-photon mid-infrared excitation method or resonant Raman excitation method for inducing molecular coherence. Both methods use low power of excitation, and consequently, they are expected to be safe for most samples.

In summary, we demonstrated that the chiral signal could be enhanced via molecular coherence in comparison with ROA signals where molecular coherence essentially plays no role. In the case of non-resonant Raman excitation, the enhancement factor is estimated up to $10^{4}$. Such benefit of the molecular coherence provides a new alternative technique for investigating chiral molecules in stereochemistry and biochemistry. Although we have restricted to the lowest-order optically active processes, we expect molecular coherence to play an equally important role in higher-order optically active processes.

## 3. ROTATIONAL AVERAGE OF ODD-RANK TENSORS*

### 3.1 Introduction

In most nonlinear optical problems, we work in a lab-fixed frame of reference, but the molecules comprising the system are oriented randomly with respect to that frame [80]. In this situation, averaging molecular quantities over the random orientation of the molecules is usually of great interest. Moreover, the three-dimensional rotational average of high-rank isotropic tensors often appears in the theory of nonlinear spectroscopy - specifically, linear dichroism [81], Raman [77, 82, 83, 84], Raman optical activity [59, 62], third harmonic scattering [85, 86, 87, 88], coherent anti-Stokes Raman scattering [21,20] - and has been extensively examined in the physical and mathematical context in the last half century [89, 90, 91, 83, 92, 93, 94, 95, 96, 97]. For example, coherent anti-Stokes Raman scattering in optically active medium [20,21] is a four-photon process that requires ninth-rank tensor averaging [98]. Recently, this problem is receiving renewed interest as the demand for developing nonlinear spectroscopic tools in optically active medium increases [66, 68, 24, 25]. Our method for $n=5,7$ recovers the results in literature whereas for rank $n=9,11$, explicit results are obtained for the first time [99].

Let $T_{\lambda_{1} \lambda_{2} \cdots \lambda_{n}}$ be a tensor of rank $n$, where the indices $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ refer to coordinates in the molecule-fixed frame. Then the tensor $T$ in the lab-fixed frame turns out to be

$$
\begin{equation*}
T_{i_{1} i_{2} \cdots i_{n}}=l_{i_{1} \lambda_{1}} l_{i_{2} \lambda_{2}} \cdots l_{i_{n} \lambda_{n}} T_{\lambda_{1} \lambda_{2} \cdots \lambda_{n}} \tag{3.1}
\end{equation*}
$$

where $i_{1}, i_{2}, \ldots, i_{n}$ are coordinates in the lab-fixed frame. Here $l_{i_{1} \lambda_{1}}, l_{i_{2} \lambda_{2}}, \ldots, l_{i_{n} \lambda_{n}}$ denote direction cosines that can be expressed in terms of Euler angles in the $z-x-z$ convention $^{\dagger}$ [100] as

[^2]follows,
\[

l=\left($$
\begin{array}{ccc}
C_{\psi} C_{\phi}-C_{\theta} S_{\phi} S_{\psi} & C_{\psi} S_{\phi}+C_{\theta} C_{\phi} S_{\psi} & S_{\psi} S_{\theta}  \tag{3.2}\\
-S_{\psi} C_{\phi}-C_{\theta} S_{\phi} C_{\psi} & -S_{\psi} S_{\phi}+C_{\theta} C_{\phi} C_{\psi} & C_{\psi} S_{\theta} \\
S_{\theta} S_{\phi} & -S_{\theta} C_{\phi} & C_{\theta}
\end{array}
$$\right)
\]

where $C_{\psi}=\cos \psi, S_{\psi}=\sin \psi$ and so forth. Then a straightforward method for computing the rotational average of the tensor $T$ is an integral over Euler angles:

$$
\begin{equation*}
\left\langle T_{i_{1} i_{2} \cdots i_{n}}\right\rangle=\left(\frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} \mathrm{~d} \psi \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{\pi} \sin \theta \mathrm{d} \theta l_{i_{1} \lambda_{1}} l_{i_{2} \lambda_{2}} \cdots l_{i_{n} \lambda_{n}}\right) T_{\lambda_{1} \lambda_{2} \cdots \lambda_{n}} . \tag{3.3}
\end{equation*}
$$

The expression in parentheses in Eq. 3.3 is a rotational average of direction cosines and denoted by $I_{i_{1} i_{2} \cdots i_{n} ; \lambda_{1} \lambda_{2} \cdots \lambda_{n}}^{(n)}$ i.e.

$$
\begin{equation*}
I_{i_{1} i_{2} \cdots i_{n} ; \lambda_{1} \lambda_{2} \cdots \lambda_{n}}^{(n)}=\frac{1}{8 \pi^{2}} \int_{0}^{2 \pi} \mathrm{~d} \psi \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{\pi} \sin \theta \mathrm{d} \theta l_{i_{1} \lambda_{1}} l_{i_{2} \lambda_{2}} \cdots l_{i_{n} \lambda_{n}} \tag{3.4}
\end{equation*}
$$

This integral can be evaluated easily in the case of low-rank tensors but for higher-rank tensors $(n>4)$ its evaluation requires prohibitively much labor or computer time, in general.

If $f_{r}^{(n)}$ and $g_{\alpha}^{(n)}$ are the $r$ th and $\alpha$ th linearly independent isotropic tensors of rank $n$ in laband molecule-fixed frames, respectively then, according to Weyl's theorem [101], the rotational average of direction cosines $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ can be uniquely expressed as a linear combination of products of the tensors $f_{r}^{(n)}$ and $g_{\alpha}^{(n)}$. Explicitly,

$$
\begin{equation*}
I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}=\sum_{r, \alpha} M_{r \alpha}^{(n)} f_{r}^{(n)} g_{\alpha}^{(n)} \tag{3.5}
\end{equation*}
$$

where coefficients are denoted by $M_{r \alpha}^{(n)}$. Therefore, first of all, it is essential to establish complete bases $f_{r}^{(n)}$ and $g_{\alpha}^{(n)}$, and second, to find the matrix $\mathbf{M}^{(n)}$ of coefficients $M_{r \alpha}^{(n)}$.

Now we state some properties of isotropic tensors of rank $n$. For even rank $n$, any product of $n / 2$ Kronecker deltas is isotropic, whereas for odd rank $n$, any product of one Levi-Civita epsilon tensor and $(n-3) / 2$ Kronecker deltas is isotropic. For example, $\delta_{i_{1} i_{8}} \delta_{i_{2} i_{7}} \delta_{i_{3} i_{6}} \delta_{i_{4} i_{5}}$ and
$\epsilon_{i_{1} i_{3} i_{5}} \delta_{i_{2} i_{6}} \delta_{i_{4} i_{8}} \delta_{i_{7} i_{9}}$ are isotropic tensors of rank 8 and 9 . By simply permuting all indices in products one can find a full (i.e. spanning) set of isotropic tensors of a given rank $n$ whose number is given by

$$
N_{n}= \begin{cases}\frac{n!}{2^{n / 2}(n / 2)!} & \text { for even } n  \tag{3.6}\\ \frac{n!}{3 \cdot 2^{(n-1) / 2}((n-3) / 2)!} & \text { for odd } n\end{cases}
$$

These isotropic tensors are not linearly independent in general. A method to find a linearly independent subset of the full set of $N_{n}$ isotropic tensors was developed by G. F. Smith [89] using standard Young tableaux in 1968. Using this linearly independent set of isotropic tensors one can easily find the rotational average $I^{(n)}$ (i.e. $\mathbf{M}^{(n)}$ ).

However, the full set of $N_{n}$ isotropic tensors is more convenient for expressing the rotational average of direction cosines, especially for odd-rank tensors. Therefore, we develop a new method that allows us to find the rotational average $I^{(n)}$ for odd-rank tensors in the linearly dependent set of isotropic tensors. We use a prime sign in the matrix, $\mathbf{M}^{\prime(n)}$, to indicate that it is with respect to the linearly dependent set or overcomplete basis.

### 3.2 Method

The classic late-1970s work by D. L. Andrews et al. presented a well-known method for finding the matrix $\mathbf{M}^{\prime(n)}$ for high-rank tensors. Primarily, this method is based on an independent set of isotropic tensors and exhibits the very simple formula

$$
\begin{equation*}
\mathbf{M}^{(n)}=\left(\mathbf{S}^{(n)}\right)^{-1}, \tag{3.7}
\end{equation*}
$$

where the contraction matrix $\mathbf{S}^{(n)}$ is given by a contracted product of two isotropic tensors as $S_{u v}^{(n)}=f_{u}^{(n)} f_{v}^{(n)}=g_{u}^{(n)} g_{v}^{(n)}$. To exploit the method one needs to know the connection between complete and overcomplete sets of isotropic tensors by using standard Young tableaux. However, we adopt an overcomplete basis to obtain rotational averages. In the special case of $n=5,7$, we recover the results of Ref. [83].

To describe our method, we begin with Eq. 3.5 in the overcomplete isotropic tensor basis:

$$
\begin{equation*}
I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}=\sum_{r, \alpha} M_{r \alpha}^{\prime(n)} f_{r}^{(n)} g_{\alpha}^{(n)} . \tag{3.8}
\end{equation*}
$$

Fortunately, the matrix $M_{r \alpha}^{\prime(n)}$ turns out to depend only on a small number of independent coefficients, much fewer than the size $N_{n} \times N_{n}$ of the full matrix. We aim to find these independent coefficients, and in order to achieve this goal, we first analyze the structure of 3.8 to make it a set of equations for the independent coefficients in the $M_{r \alpha}^{(n)}$ provided certian values of $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ on the left-hand side of expression 3.8 are given. Indeed, our other work [102] presents how $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ can be calculated using the triple integral expression 3.4. Briefly, by using known values of $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ we make expression 3.8 into an independent set of equations and solve it for the desired independent coefficients. Next some useful properties of $\mathbf{M}^{\prime(n)}$ for odd-rank tensor are presented.

For odd rank $n$, isotropic tensors can be classified into groups, each corresponding to a unique epsilon tensor and its members distinguished only by Kronecker deltas; for example, $\epsilon_{i_{1} i_{2} i_{3}} f_{r}^{(n-3)}$, $\epsilon_{i_{1} i_{2} i_{4}} f_{r}^{(n-3)}$ and so on. Here, $f_{r}^{(n-3)}$ runs over the full set of isotropic tensors of rank $n-3$. The matrix $\mathbf{M}^{\prime(n)}$ for odd rank has a block diagonal form

$$
\mathbf{M}_{r \alpha}^{\prime(n)}=\left(\begin{array}{cccc}
{\left[\mathbf{A}^{(n-3)}\right]} & 0 & \cdots & 0  \tag{3.9}\\
0 & {\left[\mathbf{A}^{(n-3)}\right]} & \cdots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
0 & \cdots & 0 & {\left[\mathbf{A}^{(n-3)}\right]}
\end{array}\right)
$$

and each block $\mathbf{A}^{(n-3)}$ has the same structure (but not the same coefficients) as $\mathbf{M}^{\prime(n-3)}$ [83]. Thus, the number of independent coefficients in $\mathbf{M}^{(n-3)}$ equals the number of independent coefficients in $\mathbf{M}^{\prime(n)}$. The common value, denoted by $c_{n}$ for odd $n$, is given by the partition function $\mathrm{p}((n-$ $3) / 2,3$ ), which counts the number of partitions of $(n-3) / 2$ into at most 3 parts [83]. For example, $c_{n}=1,2,3,4$ for $n=5,7,9,11$. We enumerate these independent coefficients $a, b, c, \ldots$ using the
first $c_{n}$ letters of the alphabet.
On the left-hand side of Eq. 3.8 each of the $2 n$ indices can take the values $x, y, z$, so the tensor $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ has $3^{2 n}$ components. Therefore, Eq. 3.8 can be understood as a set of $3^{2 n}$ linear equations in the $c_{n} \ll 3^{2 n}$ variables $a, b, \ldots$. By definition, Eq. 3.8 always has the same number of linearly independent equations as the number of independent coefficients. Moreover, Eq. 3.8 is overcomplete and there are many linearly dependent equations. A practical question arises: how to shrink the overcomplete set of equations into a minimal set of equations by selecting a linearly independent subset?

Here, we make the brave assumption that the diagonal terms of $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ suffice to produce equations determining the independent coefficients. By "diagonal terms" we mean that the indices satisfy $i_{1}=\lambda_{1}, i_{2}=\lambda_{2}, \ldots, i_{n}=\lambda_{n}$. The number of such terms is $3^{n}>c_{n}$, so the corresponding equations

$$
\begin{equation*}
I_{i_{1} \cdots i_{n} ; i_{1} \cdots i_{n}}^{(n)}=\sum_{r, \alpha} M_{r \alpha}^{\prime(n)} f_{r}^{(n)} g_{\alpha}^{(n)} \tag{3.10}
\end{equation*}
$$

are still overcomplete for the independent coefficients.
To pare down Eqs. 3.10 a final time into a minimal subset, we analyze both sides of the equations in turn.

1. Left-hand side: for convenience, we denote the diagonal terms $I_{i_{1} \cdots i_{n} ; i_{1} \cdots i_{n}}^{(n)}$ by $I(q, r, s)$ in the manner

$$
\begin{equation*}
I(q, r, s)=\left\langle l_{x x}^{q} l_{y y}^{r} l_{z z}^{s}\right\rangle \tag{3.11}
\end{equation*}
$$

i.e. by collecting the indices as

$$
\begin{equation*}
i_{1} \cdots i_{n}=\underbrace{x \cdots x}_{q \text { times }} \underbrace{y \cdots y}_{r \text { times }} \underbrace{z \cdots z}_{\text {times }}, \tag{3.12}
\end{equation*}
$$

where $q+r+s=n$. It is important to see that $I(q, r, s)$ is invariant under the permutation of indices $x, y$ and $z$, or equivalently the permutation of the powers $q, r$ and $s$. For example, we can swap $y$ and $z$ (equivalently $r$ and $s$ ) by simultaneously rotating the lab-fixed and
molecule-fixed frames using the $90^{\circ}$ rotation matrix

$$
R=\left(\begin{array}{ccc}
-1 & 0 & 0  \tag{3.13}\\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

We have $(R l R)_{x x}=l_{x x},(R l R)_{y y}=l_{z z}$ and $(R l R)_{z z}=l_{y y}$. Then from the rotational invariance of $I^{(n)}$ we obtain the desired property:

$$
\begin{equation*}
\left\langle l_{x x}^{q} l_{y y}^{r} l_{z z}^{s}\right\rangle=\left\langle l_{x x}^{q} l_{z z}^{r} l_{y y}^{s}\right\rangle=\left\langle l_{x x}^{q} l_{y y}^{s} l_{z z}^{r}\right\rangle . \tag{3.14}
\end{equation*}
$$

The proof for other indices and powers is straightforward.
The essential outcome of this invariance property is that the components of $I_{i_{1} \cdots i_{n} ; i_{1} \cdots i_{n}}^{(n)}$ belonging to a particular partition of $n$ with at most 3 parts are always equal. Accordingly, we can say that a partition of $n$ with at most 3 parts uniquely determines a component of tensor $I_{i_{1} \cdots i_{n} ; i_{1} \cdots i_{n}}^{(n)}$ of rank $n$. Another useful property is that the components of $I_{i_{1} \cdots i_{n} ; i_{1} \cdots i_{n}}^{(n)}$ vanish if exactly one or two of $q, r$ and $s$ are odd. This property can be seen from invariance under $180^{\circ}$ rotation of the lab-fixed frame about one of the coordinate axes. For example, the rotation matrix about the $z$-axis is $R=\operatorname{diag}(-1,-1,1)$ and this rotation requires that $q+r$ be even to have $I(q, r, s) \neq 0$. This can be seen as follows:

$$
\begin{equation*}
\left\langle l_{x x}^{q} l_{y y}^{r} l_{z z}^{s}\right\rangle=\left\langle(R l)_{x x}^{q}(R l)_{y y}^{r}(R l)_{z z}^{s}\right\rangle=(-1)^{q+r}\left\langle l_{x x}^{q} l_{y y}^{r} l_{z z}^{s}\right\rangle . \tag{3.15}
\end{equation*}
$$

Likewise $q+s$ and $r+s$ must be even. Briefly, $I(q, r, s)$ can be nonzero (and indeed is, as we will calculate below) only if $q, r, s$ are all odd or all even. As $n=q+r+s$, this is the same as requiring that $q, r, s$ have the same parity as $n$. Interestingly, the number of distinct nonzero components of $I(q, r, s)$ is equal to the number of the Young frames that represent the complete set of linearly independent isotropic tensors [89, 83].
2. Right-hand side: To be nonzero, an epsilon tensor in $f_{r}^{(n)}$ and $g_{\alpha}^{(n)}$ must have different values $x, y, z$. Consequently, if for example, the number of $x$ components is even then one Kronecker delta symbol must get mixed indices like $\delta_{x y}$ or $\delta_{x z}$. Therefore, each summand on the right-hand side of Eq. 3.10 is zero unless all $q, r$ and $s$ are odd. Appropriately, vanishing components of $I(q, r, s)$ constantly yield the trivial identity $0=0$, which is useless. This tells us that we must use nonzero $I(q, r, s)$ to obtain nontrivial equations. Furthermore, for any given partition $n=q+r+s$, the right-hand side of Eq. 3.10 is the same. This follows from the equivalence of the coordinate axes $x, y$ and $z$.

To sum up, all $I(q, r, s)$ of a given partition $n=q+r+s$ are equal to each other and the equations belonging to the given partition are exactly the same. On the other hand, the number of partitions that provide a nonzero component of $I(q, r, s)$ is equal to the number of independent coefficients on the $M_{r \alpha}^{\prime(n)}$. This tells us that we have the same number of independent equations as variables if we select one equation for each partition $n=q+r+s$ into odd parts (if $n$ is odd). At this point we are done with the selection of independent equations.

Next, we have to compute $I(q, r, s)$ in explicit form. Averaging is achieved by Eq. 3.4 together with 3.2. Our interest is only in odd rank and as we explained before the powers $q, r, s$ are all odd for odd rank $n$. In keeping with a desire to avoid the upper-left $2 \times 2$ block as much as possible, we note that $I(q, r, s)=-\left\langle l_{x x}^{q} l_{z y}^{r} l_{y z}^{s}\right\rangle$ for odd $n$, as follows from invariance of the average under rotation of the lab-fixed frame by $R$ from Eq. 3.13, and it is the latter average that we explicitly compute.

Recall the elementary trigonometric integrals [103]

$$
\begin{gather*}
\int_{0}^{2 \pi} \mathrm{~d} x \sin ^{i} x \cos ^{j} x= \begin{cases}2 \pi \frac{(i-1)!!(j-1)!!}{(i+j)!!}, & i \text { and } j \text { even } \\
0, & \text { otherwise }\end{cases}  \tag{3.16}\\
\int_{0}^{\pi} \mathrm{d} x \sin ^{i} x \cos ^{j} x= \begin{cases}2 \frac{(i-1)!!(j-1)!!}{(i+j)!!}, & i \text { odd and } j \text { even. } \\
\pi \frac{(i-1)!(j-1)!!}{(i+j)!!}, & i \text { and } j \text { even. }\end{cases} \tag{3.17}
\end{gather*}
$$

These together with Eq. 3.4 yield

$$
\begin{equation*}
I(q, r, s)=\frac{(r+s)!!}{(q+r)!!(q+s)!!} \sum_{i=0}^{(q-1) / 2}\binom{q}{2 i+1} \frac{[(q-2 i-2)!!]^{3}(2 i+r)!!(2 i+s)!!}{(q+r+s-2 i)!!} \tag{3.18}
\end{equation*}
$$

In particular,

$$
I(1, r, s)=\frac{r!!s!!(r+s)!!}{(r+1)!!(s+1)!!(r+s+1)!!}=\left(\begin{array}{ccc}
\frac{r}{2} & \frac{s}{2} & \frac{r+s}{2}  \tag{3.19}\\
\frac{1}{2} & -\frac{1}{2} & 0
\end{array}\right)^{2}
$$

and

$$
\begin{equation*}
I(1,1, s)=\frac{1}{2(s+2)} \tag{3.20}
\end{equation*}
$$

The $3 j$ symbol in Eq. 3.19 relates to rotational averages of Wigner $D$-matrix elements [104, Chapter 4], though we will not pursue this interesting connection. We now apply our method on low tensor ranks, namely 5 and 7, whose rotational averages are well known.

Example 1. $\mathbf{M}^{\prime(5)}$. There are $N_{5}=10$ different linearly dependent isotropic tensors for rank $n=5$, composed of 10 different epsilon tensors multiplied by a Kronecker delta symbol, which is the only isotropic tensor for rank $n=2$, namely

$$
\begin{array}{ll}
f_{1}^{(5)}=\epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{5}}, & f_{6}^{(5)}=\epsilon_{i_{1} i_{4} i_{5}} \delta_{i_{2} i_{3}} \\
f_{2}^{(5)}=\epsilon_{i_{1} i_{2} i_{4}} \delta_{i_{3} i_{5}}, & f_{7}^{(5)}=\epsilon_{i_{2} i_{3} i_{4}} \delta_{i_{1} i_{5}} \\
f_{3}^{(5)}=\epsilon_{i_{1} i_{2} i_{5}} i_{i_{3} i_{4}}, & f_{8}^{(5)}=\epsilon_{i_{2} i_{3} i_{5}} \delta_{i_{1}} \\
f_{4}^{(5)}=\epsilon_{i_{1} i_{3} i_{4}} \delta_{i_{2} i_{5}}, & f_{9}^{(5)}=\epsilon_{i_{2} i_{4} i_{5}} \delta_{i_{1} i_{3}} \\
f_{5}^{(5)}=\epsilon_{i_{1} i_{3} i_{5}} \delta_{i_{2} i_{4}}, & f_{10}^{(5)}=\epsilon_{i_{3} i_{4} i_{5}} \delta_{i_{1} i_{2}} \tag{3.21}
\end{array}
$$

For rank 5, the matrix $\mathbf{M}^{(5)}$ is a $10 \times 10$ scalar matrix since the block matrix $\mathbf{A}^{(2)}$ is just a $1 \times 1$ matrix i.e. scalar $a$. That is, $\mathbf{M}^{(5)}=a \mathbf{E}$ where $\mathbf{E}$ is the $10 \times 10$ unit matrix and $a$ is the only coefficient that needs to be determined. Consequently, the rotational average of direction cosines
can be written as

$$
\begin{equation*}
I_{i_{1} \cdots i_{5} ; \lambda_{1} \cdots \lambda_{5}}^{(5)}=a \sum_{r, \alpha} f_{r}^{(5)} g_{\alpha}^{(5)} \tag{3.22}
\end{equation*}
$$

where $r$ and $\alpha$ range from 1 to 10 and its diagonal term is

$$
\begin{equation*}
I_{i_{1} \cdots i_{5} ; i_{1} \cdots i_{5}}^{(5)}=a\left(\epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{5}} \epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{5}}+\epsilon_{i_{1} i_{2} i_{4}} \delta_{i_{3} i_{5}} \epsilon_{i_{1} i_{2} i_{4}} \delta_{i_{3} i_{5}}+\ldots\right) . \tag{3.23}
\end{equation*}
$$

The diagonal term $I(1,1,3)=1 / 10$ according to Eq. 3.20 and the resulting equation is

$$
\begin{equation*}
\frac{1}{10}=I(1,1,3)=I_{x y z z z ; x y z z z}^{(5)}=3 a . \tag{3.24}
\end{equation*}
$$

The coefficient $a$ can be found as $1 / 30$. This solution is consistent with the result obtained by others [105, 106, 83].

Example 2. $\mathbf{M}^{\prime(7)}$. There are $N_{7}=105$ linearly dependent isotropic tensors of rank $n=7$. These isotropic tensors can be classified into 35 equally divided groups. Each group has the same epsilon tensor but different Kronecker deltas. For example, the first and last groups are

$$
\begin{array}{cc}
f_{1}^{(7)}=\epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{5}} \delta_{i_{6} i_{7}}, & f_{103}^{(7)}=\epsilon_{i_{5} i_{6} i_{7}} \delta_{i_{1} i_{2}} \delta_{i_{3} i_{4}}, \\
f_{2}^{(7)}=\epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{6}} \delta_{i_{5} i_{7}}, & f_{104}^{(7)}=\epsilon_{i_{5} i_{6} i_{7}} \delta_{i_{1} i_{3}} \delta_{i_{2} i_{4}}, \\
f_{3}^{(7)}=\epsilon_{i_{1} i_{2} i_{3}} \delta_{i_{4} i_{7}} \delta_{i_{5} i_{6}}, \quad \text { and } & f_{105}^{(7)}=\epsilon_{i_{5} i_{6} i_{7}} \delta_{i_{1} i_{4}} \delta_{i_{2} i_{3}} . \tag{3.25}
\end{array}
$$

Each group has the same structure for Kronecker deltas. Particularly, the product of Kronecker deltas $f_{1}^{(4)}$ appearing in the first member of each group has indices in ascending order. The second and third isotropic tensors are obtained by certain permutations of indices of $f_{1}^{(4)}$. The permutations are the same for all groups.

The matrix $\mathbf{M}^{\prime(7)}$ in the set of 105 linearly dependent isotropic tensors has a block diagonal form. Each block $\mathbf{A}^{(4)}$ is of dimension $3 \times 3$, and has the same structure as $\mathbf{M}^{(4)}$ given in Ref. [83]
as

$$
\mathbf{A}^{(4)}=\left(\begin{array}{lll}
a & b & b  \tag{3.26}\\
b & a & b \\
b & b & a
\end{array}\right)
$$

where $a$ and $b$ are independent coefficients. The two admissible partitions of 7 are 1, 1,5 and 1,3,3. The corresponding components of $I^{(7)}$ are found to be $I(1,1,5)=1 / 14$ and $I(1,3,3)=9 / 140$ according to formulas 3.20 and 3.19. The coupled equations for $a$ and $b$ are

$$
\begin{gather*}
\frac{1}{14}=I(1,1,5)=I_{x y z z z z z ; x y z z z z z}^{(7)}=15 a+30 b, \\
\frac{9}{140}=I(1,3,3)=I_{x y y y z z z ; x y y y z z z}^{(7)}=9 a \tag{3.27}
\end{gather*}
$$

where the expressions on the right-hand side follow from Eq. 3.10. The unique solution is $(a, b)=$ (6/840, $-1 / 840)$, in agreement with the result of D. L. Andrews et al. [83].

### 3.3 Rotational average of a ninth-rank tensor

Based on the previous discussion, the matrix $\mathbf{M}^{\prime(9)}$ for ninth-rank tensors has a block diagonal form in the linearly dependent set which consists of products of 84 epsilon tensors and 15 isotropic tensors of rank 6. The isotropic tensors of rank 6 are given in [83], and we use the same ordering as they did to enumerate them. Then the linearly dependent isotropic tensors of rank 9 are $\epsilon_{i_{1} i_{2} i_{3}} f_{r}^{(6)}$, $\epsilon_{i_{1} i_{2} i_{4}} f_{r}^{(6)}, \ldots, \epsilon_{i_{7} i_{8} i_{9}} f_{r}^{(6)}$, where $f_{r}^{(6)}$ is the $r$ th isotropic tensor of rank 6 and indices are composed of unused indices in the corresponding epsilon tensor. Therefore,

$$
\begin{equation*}
\mathbf{M}^{\prime(9)}=\mathbf{E} \otimes \mathbf{A}^{(6)} \tag{3.28}
\end{equation*}
$$

where

$$
\mathbf{A}^{(6)}=\left(\begin{array}{lllllllllllllll}
a & b & b & b & c & c & b & c & c & c & c & b & c & c & b  \tag{3.29}\\
b & a & b & c & b & c & c & c & b & b & c & c & c & b & c \\
b & b & a & c & c & b & c & b & c & c & b & c & b & c & c \\
b & c & c & a & b & b & b & c & c & c & b & c & c & b & c \\
c & b & c & b & a & b & c & b & c & b & c & c & c & c & b \\
c & c & b & b & b & a & c & c & b & c & c & b & b & c & c \\
b & c & c & b & c & c & a & b & b & b & c & c & b & c & c \\
c & c & b & c & b & c & b & a & b & c & b & c & c & c & b \\
c & b & c & c & c & b & b & b & a & c & c & b & c & b & c \\
c & b & c & c & b & c & b & c & c & a & b & b & b & c & c \\
c & c & b & b & c & c & c & b & c & b & a & b & c & b & c \\
b & c & c & c & c & b & c & c & b & b & b & a & c & c & b \\
c & c & b & c & c & b & b & c & c & b & c & c & a & b & b \\
c & b & c & b & c & c & c & c & b & c & b & c & b & a & b \\
b & c & c & c & b & c & c & b & c & c & c & b & b & b & a
\end{array}\right)
$$

has the same structure as $\mathbf{M}^{(6)}$ given in Ref. [83]. Here, $\mathbf{E}$ is the unit matrix of dimension $84 \times 84$. There are three independent coefficients which we denote $a, b$ and $c$. The system of linear equations for these coefficients can be found by computing $I(1,1,7), I(1,3,5)$ and $I(3,3,3)$ and using Eq. 3.10. The resulting equations are

$$
\begin{gather*}
\frac{1}{18}=105 a+630 b+840 c \\
\frac{1}{21} \quad=45 a+90 b \\
\frac{19}{420} \tag{3.30}
\end{gather*}
$$

with the solution

$$
\begin{equation*}
a=\frac{38}{22680}, \quad b=-\frac{7}{22680}, \quad c=\frac{2}{22680} . \tag{3.31}
\end{equation*}
$$

Substituting the obtained numbers Eq. 3.31 into the matrix $\mathbf{A}^{(6)}$ given by Eq. 3.29 and assembling 84 copies of $\mathbf{A}^{(6)}$ into a block diagonal matrix we find the rotational average $I^{(9)}$ in the linearly dependent set of isotropic tensors.

### 3.4 Rotational average of an eleventh-rank tensor

In the case of eleventh-rank tensors, there are $N_{11}=17325$ linearly dependent isotropic tensors which can be divided into 165 groups. Each group has 105 isotropic tensors determined by eighthrank isotropic tensors. As we did in the case of $n=9$, the matrix $\mathbf{M}^{(11)}$ can be written as $\mathbf{M}^{\prime(11)}=\mathbf{E} \otimes \mathbf{A}^{(8)}$. Here, $\mathbf{A}^{(8)}$ has the same structure as $\mathbf{M}^{\prime(8)}$ given by D. L. Andrews et al. [92], and $\mathbf{E}$ is the unit matrix of dimension $165 \times 165$. There are four independent coefficients $a, b, c$ and $d$ in the matrix $\mathbf{M}^{\prime(11)}$; here we cast the coefficients $A, B, C$ and $D$ in $\mathbf{M}^{\prime(8)}$ in Ref. [92] into lower case. The calculation procedure is the same as we did for the ranks $n=5,7,9$ and straightforward. As a result, we obtain the equations for independent coefficients as follows:

$$
\begin{gather*}
\frac{1}{22}=945 a+11340 b+11340 c+30240 d, \\
\frac{5}{132} \quad=315 a+1890 b+2520 d \\
\frac{25}{\frac{293}{693}} \begin{array}{c}
\frac{97}{2772}
\end{array}=225 a+900 b+900 c \\
=135 a+270 b \tag{3.32}
\end{gather*}
$$

with the solution

$$
\begin{array}{ll}
a=\frac{548}{1496880}, & b=-\frac{80}{1496880} \\
c=\frac{3}{1496880}, & d=\frac{14}{1496880} \tag{3.33}
\end{array}
$$

### 3.5 Conclusions

We present a new method for three-dimensional rotational averages of odd-rank tensors. The method is applied to low-rank tensors $n=5,7$ as an example and also applied to ninth- and eleventh-rank tensors that were not known before in explicit form. The results of our method
$I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ (rotational average of odd-rank tensors) are expressed in block diagonal form in the overcomplete set of isotropic tensors. Fortunately, the number of independent coefficients that determine $I_{i_{1} \cdots i_{n} ; \lambda_{1} \cdots \lambda_{n}}^{(n)}$ is just three and four for ninth- and eleventh-rank tensors, respectively. These coefficients are found in the present work and the obtained result for ninth-rank tensor averaging is used in our next work on coherent anti-Stokes Raman spectroscopy in optically active medium [98]. The obtained three-dimensional rotational averages of odd-rank tensors can be used for calculations in various types of nonlinear spectroscopy in optically active medium.

## 4. PERMUTATION SYMMETRY OF SUBRADIANT STATES AND ITS APPLICATION*

### 4.1 Introduction

Symmetries of atoms and molecules - inversion, reflection, rotation and so on - are at the heart of selection rules in atomic and molecular physics and a rich field of study [107]. Likewise, permutation symmetry is an inevitable part of investigations of systems composed of many identical atoms, molecules or spins. Indeed, an ensemble of atoms behaves differently depending on symmetry properties of its quantum state. For example, the spontaneous emission rate of $N$ noninteracting atoms can be $N$ times faster than the single atomic spontaneous emission rate when these atoms are in the completely symmetric single-excited state. This phenomenon was predicted by R. H. Dicke [3] and is called superradiance [108, 109]. On the other hand, subradiant states of such a system with decreased spontaneous emission decay rates due to symmetry are potentially stable against collective spontaneous emission and are of interest in quantum information processing with low decoherence.

In recent years, much effort has been given to experimental investigation of subradiant states and their application to quantum memory. The earliest evidence of experimental demonstration of subradiance is reported in [4], where the subradiant character of a full statistical mixture of Zeeman sublevels is tested in gallium atomic vapor. Later, the experimental observation of subradiant states tends to be done with a small number of natural or artificial atoms for the purpose of quantum computing and communication. For example, two trapped ions [5, 6], plasmons [7, 8], two superconducting transmon qubits [9] and diatomic molecules in optical lattice [10, 11] are exploited for this purpose. However, we remark here the most potentially important system: superconducting quantum qubits (artificial atoms) in circuit quantum electrodynamics that enable a spatial resolution of an individual qubit in the collective superradiant and subradiant state. Consequently, a superconducting qubit system $[110,111,112]$ supports the experimental realization

[^3]of the idea theoretically suggested by A. Beige et al. [113] and refined in [114] where a chain of $N$ two-level systems is coherently excited by laser beams with a given relative phase for subradiant state generation. Here, we call this method the sidewise excitation method. Recent works $[115,116,117,9,118]$ report that the sidewise excitation method is successfully tested for superconducting qubits in circuit quantum electrodynamics. Although experimental realization of subradiant states is somewhat difficult, various aspects of subradiant states are widely studied theoretically [119, 120, 121, 122, 123, 124, 125, 126].

In this work, inspired by previous works on the sidewise excitation method, we address symmetry properties of single- and double-excited subradiant states. We show how to use symmetric groups to study the single- and double-excited subradiant states. In doing so, we obtain general formulas for single- and double-excited subradiant states for an arbitrary number of two-level systems. The general formulas are extremely practical since they show a general character of relative phases between individual two-level systems and weights of each two-level system. Moreover, the obtained relative phase and weight information may determine appropriate relative phases and amplitudes of laser beams to produce a given subradiant state in the case of two-level atomic system, and also may determine circuit design in the case of superconducting qubits. This chapter is organized as follows. In the following section, permutation symmetry of subradiant states is examined and subradiant states are classified according to standard Young tableaux. The Young operator method is applied to subradiant states in section 4.3. In section 4.4, the sidewise excitation method for generating single-excited subradiant states is considered. Conclusions are given in section 4.5.

### 4.2 Symmetric properties of subradiant states

It is said that the nature of superradiance and subradiance is constructive and destructive interference [119] between oscillating dipoles of a number of emitters, but symmetry properties provide a deeper mathematical explanation for super- and subradiance. Specifically, selection rules of the transitions in an atomic system can be provided in an elegant way by exploiting irreducible representations of symmetric groups. This is one example of the ubiquitous applications of group theory to physics. We will briefly go through this below. Another recent application of group the-
ory is that symmetric groups are exploited to speed up a complicated - and otherwise untractable - numerical computation of dynamics of permutation-symmetric $N$ multi-level system coupled with dissipating electromagnetic bath and external driving field $[12,13,14,15,16,17]$. This is a fascinating area of research since it permits to reduce computational complexity from exponential dependence on $N$ to polynomial scaling $\sim N^{3}$. This is not all, since $\mathrm{SU}(4)$ symmetry of quantum master equation of $N$ two-level system coupled to single-mode photon field is also studied [18], and it provides a powerful method to solve the quantum master equation of an atomic system. With this brief remark on the group theoretical approach to superradiance and subradiance, we will continue here with the general framework of symmetry of superradiant and subradiant states which can be found elsewhere.

According to the seminal paper by Dicke [3], an ensemble of $N$ two-level atoms exposes the same algebraic structure as an $N$ half-spin system. Therefore, eigenstates of the total Hamiltonian of non-interacting two-level atoms can be described by two quantum numbers: Dicke's cooperation number $R$ and the population difference $M=\left(N_{a}-N_{b}\right) / 2$, where $N_{a}$ and $N_{b}$ are the number of atoms in the excited and ground states, respectively. The quantum numbers $R$ and $M$ are the two-level atomic analogy of total spin quantum number $s$ and its $z$-component $m$ of the $N$ halfspin system. Therefore, the cooperation number $R$ can take a value $0,1, \ldots, N / 2$ for even $N$ and $1 / 2,3 / 2, \ldots, N / 2$ for odd $N$. For any given cooperation number $R$, the population difference $M$ varies from $-R$ to $R$ with step size 1 . The eigenstates are denoted by $|R, M\rangle$. We note that all the eigenstates that we describe here refer to eigenstates constructed by the genealogical method [127, 128, 129]. For illustrative purposes, we give an example of genealogical eigenstates of a system with $N=4$ atoms in Figure 4.1 and Table 4.1. It is interesting to see degeneracy for eigenstates $|1, M\rangle$. This degeneracy is an intrinsic property of our system of interest.

Since the total Hamiltonian of non-interacting two-level atoms is invariant under exchange of any pair of atoms in the system, the symmetric group $S_{N}$ of degree $N$ enables us to understand the structure of eigenstates $|R, M\rangle$ of the total Hamiltonian. Moreover, all the degenerate eigenstates $|R, M\rangle$ with given quantum numbers $R$ and $M$ span an irreducible subspace of the symmetric
group $S_{N}$ which is associated to a Young tableau of shape $\{N / 2+R, N / 2-R\}$ (we will go through all details below). The dimension of the spanned irreducible subspace is described by the degeneracy of the state $|R, M\rangle$. In the case of our example $N=4$, each state $|2, M\rangle$ of a given $M \in\{2,1,0,-1,-2\}$, each 3 states $|1, M\rangle$ of a given $M \in\{1,0,-1\}$ and pair of states $|0,0\rangle$ span respectively one-dimensional $\chi^{(1)}$, three-dimensional $\chi^{(4)}$ and two-dimensional $\chi^{(3)}$ irreducible subspaces. The notation $\chi^{(i)}$ is described in [107] page 187. To be clear, the singleexcited triple degenerate eigenstates $|1,-1\rangle$ span a three-dimensional irreducible subspace $\chi^{(4)}$, i.e. a three-dimensional irreducible representation (or matrix) of $S_{4}$ (see Figure 4.1). For further information such as the character table and irreducible matrices for the $S_{4}$ group we refer readers to Ref. [107] pages 187 and 255.

As we stated above, one useful application of group theory to the problem of $N$ identical twolevel systems is to specify forbidden transitions, and consequently, to classify subradiant states. As described elsewhere, the strength of the transition from state $|R, M\rangle$ to state $\left|R^{\prime}, M^{\prime}\right\rangle$ is proportional to the absolute square of matrix element $\left\langle R^{\prime}, M^{\prime}\right| \sum_{i} \hat{d}_{i}|R, M\rangle$, where $\hat{d}_{i}$ is the $i$ th atomic dipole moment operator. Since the total dipole moment operator $\sum_{i} \hat{d}_{i}$ is invariant under any permutation of atoms and the states belonging to different irreducible subspaces are orthogonal to each other, one can conclude here that the transitions between two different irreducible subspaces are forbidden. For example, the transitions $|1,-1\rangle \rightarrow|2,-2\rangle$ are not allowed because the states $|1,-1\rangle$ and $|2,-2\rangle$ belong to different irreducible subspaces $\chi^{(4)}$ and $\chi^{(1)}$, respectively. This is why the states $|1,-1\rangle$ are subradiant in the sense that the transitions $|1,-1\rangle \rightarrow|2,-2\rangle$ are forbidden.

There is a one-to-one correspondence between the standard Young tableaux [130, 128] of size $N$ having not more than two rows, which are of the shape $\{N / 2+R, N / 2-R\}$, and the eigenstates generated by the genealogical method, which constructs the $N$-atom eigenstates from the ( $N-1$ )atom eigenstates by subtraction or addition of the cooperation number $R$ and using the appropriate Clebsch-Gordan coefficients (see Appendix A for details). When standard Young tableaux are used to visualize the genealogical construction, the number in each box represents the construction
scheme in each step in such a way that numbers for the addition (subtraction) process of $R$ are arranged in the first (second) row. Therefore, subradiant states $\left|\frac{N}{2}-1, M\right\rangle$ are described by the standard Young tableaux with only one box in the second row. Then, it is easy to enumerate the subradiant states $\left|\frac{N}{2}-1, M\right\rangle$ by $n$, the number of boxes in the first row before the number goes to the second row. Then it is trivial that $n \in\{1,2, \ldots, N-1\}$. For example, the standard Young tableaux for the degenerated single-excited subradiant states $|1,-1\rangle$ for $N=4$ are shown in Figure 4.1.


Figure 4.1: Eigenstates for four two-level atomic system. In the inset, single-excited subradiant states and corresponding standard Young tableaux are shown. Reprinted with permission from [19].

### 4.3 Young operator method for studying subradiant states

The Young operator is the key tool to construct an irreducible representation of the symmetric group $S_{N}$ of degree $N$ (see Appendix E). The Young operator associated to a given Young tableau is an idempotent generator of a primitive left ideal of the group algebra $\mathbb{C} S_{N}$ [131]. Any element $u$ in the generated primitive left ideal maps a given trial state $|\psi\rangle$ into either the state $|\psi\rangle_{\text {in }}$ in
irreducible subspace of $S_{N}$ associated with the given Young tableau, or zero state [132], that is

$$
\begin{equation*}
u|\psi\rangle=|\psi\rangle_{\mathrm{ir}} \quad \text { or } \quad 0 \tag{4.1}
\end{equation*}
$$

For example, the Young operator $E_{2}$ associated to standard Young tableau $\frac{1^{2 / 4}}{3}$ and single-excited subradiant state $|1,-1\rangle_{2}$ is given by

$$
\begin{equation*}
E_{2}=(e+(12)+(14)+(24)+(124)+(142))(e-(13)), \tag{4.2}
\end{equation*}
$$

where the parentheses denote the cyclic permutation of numbers inside. This Young operator $E_{2}$ with the trial function $|\psi\rangle=\left|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle$ provides us the state

$$
\begin{equation*}
E_{2}|\psi\rangle=2\left|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle+2\left|b_{1}, a_{2}, b_{3}, b_{4}\right\rangle+2\left|b_{1}, b_{2}, b_{3}, a_{4}\right\rangle-6\left|b_{1}, b_{2}, a_{3}, b_{4}\right\rangle, \tag{4.3}
\end{equation*}
$$

which is contained in a three-dimensional irreducible subspace of $S_{4}$. The explicit form of Young operators of $n$th standard Young tableaux of given shape is given by [107]

$$
\begin{equation*}
E_{n}=\mathcal{R}_{n} \mathcal{C}_{n} \tag{4.4}
\end{equation*}
$$

where $\mathcal{R}_{n}$ and $\mathcal{C}_{n}$ are respectively symmetrizer and antisymmetrizer over row and column subgroups.

However, the Young operator described above does not provide the genealogical eigenstates of interest, e.g. the state (4.3) obtained by $E_{2}$ is not the genealogical eigenstate $|1,-1\rangle_{2}$. Therefore, we recall genealogically adapted Young operators $E_{g, n}$ for $n$th standard Young tableaux of given shape. Here, the subscript $g$ indicates that operator is genealogically adapted. These operators map a trial state into either unnormalized genealogical eigenstates in the irreducible subspace of $S_{N}$ or zero, i.e. $E_{g, n}|\psi\rangle \mapsto|R, M\rangle_{n}$ or 0 . The operator $E_{g, n}$ of $n$th standard Young tableaux of given
shape is described by [133]

$$
\begin{equation*}
E_{g, n}=E_{n}^{(1)} E_{n}^{(2)} \cdots E_{n}^{(N-1)} E_{n}^{(N)} \tag{4.5}
\end{equation*}
$$

where $E_{n}^{(1)}$ is a conventional Young operator associated to the standard Young tableau of given shape without $N-1$ boxes. Thus, there is only one box with number 1 for $E_{n}^{(1)}$. Similarly, $E_{n}^{(2)}$ has only two boxes with numbers 1 and 2 , and so on. For instance, $E_{n}^{(3)}$ for standard Young tableau $\frac{1}{3}{ }^{2 / 4}$ is the conventional Young operator associated to standard Young tableau $\frac{1 / 2}{3}$.

Next, consider the standard Young tableau specifically given in Figure 4.2(a). The Young operator $E_{g, n}$ for this tableau is

$$
\begin{equation*}
E_{g, n}=\mathcal{R}_{n}^{(1)} \mathcal{R}_{n}^{(2)} \cdots \mathcal{R}_{n}^{(n-1)} \mathcal{R}_{n}^{(n)} \mathcal{R}_{n}^{(n+1)} \mathcal{C}_{n}^{(n+1)} \cdots \mathcal{R}_{n}^{(N)} \mathcal{C}_{n}^{(N)} \tag{4.6}
\end{equation*}
$$

where $\mathcal{R}_{n}^{(j)}$ and $\mathcal{C}_{n}^{(j)}$ are the symmetrizer and antisymmetrizer of the Young operator $E_{n}^{(j)}$, respectively. We here note that there is no column operator until $j=n+1$. Single-excited subradiant states $\left|\frac{N}{2}-1,-\frac{N}{2}+1\right\rangle_{n}$ are our main interest. Therefore, let $|\psi\rangle_{j}^{(s)}=\left|b_{1}, b_{2}, \ldots, b_{n+1}, \ldots, a_{j}, \ldots\right\rangle$ be the $j$ th possible single-excited trial function to obtain the genealogical single-excited eigenstate $\left|\frac{N}{2}-1,-\frac{N}{2}+1\right\rangle_{n}$. Since $\mathcal{C}_{n}^{(N)}=(e-(1, n+1))$, the product $\mathcal{C}_{n}^{(N)}|\psi\rangle_{j}^{(s)}$ vanishes unless $j=1$ or $j=n+1$. Then we choose $j=1$ and

$$
\begin{align*}
& \mathcal{C}_{n}^{(N)}|\psi\rangle_{1}^{(s)}=(e-(1, n+1))|\psi\rangle_{1}^{(s)} \\
&=\left|a_{1}, \ldots, b_{n+1}, \ldots\right\rangle-\left|b_{1}, \ldots, a_{n+1}, \ldots\right\rangle . \tag{4.7}
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
& \mathcal{C}_{n}^{(k)} R_{n}^{(k+1)}\left(\left|a_{1}, \ldots, b_{n+1}, \ldots\right\rangle-\left|b_{1}, \ldots, a_{n+1}, \ldots\right\rangle\right) \\
& \sim\left(\left|a_{1}, \ldots, b_{n+1}, \ldots\right\rangle-\left|b_{1}, \ldots, a_{n+1}, \ldots\right\rangle\right) \tag{4.8}
\end{align*}
$$

where $n+1 \leq k \leq N-1$, and we drop an unnecessary factor. Therefore, we obtain

$$
\begin{align*}
& E_{g, n}|\psi\rangle_{1}^{(s)} \sim \mathcal{R}_{n}^{(1)} \cdots \mathcal{R}_{n}^{(n+1)} \mathcal{C}_{n}^{(N)}|\psi\rangle_{1}^{(s)} \\
&=\mathcal{R}_{n}^{(1)} \cdots \mathcal{R}_{n}^{(n+1)}\left(\left|a_{1}, \ldots, b_{n+1}, \ldots\right\rangle-\left|b_{1}, \ldots, a_{n+1}, \ldots\right\rangle\right), \tag{4.9}
\end{align*}
$$

which is calculated as

$$
\begin{equation*}
E_{g, n}|\psi\rangle_{1}^{(s)} \sim \sum_{j=1}^{n}\left|b_{1}, \ldots, a_{j}, \ldots\right\rangle-n\left|b_{1} \ldots, a_{n+1}, \ldots\right\rangle \tag{4.10}
\end{equation*}
$$

Finally, we obtain the normalized single-excited subradiant state as follows:

$$
\begin{align*}
E_{g, n}|\psi\rangle_{1}^{(s)} & \sim\left|\frac{N}{2}-1,-\frac{N}{2}+1\right\rangle_{n} \\
& =\frac{1}{\sqrt{n(n+1)}} \sum_{j=1}^{n}\left|b_{1}, \ldots, a_{j}, \ldots\right\rangle-\sqrt{\frac{n}{n+1}}\left|b_{1} \ldots, a_{n+1}, \ldots\right\rangle . \tag{4.11}
\end{align*}
$$

According to the expression (4.11), the single-excited subradiant state $\left|\frac{N}{2}-1,-\frac{N}{2}+1\right\rangle_{n}$ is completely symmetric under any permutation within the set of the first $n$ atoms and also the set of the last $N-n+1$ atoms. However, the subradiant state 4.11 is neither symmetric nor antisymmetric under permutations that contain the $(n+1)$ th atom. In addition, the last $N-n+1$ atoms are all in the ground state $|b\rangle$. The reason for these properties of subradiant state 4.11 is clear from the standard Young tableau illustrated in Figure 4.2(a). As a result, in the case of $N=4$, it is easy to write down subradiant states just using the standard Young tableaux depicted in Figure 4.1. We illustrate the obtained three single-excited subradiant states $|1,-1\rangle$ for $N=4$ in Table 4.1. Finally, it is worth mentioning that the operator (4.6) can take the shortened form

$$
\begin{equation*}
E_{g, n}^{\prime}=\mathcal{R}_{n}^{(n)} \mathcal{C}_{n}^{(N)} \tag{4.12}
\end{equation*}
$$

which is only valid for single-excited trial functions.
This type of analysis can be easily extended to double-excited subradiant states $\left|\frac{N}{2}-1,-\frac{N}{2}+2\right\rangle$

| Subradiant <br> states | Explicit form |
| :--- | :---: |
| $\|1,-1\rangle_{1}$ | $\frac{1}{\sqrt{2}}\left(\left\|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle-\left\|b_{1}, a_{2}, b_{3}, b_{4}\right\rangle\right.$ |
| $\|1,-1\rangle_{2}$ | $\frac{1}{\sqrt{6}}\left(\left\|b_{1}, a_{2}, b_{3}, b_{4}\right\rangle+\left\|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle\right)-\sqrt{\frac{2}{3}}\left\|b_{1}, b_{2}, a_{3}, b_{4}\right\rangle$ |
| $\|1,-1\rangle_{3}$ | $\frac{1}{\sqrt{12}}\left(\left\|b_{1}, b_{2}, a_{3}, b_{4}\right\rangle+\left\|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle+\left\|b_{1}, a_{2}, b_{3}, b_{4}\right\rangle\right)-\sqrt{\frac{3}{4}}\left\|b_{1}, b_{2}, b_{3}, a_{4}\right\rangle$ |

Table 4.1: Genealogically constructed single-excited subradiant states for four two-level atoms. Reprinted with permission from [19].
that belong to the same irreducible subspace $\chi^{(4)}$ as the single-excited subradiant states $\left\lvert\, \frac{N}{2}-\right.$ $\left.1,-\frac{N}{2}+1\right\rangle$. Using the Young operator 4.6 and trial function $\left|a_{1}, a_{2}, b_{3}, \ldots, b_{N}\right\rangle$ we obtain a general formula for double-excited subradiant states $|\psi\rangle^{(d)}$ as

$$
\begin{align*}
|\psi\rangle_{N-1}^{(d)}=\frac{1}{\sqrt{N(N-1)(N-2)}} & \left(\sum_{\substack{i=1 \\
i \neq j}}^{N-1} \sum_{j=1}^{N-1}\left|\ldots, a_{i}, \ldots, a_{j}, \ldots\right\rangle\right. \\
& \left.-(N-2) \sum_{i=1}^{N-1}\left|\ldots, a_{i}, \ldots, a_{N}\right\rangle\right) \tag{4.13}
\end{align*}
$$

for $n=N-1$, and for other values of $1 \leq n \leq N-2$

$$
\begin{align*}
|\psi\rangle_{n}^{(d)}=\frac{1}{\sqrt{n(n+1)(N-2)}} & \left(\sum_{\substack{i=1 \\
i \neq j \\
i \neq+1}}^{N} \sum_{j=1}^{n}\left|\ldots, a_{i}, \ldots, a_{j}, \ldots\right\rangle\right. \\
& -(n-1) \sum_{i=1}^{n}\left|\ldots, a_{i}, \ldots, a_{n+1}, \ldots\right\rangle \\
& \left.-n \sum_{i=n+2}^{N}\left|\ldots, a_{i}, \ldots, a_{n+1}, \ldots\right\rangle\right) . \tag{4.14}
\end{align*}
$$

The equations 4.13 and 4.14 are generic and valid for any number $N$ of atoms. For example, the double-excited subradiant state $|5 / 2,-3 / 2\rangle_{5}$ for $N=7$ is given in Appendix F. It is not difficult to see that double-excited subradiant states 4.13 and 4.14 are also completely symmetric with respect to permutations among the first $n$ atoms and also among the last $N-n+1$ atoms. This permutation symmetry can be easily observed by examining the corresponding standard Young tableaux.

In the next section, we will show how the permutation symmetry of single-excited subradiant states is important for the phase-controlled sidewise excitation method.

### 4.4 Sidewise excitation method for generation of single-excited subradiant states

Let us assume that we are able to shine spatially resolved light sources from the side upon the individual atoms of a one-dimensional array of $N$ two-level atoms, as shown in Figure 4.2(b). Then the interaction Hamiltonian is given by [134]

$$
\begin{equation*}
H=\frac{1}{2} \hbar g \sum_{i=1, \ldots, N}\left(\hat{\sigma}_{i}^{\dagger} \hat{a}_{i}+\hat{a}_{i}^{\dagger} \hat{\sigma}_{i}\right), \tag{4.15}
\end{equation*}
$$

where $g$ is the atom-field coupling constant. The operator $\hat{\sigma}_{i}^{\dagger}\left(\hat{\sigma}_{i}\right)$ is $i$ th atomic raising (lowering) operator and $\hat{a}_{i}^{\dagger}\left(\hat{a}_{i}\right)$ is a field creation (annihilation) operator in the $i$ th arm (see Figure 4.2(b)). The Hamiltonian 4.15 is very generic since it can model any quantum two-level system from a simple atom to plasmon, exciton and superconducting qubits. Having the single-photon state of excitation in the form

$$
\begin{equation*}
\psi_{\mathrm{ph}}=\sum_{j} c_{j}\left|0_{1}, 0_{2}, \ldots, 1_{j}, \ldots, 0_{N}\right\rangle \tag{4.16}
\end{equation*}
$$

where subscript $j$ represents the photon state of light directed to the $j$ th atom and $c_{j}$ is a coefficient, the resonant interaction of the photon and atoms is governed by the unitary evolution operator [114]

$$
\begin{gather*}
\hat{U}(\tau)|b, 1\rangle=-i|a, 0\rangle, \\
\hat{U}(\tau)|b, 0\rangle=|b, 0\rangle . \tag{4.17}
\end{gather*}
$$

Here, interaction time $\tau$ is adjusted as $\tau=\pi / g$ to get a completely excited atom [135]. When we denote the unitary evolution operator of the $k$ th atom-field system by $\hat{U}_{k}(\tau)$, the quantum state of the entire system after interaction is given by

$$
\begin{align*}
& \prod_{k=1}^{N} \hat{U}_{k}(\tau)\left|b_{1}, b_{2}, \ldots, b_{N}\right\rangle \sum_{j} c_{j}\left|0_{1}, 0_{2}, \ldots, 1_{j}, \ldots, 0_{N}\right\rangle \\
& \quad=-i \sum_{j} c_{j}\left|b_{1}, b_{2}, \ldots, a_{j}, \ldots, b_{N}\right\rangle\left|0_{1}, 0_{2}, \ldots, 0_{N}\right\rangle, \tag{4.18}
\end{align*}
$$

where initially all atoms are in the ground state $|b\rangle$. Note that the interaction results in an atomic state of the same structure as the initial single-photon state (4.16). At the same time the initial single-photon state is transformed into the vacuum state $\left|0_{1}, 0_{2}, \ldots, 0_{N}\right\rangle$. Therefore, once we obtain a single-photon subradiant state, the subradiant state of the atomic system can be easily produced by resonant coupling between single-photon and atomic system, and by adjusting the interaction time $\tau$.

Next we describe our method for creating single-excited subradiant states for an N -atom system according to the above results. There are three rules as follows:

1. For standard Young tableaux shown in Figure 4.2(a), the subradiant state is symmetric under permutation of the first $n$ atoms. This symmetry can be established by passing an incident photon through $n-1$ beam splitters $\left(\mathrm{BS}_{2}\right.$ to $\left.\mathrm{BS}_{n}\right)$ and reflecting from a mirror M (see Figure 4.2(b)). The last beam splitter $\mathrm{BS}_{n+1}$ is for producing two terms in (4.11).
2. The reflected photon from the $j$ th beam splitter goes to the $j$ th atom. For the $(n+1)$ th atom, $+\pi / 2$ phase shifter must be applied. For other atoms $-\pi / 2$ phase shifters are applied.
3. Reflectance and transmittance of the beam splitter $\mathrm{BS}_{n+1}$ must be $\sqrt{n /(n+1)}$ and $\sqrt{1 /(n+1)}$, respectively. For the other beam splitters, the reflectance of the $j$ th beam splitter is given by $r_{j}=1 / \sqrt{j}$.

Following the above rules, we present an example for a 4 -atom system. There are three singleexcited subradiant states for $N=4$ shown in Table 4.1. In the case of $n=1$, the setup is straightforward (see Figure 4.3(a)), and it is equivalent to that presented in[114]. Since the calculation is straightforward, let us only consider the case $n=3$. The reflectance of beam splitter $\mathrm{BS}_{4}$ is given by $\sqrt{n /(n+1)}=\sqrt{3 / 4}$. Beam splitters $\mathrm{BS}_{3}$ and $\mathrm{BS}_{2}$ have reflectance $1 / \sqrt{3}$ and $1 / \sqrt{2}$, respectively. Therefore, initial state $\left|0_{1}, 0_{2}, 1_{3}, 0_{4}\right\rangle$ transforms to the following state after passing $\mathrm{BS}_{4}$ :

$$
\begin{equation*}
\psi_{\mathrm{BS} 4}=\frac{1}{\sqrt{4}}\left|0_{1}, 0_{2}, 1_{3}, 0_{4},\right\rangle-\sqrt{\frac{3}{4}}\left|0_{1}, 0_{2}, 0_{3}, 1_{4}\right\rangle . \tag{4.19}
\end{equation*}
$$

a)

b)


Figure 4.2: Standard Young tableau for single-excited subradiant state $\left|\frac{N}{2}-1,-\frac{N}{2}+1\right\rangle_{n}$ is illustrated in (a) and corresponding sidewise excitation setup with proper phase shifter ( $-\pi / 2$ and $+\pi / 2$ ) is shown in (b). Atoms are depicted by black dots. BS and M stand for beam splitters and mirror, respectively. Reprinted with permission from [19].

The relative phase of the above state is determined by the $+\pi / 2$ phase shifter shown in Figure 4.3(c). Transmitted light through $\mathrm{BS}_{4}$ i.e. the first term in (4.19) is directed into $\mathrm{BS}_{3}$. After passing through beam splitter $\mathrm{BS}_{3}$ we obtain state of light as follows:

$$
\begin{equation*}
\psi_{\mathrm{BS} 3}=\frac{1}{\sqrt{12}}\left|0_{1}, 0_{2}, 1_{3}, 0_{4}\right\rangle+\sqrt{\frac{2}{12}}\left|0_{1}, 1_{2}, 0_{3}, 0_{4}\right\rangle-\sqrt{\frac{3}{4}}\left|0_{1}, 0_{2}, 0_{3}, 1_{4}\right\rangle . \tag{4.20}
\end{equation*}
$$

Again, the phase of the reflected light is changed by $-\pi / 2$ phase shifter (the first term in (4.20)). In the same way, after passing through beam splitter $\mathrm{BS}_{2}$ along with the $-\pi / 2$ phase shifter we have the single photon in the following state:

$$
\begin{align*}
\psi_{\mathrm{BS} 2} & =\frac{1}{\sqrt{12}}\left|0_{1}, 0_{2}, 1_{3}, 0_{4}\right\rangle+\frac{1}{\sqrt{12}}\left|1_{1}, 0_{2}, 0_{3}, 0_{4}\right\rangle \\
& +\frac{1}{\sqrt{12}}\left|0_{1}, 1_{2}, 0_{3}, 0_{4}\right\rangle-\sqrt{\frac{3}{4}}\left|0_{1}, 0_{2}, 0_{3}, 1_{4}\right\rangle . \tag{4.21}
\end{align*}
$$

This is a specific example of the general state (4.11). Interaction of the atomic system with light in


Figure 4.3: Example of four two-level atoms. Beam splitter arrangements of sidewise excitation method for creation of single-excited subradiant states $|1,-1\rangle_{1},|1,-1\rangle_{2}$ and $|1,-1\rangle_{3}$ are shown on the left (a), (b) and (c), respectively. On the right, corresponding standard Young tableaux are depicted. Notations of elements are the same as in Figure 4.2. Reprinted with permission from [19].
the state given by (4.21) provides an atomic state

$$
\begin{gather*}
|1,-1\rangle_{3}=-i\left[\frac{1}{\sqrt{12}}\left(\left|b_{1}, b_{2}, a_{3}, b_{4}\right\rangle+\left|a_{1}, b_{2}, b_{3}, b_{4}\right\rangle+\left|b_{1}, a_{2}, b_{3}, b_{4}\right\rangle\right)\right. \\
\left.-\sqrt{\frac{3}{4}}\left|b_{1}, b_{2}, b_{3}, a_{4}\right\rangle\right] \tag{4.22}
\end{gather*}
$$

This is our desired single-excited subradiant state $n=3$ for the 4 -atom system. We hope this technique may work also for double-excited subradiant states. Finally, we close this section by giving some discussion on experimental realization.

It is worth mentioning that experimental realization of sidewise excitation method for subradiant states has a fatal flaw in the case of a natural two-level atomic chain, namely the failure
of spatial resolution of nearly spaced two-level atoms by laser beams with larger spot sizes than inter-atomic spacing. Fortunately, in recent years it is experimentally proven that superconducting qubits in circuit quantum electrodynamics can be used for sidewise excitation method [115, 9]. There is no restriction on spatial resolution since a coplanar wave-guide resonator permits one to spatially resolve individual superconducting qubits via microwave beams. Expressions 4.11, 4.13 and 4.14 can be used for relative phase and weight determination and engineering of circuit design for superconducting qubits.

### 4.5 Conclusions

In summary, we give a complete mathematical treatment of symmetry properties of singleand double-excited subradiant states in this chapter. Thereby, the symmetric group on $N$ identical atoms allows us to understand the symmetry of single- and double-excited subradiant states, and we found the general expression for those states. Furthermore, we present how to generalize the sidewise excitation method for arbitrary $N$ in the case of single-excited subradiant states. In doing so, a simple rule for arrangement of beam splitters is derived from symmetry properties of singleexcited subradiant states. The relative magnitude of the terms in subradiant states is imprinted on reflectance and transmittance of the beam splitters whereas relative phase is adjusted by applying $-\pi / 2$ or $+\pi / 2$ phase shifters. The proposed rule for beam splitter arrangement can be applied to any number of two-level atoms.

Even though in the current work, the sidewise excitation method is described and explained in the example of chained two-level atoms, the idea of sidewise excitation can be directly applied to a system of $N$ superconducting qubits. Former systems failed in the sense of spatial resolution of laser beams with large spot size whereas the latter system does not. Therefore, we recommend superconducting qubits in circuit quantum electrodynamics for experimental demonstration of single- and double subradiant states, and the circuit design can be determined by our above obtained expressions 4.11, 4.13 and 4.14.

## 5. FANO-AGARWAL COUPLINGS AND NON-ROTATING WAVE APPROXIMATION IN SINGLE-PHOTON TIMED DICKE SUBRADIANCE*

### 5.1 Introduction

Cooperative spontaneous emission from an atomic ensemble has been a well-established problem of interest in quantum optics since the pioneering work of Dicke in 1954 [3]. The subject has gained renewed interest in recent years when the problem of single-photon absorption by a collection of resonant two-level atoms has been considered [41, 136, 109, 137, 138]. The consequential phenomenon of single-photon superradiance is a pure quantum many-body effect in which a system evolves into an entangled state [139] and real and virtual photons are exchanged among different atoms in the ensemble through the interaction field. The inclusion of virtual transitions and Lamb shifts in the problem turns out to bring fascinating insights related to the field of quantum electrodynamics [140, 141, 142]. Accordingly, in the last decade single-photon superradiance has witnessed a flurry of research activity with a wide range of applications in quantum optics, quantum information and condensed-matter physics [41, 143, 144, 145, 146, 147, 148, 149].

In the standard treatment of the problem a collection of $N$ identical two-level atoms with a ground (excited) state $|b\rangle(|a\rangle)$ with transition frequency $E_{a}-E_{b}=\hbar \omega$ is considered. When a single photon is collectively absorbed, the system forms a superposition state in which $\beta_{i}\left(r_{i j}, t\right)$ describes the probability amplitude associated with the $i$-th member of the state $\left(t_{i j}=\left|r_{i}-r_{j}\right|\right.$ is the inter-atomic separation between the $i$-th atom and some reference atom $j$ ). If the virtual processes, polarization of light and retardation effects are ignored, the resultant time evolution of $\beta_{i}(t)$ under the Markov approximation follows [150, 151, 152]:

$$
\begin{equation*}
\frac{\partial \beta_{i}\left(t, r_{i j}\right)}{\partial t}=-\frac{\gamma}{N} \sum_{j=1}^{N} \frac{\sin \left(k_{0}\left|r_{i}-r_{j}\right|\right)}{\left(k_{0}\left|r_{i}-r_{j}\right|\right)} \beta_{j}\left(t, r_{i j}\right) \tag{5.1}
\end{equation*}
$$

[^4]where $\gamma$ is the single-atom decay rate and $k_{0}=\omega / c$ with $c$ being the speed of light. The problem becomes even more richer when the virtual processes are also incorporated. In that case it is known that the time evolution of $\beta_{i}\left(t, r_{i j}\right)$ involves an exponential kernel rather than a sine kernel [153],
\[

$$
\begin{equation*}
\frac{\partial \beta_{i}\left(t, r_{i j}\right)}{\partial t}=\frac{i \gamma}{N} \sum_{j=1}^{N} \frac{\exp \left(i k_{0}\left|r_{i}-r_{j}\right|\right)}{\left(k_{0}\left|r_{i}-r_{j}\right|\right)} \beta_{j}\left(t, r_{i j}\right) \tag{5.2}
\end{equation*}
$$

\]

The single-photon "timed" Dicke (TD) state $|+\rangle_{\vec{k}_{0}}$ was first introduced by Scully et al. in refs. [41, 154]:
where $\left|b_{1} b_{2} \ldots a_{j} \ldots b_{N}\right\rangle$ is a Fock state in which an atom at the $j$-th location is excited and all other atoms are in the ground state. On the contrary to the ordinary Dicke (OD) state: $|+\rangle=$ $\frac{1}{\sqrt{N}} \sum_{j=1}^{N}\left|b_{1} b_{2} \ldots a_{j} \ldots b_{N}\right\rangle$, in the TD states the atoms in the ensemble are excited at different times depending on their positions in the ensemble (as manifested by the phase factors which can also be interpreted as the timing factors through $\left.t_{j}=\vec{k}_{0} \cdot \vec{r}_{j} / \omega\right)$.

Despite the extensive work on the single-photon superradiance, single-photon subradiance has been less studied essentially due to the weak interaction of subradiant states with the environment and their elevated sensitivity on non-radiative damping processes. However, recently subradiance has started to draw both theoretical and experimental attention $[114,155,11,156,123]$ due to their promising applications in quantum information storage. In this context, Scully has introduced and analyzed a new class of TD subradiant states [114]. The first member in this class is the $|-\rangle_{\vec{k}_{0}}$ state which is expressed as
where primed and unprimed indices mark the atoms belonging to two different sections of the sample. As emphasized in ref. [114] the basic motivation of generating the $|-\rangle_{\vec{k}_{0}}$ state is to
utilize it for single-photon storage on a time scale shorter than $\gamma^{-1}$. However, any kind of virtual processes and their influence on the decay of this (and other) new kind of subradiant states has not been left as an open question in that paper. In the present work, we focus on this problem in detail.

There are two types of virtual processes we shall address in this context: 1) Fano-Agarwal (FA) couplings that arise due to the interaction of discrete atomic energy levels with environmental mode continuum and 2) virtual processes arising from the non-rotating wave approximation (NRWA). In the presence of pure FA couplings, we find that the individual populations tends to achieve smaller highest values as the number of atoms in the atomic ensemble are increased; however, the summed up effect of all FA couplings remains substantial. Moreover, we notice that the dominant FA coupling between individual TD states depends on the initial state of the system. Finally, the inclusion of the scalar Lamb shift and NRW terms yields a small effect on the decay of the $|+\rangle_{\vec{k}_{0}}$ state, while $|-\rangle_{\vec{k}_{0}}$ (and other TD subradiant states) shows markedly fast decay.

In the next section, we shall begin by introducing the system model and a transformation between the Fock state basis and the TD basis is presented.

### 5.2 System Hamiltonian and the transformation between timed Dicke and Fock state bases

Following the paradigm model, we consider an atomic ensemble of identical two level atoms coupled to a single environment. The environment/bath is modeled to have a continuum of modes where the frequency of the $k$-th mode is represented by $\nu_{k}$. The interaction picture Hamiltonian of the system is expressed as

$$
\begin{equation*}
\hat{V}=\sum_{j=1, k}^{N} g_{k}\left[\left(\hat{\sigma}_{j} \mathrm{e}^{-i \omega t}+\hat{\sigma}_{j}^{\dagger} \mathrm{e}^{i \omega t}\right)\left(\hat{a}_{\vec{k}}^{\dagger} \mathrm{e}^{i \nu_{k} t-i \vec{k} \cdot \vec{r}_{j}}+\hat{a}_{\vec{k}} \mathrm{e}^{-i \nu_{k} t+i \vec{k} \cdot \vec{r}_{j}}\right)\right], \tag{5.5}
\end{equation*}
$$

where $\hbar=1$ and $\vec{r}_{j}$ is the position vector of the $j$-th atom in the ensemble. $g_{k}=(\mathcal{P} / \hbar) \sqrt{\hbar \nu_{k} / \epsilon_{0} V}$ is the atom-environment coupling rate with $\mathcal{P}$ being the dipole moment matrix element, $V$ is the volume of the sample and $\epsilon_{0}$ is the permittivity constant. The reason for not making the RWA in Eq. (5.5) is a known fact, i.e., that RWA leads to an improper treatment of the virtual processes [157, 158]. The annihilation of the photon in the $k$-th environmental mode is described by the
operator $\hat{a}_{k}$ and $\hat{\sigma}_{j}$ is the lowering operator for the $j$-th atom. Non-vanishing commutation relations are

$$
\left[\hat{a}_{k}, \hat{a}_{k^{\prime}}^{\dagger}\right]=\delta_{k k^{\prime}}, \quad\left[\hat{\sigma}_{j}, \hat{\sigma}_{l}^{\dagger}\right]=\hat{\sigma}_{z} \delta_{j l}, \quad \forall\{j, l\}=1,2, \ldots, N .
$$

The state describing the single excitation in the global system (atoms plus the field) in the timed Dicke (TD) basis can be expressed as

$$
\begin{align*}
|\Psi(t)\rangle & =\left(\beta_{+}|+\rangle_{\vec{k}_{0}}+\beta_{-}|-\rangle_{\vec{k}_{0}}+\ldots+\beta_{N}|N\rangle_{\vec{k}_{0}}\right) \otimes|0\rangle \\
& +\sum_{\vec{k}} \gamma_{\vec{k}}(t)\left|b_{1}, b_{2}, \ldots, b_{N}, 1_{\vec{k}}\right\rangle+\sum_{\vec{k}, i, j} \eta_{\vec{k}}(t) \mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{i j}}\left|b_{1}, b_{2}, \ldots, a_{i}, a_{j}, \ldots, b_{N}, 1_{\vec{k}}\right\rangle . \tag{5.6}
\end{align*}
$$

Notice that this state now includes second-order/two-photon processes as well as those exhibited by the term with amplitude $\eta_{\vec{k}}(t)$. This term describes a situation in which both atoms in the ensemble are excited and there is one (virtual) photon in the field with "negative" energy. $|0\rangle$ and $\left|1_{\vec{k}}\right\rangle$ are the environment states with zero and one photon in the $k$-th mode of the continuum, respectively. It turns out for an ensemble with a higher number of atoms, that the choice of TD states as a basis makes the problem intricate for both analytic and numerical solutions. In view of this, we introduce a basis transformation. Suppose we solve the present problem in a Fock (bare) basis first. The final expression of time evolution can be represented as

$$
\begin{equation*}
\frac{\partial \mathcal{B}}{\partial t}=\mathcal{M B}_{b} \tag{5.7}
\end{equation*}
$$

Here $\mathcal{B}_{b}=\left(\beta_{1} \beta_{2} \ldots \beta_{N}\right)^{T}$ is the bare/Fock basis column matrix. $\mathcal{M}$ is a square matrix which depends on the system parameters (for instance inter-atomic separations). Next we introduce the transformation through the unitary matrix $\mathcal{S}$ as $\mathcal{B}_{T D}=\mathcal{S B}_{b}$ such that

$$
\begin{equation*}
\frac{\partial \mathcal{B}_{T D}}{\partial t}=\mathcal{S} \mathcal{M} \mathcal{S}^{-1} \mathcal{B}_{T D} \tag{5.8}
\end{equation*}
$$

### 5.3 Pure Fano-Agarwal couplings

When the problem of subradiance is solved in TD basis, even in the absence of Lamb shift, there exists virtual couplings among TD states. These couplings arise fundamentally due to the interaction of discrete atomic energy states with a common environmental continuum. Such couplings were first studied by Ugo Fano in his 1961 seminal paper [159]. In the context of quantumstatistical theories of spontaneous emission these types of couplings were first pointed out by Agarwal [160]. Therefore, in view of [22], we shall refer to such interactions as the Fano-Agarwal (FA) couplings.

Decay of $|+\rangle_{\vec{k}_{0}}$ and $|-\rangle_{\vec{k}_{0}}$ states. We start with treating the full problem of the $N$-atom sample prepared initially in the either symmetric $|+\rangle_{\vec{k}_{0}}$ or first antisymmetric $|-\rangle_{\vec{k}_{0}}$ TD state. To analyze the influence of pure FA couplings we shall apply the RWA and neglect the presence of two excitations in the state of the system. Consequently, the $N$-atom Hamiltonian takes the form

$$
\begin{equation*}
\hat{V}=\hbar \sum_{j, k} g_{k}\left(\hat{a}_{k} \hat{\sigma}_{j}^{\dagger} \mathrm{e}^{i\left(\omega-\nu_{k}\right) t+i \vec{k} \cdot \vec{r}_{j}}+\hat{a}_{k}^{\dagger} \hat{\sigma}_{j} \mathrm{e}^{-i\left(\omega-\nu_{k}\right) t-i \vec{k} \cdot \vec{r}_{j}}\right) . \tag{5.9}
\end{equation*}
$$

The system-environment state can be expressed as

$$
\begin{equation*}
|\Psi(t)\rangle=\left(\beta_{+}|+\rangle_{\vec{k}_{0}}+\beta_{-}|-\rangle_{\vec{k}_{0}}+\ldots+\beta_{N}|N\rangle_{\vec{k}_{0}}\right) \otimes|0\rangle+\sum_{\vec{k}} \gamma_{\vec{k}}(t)\left|b_{1}, b_{2}, \ldots, b_{N}, 1_{\vec{k}}\right\rangle . \tag{5.10}
\end{equation*}
$$

The general form of the antisymmetric TD states can be presented as [136]

$$
\begin{equation*}
|N\rangle_{\vec{k}_{0}}=\frac{1}{\sqrt{N(N-1)}}\left[\sum_{j=1}^{N-1} \mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{j}}\left|b_{1}, b_{2}, \ldots, a_{j}, \ldots, b_{N}\right\rangle-(N-1) \mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{N}}\left|b_{1}, b_{2}, \ldots, a_{N}\right\rangle\right], \quad \forall N \geq 2 \tag{5.11}
\end{equation*}
$$

while $|N\rangle_{\vec{k}_{0}}$ is equal to $|3\rangle_{\vec{k}_{0}}, \ldots$ for $N=2,3, \ldots$, respectively. Notice that the above choice of the structure of antisymmetric TD states is not unique but it can be easily extended to a many-atoms
ensemble. Following only the evolution of $\beta_{ \pm}(t)$ we obtain

$$
\begin{align*}
\dot{\beta}_{+}= & \frac{-\gamma}{N}\left[\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\sin \mathcal{K}_{j i}}{\mathcal{K}_{j i}} \beta_{+}+\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\sin \mathcal{K}_{j i}}{\mathcal{K}_{j i}}-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{\prime}}} \frac{\sin \mathcal{K}_{j i^{\prime}}}{\mathcal{K}_{j i^{\prime}}}\right) \beta_{-}+\ldots+N \text {-th term }\right],  \tag{5.12}\\
\dot{\beta}_{-} & =\frac{-\gamma}{N}\left[\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\sin \mathcal{K}_{j i}}{\mathcal{K}_{j i}}-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{\prime}}} \frac{\sin \mathcal{K}_{j i^{\prime}}}{\mathcal{K}_{j i^{\prime}}}\right) \beta_{+}+\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\sin \mathcal{K}_{j i}}{\mathcal{K}_{j i}}\right.\right. \\
& \left.\left.-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{\prime}}} \frac{\sin \mathcal{K}_{j i^{\prime}}}{\mathcal{K}_{j i^{\prime}}}-\sum_{i, j^{\prime}} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j^{\prime} i}} \frac{\sin \mathcal{K}_{j^{\prime} i}}{\mathcal{K}_{j^{\prime} i}}+\sum_{i^{\prime}, j^{\prime}} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j^{\prime} i^{\prime}}} \frac{\sin \mathcal{K}_{j^{\prime} i^{\prime}}}{\mathcal{K}_{j^{\prime} i^{\prime}}}\right) \beta_{-}+\ldots+N \text {-th term }\right] \tag{5.13}
\end{align*}
$$

while $\mathcal{K}_{j i}=k_{0} r_{j i}$ and $\overrightarrow{\mathcal{K}}_{j i}=\vec{k}_{0} \cdot \vec{r}_{j i}$. In order to further proceed with the analytic results, we notice that the general structure of coupled differential equations for the $N$-atom case can be written in matrix form:

$$
\left(\begin{array}{c}
\dot{\beta}_{+}(t)  \tag{5.14}\\
\dot{\beta}_{-}(t) \\
\vdots \\
\dot{\beta}_{N}(t)
\end{array}\right)=\left(\begin{array}{cccc}
\gamma_{11} & \gamma_{12} & \cdots & \gamma_{1 N} \\
\gamma_{21} & \gamma_{22} & \cdots & \gamma_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
\gamma_{N 1} & \gamma_{N 2} & \cdots & \gamma_{N N}
\end{array}\right)\left(\begin{array}{c}
\beta_{+}(t) \\
\beta_{-}(t) \\
\vdots \\
\beta_{N}(t)
\end{array}\right)
$$

A general solution of the above equation can be represented as

$$
\begin{equation*}
\beta_{i}(t)=\sum_{i=1}^{N} c_{i}(t) V_{i} \mathrm{e}^{\lambda_{i} t}, \quad i=+,-, 3, \ldots, N \tag{5.15}
\end{equation*}
$$

$V_{i}$ and $\lambda_{i}$ are the eigenvectors and eigenvalues of the effective decay rate matrix of Eq. (5.14). From this point onwards, analytic solutions are complicated to obtain without the imposition of further approximations (for example assuming extremely dense ensembles [157]). On the other hand, we want to keep the analysis more accurate here and proceed with the numerical analysis of


Figure 5.1: Time evolution of symmetric and antisymmetric TD states populations for an ensemble of 100 atoms in a line geometry. Part (a) ((b)) of the plots represents the case in which the system starts in a symmetric (antisymmetric) state. The lattice constant is $1 k_{0}$ and the radiation wavelength is $2 \pi$ with $\cos \left(\theta_{0}\right)=1$. Reprinted with permission from [125].
the problem where the position of all atoms will be treated discretely.
To this end, we have performed the numerical simulation using the Runge-Kutta method of order 4 with time step size $\mathrm{d} t=0.01$ and all atoms periodically placed on a line lattice with lattice constant $1 \lambda_{0}\left(\lambda_{0}=2 \pi / k_{0}\right)$. In Figure 5.1, we present the time evolution of populations for a sample made of a hundred atoms. When the system starts in the symmetric state (Figure 5.1(a)), we notice that the symmetric state shows a slightly faster decay for smaller times $(\gamma t<2)$ but still cannot be regarded as a superradiant state.

The population in the antisymmetric states achieves small maximum values; however, the number of these curves also grow. Therefore, to a good approximation one can neglect the FA contribution coming just from $\beta_{-}$in the evolution of $\beta_{+}$(as analytically shown in ref. [114]). However, the overall effect of all FA couplings is considerable and hence cannot be omitted. On the other hand, when the ensemble starts in the first antisymmetric state (Figure 5.1(b)), the decay in the antisymmetric state population is slightly worsened. But in all cases the decay is subradiant.

FA couplings between individual TD states. The question of how an atomic ensemble initially prepared in the ordinary Dicke (OD) or symmetric TD state remains excited has already been


Figure 5.2: Time evolution of (a) a full sample to be excited and FA coupling between: (b) $|+\rangle_{\vec{k}_{0}}$ and $|-\rangle_{\vec{k}_{0}}$, (c) $|+\rangle_{\vec{k}_{0}}$, and $|3\rangle_{\vec{k}_{0}}$ and (d) $|+\rangle_{\vec{k}_{0}}$ and $|121\rangle_{\vec{k}_{0}}$ states. The system here begins in the symmetric TD state. For this and the next figure, we have conisered a spherical ensemble with radius $3 k_{0}^{-1}$ and a uniform distribution of 121 atoms in the sphere. The inter-atomic separation is $1 / k_{0}$ and the angle between $\vec{k}_{0}$ and $\vec{r}_{i j}$ is decided by the coordinates of each $\vec{r}_{i j}$ while $\vec{k}_{0}=(1,0,0)$. Reprinted with permission from [125].
investigated in the past [161]. In this subsection we direct our attention to two novel questions: 1) How does the atomic ensemble decay in time if the initial preparation is in a TD subradiant state? (See the next section for the analysis of this question in the presence of the Lamb shift and NRW terms.) 2) During the decay process, how do different FA couplings between certain TD states compare?

In Figure 5.2(a) we plot the total probability of a spherical ensemble to remain excited if the initial state of the system is $|+\rangle_{\vec{k}_{0}}$. We notice an extremely fast (but not as fast as $N \gamma$ ) superradiant decay. In panels (b), (c) and (d) we have plotted the FA coupling between the $|+\rangle_{\vec{k}_{0}}$ and $|-\rangle_{\vec{k}_{0}}$,


Figure 5.3: Time evolution of (a) a full sample to be in an excited state and FA coupling between: (b) $|-\rangle_{\vec{k}_{0}}$ and $|+\rangle_{\vec{k}_{0}}$, (c) $|-\rangle_{\vec{k}_{0}}$ and $|3\rangle_{\vec{k}_{0}}$, and (d) $|-\rangle_{\vec{k}_{0}}$ and $|121\rangle_{\vec{k}_{0}}$ states, when the system is initially in the $|-\rangle_{\vec{k}_{0}}$ TD state. Reprinted with permission from [125].
$|3\rangle_{\vec{k}_{0}}$ and $|121\rangle_{\vec{k}_{0}}$ states, respectively. We notice FA couplings to be larger between the $|+\rangle_{\vec{k}_{0}}$ and the TD state with largest $N$. This can be understood noting that for $N \gg 1$, the desired coupling probability is proportional to: $P_{+\rightarrow N} \propto \left\lvert\,\left\langle+\left.\right|_{\vec{k}_{0}} \cdot\left(\sum_{j=1}^{N-1} \frac{\mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{j}}}{N}|j\rangle-\mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{N}}\left|b_{1} b_{2} \ldots a_{N}\right\rangle\right)\right|\right.$. In this probability, we find that as $N$ tends to achieve higher values, the FA coupling of the $|+\rangle_{\vec{k}_{0}}$ state with larger $N$ states starts to enhance, as for these states the first-term contribution surpasses the second-term contribution.

In Figure 5.3, we focus on the other scenario, i.e., when the system starts in the $|-\rangle_{\vec{k}_{0}}$ TD state. Panel (a) of the figure shows the net probability of the system to remain excited. We notice a slight but fast decay of the probability up to $t \leq 0.1 \gamma^{-1}$ and after this time the probability shows an almost time-independent behavior. In panels (b), (c) and (d) we plot individual FA couplings of
the state $|-\rangle_{\vec{k}_{0}}$ state with the $|+\rangle_{\vec{k}_{0}},|3\rangle_{\vec{k}_{0}}$ and $|121\rangle_{\vec{k}_{0}}$ states, respectively. We point out a contrary behavior of FA couplings in this case as compared to the $|+\rangle_{\vec{k}_{0}}$ state situation (Figure 5.2). Now
 $|N\rangle_{\vec{k}_{0}}$ ) FA couplings become smaller. This trend can again be attributed to the desired coupling probabilities. There are two relevant probabilities now: 1) between symmetric and minus TD state $P_{-\rightarrow+} \propto\left|\left\langle\left.-\left.\right|_{\vec{k}_{0}} \cdot \sum_{j=1}^{N-1} \frac{\mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{j}}}{\sqrt{N}} \right\rvert\, j\right\rangle\right|$ and 2) between minus and any other $N \geq 3$ subradiant state $|N\rangle_{\vec{k}_{0}}$ TD state which is proportional to $\left.P_{-\rightarrow N} \propto \left\lvert\,\left.\langle-|\right|_{\vec{k}_{0}} \cdot\left(\sum_{j=1}^{N-1} \frac{e^{i \vec{k}_{0} \cdot \vec{r}_{j}}}{N}|j\rangle-\mathrm{e}^{i \vec{k}_{0} \cdot \vec{r}_{N}}\left|b_{1} b_{2} \ldots a_{N}\right\rangle\right)\right. \right\rvert\,$, for $N>1$. We note that if in the $|-\rangle_{\vec{k}_{0}}$ state, only atoms at positions $\vec{r}_{1}$ and $\vec{r}_{2}$ participate in defining the antisymmetry, then the second term in $|N\rangle_{\vec{k}_{0}}$ (in which the last ( $N$-th) atom is excited) never participates in the desired probability. In this situation, as $N$ becomes larger, the contribution from the first term in $P_{-\rightarrow N}$ becomes smaller as compared to the overlap of $|-\rangle_{\vec{k}_{0}}$ with the $|+\rangle_{\vec{k}_{0}}$ state. Interestingly, we notice that even when two atoms that are defining the antisymmetry in the
 plotted in Figures 5.2 and 5.3), the same pattern of decay holds.

### 5.4 Inclusion of the Lamb shift (scalar theory) and non-rotating wave terms

We now examine the effect of the Lamb shift and the non-rotating wave terms on the evolution of symmetric $\left(|+\rangle_{\vec{k}_{0}}\right)$ and new kind of subradiant TD states $\left(|-\rangle_{\vec{k}_{0}},|3\rangle_{\vec{k}_{0}}, \ldots,|N\rangle_{\vec{k}_{0}}\right)$. We apply a scalar theory for simplicity here (for a comparison between a scalar and vector theory of electromagnetic modes decay from a spherical sample we refer the reader to [162]). We make use of the full Hamiltonian presented in Eq. (5.5) along with the global system-environment state presented in Eq. (5.6). The equations of motion for $\beta_{+}(t)$ and $\beta_{-}(t)$ amplitudes now take the form

$$
\begin{equation*}
\dot{\beta}_{+}=\frac{i \gamma}{N}\left[\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\mathrm{e}^{i \mathcal{K}_{j i}}}{\mathcal{K}_{j i}} \beta_{+}+\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\mathrm{e}^{i \mathcal{K}_{j i}}}{\mathcal{K}_{j i}}-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{\prime}}} \frac{\mathrm{e}^{i \mathcal{K}_{j i^{\prime}}}}{\mathcal{K}_{j i^{\prime}}}\right) \beta_{-}+\ldots+N \text {-th term }\right], \tag{5.16}
\end{equation*}
$$

$$
\begin{align*}
\dot{\beta}_{-} & =\frac{i \gamma}{N}\left[\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\mathrm{e}^{i \mathcal{K}_{j i}}}{\mathcal{K}_{j i}}-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{\prime}}} \frac{\mathrm{e}^{i \mathcal{K}_{j i^{\prime}}}}{\mathcal{K}_{j i^{\prime}}}\right) \beta_{+}+\left(\sum_{i, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i}} \frac{\mathrm{e}^{i \mathcal{K}_{j i}}}{\mathcal{K}_{j i}}\right.\right. \\
& \left.\left.-\sum_{i^{\prime}, j} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j i^{i^{\prime}}}} \frac{\mathrm{e}^{i \mathcal{K}_{j i^{\prime}}}}{\mathcal{K}_{j i^{\prime}}}-\sum_{i, j^{\prime}} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j^{\prime} i}^{\prime}} \frac{\mathrm{e}^{\mathcal{\mathcal { K } _ { j ^ { \prime } i }}}}{\mathcal{K}_{j^{\prime} i}}+\sum_{i^{\prime}, j^{\prime}} \mathrm{e}^{-i \overrightarrow{\mathcal{K}}_{j^{\prime} i^{\prime}}} \frac{\mathrm{e}^{i \mathcal{K}_{j^{\prime} i^{\prime}}}}{\mathcal{K}_{j^{\prime} i^{\prime}}}\right) \beta_{-}+\ldots+N \text {-th term }\right] . \tag{5.17}
\end{align*}
$$

To arrive at these equations we have performed the integration by the method of contours, where we have set $k_{0} \rightarrow k_{0}+i \epsilon$ (while $\epsilon \ll 1$ ) and identified $\frac{1}{x \mp i \epsilon}=\mathbf{P}\left[\frac{1}{x}\right] \pm i \pi \delta(x)$. Note that the appearance of additional timing factors ( $\mathrm{e}^{-i \vec{k}_{0} \cdot \vec{r}_{i j}}$ and similar primed exponential kernel) factors makes our results different from the one obtained by using the Fock state basis (see Eq. (5.2) in the introduction section).

We now present the results both with and without the presence of the Lamb shift in Figure 5.4. We notice that the effect of the Lamb shift on the decay of the symmetric (superradiant) state is small and the Lamb shift slightly slows down the decay. Our result here is consistent with ref. [161] where the effect of the Lamb shift on the collective decay of a spherical dense ensemble prepared initially either in the $|+\rangle$ or $|+\rangle_{\vec{k}_{0}}$ state was investigated.

However, the effect of the Lamb shift is marked on the decay of antisymmetric subradiant TD states (up to $\sim 40 \%$ faster decay when Lamb shifts are included). This behavior, which, to our knowledge, has not been reported before, can be understood as a consequence of enhanced couplings between the $|-\rangle_{\vec{k}_{0}},|3\rangle_{\vec{k}_{0}}$ and $|+\rangle_{\vec{k}_{0}}$ states in the presence of virtual processes. This feature points out that along with the FA couplings, now there are additional coupling channels available among the single- and two-excitation states through virtual interactions. A small enhanced coupling of fragile subradiant states with the superradiant state causes a marked effect on the decay of the subradiant state as opposed to when the superradiant state is elevatedly coupled with the subradiant states. Hence, the effect of the Lamb shift is more pronounced for the subradiant states.

### 5.5 Conclusions

The proposal of utilizing atomic ensembles prepared in single-photon subradiant states [114, 156] for quantum information storage purposes crucially relies on how these states decay. Consequently, in this work we have investigated the effects of virtual processes on the time evolution of


Figure 5.4: Lamb shift influencing the decay of an atomic ensemble initially prepared either in the
 $5 \lambda_{0}$ ( $\lambda_{0}$ is the wavelength of a single photon in resonance with the atomic transition frequency). The ensemble consists of 1000 periodically and uniformity distributed atoms with inter-atomic separation equal to $\lambda_{0}$. For the $|-\rangle_{\vec{k}_{0}}$ and $|3\rangle_{\vec{k}_{0}}$ states we have divided the ensemble into two and three sections, respectively, with each section having an equal number of atoms. Reprinted with permission from [125].
a new kind of TD subradiant states introduced in ref. [114]. We concluded that, in the case of pure FA couplings, the symmetric TD state decay tends to slow down without any superradiance, while the subradiant states remain no more frozen (unlike OD case). Additionally, the overall (summed up) effect of FA couplings remained substantial and hence cannot be neglected. The analysis of the individual FA couplings among different TD states revealed that if we start in the $|+\rangle_{\vec{k}_{0}}$ state, then the FA couplings are highest with largest- $N$ TD state. On the contrary, if the ensemble in prepared initially in $|-\rangle_{\vec{k}_{0}}$, then the coupling diminishes for the TD states with larger $N$. Finally, the inclusion of the scalar Lamb shift and NRW terms yields a small effect on the decay of the


## 6. ACCELERATION RADIATION ENHANCED BY SUPERRADIANCE: DICKE MEETS UNRUH*

### 6.1 Introduction

The most intriguing outcome of quantum field theory in curved spacetime is the ambiguity of particle definition. Its simplest manifestation is the Unruh effect, first introduced by S. Fulling, P. Davies, and W. Unruh in the late ' 70 s [43, 44, 42]. The Unruh effect is a phenomenon where field particles can be detected in an accelerating frame even when the corresponding field is in its vacuum state in the inertial frame of reference. This effect has received much attention in the last 50 years due to its strong theoretical importance and connections with cosmology, particle physics, and even quantum optics [163, 47, 45, 164, 165]. To overcome the difficulty in particle definition, one can use model detector in curved spacetime and count detector clicks. This is the approach that Unruh and DeWitt developed in the late '70s. Indeed, a uniformly accelerating detector sees a thermal-like bath with temperature $T_{\mathrm{U}}=a / 2 \pi$, called Unruh temperature. We call this thermallike bath "the Unruh bath".

In the current work, we study acceleration radiation of accelerated two-level atoms placed in a short line whose linear size is much smaller than the transition wavelength of atoms. The same problem for inertial atoms - Dicke superradiance where inertial two-level atoms confined in small volume whose size is much shorter than transition wavelength has been well studied last 70 years [3, 109]. Certainly, inertial two-level atoms exhibit super- and subradiant properties depending on the symmetry of their initial state. However, if atoms are uniformly accelerated, the super- and subradiant behaviors do not change too much. In particular, inertial and accelerated atoms exhibit the same feature in the limiting cases $R_{j l} \rightarrow 0$ and $R_{j l} \rightarrow \infty$, and in between these cases, a small difference exists. Here $R_{j l}$ is a distance between $j$ th and $l$ th atoms. Therefore, as inertial superradiant emission, we show that the energy of acceleration radiation per unit time is $N$ times

[^5]larger than one for single accelerated two-level atoms when $R_{j l} \rightarrow 0$. We call this enhanced acceleration radiation via Dicke superradiance. Since enhanced acceleration radiation is intense and its intensity goes like $N^{2}$ it could be exploited for an experimental test of the Unruh effect.

Moreover, we compare the Unruh bath with Minkowski thermal bath and observe a small difference between density matrix elements of two-level atoms in the Unruh and Minkowski thermal baths in a short proper time scale. However, in the long proper time scale, there is no difference between stationary density matrix elements of atoms surrounded by the Unruh and Minkowski thermal baths. This feature is also pointed out by Uliana Lima et al [166].

### 6.2 Co-accelerating atoms interacting with Minkowski vacuum of massless scalar field

Detector can be any physical system that can absorb and emit field particles resulting in the transition between energy levels of the system. Then, it is safe to choose a two-level atom as a detector. Therefore, we consider co-accelerating two-level atoms with the same constant acceleration (see Figure 6.1). In the course of their motion, the atoms interact with a massless scalar field initially in the Minkowski vacuum state. The atoms move along $z$ direction and are apart from one another in the $x$-direction by a distance $R_{i j}=x_{i}-x_{j}$. Thus, the atomic coordinates $x_{i}$ and $y_{i}$ are all constant. The explicit form of the trajectory of uniformly accelerating atoms is

$$
\begin{align*}
& t(\tau)=\frac{1}{a} \sinh (a \tau), \\
& z_{i}(\tau)=\frac{1}{a} \cosh (a \tau), \quad y_{i}(\tau)=0, \quad x_{i}(\tau)=x_{i} \tag{6.1}
\end{align*}
$$

where $a$ is a constant acceleration, $\tau$ is the proper time of atoms (they have a common proper time).
Atomic free Hamiltonian in the atomic rest frame is

$$
\begin{equation*}
H_{A}(\tau)=\frac{1}{2} \omega \sum_{j} \hat{\sigma}_{z, j} \tag{6.2}
\end{equation*}
$$

where $\hat{\sigma}_{z, j}=\left|a_{j}\right\rangle\left\langle a_{j}\right|-\left|b_{j}\right\rangle\left\langle b_{j}\right|$ is $j$ th atoms population operator, atomic excited and ground levels are $\left|a_{j}\right\rangle$ and $\left|b_{j}\right\rangle$ and $\omega$ is transition frequency of atoms. On the other hand free Hamiltonian of


Figure 6.1: Geometry of $N$ co-accelerating two-level atoms.
massless scalar field in Minkowski frame is given by

$$
\begin{equation*}
H_{F}(t)=\int d^{3} \mathbf{k} \nu_{k} \hat{a}_{k}^{\dagger} \hat{a}_{k} \tag{6.3}
\end{equation*}
$$

where $\hat{a}_{k}^{\dagger}$ and $\hat{a}_{k}$ are bosonic creation and annihilation operators of the mode $\mathbf{k}$, and $\nu_{k}$ is field frequency. Here, Minkowski time is denoted by $t$.

The interaction Hamiltonian between massless scalar field and two-level atoms is

$$
\begin{equation*}
H_{I}=\mu \sum_{j} \hat{\sigma}_{x, j} \hat{\phi}\left(\mathbf{r}_{j}\right) \tag{6.4}
\end{equation*}
$$

where $\hat{\sigma}_{x, j}=\left|a_{j}\right\rangle\left\langle b_{j}\right|+\left|b_{j}\right\rangle\left\langle a_{j}\right|$, and $\mu$ is a coupling constant. Field operator $\hat{\phi}(\mathbf{r})$ at Minkowski position vector $\mathbf{r}$ is given by

$$
\begin{equation*}
\hat{\phi}(\mathbf{r})=\int d^{3} \mathbf{k} g_{k}\left(\hat{a}_{k} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}}+\hat{a}_{k}^{\dagger} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}}\right) \tag{6.5}
\end{equation*}
$$

where $g_{k}=\left(2 \nu_{k}(2 \pi)^{3}\right)^{-1 / 2}$ is a frequency-dependent normalization constant. With the help of


Figure 6.2: (a) Feynman diagram that explains the emission and absorption of Minkowski virtual photon. The vertical black line is proper time axis. Atom initially in the $|b\rangle$ state emits a Minkowski virtual photon at proper time $\tau^{\prime}$ leaving the atom in the excited state $|a\rangle$. Later, at proper time $\tau$ the emitted Minkowski virtual photon reabsorbed by the atom and atom goes to its ground state $|b\rangle$. (b) Level scheme of two level-atom and its decay and excitation rates.

Eqs. (6.2), (6.3) and (6.4), Hamiltonian in the interaction picture is given by

$$
\begin{align*}
\hat{V}(\tau) & =\int d^{3} \mathbf{k} g_{k} \mu \sum_{j}\left(\hat{a}_{k} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{j}(\tau)-i \nu_{k} t_{j}(\tau)}\right. \\
& \left.+\hat{a}_{k}^{\dagger} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{j}(\tau)+i \nu_{k} t_{j}(\tau)}\right)\left(\hat{\sigma}_{+j} \mathrm{e}^{i \omega \tau}+\hat{\sigma}_{-j} \mathrm{e}^{-i \omega \tau}\right) \tag{6.6}
\end{align*}
$$

where field is evaluated along the atom's worldline (the atom-field interaction is local).

### 6.2.1 Single accelerating two-level atom

Before we proceed with co-accelerating two-level atoms, we present here how quantum field theory helps us to understand what happens when an atom is accelerating. To achieve this goal, we solve a non-relativistic Schrödinger equation for the system composed of accelerating twolevel atom and massless scalar field. Initial conditions are Minkowski vacuum state $|0\rangle$ for field and ground state $|b\rangle$ for atom. There is a nonzero excitation probability of the atom due to its acceleration. Therefore, the transitions from lower energy state to the higher energy state of the full atom-field system are only due to counter-rotating term $\hat{a}_{k}^{\dagger} \sigma_{+}$in the interaction Hamiltonian which is usually ignored via the rotating wave approximation. Let state vector of the system at
proper time $\tau$ be expressed in the basis of $|b\rangle|0\rangle$ and $|a\rangle\left|1_{\mathbf{k}}\right\rangle$ as follows:

$$
\begin{equation*}
|\Psi(\tau)\rangle=\beta(\tau)|b\rangle|0\rangle+\int d^{3} \mathbf{k} \alpha_{k}(\tau)|a\rangle\left|1_{\mathbf{k}}\right\rangle \tag{6.7}
\end{equation*}
$$

where $\beta(\tau)$ and $\alpha_{k}(\tau)$ are probability amplitudes at proper time $\tau$ and $\left|1_{\mathbf{k}}\right\rangle$ represents virtual photon in Minkowski spacetime since it is created and annihilated by Minkowski operators $\hat{a}^{\dagger}$ and $\hat{a}$, respectively. Plugging Eq. 6.7 into Schrödinger equation $i \partial|\Psi(\tau)\rangle / \partial \tau=\hat{V}(\tau)|\Psi(\tau)\rangle$ we obtain a set of integro-differential equations for probability amplitudes as below:

$$
\begin{align*}
\frac{d \beta(\tau)}{d \tau} & =-i \mu \int d^{3} \mathbf{k} g_{k} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}(\tau)-i \nu_{k} t(\tau)} \alpha_{k}(\tau)  \tag{6.8a}\\
\frac{d \alpha_{k}(\tau)}{d \tau} & =-i \mu g_{k} \mathrm{e}^{i \omega \tau} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}(\tau)+i \nu_{k} t(\tau)} \beta(\tau) \tag{6.8b}
\end{align*}
$$

These equations have deep physical meaning. Particularly, Eq. (6.8b) implies the emission of a single photon of wavevector $\mathbf{k}$ at time $t(\tau)$ and at spatial point $\mathbf{r}(\tau)$ whereas Eq. (6.8a) indicates absorption of a single photon of the same wavenumber $\mathbf{k}$ again at time $t(\tau)$ and at spatial point $\mathbf{r}(\tau)$. Until now, there is no connection between absorption and emission times and places. However, keeping in mind that the initial state of the system is $|b\rangle|0\rangle$, then emission must be first and absorption must be later. Integrating Eq. (6.8b) and substituting it into Eq. (6.8a) we obtain

$$
\begin{align*}
\frac{d \beta(\tau)}{d \tau}=-\mu^{2} \int & d^{3} \mathbf{k} g_{k}^{2} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}(\tau)-i \nu_{k} t(\tau)} \\
& \times \int_{0}^{\tau} d \tau^{\prime} \mathrm{e}^{i \omega \tau^{\prime}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}\left(\tau^{\prime}\right)+i \nu_{k} t\left(\tau^{\prime}\right)} \beta\left(\tau^{\prime}\right) \tag{6.9}
\end{align*}
$$

Interpretation of this equation is illustrated in Figure 6.2. Atom emits a single photon at time $t\left(\tau^{\prime}\right)$ and at point $\mathbf{r}\left(\tau^{\prime}\right)$ followed by excitation to the excited state $|a\rangle$ and absorbs the emitted photon at later time $t(\tau)$ and at the point $\mathbf{r}(\tau)$ followed by transition to the ground state $|b\rangle$. It is worth noticing that rates of flowing time for atom and field are different; it is $\tau$ for atom whereas $t$ for field. That means the atom experiences the different frequency than Minkowski frequency of field $\nu_{k}$ and resonance condition is not simple as $\nu_{k}=\omega$ (Indeed, this phenomenon is neither

Doppler effect nor redshift). This is the main reason why accelerating atom in its ground state gets excited due to interaction with the Minkowski vacuum. To make this reason clear, consider inertial (non-accelerating) atom where proper time $\tau$ is just Minkowski time $t$. According to Eq. (6.9) resonance condition reads as $\nu_{k}=-\omega$ and since $\omega$ is positive, resonance peak is out of integration range $0 \leq \nu_{k} \leq \infty$ that yields $d \beta(t) / d t=0$. Hence, inertial atom in its ground state interacting with the Minkowski vacuum stays in the ground state all the time. On the other hand, if you accelerate atom with uniform acceleration, resonance condition is not simple as inertial atom as long as $\mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}(\tau)}$ term makes the situation complicated. Fortunately, the final result of the integration of Eq. (6.9) is transparent and it has the following form

$$
\begin{equation*}
\frac{d \beta(\tau)}{d \tau}=-\frac{\Gamma_{\uparrow}}{2} \beta(\tau), \tag{6.10}
\end{equation*}
$$

where $\Gamma_{\uparrow}=\Gamma_{0}\left(\mathrm{e}^{2 \pi \omega / a}-1\right)^{-1}$ is excitation rate from the ground state to the excited state. Here, the spontaneous decay rate of inertial atom in the excited state is denoted by $\Gamma_{0}=\mu^{2} \omega / 2 \pi$. Equation (6.10) indicates that accelerating atom in the ground state interacting with the Minkowski vacuum is excited exactly the same as inertial atom interacting with the thermal reservoir of temperature $T_{\mathrm{U}}$. Two remarks must be given for the calculation of Eq. (6.10). First, when we evaluate the integral in Eq. (6.9), well-known Markovian approximation is applied. In particular, $\beta\left(\tau^{\prime}\right)$ is replaced by $\beta(\tau)$ allowing us to take it out of the integral and the upper limit of integration over $\tau$ is extended to $\infty$. Second, because of the complicated nature of the integrals in Eq. (6.9), we omit the Cauchy principal part of diverging integral with respect to $\mathbf{k}$ which can lead us to Lamb shift of the ground state.

As we stated above, $\left|1_{\mathbf{k}}\right\rangle$ is Minkowski virtual photon. As a consequence of continuous emission and reabsorption of Minkowski virtual photon, $\beta(\tau)$ decreases with the rate $\Gamma_{\uparrow} / 2$ as we have shown above. However, after long enough time compared to virtual photon timescale $\alpha_{k}(\tau)$ becomes nonzero and then we interpret the second term of Eq. (6.7) as real Minkowski photon. In other words, accelerating two-level atom radiates into Minkowski spacetime. Therefore, this cal-
culation supports acceleration radiation predicted by Unruh and Wald [48].
According to the similar calculation as previous, accelerating atom initially in the excited state decays to the ground state with decay rate:

$$
\begin{equation*}
\frac{d \alpha(\tau)}{d \tau}=-\frac{\Gamma_{\downarrow}}{2} \alpha(\tau), \tag{6.11}
\end{equation*}
$$

where $\alpha(\tau)$ is a probability amplitude as a function of proper time $\tau$ for atom in the excited state $|a\rangle$ and no photon is present $|0\rangle$. Decay rate is given by $\Gamma_{\downarrow}=\Gamma_{0}\left(1+\left[\mathrm{e}^{2 \pi \omega / a}-1\right]^{-1}\right)$.

### 6.2.2 Two co-accelerating two-level atoms

In the same manner as a single accelerating atom, we can easily continue our discussion with two detectors (co-accelerating two-level atoms). Atomic trajectories and interaction Hamiltonian are the specific case of Eqs. (6.1) and (6.6). We start with atoms in the ground states $|b, b\rangle$. Then, time state vector of the system at proper time $\tau$ can be written as

$$
\begin{align*}
|\Psi(\tau)\rangle & =\beta(\tau)|b, b\rangle|0\rangle \\
& +\int d^{3} \mathbf{k} \eta_{k \pm}(\tau) \frac{1}{\sqrt{2}}(|a, b\rangle \pm|b, a\rangle)\left|1_{k}\right\rangle, \tag{6.12}
\end{align*}
$$

where $\beta(\tau)$ and $\eta_{k \pm}(\tau)$ are probability amplitudes. Plugging the state vector (6.12) into Schrödinger equation, we obtain the coupled integro-differential equations for transition amplitudes $\beta(\tau)$ and $\eta_{k \pm}(\tau)$

$$
\begin{align*}
\frac{d \beta(\tau)}{d \tau} & =-\frac{i \mu}{\sqrt{2}} \int d^{3} \mathbf{k} g_{k} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{1}(\tau)-i \nu_{k} t_{1}(\tau)} \eta_{k \pm}(\tau) \\
& \mp \frac{i \mu}{\sqrt{2}} \int d^{3} \mathbf{k} g_{k} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{2}(\tau)-i \nu_{k} t_{2}(\tau)} \eta_{k \pm}(\tau),  \tag{6.13a}\\
\frac{d \eta_{k \pm}(\tau)}{d \tau} & =-\frac{i \mu g_{k}}{\sqrt{2}}\left(\mathrm{e}^{i \omega \tau} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{1}(\tau)+i \nu_{k} t_{1}(\tau)}\right. \\
& \left. \pm \mathrm{e}^{i \omega \tau} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{2}(\tau)+i \nu_{k} t_{2}(\tau)}\right) \beta(\tau) . \tag{6.13b}
\end{align*}
$$

By integrating Eq. (6.13b) and plugging it into Eq. (6.13a) we obtain
a)

b)


Figure 6.3: (a) Feynman diagram of individual emission and absorption processes. The explanation of this Feynman diagrams is similar to Figure 6.2. Left Feynman diagram is associated with the atom 1 and the right one is associated with the atom 2. (b) Feynman diagram of collective emission and absorption processes. In contrast to Feynman diagrams (a), atomic states are Dicke states. At proper time $\tau$ a Minkowski virtual photon is emitted leaving the atomic system in the symmetric or antisymmetric state because we do not know which atom emits. Then the emitted Minkowski virtual photon is reabsorbed by the atomic system at proper time $\tau^{\prime}$. We also do not know which atom absorbed the Minkowski virtual photon. After the reabsorption, the atomic system remains in the ground state $|b, b\rangle$. In this way total energy is conserved before and after the processes.

$$
\begin{align*}
\frac{d \beta(\tau)}{d \tau}= & -\frac{\mu^{2}}{2} \int d^{3} \mathbf{k} g_{k}^{2} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{1}(\tau)-i \nu_{k} t_{1}(\tau)} \\
& \times \int_{0}^{\tau} d \tau^{\prime} \mathrm{e}^{i \omega \tau^{\prime}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{1}\left(\tau^{\prime}\right)+i \nu_{k} t_{1}\left(\tau^{\prime}\right)} \beta\left(\tau^{\prime}\right) \\
& \mp \frac{\mu^{2}}{2} \int d^{3} \mathbf{k} g_{k}^{2} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{1}(\tau)-i \nu_{k} t_{1}(\tau)} \\
& \times \int_{0}^{\tau} d \tau^{\prime} \mathrm{e}^{i \omega \tau^{\prime}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{2}\left(\tau^{\prime}\right)+i \nu_{k} t_{2}\left(\tau^{\prime}\right)} \beta\left(\tau^{\prime}\right) \\
& \mp \frac{\mu^{2}}{2} \int d^{3} \mathbf{k} g_{k}^{2} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{2}(\tau)-i \nu_{k} t_{2}(\tau)} \\
& \times \int_{0}^{\tau} d \tau^{\prime} \mathrm{e}^{i \omega \tau^{\prime}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{1}\left(\tau^{\prime}\right)+i \nu_{k} t_{1}\left(\tau^{\prime}\right)} \beta\left(\tau^{\prime}\right) \\
& -\frac{\mu^{2}}{2} \int d^{3} \mathbf{k} g_{k}^{2} \mathrm{e}^{-i \omega \tau} \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}_{2}(\tau)-i \nu_{k} t_{2}(\tau)} \\
& \times \int_{0}^{\tau} d \tau^{\prime} \mathrm{e}^{i \omega \tau^{\prime}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{2}\left(\tau^{\prime}\right)+i \nu_{k} t_{2}\left(\tau^{\prime}\right)} \beta\left(\tau^{\prime}\right) \tag{6.14}
\end{align*}
$$

The first and fourth terms in Eq. (6.14) represent individual processes where atoms emit virtual photon at time $t_{i}\left(\tau^{\prime}\right)$ at point $\mathbf{r}_{i}\left(\tau^{\prime}\right)$ and reabsorb it $t_{i}(\tau)$ at point $\mathbf{r}_{i}(\tau)$, where $i$ can be either 1 or 2 (see Figure 6.3(a)). It is nothing to do with collective processes. On the other hand, the second and third terms represent the collective process. Explicitly it means, the atom emits a virtual photon but the emitted virtual photon is absorbed by another atom rather than being absorbed by the original atom. This circumstance is depicted in the Figure 6.3(b).

After integrating with respect to $\tau^{\prime}$ and performing the Markovian approximation, we obtain a simple equation for the probability amplitude $\beta(\tau)$

$$
\begin{equation*}
\frac{d \beta(\tau)}{d \tau}=-\frac{\Gamma_{\uparrow}}{2}(1 \pm S) \beta(\tau) \tag{6.15}
\end{equation*}
$$

where the factor $S$ is given by

$$
\begin{equation*}
S=\frac{\sin \left(\omega \frac{2}{a} \sinh ^{-1} \frac{R a}{2}\right)}{\omega R \sqrt{1+\frac{R^{2} a^{2}}{4}}} \tag{6.16}
\end{equation*}
$$

$R$ is interatomic separation defined as $x_{2}-x_{1}$ and $\Gamma_{\uparrow}$ is the same excitation rate as we defined in

$$
\begin{aligned}
& \Gamma_{\downarrow}(1+S) \bigwedge_{\Gamma_{\downarrow}(1-S)} \begin{array}{l}
|a, a\rangle \\
\Gamma_{\downarrow}(1)
\end{array} \\
& \begin{array}{ll}
\Gamma_{\uparrow}(1+S)_{\nearrow} \\
\Gamma_{\downarrow}(1+S)^{\downarrow}
\end{array}\left|\psi_{+}\right\rangle \quad \begin{array}{l}
\Gamma_{\uparrow}(1-S) \\
\Gamma_{\downarrow}(1-S)
\end{array} \\
& \Gamma_{\uparrow}(1+S) \downarrow \npreceq \begin{array}{l}
\Gamma_{\uparrow}(1-S) \\
|b, b\rangle
\end{array}
\end{aligned}
$$

Figure 6.4: All possible transition paths for accelerated pair of two-level atoms and its decay and excitation rates.
the previous section. As a result, the excitation rates from ground state $|b, b\rangle$ to the symmetric state $\psi_{+}$and to the anti-symmetric state $\psi_{-}$are respectively, $\Gamma_{\uparrow}(1+S)$ and $\Gamma_{\uparrow}(1-S)$ (see Figure 6.4).

The physical interpretation of the above result is fascinating. Indeed, nonzero probability amplitude $\eta_{k \pm}(\tau)$ in Eq. (6.12) implies acceleration radiation into Minkowski spacetime but with increased rate $\Gamma_{\uparrow}(1+S)$. When $R \rightarrow 0$ the rate is doubled as $2 \Gamma_{\uparrow}$. This means two co-accelerating atoms radiate faster than single accelerating atom. This result is easy to be extended for $N$ coaccelerating atoms and we will do it in the next section using the master equation method.

Until now we find only the excitation rate of co-accelerating atoms interacting with the Minkowski vacuum. Similarly, it is easy to obtain the decay and excitation rates for all possible transitions between stationary energy levels of two co-accelerating atoms. These rates are illustrated in Figure 6.4. As it is shown, decay and excitation rates for each transition are multiplied by the same collective term represented by either $1+S$ or $1-S$ depending on transition paths. This means, as we expected, the energy distribution of the accelerating atomic system in the equilibrium state is the same as that for the atoms at rest in a thermal bath with a temperature $a / 2 \pi$.

### 6.2.3 Population dynamics of two co-accelerating two-level atoms

The obtained decay and excitation rates shown in Figure 6.4 allow us to write a system of differential equations for the atomic level populations as follows

$$
\begin{align*}
\frac{d P_{a}(\tau)}{d \tau}= & -2 \Gamma_{\downarrow} P_{a}(\tau)+\Gamma_{\uparrow}(1+S) P_{+}(\tau) \\
& +\Gamma_{\uparrow}(1-S) P_{-}(\tau), \\
\frac{d P_{b}(\tau)}{d \tau}= & -2 \Gamma_{\uparrow} P_{b}(\tau)+\Gamma_{\downarrow}(1+S) P_{+}(\tau) \\
& +\Gamma_{\downarrow}(1-S) P_{-}(\tau), \\
\frac{d P_{+}(\tau)}{d \tau}= & -\left(\Gamma_{\uparrow}+\Gamma_{\downarrow}\right)(1+S) P_{+}(\tau) \\
& +\Gamma_{\uparrow}(1+S) P_{b}(\tau)+\Gamma_{\downarrow}(1+S) P_{a}(\tau) \\
\frac{d P_{-}(\tau)}{d \tau}= & -\left(\Gamma_{\uparrow}+\Gamma_{\downarrow}\right)(1-S) P_{-}(\tau) \\
& +\Gamma_{\uparrow}(1-S) P_{b}(\tau)+\Gamma_{\downarrow}(1-S) P_{a}(\tau) \tag{6.17}
\end{align*}
$$

where $P_{a}(\tau)=|\langle a, a \mid \Psi(\tau)\rangle|^{2}, P_{b}(\tau)=|\langle b, b \mid \Psi(\tau)\rangle|^{2}$ and $P_{ \pm}=\left|\left\langle\psi_{ \pm} \mid \Psi(\tau)\right\rangle\right|^{2}$. We see that total population is conserved

$$
\begin{equation*}
P_{a}(\tau)+P_{b}(\tau)+P_{+}(\tau)+P_{-}(\tau)=1 \tag{6.18}
\end{equation*}
$$

Note that the Eq. (6.17) is only valid for pure state without any coherence since it is derived from Schrödinger equation. The total energy rate, calculated using $d E(\tau) / d \tau=\omega d\left(P_{a}-P_{b}\right) / d \tau$ results in

$$
\begin{align*}
\frac{d E(\tau)}{d \tau}= & -\Gamma_{0} \omega-\Gamma_{0}\left(1+\frac{2}{\mathrm{e}^{2 \pi \omega / a}-1}\right) E(\tau) \\
& -\Gamma_{0} \omega S\left(P_{+}(\tau)-P_{-}(\tau)\right) \tag{6.19}
\end{align*}
$$

Finally, it is interesting to analyze the stationary solution of the rate Eq. (6.17); we find that it has a steady-state solution as

$$
\begin{align*}
& P_{a}(\infty)=\frac{1}{\left(\mathrm{e}^{2 \pi \omega / a}+1\right)^{2}}, \quad P_{b}(\infty)=\frac{\left(\mathrm{e}^{2 \pi \omega / a}\right)^{2}}{\left(\mathrm{e}^{2 \pi \omega / a}+1\right)^{2}} \\
& P_{+}(\infty)=\frac{\mathrm{e}^{2 \pi \omega / a}}{\left(\mathrm{e}^{2 \pi \omega / a}+1\right)^{2}}, \quad \text { and } \quad P_{-}(\infty)=P_{+}(\infty) \tag{6.20}
\end{align*}
$$

This result can be found from Fermi-Dirac statistics of two two-level atoms. Particularly, each of two atoms satisfies Fermi-Dirac statistics as $p_{a}=1 /\left(\mathrm{e}^{2 \pi \omega / a}+1\right)$ and $p_{b}=\mathrm{e}^{2 \pi \omega / a} /\left(\mathrm{e}^{2 \pi \omega / a}+1\right)$ where $p_{a}$ and $p_{b}$ are probabilities of an atom to be in its excited and ground state, respectively. Then using simple probability theory, we obtain Eq. (6.20). Therefore, this simple analysis shows Unruh bath does not differ from a thermal bath of temperature $a / 2 \pi$ when we consider only the probability distribution of atoms at equilibrium state with the Unruh bath. Furthermore, total atomic energy at steady-state to be as

$$
\begin{align*}
E(\infty) & =\omega P_{a}(\infty)-\omega P_{b}(\infty) \\
& =-\omega+\frac{2 \omega}{\mathrm{e}^{2 \pi \omega / a}+1} \tag{6.21}
\end{align*}
$$

which also shows a Fermi-Dirac distribution of Unruh temperature $T_{\mathrm{U}}=a / 2 \pi$.

### 6.3 Master equation for co-accelerating atoms

Now we apply the master equation approach to our problem. Unlike the previous method, here, we extend the problem to $N$ co-accelerating atoms rather than just two atoms. In the course of the derivation of the master equation, we follow the standard method given in Refs. [160, 167]. Using the second order perturbation theory with Markovian approximation we find

$$
\begin{equation*}
\frac{d \hat{\rho}(\tau)}{d \tau}=-\operatorname{Tr}_{F} \int_{0}^{\tau} d \tau^{\prime}\left[\hat{V}(\tau),\left[\hat{V}\left(\tau^{\prime}\right), \hat{\rho}(\tau) \otimes \hat{\rho}_{F}(0)\right]\right] \tag{6.22}
\end{equation*}
$$

where $\hat{\rho}(\tau)$ and $\hat{\rho}_{F}(0)$ are atomic and field density operators and $\operatorname{Tr}_{F}$ denotes trace with respect to field variables. We take initial Minkowski vacuum state for field as $\hat{\rho}_{F}(0)=|0\rangle\langle 0|$. Here, the distance between the $j$ th and $l$ th atoms is denoted by $R_{j l}$. The final result is given by the master equation

$$
\begin{gather*}
\frac{d \hat{\rho}(\tau)}{d \tau}=-\frac{\Gamma_{\downarrow}}{2} \sum_{j, l} S_{j l}\left(\hat{\sigma}_{+j} \hat{\sigma}_{-l} \hat{\rho}-\hat{\sigma}_{-l} \hat{\rho} \hat{\sigma}_{+j}\right. \\
\left.-\hat{\sigma}_{-j} \hat{\rho} \hat{\sigma}_{+l}+\hat{\rho} \hat{\sigma}_{+l} \hat{\sigma}_{-j}\right) \\
-\frac{\Gamma_{\uparrow}}{2} \sum_{j, l} S_{j l}\left(\hat{\sigma}_{-j} \hat{\sigma}_{+l} \hat{\rho}-\hat{\sigma}_{+l} \hat{\rho} \hat{\sigma}_{-j}\right. \\
 \tag{6.23}\\
\left.-\hat{\sigma}_{+j} \hat{\rho} \hat{\sigma}_{-l}+\hat{\rho} \hat{\sigma}_{-l} \hat{\sigma}_{+j}\right),
\end{gather*}
$$

where

$$
\begin{equation*}
S_{j l}=\frac{\sin \left(\omega \frac{2}{a} \sinh ^{-1} \frac{R_{j l} a}{2}\right)}{\omega R_{j l} \sqrt{1+\frac{R_{j l}^{2} a^{2}}{4}}} . \tag{6.24}
\end{equation*}
$$

Here, we also omit Cauchy principal parts which are responsible for Lamb shift and Van der Waals force. In the derivation of master equation (6.23) we neglect the mixed terms with co- and counter-rotating transitions due to their violation of energy conservation law. For example, the term $\hat{\sigma}_{+j} \hat{a} \hat{\sigma}_{+l} \hat{a}^{\dagger} \hat{\rho}$ is omitted.

### 6.3.1 Comparison of accelerating atoms through Minkowski vacuum and inertial atoms in a thermal bath

The master equation (6.23) is very similar to the master equation of two-level atoms in a thermal bath with a temperature $T_{U}=a / 2 \pi$. The only difference is the factor $S_{j l}$. For co-accelerating twolevel atoms, this factor is given by Eq. (6.24) whereas for atoms at rest in the thermal bath, it is
given by

$$
\begin{equation*}
S_{j l}^{t h}=\frac{\sin \left(\omega R_{j l}\right)}{\omega R_{j l}} \tag{6.25}
\end{equation*}
$$

Therefore, it is interesting to discuss the difference between Unruh and thermal baths in terms of the time evolution of density matrix elements of co-accelerating atoms. To do that, we take co-


Figure 6.5: Probabilities of excited $|a, a\rangle$ and ground $|b, b\rangle$ states as a function of proper time $\tau$. In the master equation (6.23), the factors $S$ and $S_{j l}^{t h}$ are used to compare Unruh and thermal baths. We use the following parameter values: $a=10 \omega$ and $R=0.1 \lambda$.
accelerating two two-level atoms and plot the excited $|a, a\rangle$ and ground $|b, b\rangle$ state probabilities $\rho_{a a}$ and $\rho_{b b}$ as a function of atomic proper time $\tau$. As shown in Figure 6.5, a significant difference is present between $\rho_{b b}(\tau)$ for Unruh (red line with filled square) and Minkowski thermal (green line with hollow square) baths. Similarly, for $\rho_{a a}(\tau)$, small difference is observed. This difference is due to the different factors $S_{j l}$ and $S_{j l}^{t h}$ for Unruh and thermal baths, respectively. Here, we choose the case with a large acceleration $a=10 \omega$ and small interatomic distance $R=0.1 \lambda$ to exaggerate the difference. However, the difference is negligible in the limits of $R=0$ or $a=0$. The difference is also small when $R \rightarrow \infty$ since atoms behave like individual systems. This result
is also consistent with the local character of the Unruh effect [168, 166] which states two-point correlation functions for Unruh and thermal baths are equivalent only if the distance between two points is zero.


Figure 6.6: Ground state $|b, \ldots, b\rangle$ and single excited super and subradiant states of $N$ two-level atoms. Only allowed transition is between ground and superradiant states. Enhanced decay and excitation rates are shown by blue arrows.

### 6.3.2 Enhanced acceleration radiation

Now we study acceleration radiation for $N$ co-accelerating two-level atoms in the limit $R \rightarrow 0$. We assume all two-level atoms are initially in their ground state e.g. $|b, \ldots, b\rangle$. Then, at the beginning of time evolution, intensity of acceleration radiation is approximately proportional to rate $d \rho_{g}(\tau) / d \tau$ where $\rho_{g}(\tau)$ is density matrix element of the ground state $|b, \ldots, b\rangle$. The rate $d \rho_{g}(\tau) / d \tau$ can be easily derived from master equation (6.23) assuming $R \rightarrow 0(S \rightarrow 1)$ and given by

$$
\begin{equation*}
\left.\frac{d \rho_{g}(\tau)}{d \tau}\right|_{R \rightarrow 0}=-N S \Gamma_{\uparrow} \rho_{g}(\tau)+\left.N S \Gamma_{\downarrow} \rho_{+}(\tau)\right|_{S \rightarrow 1} \tag{6.26}
\end{equation*}
$$

(cf. with Eq. (6.17)). Here, $\rho_{+}(\tau)$ is density matrix element of single excited symmetric state (or superradiant state as shown in Figure 6.6). In the beginning of the evolution, $\rho_{g} \approx 1$ and $\rho_{+} \approx 0$ therefore the rate of $\rho_{g}(\tau)$ is approximately $N \Gamma_{\uparrow}$ which is $N$ times larger than that of single two-level atom (we assume $S=1$ ). With that, we conclude that intensity of acceleration
radiation from $N$ two-level atoms confined in small volume is much stronger than the intensity of acceleration radiation emitted from a single two-level atom (see Figure 6.6). We call it enhanced acceleration radiation and its dependence on $N$ is quadratic. We hope this enhanced acceleration radiation will be exploited as a direct or indirect tool to experimentally observe the Unruh effect.

### 6.4 Conclusions

In this work, we consider uniformly co-accelerating two-level atoms interacting with the Minkowski vacuum of a massless scalar field. Since our interest is the collective phenomena of the system we place the atoms in line whose length is much shorter than the transition wavelength of atoms. Our calculation demonstrates that decay and excitation rates of single-excited superradiant state are proportional to the number of atoms $N$ both for co-accelerating and inertial two-level atoms in the case of Dicke limit $R \rightarrow 0$. Thus, two-level atoms are excited with the enhanced rate in Rindler spacetime and this excitation could be seen by Minkowski observer as enhanced acceleration radiation via Dicke superradiance. In this manner, we claim that the intensity of acceleration radiation emitted from co-accelerating atoms has a quadratic dependence on the number of atoms ( $\sim N^{2}$ ) and therefore, the enhanced acceleration radiation could be considerably useful for the experimental demonstration of the Unruh effect.

## 7. SUMMARY AND CONCLUSIONS

Theoretical studies of quantum coherence and its implication on a variety of physical systems, in particular Dicke superradiance, Fano-Agarwal couplings in timed Dicke subradiance, uniformly accelerating two-level atoms, have been presented in this dissertation. Furthermore, enhancing the spectroscopic signal of CARS-ROA using quantum coherence is also explored in this dissertation. The main results and achievements are summarized as follows.

1. It is shown that the chiral sample can emit $10^{4}$ times strong CARS-ROA signal in comparison with ROA. But for the heterodyne detection scheme, the enhancement factor is estimated as $10^{2}$. Essentially, we show that molecular coherence plays an equally important role in higher-order optically active processes which involve magnetic dipole and electric quadrupole moments.
2. We developed a new method for finding the rotational average of odd-rank tensors. The method is tested in the case of 5th and 7th rank tensors and applied to 9th and 11th rank tensors. Rotational averages of 9th and 11th rank tensors are obtained in the linearly dependent basis for the first time.
3. Using genealogically adapted Young operators, the explicit forms of single- and doubleexcited Dicke subradiant states are obtained for an arbitrary number of molecules for the first time. The obtained formula of single-excited subradiant Dicke states much helps to design the sidewise excitation method.
4. We revealed a substantial effect of Fano-Agarwal couplings on the spontaneous decay of timed Dicke states. In particular, the decay rate of the symmetric timed Dicke state slows down while those of the subradiant timed Dicke states speed up due to Fano-Agarwal couplings. Moreover, the inclusion of scalar Lamb shift results in a huge effect on timed Dicke subradiant states (about 40\%) but has no significant effect on symmetric timed Dicke state.

Finally, this study shows that Fano-Agarwal coupling should not be simply ignored when applications of subradiant states are concerned.
5. We demonstrated that the coherence effects of co-accelerating atoms are not the same as those of inertial atoms interacting with the thermal field of Unruh temperature. Furthermore, due to Dicke superradiance and quantum coherence, it is concluded that the intensity of acceleration radiation of $N$ co-accelerating atoms is $N$ times stronger than the intensity of radiation coming from a single atom. We expect this enhanced acceleration radiation can provide a new way to experimentally demonstrate the Unruh effect.

Finally, we expect this research works can be of substantial interest of the physical community.
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## APPENDIX A

## INITIAL MOLECULAR COHERENCE

For completeness and the convenience of the reader, details of derivation of Eq. (2.8) are presented in this appendix. Problem is to find time dependent molecular coherence $\rho_{21}(t)$ created by pump $\mathbf{E}_{p}(t)$ and Stokes $\mathbf{E}_{s}(t)$ pulses. Using semiclassical light matter Hamiltonian $H^{(I)}(t)$ in the interaction picture we obtain molecular density operator $\hat{\rho}^{(I)}(t)$ and its matrix element $\rho_{21}^{(I)}(t)$ in the interaction picture as follow

$$
\begin{equation*}
\hat{\rho}^{(I)}(t) \simeq\left(-\frac{i}{\hbar}\right)^{2} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime \prime} \int_{t_{0}}^{t^{\prime \prime}} \mathrm{d} t^{\prime}\left[\hat{H}^{(I)}\left(t^{\prime \prime}\right),\left[\hat{H}^{(I)}\left(t^{\prime}\right), \hat{\rho}^{(I)}\left(t^{\prime}\right)\right]\right] \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{21}^{(I)}(t) \simeq\left(-\frac{i}{\hbar}\right)^{2}\langle 2| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|1\rangle \int_{t_{0}}^{t} \mathrm{~d} t^{\prime \prime} \int_{t_{0}}^{t^{\prime \prime}} \mathrm{d} t^{\prime} \mathrm{e}^{i \omega_{23} t^{\prime \prime}} \mathrm{e}^{i \omega_{31} t^{\prime}} E_{s, \beta}\left(t^{\prime \prime}\right) E_{p, \alpha}\left(t^{\prime}\right) \tag{A.2}
\end{equation*}
$$

Here, initial condition for density matrix is $\rho_{11}\left(t_{0}\right)=1$. New variables $t_{1}$ and $t_{2}$ defined in Figure A. 1 can simplify double integral in Eq. (A.2) to

$$
\begin{aligned}
\rho_{21}(t) & \simeq\left(-\frac{i}{\hbar}\right)^{2}\langle 2| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|1\rangle \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{2} \theta\left(t_{2}\right) \mathrm{e}^{-i \omega_{21} t_{2}} E_{s, \beta}\left(t-t_{2}\right) \int_{-\infty}^{\infty} \mathrm{d} t_{1} \theta\left(t_{1}\right) \mathrm{e}^{-i \omega_{31} t_{1}} E_{p, \alpha}\left(t-t_{1}-t_{2}\right), \\
& \underbrace{\boldsymbol{t}_{\mathbf{0}}}_{\text {pump stokes }} \underbrace{\boldsymbol{t}^{\prime} \boldsymbol{t}_{\boldsymbol{t}_{\mathbf{2}}}^{\boldsymbol{t}^{\prime \prime}} \underbrace{t}_{l}}_{\boldsymbol{t}_{\mathbf{1}}}
\end{aligned}
$$

Figure A.1: New time variables $t_{1}$ and $t_{2}$ used in Eq. (A.3). Reprinted with permission from [25].
where $\theta(t)$ is Heaviside step function. With the standard definition of Fourier transform of a function $F(t)$ as

$$
\begin{gather*}
F(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{d} \omega F(\omega) \mathrm{e}^{-i \omega t} \\
F(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{d} t F(t) \mathrm{e}^{i \omega t} \tag{A.4}
\end{gather*}
$$

and using convolution theorem, finally, we obtain dynamics of molecular coherence as follows

$$
\begin{equation*}
\rho_{21}(t) \simeq \frac{\langle 2| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|1\rangle}{2 \pi \hbar^{2}} \int_{-\infty}^{\infty} \mathrm{d} \omega_{p} \int_{-\infty}^{\infty} \mathrm{d} \Omega \frac{\mathrm{e}^{-i \Omega t} E_{s, \beta}\left(\Omega-\omega_{p}\right) E_{p, \alpha}\left(\omega_{p}\right)}{\left(\omega_{p}-\omega_{31}+i \Gamma_{3}\right)\left(\Omega-\omega_{21}+i \Gamma\right)} . \tag{A.5}
\end{equation*}
$$

When pump and Stokes pulses are nearly in two-photon resonance with transition $\omega_{21}$ the factor $1 /\left(\Omega-\omega_{21}+i \Gamma\right)$ in Eq. (A.5) yields $-i \pi \delta\left(\Omega-\omega_{21}\right)$, and consequently, Eq. (A.5) with summation over all possible excited states $\{|3\rangle\}$ provides us Eq. (2.8).

## APPENDIX B

## POLARIZABILITY AND OPTICAL ACTIVITY TENSORS

Our starting point is the field-matter interaction Hamiltonian Eq. (2.1). Once we calculate the polarizability tensor with electric dipole interactions, the procedure for derivation of optical activity tensors is straightforward.

The induced polarization of a single molecule is given by

$$
\begin{equation*}
\boldsymbol{\mu}(t)=\operatorname{Tr}[\hat{\boldsymbol{\mu}} \hat{\rho}(t)]=\sum_{\{3\}}\left(\mu_{13} \rho_{31}(t)+\mu_{23} \rho_{32}(t)+\mu_{31} \rho_{13}(t)+\mu_{32} \rho_{23}(t)\right), \tag{B.1}
\end{equation*}
$$

where $\hat{\rho}(t)$ is a density matrix of a single molecule. The time evolution of $\hat{\rho}(t)$ is governed by the von Neumann equation $d \hat{\rho}(t) / d t=(-i / \hbar)[\hat{H}(t), \hat{\rho}(t)]$, and exploiting first-order perturbation theory, the density matrix elements $\rho_{31}(t)$ and $\rho_{32}(t)$ at time $t$ are found to be

$$
\begin{align*}
& \rho_{31}(t)=\mathrm{e}^{-i \omega_{31} t}\left(-\frac{i}{\hbar}\right) \int_{0}^{t} \mathrm{~d} t^{\prime} H_{32}^{(I)}\left(t^{\prime}\right) \rho_{21}(0) \\
& \rho_{23}(t)=\mathrm{e}^{-i \omega_{23} t}\left(\frac{i}{\hbar}\right) \int_{0}^{t} \mathrm{~d} t^{\prime} \rho_{21}(0) H_{13}^{(I)}\left(t^{\prime}\right) \tag{B.2}
\end{align*}
$$

Here, we keep only anti-Stokes Raman terms. Matrix elements of the Hamiltonian in the interaction picture are denoted by $H_{32}^{(I)}\left(t^{\prime}\right)$ and $H_{31}^{(I)}\left(t^{\prime}\right)$ and their explicit form is given by

$$
\begin{align*}
& H_{32}^{(I)}\left(t^{\prime}\right)=-\langle 3| \hat{\mu}_{\alpha}|2\rangle E_{l, \alpha}\left(t^{\prime}\right) \mathrm{e}^{-\Gamma\left|t^{\prime}\right|} \mathrm{e}^{i \omega_{32} t^{\prime}}  \tag{B.3}\\
& H_{13}^{(I)}\left(t^{\prime}\right)=-\langle 1| \hat{\mu}_{\alpha}|3\rangle E_{l, \alpha}\left(t^{\prime}\right) \mathrm{e}^{-\Gamma\left|t^{\prime}\right|} \mathrm{e}^{i \omega_{13} t^{\prime}} \tag{B.4}
\end{align*}
$$

where dephasing constant $\Gamma$ is introduced as a part of electric field as $E_{l, \alpha}\left(t^{\prime}\right) \exp \left(-\Gamma\left|t^{\prime}\right|\right)$. Then
spectral decomposition of electric field is given by

$$
\begin{equation*}
E_{l, \alpha}\left(t^{\prime}\right) \mathrm{e}^{-\Gamma\left|t^{\prime}\right|}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l}\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}}\right] \mathrm{e}^{-i \omega_{l} t^{\prime}} . \tag{B.5}
\end{equation*}
$$

Furthermore, Eqs. (B.2) yield

$$
\begin{align*}
& \rho_{31}(t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \frac{\langle 3| \hat{\mu}_{\alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}} \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \rho_{21}(0) \mathrm{e}^{-i\left(\omega_{21}+\omega_{l}\right) t}, \\
& \rho_{23}(t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \frac{\langle 1| \hat{\mu}_{\alpha}|3\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}} \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \rho_{21}(0) \mathrm{e}^{-i\left(\omega_{21}+\omega_{l}\right) t}, \tag{B.6}
\end{align*}
$$

Plugging $\rho_{31}(t)$ and $\rho_{23}(t)$ into Eq. (B.1), we obtain $\beta$ th component of induced electric dipole moment due to electric dipole perturbation as follows:

$$
\begin{equation*}
\mu_{\beta}^{(e)}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\alpha}_{\beta \alpha}\left(\omega_{l}\right) \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \mathrm{e}^{-i \omega_{l} t} \rho_{21}(0) \mathrm{e}^{-i \omega_{21} t} . \tag{B.7}
\end{equation*}
$$

Here, superscript $(e)$ indicates that the electric dipole moment is induced by electric dipole perturbation. The polarizability tensor is defined by

$$
\begin{equation*}
\tilde{\alpha}_{\beta \alpha}\left(\omega_{l}\right)=\frac{1}{\hbar} \sum_{\{3\}}\left(\frac{\langle 1| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}}+\frac{\langle 1| \hat{\mu}_{\alpha}|3\rangle\langle 3| \hat{\mu}_{\beta}|2\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}}\right), \tag{B.8}
\end{equation*}
$$

where summation over all possible excited states $\{|3\rangle\}$ is taken. In the same way, $\beta$ th component of induced electric dipole moments $\mu_{\beta}^{(m)}(t)$ due to magnetic dipole perturbation, $\mu_{\beta}^{(q)}(t)$ due to electric quadrupole perturbation, induced magnetic dipole $m_{\beta}(t)$ and electric quadrupole $q_{\gamma \beta}(t)$
moments due to electric dipole perturbation are, respectively

$$
\begin{align*}
\mu_{\beta}^{(m)}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{G}_{\beta \alpha}\left(\omega_{l}\right) \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} B_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \mathrm{e}^{-i \omega_{l} t} \rho_{21}(0) \mathrm{e}^{-i \omega_{v} t}, \\
m_{\beta}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{G}}_{\beta \alpha}\left(\omega_{l}\right) \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \mathrm{e}^{-i \omega_{l} t} \rho_{21}(0) \mathrm{e}^{-i \omega_{v} t}, \\
\mu_{\beta}^{(q)}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \frac{i}{3} \tilde{A}_{\beta, \gamma \alpha}\left(\omega_{l}\right) k_{\gamma} \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \mathrm{e}^{-i \omega_{l} t} \rho_{21}(0) \mathrm{e}^{-i \omega_{v} t}, \\
q_{\gamma \beta}(t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{A}}_{\alpha, \gamma \beta}\left(\omega_{l}\right) \int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} E_{l, \alpha}\left(\omega^{\prime}\right) \frac{\sqrt{2 / \pi} \Gamma}{\Gamma^{2}+\left(\omega_{l}-\omega^{\prime}\right)^{2}} \mathrm{e}^{-i \omega_{l} t} \rho_{21}(0) \mathrm{e}^{-i \omega_{v} t}, \tag{B.9}
\end{align*}
$$

where superscripts $m$ and $q$ denote magnetic dipole and electric quadrupole perturbations, respectively, and $k_{\gamma}$ is the $\gamma$ th component of wave-vector of the incident laser pulse. In Eq. (B.9), the electric dipole-magnetic dipole optical activity tensors $\{\tilde{G}, \tilde{\mathscr{G}}\}$ and electric dipole-electric quadrupole optical activity tensors $\{\tilde{A}, \tilde{\mathscr{A}}\}$ are defined as follows:

$$
\begin{align*}
& \tilde{G}_{\beta \alpha}=\frac{1}{\hbar} \sum_{\{3\}}\left(\frac{\langle 1| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{m}_{\alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}}+\frac{\langle 1| \hat{m}_{\alpha}|3\rangle\langle 3| \hat{\mu}_{\beta}|2\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}}\right),  \tag{B.10}\\
& \tilde{\mathscr{G}}_{\beta \alpha}=\frac{1}{\hbar} \sum_{\{3\}}\left(\frac{\langle 1| \hat{m}_{\beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}}+\frac{\langle 1| \hat{\mu}_{\alpha}|3\rangle\langle 3| \hat{m}_{\beta}|2\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}}\right),  \tag{B.11}\\
& \tilde{A}_{\beta, \gamma \alpha}=\frac{1}{\hbar} \sum_{\{3\}}\left(\frac{\langle 1| \hat{\mu}_{\beta}|3\rangle\langle 3| \hat{q}_{\gamma \alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}}+\frac{\langle 1| \hat{q}_{\gamma \alpha}|3\rangle\langle 3| \hat{\mu}_{\beta}|2\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}}\right),  \tag{B.12}\\
& \tilde{\mathscr{A}}_{\alpha, \gamma \beta}=\frac{1}{\hbar} \sum_{\{3\}}\left(\frac{\langle 1| \hat{q}_{\gamma \beta}|3\rangle\langle 3| \hat{\mu}_{\alpha}|2\rangle}{\omega_{32}-\omega_{l}-i \Gamma_{3}}+\frac{\langle 1| \hat{\mu}_{\alpha}|3\rangle\langle 3| \hat{q}_{\gamma \beta}|2\rangle}{\omega_{31}+\omega_{l}+i \Gamma_{3}}\right) . \tag{B.13}
\end{align*}
$$

In the frequency domain, induced dipole moment due to electric dipole perturbation is determined
by Fourier transform of Eq. (B.7) as follows:

$$
\begin{equation*}
\mu_{\beta}^{(e)}\left(\omega_{a s}\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\alpha}_{\beta \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0) \tag{B.14}
\end{equation*}
$$

where vibrational frequency $\omega_{v}=\omega_{21}$ and the electric field of the laser pulse in time domain is defined as $E_{l, \alpha}(t)=\mathcal{E}_{l, \alpha}(t-\tau) \mathrm{e}^{-i \omega_{l}^{(0)} t}$ and its Fourier transform is given by $E_{l, \alpha}\left(\omega_{l}\right)=$ $\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}$. Similarly, other induced dipole and quadrupole moments are written in the frequency domain as follows:

$$
\begin{align*}
\mu_{\beta}^{(m)}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{G}_{\beta \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{B}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
m_{\beta}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{G}}_{\beta \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
\mu_{\beta}^{(q)}\left(\omega_{a s}\right) & =\frac{i k_{\gamma}}{3 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{A}_{\beta, \gamma \alpha}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \\
q_{\gamma \beta}\left(\omega_{a s}\right) & =\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} \omega_{l} \tilde{\mathscr{A}}_{\alpha, \gamma \beta}\left(\omega_{a s}-\omega_{v}\right) \frac{\mathcal{E}_{l, \alpha}\left(\omega_{l}-\omega_{l}^{(0)}\right) \mathrm{e}^{i\left(\omega_{l}-\omega_{l}^{(0)}\right) \tau}}{\Gamma^{2}+\left(\omega_{a s}-\omega_{v}-\omega_{l}\right)^{2}} \Gamma \rho_{21}(0), \tag{B.15}
\end{align*}
$$

where $\mathcal{B}_{l, \alpha}\left(\omega-\omega_{l}^{(0)}\right)$ is a Fourier transform of envelope function of magnetic field. Here, $|1\rangle$, $|2\rangle$ and $|3\rangle$ are ground and excited electro-vibrational states of a molecule. Generally, the tensors Eqs. (B.8) and (B.10)-(B.13) are complex valued (tilde of these tensors means that they are complex), but commonly used assumptions are: (a) the Born-Oppenheimer approximation, where each molecular state is a direct product of electronic and vibrational wavefunctions; and (b) we can always choose real wavefunctions in the absence of external magnetic field, so allowing us to assume the electric dipole and quadrupole moment operators are purely real and the magnetic dipole moment operator is purely imaginary. With these two assumptions, we have only three tensors (without tilde), namely real-valued tensors $\left(\alpha_{\beta \alpha}\right)_{12}$ and $\left(A_{\beta, \gamma \alpha}\right)_{12}=\left(\mathscr{A}_{\beta, \gamma \alpha}\right)_{12}$, and imaginaryvalued tensor $\left(G_{\beta \alpha}\right)_{12}=\left(\mathscr{G}_{\alpha \beta}^{*}\right)_{12}$. Moreover, we exclude the imaginary unit $i$ from $\left(G_{\beta \alpha}\right)_{12}$ by introducing the purely real tensor $\left(G_{\beta \alpha}\right)_{12}^{\prime}=i\left(G_{\beta \alpha}\right)_{12}$.

The scattered electric fields $\mathbf{E}_{\mu}, \mathbf{E}_{m}$ and $\mathbf{E}_{q}$ at point $r \mathbf{n}$ in radiation zone due to electric dipole,
magnetic dipole and electric quadrupole moments, respectively, are given by [169]

$$
\begin{align*}
& \mathbf{E}_{\mu}=Z_{0} \frac{c k_{a s}^{2}}{4 \pi} \frac{\mathrm{e}^{i k_{a s} r}}{r}(\mathbf{n} \times \boldsymbol{\mu}) \times \mathbf{n} \\
& \mathbf{E}_{m}=Z_{0} \frac{k_{a s}^{2}}{4 \pi} \frac{\mathrm{e}^{i k_{a s} r}}{r}(\mathbf{m} \times \mathbf{n}), \\
& \mathbf{E}_{q}=Z_{0} \frac{i c k_{a s}^{3}}{12 \pi} \frac{\mathrm{e}^{i k_{a s} r}}{r}(\mathbf{q} \times \mathbf{n}) \times \mathbf{n} \tag{B.16}
\end{align*}
$$

where $Z_{0}=\sqrt{\mu_{0} / \epsilon_{0}},(\mathbf{q})_{\alpha}=q_{\alpha \beta} n_{\beta}$ and $\mathbf{n}$ is direction of emission. The wave-number for oscillating dipole and quadrupole moments is denoted by $k_{a s}$. Next, we calculate the electric fields of scattered emission for several different pulse configurations using Eq. (B.16) along with the induced moments Eqs. (B.14) and (B.15).

## APPENDIX C

## LIN-CIR CARS-ROA

Lin-Cir CARS-ROA refers to difference between right- and left-circularly polarized components of the scattered pulse when the incident probe pulse is linearly polarized. Let us choose $x$-polarized incident laser pulse $E_{l, x}(t)$ propagating along $z$ direction; then after squaring the Eq. (2.6) and averaging over random orientations of the molecules, we obtain intensities of circularly polarized components of scattered anti-Stokes emission as follows:

$$
\begin{align*}
I_{R / L}^{x} & \propto\left(E_{R / L}^{x}+E_{L O}\right)\left(E_{R / L}^{x}+E_{L O}\right)^{*} \propto \frac{45 a^{2}+7 \gamma^{2}(\alpha)}{90} N^{2}|F|^{2} \pm \frac{180 a G^{\prime}+4 \gamma^{2}\left(G^{\prime}\right)}{90 c} N^{2}|F|^{2} \\
& \mp \frac{6 \gamma^{2}(A)}{90 c} N^{2}|F|^{2} \pm \frac{\omega_{a s}}{\omega_{l}} \frac{2 \gamma^{2}(A)}{90 c} N^{2}|F|^{2}+\sqrt{2} a N \operatorname{Re}\left(F E_{L O}^{*}\right) \pm \frac{4}{\sqrt{2} c} G^{\prime} N \operatorname{Re}\left(F E_{L O}^{*}\right), \tag{C.1}
\end{align*}
$$

where $E_{L O}=E_{L O, R / L}=(1 / \sqrt{2})\left(\mathbf{e}_{x} \pm i \mathbf{e}_{y}\right) \cdot \mathbf{E}_{L O}$ is circular components of local oscillator at frequency $\omega_{a s}$.

## APPENDIX D

## CIR-LIN CARS-ROA

Cir-Lin CARS-ROA refers to measurement of linearly polarized component of scattered emission provided right- and left-circularly polarized incident pulses are present. Thus, we consider a circularly polarized incident laser pulse propagating along $z$ direction whose field components are

$$
\begin{equation*}
E_{l, x}(t)=\frac{E_{l}(t)}{\sqrt{2}}, \quad E_{l, y}(t)=\mp i \frac{E_{l}(t)}{\sqrt{2}}, \quad B_{l, x}(t)= \pm i \frac{E_{l}(t)}{\sqrt{2} c}, \quad B_{l, y}(t)=\frac{E_{l}(t)}{\sqrt{2} c} \tag{D.1}
\end{equation*}
$$

where sign at the top indicates right-circularly polarized incident light whereas sign in the bottom indicates left-circularly polarized incident light. In the same manner as Lin-Cir CARS-ROA, we obtain $x$ and $y$ components of scattered emission at forward direction $\mathbf{n}=\mathbf{e}_{z}$ as follows:

$$
\begin{align*}
E_{x}^{R / L} & \propto \frac{N}{\sqrt{2}}\left(\alpha_{x x} \mp i \alpha_{x y}+\frac{i k_{l}}{3} A_{x, z x}-\frac{i k_{a s}}{3} A_{x, z x} \pm \frac{1}{c} G_{x x}^{\prime} \pm \frac{k_{l}}{3} A_{x, z y} \pm \frac{1}{c} G_{y y}^{\prime} \mp \frac{k_{a s}}{3} A_{y, x z}\right) F \\
E_{y}^{R / L} & \propto \frac{N}{\sqrt{2}}\left(\alpha_{y x} \mp i \alpha_{y y} \pm \frac{k_{l}}{3} A_{y, z y} \mp \frac{k_{a s}}{3} A_{y, y z}-\frac{i}{c} G_{y y}^{\prime}+\frac{i k_{l}}{3} A_{y, z x}-\frac{i}{c} G_{x x}^{\prime}-\frac{i k_{a s}}{3} A_{x, y z}\right) F \tag{D.2}
\end{align*}
$$

After averaging over random molecular orientations, the intensity is found to be

$$
\begin{align*}
I_{x}^{R / L} & \propto\left(\frac{45 a^{2}+7 \gamma^{2}(\alpha)}{90} \pm \frac{180 a G^{\prime}+4 \gamma^{2}\left(G^{\prime}\right)}{90 c} \mp \frac{\omega_{a s}}{\omega_{l}} \frac{6 \gamma^{2}(A)}{90 c} \pm \frac{2 \gamma^{2}(A)}{90 c}\right) N^{2}|F|^{2} \\
& +\sqrt{2} a N \operatorname{Re}\left(F E_{L O}^{*}\right) \pm \frac{4}{\sqrt{2} c} G^{\prime} N \operatorname{Re}\left(F E_{L O}^{*}\right), \tag{D.3}
\end{align*}
$$

where $E_{L O}=\mathbf{e}_{x} \cdot \mathbf{E}_{L O}$.

## APPENDIX E

## STANDARD YOUNG TABLEAUX AND IRREDUCIBLE REPRESENTATIONS

Young tableaux are one of the most intriguing devices in group theory providing as they do an explicit construction of the irreducible representations of the symmetric group $S_{N}$. Since rigorous mathematical proof of the connection between Young tableaux and irreducible representations of $S_{N}$ is given in many places, here we present some crucial understanding of irreducible representations from a physicist's point of view.

Let us take $N$ identical non-interacting two-level atoms as an example. Then, any permutation in the group $S_{N}$ can be represented by a $2^{N} \times 2^{N}$ matrix in Hilbert space $\mathcal{H}_{2^{N}}$ in which quantum states of the system are defined. We denote the representation matrix of element $r$ of group $S_{N}$ by $D(r)$. Forms of these representation matrices vary depending on the basis vectors in $\mathcal{H}_{2^{N}}$. If it were possible, it would be desirable to find simultaneous diagonal representation matrices for all elements in the group $S_{N}$. Then, it is easy to see that any single basis vector for these diagonal representation matrices would transform into itself with unimportant factor under any group operation of $S_{N}$. For our particular example, quantum state of the system would not change under any permutation of two-level atoms. However, this is not possible in general unless we consider an abelian group. Of course, the group $S_{N}$ is nonabelian for $N>2$.

In general, we can find basis states that diagonalize the representation matrix of one specific group element $r$ but not of all group elements in $S_{N}$ at the same time. Fortunately, we can partially and simultaneously diagonalize all representation matrices $D(r)$ and afterwards, all these matrices $D(r)$ have the same block diagonal form. In this case, the blocks on the diagonal of the matrix $D(r)$ represent subspaces whose elements transform only among the subspace under any group operation. When the sizes of these subspaces, i.e. sizes of blocks on the diagonal of representation matrices, $D(r)$ are minimal, the representation matrices and subspaces are called irreducible. For example, the single-excited subradiant states $|1,-1\rangle_{1},|1,-1\rangle_{2}$ and $|1,-1\rangle_{3}$ form an irreducible
subspace and transform within this subspace under any group action of $S_{4}$, i.e. any group element of $S_{4}$ can be represented by $3 \times 3$ matrices in the bases of the single-excited subradiant states. Young tableaux are inevitable tools for analysis of these irreducible representations.

The modern approach introduces the group algebra for dealing with irreducible representations. Formal linear combinations of the group elements of $S_{N}$ in the complex field form a vector space called the group algebra $\mathbb{C}\left(S_{N}\right)$. It follows that an irreducible subspace $W$ is not only closed under the group action but also under the action of the group algebra, i.e. for any $u \in \mathbb{C}\left(S_{N}\right)$ and $|\psi\rangle \in W$,

$$
\begin{equation*}
u|\psi\rangle \in W \tag{E.1}
\end{equation*}
$$

To understand the irreducible representation in terms of the group algebra, we consider the subset $\mathcal{L}$ of elements $s$ in $\mathbb{C}\left(S_{N}\right)$ that map any state $|\psi\rangle$ in $\mathcal{H}_{2^{N}}$ into the irreducible subspace $W$ of $\mathcal{H}_{2^{N}}$ i.e. for any $s \in \mathcal{L}$ and $|\psi\rangle \in \mathcal{H}_{2^{N}}, s|\psi\rangle \in W$. Then, for all $u$ in group algebra $\mathbb{C}\left(S_{N}\right)$ it is true that

$$
\begin{equation*}
(u s)|\psi\rangle=u(s|\psi\rangle) \in W \tag{E.2}
\end{equation*}
$$

The last equation means that $\mathcal{L}$ is closed under the left multiplication by $u$ of the whole group algebra. This defines a left ideal of the group algebra. In our specific case, $\mathcal{L}$ forms a primitive left ideal of the group algebra $\mathbb{C}\left(S_{N}\right)$. Therefore, once we find the primitive left ideals of the group algebra it is straightforward to find irreducible subspaces in $\mathcal{H}_{2^{N}}$. Actually the Young operator is a generator of a primitive left ideal of the group algebra $\mathbb{C}\left(S_{N}\right)$ and can be found by introducing Young tableaux.

## APPENDIX F

## AN EXAMPLE OF DOUBLE-EXCITED SUBRADIANT STATES

According to the formula 4.14 double-excited subradiant state $|5 / 2,-3 / 2\rangle_{5}$ is given by

$$
\begin{align*}
&|5 / 2,-3 / 2\rangle_{5}=\frac{1}{\sqrt{150}}\left(2\left|a_{1} a_{2}\right\rangle+2\left|a_{1} a_{3}\right\rangle+2\left|a_{1} a_{4}\right\rangle+2\left|a_{1} a_{5}\right\rangle\right. \\
&+2\left|a_{2} a_{3}\right\rangle+2\left|a_{2} a_{4}\right\rangle+2\left|a_{2} a_{5}\right\rangle+2\left|a_{3} a_{4}\right\rangle \\
&+2\left|a_{3} a_{5}\right\rangle+2\left|a_{4} a_{5}\right\rangle+\left|a_{1} a_{7}\right\rangle+\left|a_{2} a_{7}\right\rangle \\
&+\left|a_{3} a_{7}\right\rangle+\left|a_{4} a_{7}\right\rangle+\left|a_{5} a_{7}\right\rangle \\
&-4\left|a_{1} a_{6}\right\rangle-4\left|a_{2} a_{6}\right\rangle-4\left|a_{3} a_{6}\right\rangle-4\left|a_{4} a_{6}\right\rangle \\
&\left.-4\left|a_{5} a_{6}\right\rangle-5\left|a_{6} a_{7}\right\rangle\right) \tag{F.1}
\end{align*}
$$

where the shortened notation is defined as $\left|a_{1} a_{2}\right\rangle=\left|a_{1}, a_{2}, b_{3}, b_{4}, b_{5}, b_{6}, b_{7}\right\rangle,\left|a_{1} a_{3}\right\rangle=\left|a_{1}, b_{2}, a_{3}, b_{4}, b_{5}, b_{6}, b_{7}\right\rangle$ and so forth.

## APPENDIX G

## MAGNUS EXPANSION METHOD FOR TWO-LEVEL ATOM INTERACTING WITH FEW-CYCLE PULSE*

## Introduction

Simple models are at the heart of fundamental physics. The harmonic oscillator in classical mechanics, the ideal gas in statistical physics, and the two-level system in quantum mechanics are prime examples of such models. A two-level system (e.g. spin up-spin down system) driven by an electromagnetic pulse is the quintessential problem in nuclear magnetic resonance, laser physics, and quantum information theory [1,2]. However, simple analytical solutions are only readily available for the exactly solvable model of a square pulse interacting with a two-level system treated within the rotating wave approximation (RWA). In the RWA the key terms that depend on the difference between the atomic frequency $\omega$ and the field carrier frequency $\nu$, i.e. $\omega-\nu$, are kept while the counter-rotating terms expressed in terms of the frequency $\operatorname{sum} \omega+\nu$ are neglected. The usual extension of the analytical solution for the two-level atom was to include non-RWA terms. A number of powerful methods have been developed that treat two-level systems beyond the RWA.

Recently, a remarkably accurate analytic solution in the case of a two-level system interacting with a far off-resonant pulse has been found [3] and applied to analyze the system's behavior due to different driving fields [4, 5]. Another way to solve the two-level problem analytically is proposed in [6]. It is based on the transformation of the scattering problem into a two-level atom, since several approximate analytical methods for the stationary Schrödinger equation have shown their validity $[7,8,9,10,11,12,13,14,15,16]$. However, this approach gives practical expressions only in limited cases; in general, very complicated expressions are generated. Here, we obtain a new class of analytical solutions for a two-level system pumped by an arbitrarily time-

[^6]dependent field of a few-cycle pulse. The present class of solutions is based on the evolution operator technique, employing an approximation that preserves its unitarity. More precisely, we derive analytical expressions for the population dynamics of a two-level atomic system, pumped by an external field, using the Magnus expansion method. This method generates simple and surprisingly accurate solutions. The Magnus expansion, introduced by outstanding mathematician Wilhelm Magnus in 1954 [17], was applied shortly after in a variety of fields of physics, for example, for studying nuclear spectroscopy [18], nuclear collisions [19], crystal structure [20], and averaging effects in magnetic resonance [21]. Nowadays, the Magnus expansion has wide applications in several fields of physics and mathematics [22, 23, 24].

## Model and calculation

Our system of interest is a two-level atom, consisting of an excited state $|a\rangle$ and a ground state $|b\rangle$, having an atomic transition frequency $\omega$ and interacting with an electric field. The pulse has a frequency $\nu$ and a time-dependent Rabi frequency $\Omega(t)=\wp E(t) / \hbar$, where $E(t)$ represents the amplitude of the electric field and $\wp$ is the transition dipole moment.

In the interaction picture, the atomic state is given by

$$
\begin{equation*}
|\Psi(t)\rangle=a(t)|a\rangle+b(t)|b\rangle . \tag{G.1}
\end{equation*}
$$

The dynamical evolution of the wavefunction $|\Psi(t)\rangle$ is described by the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\Psi(t)\rangle=H(t)|\Psi(t)\rangle \tag{G.2}
\end{equation*}
$$

where the Hamiltonian $H(t)$ for the two-level system in the interaction picture has the following expression:

$$
\begin{equation*}
H(t)=-\hbar \Omega(t)(\exp [i \omega t]|a\rangle\langle b|+\text { h.c. }) \tag{G.3}
\end{equation*}
$$

Here, without loss of generality and for simplicity, $\Omega(t)$ is assumed to be real.

If the initial state at $t=0$ is defined by $|\Psi(0)\rangle$, the formal solution at a later time $t>0$ can be written as

$$
\begin{equation*}
|\Psi(t)\rangle=U(t, 0)|\Psi(0)\rangle \tag{G.4}
\end{equation*}
$$

where the time-evolution operator satisfies a similar equation as the state $|\Psi(t)\rangle$,

$$
\begin{equation*}
i \hbar \frac{d}{d t} U(t, 0)=H(t) U(t, 0) \tag{G.5}
\end{equation*}
$$

and has the initial condition $U(0,0)=1$. To simplify notation, we suppress the initial time $t=0$ in $U(t, 0)$, and simply write $U(t)$.

From a mathematical point of view, Eq. (G.5) is a linear ordinary differential matrix equation on the complex field $\mathbb{C}$. If the Hamiltonian $H(t)$ commutes with itself at different times ( $\left[H\left(t_{1}\right), H\left(t_{2}\right)\right]=0$ ), then the time-evolution operator for Eq. (G.5) is

$$
\begin{equation*}
U(t)=\exp \left(-\frac{i}{\hbar} \int_{0}^{t} H\left(t^{\prime}\right) d t^{\prime}\right) \tag{G.6}
\end{equation*}
$$

However, the situation becomes more complicated if the Hamiltonian does not commute with itself at different times. Using standard perturbation theory, the general solution for the time-evolution operator is

$$
\begin{equation*}
U(t)=1+\sum_{n=1}^{\infty}\left(-\frac{i}{\hbar}\right)^{n} \int_{0}^{t} d t_{n} \int_{0}^{t_{n}} d t_{n-1} \cdots \int_{0}^{t_{2}} d t_{1} H\left(t_{n}\right) H\left(t_{n-1}\right) \cdots H\left(t_{1}\right) \tag{G.7}
\end{equation*}
$$

A more compact, equivalent expression, named after Freeman John Dyson, is given by [25]

$$
\begin{equation*}
U(t)=\mathscr{T} \exp \left(-\frac{i}{\hbar} \int_{0}^{t} H\left(t_{1}\right) d t_{1}\right) \tag{G.8}
\end{equation*}
$$

where $\mathscr{T}$ is the time-ordering operator.

In his seminal paper of 1954 [17], Magnus claims that the general solution of the linear ordinary differential matrix equation (G.5) can be written as

$$
\begin{equation*}
U(t)=\exp \left[\sum_{n=1}^{\infty} S_{n}(t, 0)\right], \tag{G.9}
\end{equation*}
$$

and we refer to the sum in the exponent as "the Magnus expansion". However, as we will mention in the next section, this expansion has a limited range of validity. The Magnus expansion method attracts great interest among mathematicians, physicists, and chemists. It is worth mentioning that the Magnus expansion preserves the unitarity and symplectic property of the $U(t)$ matrix, which is a great advantage for numerical integration methods of linear ordinary differential equations. The first few terms of the expansion are

$$
\begin{align*}
S_{1}= & \frac{1}{(i \hbar) 1!} \int_{0}^{t} d t_{1} H\left(t_{1}\right)  \tag{G.10a}\\
S_{2}= & \frac{1}{(i \hbar)^{2} 2!} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2}\left[H\left(t_{1}\right), H\left(t_{2}\right)\right]  \tag{G.10b}\\
S_{3}= & \frac{1}{(i \hbar)^{3} 3!} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left\{\left[H\left(t_{1}\right),\left[H\left(t_{2}\right), H\left(t_{3}\right)\right]\right]+\left[H\left(t_{3}\right),\left[H\left(t_{2}\right), H\left(t_{1}\right)\right]\right]\right\}  \tag{G.10c}\\
S_{4}= & \frac{1}{(i \hbar)^{4} 4!} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \int_{0}^{t_{3}} d t_{4} \\
& \left\{\left[\left[\left[H\left(t_{1}\right), H\left(t_{2}\right)\right], H\left(t_{3}\right)\right], H\left(t_{4}\right)\right]+\left[H\left(t_{1}\right),\left[\left[H\left(t_{2}\right), H\left(t_{3}\right)\right], H\left(t_{4}\right)\right]\right]\right. \\
& \left.+\left[H\left(t_{1}\right),\left[H\left(t_{2}\right),\left[H\left(t_{3}\right), H\left(t_{4}\right)\right]\right]\right]+\left[H\left(t_{2}\right),\left[H\left(t_{3}\right),\left[H\left(t_{4}\right), H\left(t_{1}\right)\right]\right]\right]\right\} \tag{G.10d}
\end{align*}
$$

The explicit expression for the operators (matrices) $S_{n}$ of higher order in $n$ are much more complicated, and an explicit formula of the fifth-order Magnus expansion term is presented in [26]. From an algorithmic point of view, the reference [26] provides a formula for finding the $n$th expansion
term from the previous terms:

$$
\begin{equation*}
S_{n}=\frac{1}{i \hbar} \int_{0}^{t} d t_{1}\left(H\left(t_{1}\right)-\frac{1}{2}\left[S_{n-1}, H\left(t_{1}\right)\right]+\frac{1}{12}\left[S_{n-1},\left[S_{n-1}, H\left(t_{1}\right)\right]\right]+\cdots\right) \tag{G.11}
\end{equation*}
$$

Notice that when the matrices $H(t)$ at different times commute, the only nonzero term is $S_{1}$, and the solution reduces to the well-known Eq. (G.6).

Motivated by [24] we apply the Magnus expansion method to solve the Schrödinger equation with the Hamiltonian given in Eq. (G.3). Since this Hamiltonian is off-diagonal, and since $S_{n}$ involves only the summation and integration of products of $n$ Hamiltonians at different times, for even $n$, the $S_{n}$ are diagonal

$$
S_{2 n}=\left(\begin{array}{cc}
-i \phi^{(2 n)}(t) & 0  \tag{G.12}\\
0 & i \phi^{(2 n)}(t)
\end{array}\right)
$$

and for odd $n$, the $S_{n}$ terms are are off-diagonal

$$
S_{2 n+1}=\left(\begin{array}{cc}
0 & i \theta^{(2 n+1)}(t)  \tag{G.13}\\
i\left[\theta^{(2 n+1)}\right]^{*}(t) & 0
\end{array}\right)
$$

Therefore, we write

$$
U(t)=\exp \left\{\left[\sum_{n=1}^{\infty} S_{n}(t)\right]\right\}=\exp \left\{\left[-i\left(\begin{array}{cc}
\phi(t) & -\theta(t)  \tag{G.14}\\
-\theta^{*}(t) & -\phi(t)
\end{array}\right)\right]\right\}
$$

Here, the real-valued phase shift $\phi(t)$ is given by

$$
\begin{equation*}
\phi(t)=\phi^{(2)}(t)+\phi^{(4)}(t)+\cdots, \tag{G.15}
\end{equation*}
$$

and the complex-valued pulse area $\theta(t)$ is

$$
\begin{equation*}
\theta(t)=\theta^{(1)}(t)+\theta^{(3)}(t)+\cdots \tag{G.16}
\end{equation*}
$$

Note that $\phi(t)$ and $\theta(t)$ are sums of even and odd terms, since $S_{n}$ alternates its symmetry consecutively. By using the formula

$$
\begin{equation*}
\exp [i(\mathbf{a} \cdot \sigma)]=\mathbf{1} \cos |\mathbf{a}|+i(\mathbf{a} \cdot \sigma) \frac{\sin |\mathbf{a}|}{|\mathbf{a}|} \tag{G.17}
\end{equation*}
$$

where $\sigma$ is the Pauli vector and $|\mathbf{a}|=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}$, we arrive at the final expression of the time-evolution operator

$$
U(t)=\left(\begin{array}{cc}
\cos \beta(t)-i \frac{\phi(t)}{\beta(t)} \sin \beta(t) & i \frac{\theta(t)}{\beta(t)} \sin \beta(t)  \tag{G.18}\\
i \frac{\theta^{*}(t)}{\beta(t)} \sin \beta(t) & \cos \beta(t)+i \frac{\phi(t)}{\beta(t)} \sin \beta(t)
\end{array}\right)
$$

where $\beta(t)$ is the real-valued magnitude

$$
\begin{equation*}
\beta(t)=\sqrt{|\theta(t)|^{2}+\phi^{2}(t)} . \tag{G.19}
\end{equation*}
$$

Using the Hamiltonian of interest, Eq. (G.3), and the Magnus expansion (Eqs. (G.10)), we obtain the first two non-vanishing terms of the complex pulse area $\theta(t)\left(\theta^{(1)}\right.$ and $\left.\theta^{(3)}\right)$ as

$$
\begin{align*}
& \theta^{(1)}(t)=\int_{0}^{t} \Omega\left(t_{1}\right) \exp \left[i \omega t_{1}\right] d t_{1} \\
& \text { and } \\
& \theta^{(3)}(t)= \frac{1}{3} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \Omega\left(t_{1}\right) \Omega\left(t_{2}\right) \Omega\left(t_{3}\right) \\
&\left(\mathrm{e}^{i \omega\left(t_{2}+t_{3}-t_{1}\right)}+\mathrm{e}^{i \omega\left(t_{1}+t_{2}-t_{3}\right)}-2 \mathrm{e}^{i \omega\left(t_{1}+t_{3}-t_{2}\right)}\right), \tag{G.20b}
\end{align*}
$$

while the first two non-vanishing contributions to the phase shift $\left(\phi^{(2)}\right.$ and $\left.\phi^{(4)}\right)$ can be written as

$$
\begin{equation*}
\phi^{(2)}(t)=\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \Omega\left(t_{1}\right) \Omega\left(t_{2}\right) \sin \left[\omega\left(t_{1}-t_{2}\right)\right] \tag{G.21a}
\end{equation*}
$$

and

$$
\begin{align*}
& \phi^{(4)}(t)=-\frac{2}{3} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \int_{0}^{t_{3}} d t_{4} \\
& \Omega\left(t_{1}\right) \Omega\left(t_{2}\right) \Omega\left(t_{3}\right) \Omega\left(t_{4}\right) \cos \left(\omega\left(t_{4}-t_{1}\right) \sin \left(\omega\left(t_{3}-t_{2}\right)\right)\right) \tag{G.21b}
\end{align*}
$$

In order to develop an analytical approximation for the two-level system, we truncate the Magnus expansion $\sum S_{n}$ to both second order and fourth order. We insert the truncated Magnus expansions into Eq. (G.14) to find two approximations for the time-evolution operator, $U^{(2)}(t)$ and $U^{(4)}(t)$, respectively. We use our approximate time-evolution operators to evolve the state $|\Psi(0)\rangle$, and we will compare in the next section the results with those obtained by fourth-order perturbation theory, and with those obtained by numerics.

Using our $U^{(2)}(t)$, and placing the atomic wavefunction initially in the ground state $|\Psi(0)\rangle=|b\rangle$, we obtain

$$
\begin{align*}
\left|\Psi^{(2)}(t)\right\rangle & \approx\left[i \frac{\theta^{(1)}(t)}{\beta^{(2)}(t)} \sin \beta^{(2)}(t)\right]|a\rangle \\
& +\left[\cos \beta^{(2)}(t)+i \frac{\theta^{(1)}(t)}{\beta^{(2)}(t)} \sin \beta^{(2)}(t)\right]|b\rangle . \tag{G.22}
\end{align*}
$$

Applying instead our $U^{(4)}(t)$ we find that

$$
\begin{align*}
\left|\Psi^{(4)}(t)\right\rangle & \approx\left[i \frac{\theta^{(1)}(t)+\theta^{(3)}(t)}{\beta^{(4)}(t)} \sin \beta^{(4)}(t)\right]|a\rangle \\
& +\left[\cos \beta^{(4)}(t)+i \frac{\theta^{(1)}(t)+\theta^{(3)}(t)}{\beta^{(4)}(t)} \sin \beta^{(4)}(t)\right]|b\rangle . \tag{G.23}
\end{align*}
$$

Here, the $\beta$ 's are

$$
\begin{equation*}
\beta^{(2)}(t)=\sqrt{\left|\theta^{(1)}(t)\right|^{2}+\left(\phi^{(2)}(t)\right)^{2}} \tag{G.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta^{(4)}(t)=\sqrt{\left|\theta^{(1)}(t)+\theta^{(3)}(t)\right|^{2}+\left(\phi^{(2)}(t)+\phi^{(4)}(t)\right)^{2}} . \tag{G.25}
\end{equation*}
$$

These are the approximate solutions of the two-level atom interacting with a laser pulse of an arbitrary shape. Before proceeding to our numerical analysis, we discuss here the convergence, and implications of our results. In Magnus's original paper, the issue of convergence is not considered. But it has attracted great attention and has been extensively studied for the past half-century. In general, the Magnus expansion converges only in a limited time interval. The interval of convergence, $0 \leq t \leq T$, depends on the Frobenius norm [27] of the Hamiltonian $H(t)$, and can be deduced from the inequality [23]

$$
\begin{equation*}
\int_{0}^{T}\left\|-\frac{i}{\hbar} H(t)\right\| d t<r_{c} \tag{G.26}
\end{equation*}
$$

where $\|\cdot\|$ stands for the Frobenius norm and $r_{c}$ is a real number.
To find the convergence criterion for our situation, we use the Hamiltonian Eq. (G.3) and Eq. (G.26) and find that the inequality

$$
\begin{equation*}
\int_{0}^{T}|\Omega(t)| d t<\frac{r_{c}}{\sqrt{2}} \tag{G.27}
\end{equation*}
$$

must be satisfied. This raises an obvious question: how is $r_{c}$ calculated? Several values for $r_{c}$ are found in the literature. For example, Pechukas and Light [28] have found that $r_{c}=\log 2$, while S . Blanes et al. [29] calculate $r_{c}=1.08686$. Later, Moan and Niesen [30] provide $r_{c}=\pi$, and show that the restriction in Eq. (G.26) is not strict; in other words, it gives only an approximate value
for convergence domain. From a physical point of view, if we use the value $r_{c}=\pi$, the restriction in Eq. (G.27) means that the solutions in Eqs. (G.22) and (G.23) are valid for weak pulse areas of roughly less than $\pi / \sqrt{2}$, though it is unclear whether there is a strict limit on the pulse area.

## Numerical analysis

In this section we apply our approximate solutions, Eqs. (G.22) and (G.23), to a Gaussian pulse driving the two-level system described as

$$
\begin{equation*}
\Omega(t)=\Omega_{0} \exp \left(-a(t-\tau)^{2}\right) \cos (\nu(t-\tau)) \tag{G.28}
\end{equation*}
$$

where $\nu$ represents the frequency of the pulse and $\Omega_{0}$ is its amplitude. In order to test the convergence of the Magnus expansion and its dependence on the pulse area, we consider three pulses of different areas: one weak pulse of an area $A=\pi / 20$, according to

$$
\begin{equation*}
A=\int_{-\infty}^{\infty} d t|\Omega(t)| \tag{G.29}
\end{equation*}
$$

which is less than the boundary value $\pi / \sqrt{2}$ for the Magnus method, and pulses of area $\pi / 2$ and $\pi / \sqrt{2}$, and compute the time evolution of the two-level system for each pulse.

## Weak pulse

First, for a weak Gaussian pulse with pulse area $\pi / 20$, the excited-state population is calculated using both 4th order Magnus expansion method and standard 4th order Runge-Kutta integration method. The results are shown in Figure G.1. Frequency and time units are in atomic transition frequency $\omega$ and its inverse $\omega^{-1}$ respectively. We choose parameters which are from usual experimental situations. We take the atomic frequency $\omega=10^{15} \mathrm{~s}^{-1}$, and the Rabi frequency of the pulse is calculated to be $\Omega_{0}=0.0038937 \omega \sim 10^{12} \mathrm{~s}^{-1}$. We take a parameter $a=0.0005 \omega^{2}$, which corresponds to FWHM $\approx 80 \mathrm{fs}$. As we mentioned in a previous section, our Magnus expansion method converges well in the case of a weak pulse.


Figure G.1: The excited-state population is plotted as a function of time for a weak $\pi / 20$ Gaussian envelope pulse of frequency $\nu=0.8 \omega$. The results of our numerical simulation are plotted as a solid red line, and the results of our 4th-order Magnus expansion result (Eq. (G.23)) are overlaid as dashed blue line. In inset (a), we show the pulse profile in the time domain, and in inset (b), we magnify the main plot (of the excited-state population) in the interval $90 \leq t \leq 110$. The parameters we use are $\Omega_{0}=0.0038937 \omega, a=0.0005 \omega^{2}$, and $\tau=100 \omega^{-1}$. Reprinted with permission from [31].


Figure G.2: Shape of the pulse used in the numerical calculation of Figures G. 3 and G.4. Reprinted with permission from [31].

## Strong short pulse

Next we study the possibility of applying the Magnus expansion method in the strong pulse regime. Using three different methods-our Magnus expansion methods of second and fourth
orders, the perturbation methods of fourth order and the fourth order Runge-Kutta numerical integration-we calculated the time evolution of the two-level atom driven by a few-cycle pulse of the form of Eq. (G.28) with $a=0.01 \omega^{2}\left(F W H M \approx 16.6 \mathrm{fs}\right.$ for $\left.\omega=10^{15} s^{-1}\right)$ and different detunings $\Delta=\omega-\nu$ for the pulse area $\pi / 2$ and $\pi / \sqrt{2}$. It is worth mentioning that few ( $\sim 6$ ) cycles are contained in our laser pulse (see Figure G.2). The dynamics of the excited-state populations determined by these methods are plotted in the Figure G.3. As shown in Figure G.3, the


Figure G.3: Atomic excited state population as a function of $\omega t$. The pulse area and detuning are indicated in each plot. Other parameters are $a=0.01 \omega^{2}$ and $\tau=30 \omega^{-1}$. The legend for the colors and line types, shown in plot (a), applies to all plots. Reprinted with permission from [31].
time evolution of the two-level system driven by the few-cycle pulse of area less than $\pi / \sqrt{2}$ is well described by the fourth order Magnus expansion method but not by the second order Magnus expansion. Because perturbation theory does not conserve the unitarity for low order, it cannot describe any strong atom-field interaction (see plots (a) and (d)). When the pulse area increases beyond $\pi / \sqrt{2}$ the validity of the Magnus fourth order method is not guaranteed.

To compare our method to the method developed in the paper [3], we have plotted the time
evolution of the excited-state population in Figure G. 4 using the same areas and detunings as Figure G.3. Plots (b), (c), (e), and (f) demonstrate that method [3] works very well for large area or when the population in the excited state is smaller than that in the ground state. Meanwhile, 4th order Magnus expansion method works very well in the case of small area and when the atomfield interaction is strong, meaning that the excited state is highly populated during the interaction. The plots (a) and (f) in Figure G. 4 indicate that these two methods, namely, 4th order Magnus expansion and the method in the paper [3], are complementary.


Figure G.4: Atomic excited state population as a function of $\omega t$ calculated using method in the paper [3] is compared to Magnus 4th order and 4th order Runge-Kutta method. The pulse area and detuning are shown in each plot. Other parameters are $a=0.01 \omega^{2}$ and $\tau=30 \omega^{-1}$. The legend for the colors and line types, shown in plot (a), applies to all plots. Reprinted with permission from [31].

## Conclusions

We have derived analytical solutions based on the Magnus expansion for the time evolution of a two-level system excited by an external time-dependent electric field. Our method goes beyond
the rotating wave approximation and applies to a two-level atom interacting with an arbitraryshaped laser pulse. We have also shown that our method performs better than other methods for an ultrashort pulse. Our approximate expressions work well for a pulse area below $\pi / \sqrt{2}$ for any detuning, but it is unclear whether this restriction, due to the finite convergence interval of the Magnus expansion, is strict, since more precise convergence criteria have not yet been found. We have also observed that the method developed in [3] works very well for large area pulse. In the sense of their applicable parameter range, we can consider that these two methods are complementary analytical techniques for describing the dynamics of the two-level system excited by a variable pulse.
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