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ABSTRACT

This research presents three essays on the effects of different institutions, technologies, and

policies on informational outcomes, political support, and consumer welfare using experimental

and structural research designs. Specifically, I consider the effects of social media, uniform gasol-

ine taxes, and behavior changes in electricity markets.

In the first essay “The Economic Effects of Facebook”, joint work with Roberto Mosquera,

Mofioluwasademi Odunowo, Xiongfei Guo, and Ragan Petrie, we study the effects of Facebook

on news awareness, subjective well-being, and daily activities. We use a large field experiment

with a validated Facebook restriction to document the value of Facebook to users and its causal

effect on news consumption and awareness, well-being, and daily activities. Those who are off

Facebook for a week reduce news consumption, are less likely to recognize politically-skewed

news stories, report being less depressed and engage in healthier activities. One week of Facebook

is worth $67, and this increases by 19.6 percent after experiencing a Facebook restriction.

In the second essay “Who Supports Pigou? The Distributional Consequences of Pigouvian

Taxes”, joint work with Steve Puller, we study the distributional effects resulting from a uniform

gasoline tax and its impact on political support. We first design an optimal gasoline tax that ac-

counts for the external damages associated with local pollutants and show that there exists signi-

ficant heterogeneity in both the costs and benefits borne from this uniform tax regime. Following

this, we show that this distribution is an important determinant for an individual’s level of support

for a gasoline tax even after controlling for political identity, indicating that tax support is partially

determined by self-interests rather than simply “tribal” politics. Then using this relationship, we

design a revenue neutral tax policy and show that there exists a meaningful way in which revenue

can be returned to individuals such that support for raising the gasoline tax increases to a median

level of support of 5 on a scale of 10.

In the third essay “Price Leadership and Learning in Oligopoly: Evidence from Electricity

Markets”, I study the process by which firms transition between multiple equilbria. Specifically, in

ii



oligopoly markets where firms compete in supply functions, there exists a wide range of potential

equilibria with significant differences in market outcomes. In this setting, transitioning between

equilibria can be highly profitable. I use firm offer data into 15-minute electricity auctions to show

the process by which firms transition from a low price supply function equilibrium (SFE) to a high

price equilibrium. I first document a price leader’s deviation from equilibrium play which serves

as a signal for other firms to deviate as well. Firms forego short-term profits in a dynamic learning

environment to transition to a high price equilibrium. This shift in equilibrium is associated with

an average price increase of 5% but can be as large as 1,500% in some periods. This also generates

profits significantly larger than those foregone by signaling. In order to speak to how learning

occurs during the transition period, I integrate a fictitious play learning model into a model of

dynamic profit maximization. In general, firms learn and respond to each other’s more recent

actions. From a market design perspective, this allows me to estimate how the timing and release

of historical information impacts market outcomes. I show that with enough of a data release lag,

firms would forego transitioning altogether.
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1. INTRODUCTION

The efficient design of social and economic policies requires knowledge and understanding of

how institutional complexity, emerging technologies, and historical policies interact and ultimately

impact outcomes of interest to society. In a lot of cases, policymakers, academics, and society

may not be aware of how these institutions affect individual behaviors and firm decisions. By

extension, it is also not well understood how fundamental changes to these institutions, whether

through technological advancements or behavioral responses, impacts societal welfare. Following

this, in this dissertation, I use experimental and structural research methods to analyze three issues

that directly relate to policies affecting the welfare of consumers.

In Section 2, together with Roberto Mosquera, Mofioluwasademi Odunowo, Xiongfei Guo,

and Ragan Petrie, we study the causal effect of Facebook on various aspects of daily life. We

are interested in studying Facebook’s direct impact on a suite of outcomes pertaining to news

awareness, subjective wellbeing, daily activities related to mood, and Facebook’s value to its users.

The development and growth of social media has characterized the 21st century, and Facebook

can arguably be labeled as the industry leader. Almost 2.2 billion people worldwide have an

active Facebook account, and nearly 1.4 billion log on daily for an average of 50 minutes per

day. While social media usage has increased substantially over the last 15 years, this technological

advancement has fundamentally changed society and how individuals relate to each other as well

as to other institutions. Facebook not only provides means to connect with friends and build social

networks and capital, but it is also exposes users to a vast amount of information and news. Some

of these impacts can be beneficial and others can be harmful. For example, as individuals rely more

on social media as their primary source of information, they are connected to a much larger pool of

news outlets. Some of these outlets are credible, others are less so. This exposure can manifest and

influence in political markets through changes in voting behaviors. The consequences of social

media in terms of news awareness and biases - highlighted by political investigations regarding

Facebook’s involvement in the 2016 U.S. Presidential Election - are largely unknown.
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We do not know how people perceive the costs and benefits associated with social media.

Hence, estimating Facebook’s monetary value to users is a critical component in understanding

the total utility an individual receives as well as the surplus generated to consumers from the

platform. Furthermore, knowing the value individuals have for Facebook is an important measure

for policymakers to address the potential unintended negative consequences and externalities of

social media usage on various aspects of daily life. Therefore, Facebook’s monetary value along

with its effects on news awareness and well-being is an important but under-researched aspect of

the 21st century.

In order to answer these questions, we designed and implemented a field experiment with a

randomized and validated week-long Facebook restriction. This randomized intervention gener-

ates exogenous variation in Facebook usage, allowing us to identify how Facebook affects daily

activities, news awareness and exposure, and subjective well-being. In order to quantify the mon-

etary value users have for the platform, we embed an incentive-compatible auction mechanism

into our experimental design. We find that that one week of Facebook is worth about $67 to users,

with a median value of $40. Regarding Facebook’s effects on news, we find that Facebook is a

major source of news exposure. Importantly, individuals restricted from Facebook are less aware

of news coming from politically-skewed sources. This effect is stronger for men than women. In

order to explain the mechanism for this, we show evidence that a reduction in news consumption

drives this result and that participants do not substitute towards other news sources or social media

platforms when being off Facebook for a short period. Finally, regarding subjective well-being,

we show no significant effect of using Facebook on overall life satisfaction. However, we do find a

sizeable short-term reduction in feelings of depression when restricted from Facebook, especially

for men. We build on existing research by studying the effect of Facebook on behaviors correlated

with mood. We find that individuals restricted from using Facebook engage in healthier activities.

In Section 3, together with Steve Puller, we study the relationship between the distributional

consequences of a uniform gasoline tax and political support for the tax itself. The externalities

created by the personal transportation market for gasoline consumption in the United States im-
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pose a large cost on society as a whole. When considering the full spectrum of damages (e.g., local

and global pollution, congestion and waste, health costs, crop and timber yields, and even more

“minor” consequences such as noise pollution) total damage estimates incurred by driving can eas-

ily be upwards of $400 billion per year. In order to address this large societal cost, the United States

has elected to regulate vehicle manufacturers through Corporate Average Fuel Economy (CAFE)

Standards instead of through Pigouvian taxes despite a large and growing literature showing that

the former is anywhere from 3 to 6 times less cost efficient than the latter. Given how large these

costs are, it is important for social welfare to efficiently address the issue. If not, then there are

substantial welfare consequences. One reason that this inefficiency remains status quo stems from

the fact that American voters have never had a favorable opinion for gasoline taxes. This lack

of support for a gasoline tax creates a complex paradigm for policy-makers and academics alike.

If gasoline taxes are too politically unpopular, this means that for policy-makers to remain favor-

able with their respective constituency, they have strong incentives to pass sub-optimal policies

(i.e., CAFE Standards) rather than increasing gasoline taxes. Furthermore, while uniform gasoline

taxes can be welfare enhancing in the aggregate, there exists heterogeneity amongst who receives

those benefits and who bears the costs.

In order to investigate the relationship between gasoline taxes and political support, we use

confidential DMV data for the state of Texas augmented with data on local pollution damages

(for NOX, VOC, PM25, and SO2) to design an optimal uniform gasoline tax that properly ac-

counts for these local pollution damages. In practice, this gasoline tax amounts to $0.40 per gal-

lon. We then counterfactually increase the price of gasoline by this uniform tax and estimate how

this increases individual costs (gasoline expenditures) and county benefits (reduction in pollution

damages). Comparing these two measures of costs and benefits, we find that there is substantial

heterogeneity across the state that results from a uniform increase in the gasoline tax. However,

individuals with small costs and large benefits tend to be located in urban and dense regions of

the state, while those with large costs and small benefits tend to be located in the more rural areas.

Following this result, we use data that comes from a stratified state-wide survey and show evidence
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that this distribution of costs and benefits is an important determinant in an individual’s decision

to support an increase in the gasoline tax. Even after controlling for an individual’s political af-

filiation, increasing a counties’ net benefits can explain up to 10% of an individual’s support for

a gasoline tax. This result has multiple important policy implications. First, it establishes a beha-

vioral link between self-interests and tax support that goes beyond “tribal” politics. Second, this

link enables policy-makers to design tax regimes that are “politically-sophisticated.” Given this,

we design a revenue neutral tax regime whereby individuals in counties with higher proportions

of people who have costs that outweigh their benefits receive a larger tax dividend than those with

smaller proportions. This “politically-sophisticated” tax regime results in strategically shifting the

distribution of support for a Pigouvian gasoline tax from a median level of 4 (out of 10) to a 5,

representing a significant and meaningful change.

In Section 4, I study the process by which firms transition between multiple equilbria in whole-

sale electricity markets. Multiple equilibria are pervasive in many markets and industries and their

existence complicates both the design and the role of regulation. This is particularly the case for

oligopoly markets where firms choose supply functions rather than just price or quantity. In these

markets, there exists a wide range of potential equilibria resulting in an equally wide range of mar-

ket outcomes in terms of prices and profits. Hence, since a significant number of prices above can

be sustained in equilibrium, these differences generates the incentive for firms to transition away

from low price equilibria towards high price equilibria. Despite this, surprisingly little is known

about how an equilibrium is reached as well as how agents transition between them. Learning more

about the transition process has important market design implications about how to optimally dis-

close and reveal information to the market and implications for how to regulate and monitor firms

in a market.

In order to study these concepts, I first develop and make use of a model of static unilateral

profit maximization. I show that a small firm in the market suddenly begins to deviate from a

low-price supply function equilibrium (SFE) and foregoes static profits (≈$3,500 per offer) in fa-

vor of over-pricing a significant portion of its production. After multiple deviations by this price
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leader, the largest firm in the market begins to follow a similar behavior and begins to over-price

its production (forgoing ≈$1,200 per offer). As both firms iterate and learn about each other’s

actions, they are able to effectively reduce their production which results in prices associated with

a high-price equilibrium. I show that this shift in equilibrium play is associated with an average

price increase of 5%, but can importantly result in swings as large as 1,500%. I find prelimin-

ary evidence that these outcomes are consistent with a dynamic repeated game equilibrium. To

explicitly analyze the process of learning during the transition period, I integrate a fictitious play

learning model into a model of dynamic profit maximization. This characterizes a fixed point equi-

librium regarding the beliefs that each firm must have about the other in order for it to be optimal

to initially deviate. Since these belief parameters are used by firms to form expectations about each

other’s current and future actions, there is room for policy-makers to limit available information

through the form of information disclosure policies. These types of policies define a procedure

where market information is released with a lag. By preventing more recent information from

being observable, firms would need to forgo an increased amount of static profits to arrive at the

high price SFE. In fact, I estimate that revealing information with a 10-day lag prevents firms from

transitioning to the high priced equilibrium altogether.
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2. THE ECONOMIC EFFECTS OF FACEBOOK∗

2.1 Introduction

Social media usage has increased dramatically over the past decade, and Facebook has domin-

ated the market. Almost 2.2 billion individuals worldwide have an active Facebook account, and

nearly 1.4 billion log on daily (Facebook, 2017) for an average of 50 minutes per day (Facebook,

2016). Facebook not only provides means to connect with friends and build social networks and

capital (Bailey et al., 2018; Mayer and Puller, 2008; Shirley Cramer, 2017), but it is also exposes

users to a vast amount of information and news. Despite the potential influence of Facebook on

an individual’s behavior via information and content provision, there is surprisingly little known

about its direct and comprehensive effects on news exposure and awareness, subjective well-being

and day-to-day activities.

Facebook’s platform has several characteristics that lend well to investigating its effects on an

individual’s exposure to news content as well as its impact on well-being. The platform consol-

idates information from many sources, making it an important and compelling place to go on the

internet to keep up with news. People tap into Facebook for local, national and international news.

Indeed, roughly two-thirds of Americans get at least some of their news from social media sources

(Pew Research Center, 2017). While there is a concern that news transmitted through social media

could be fake or skewed and affect political outcomes (Allcott and Gentzkow, 2017), these type

of platforms could also serve to uncover corruption (Enikolopov et al., 2016). As individuals rely

more on social media and news aggregators as a primary source of information, segregation may

increase (Gentzkow and Shapiro, 2011) and voting behavior can be affected (DellaVigna and Ka-

plan, 2007; Bond et al., 2012; Martin and Yurukoglu, 2017). The consequences of this in terms of

news awareness and biases - highlighted by political investigations regarding Facebook’s involve-

ment in the 2016 U.S. Presidential Election - are largely unknown.

∗Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei
Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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More broadly, there is little consensus on Facebook’s impact on well-being, especially in the

context of daily behaviors and activities. Facebook is often used to connect with friends and family,

organize events and share information and photos (Laroche et al., 2012; De Vries et al., 2012;

Ashley and Tuten, 2015; Lee and Ma, 2012; Bailey et al., 2017). Being able to seamlessly keep in

touch with others might improve mood and happiness, but it might also induce negative emotions

and habits from social comparison (Tromholt, 2016; Deters and Mehl, 2013). How Facebook

directly affects well-being and mood in general and the correlation with daily activities is unclear.

Facebook’s platform is provided for free to users and paid for by advertising, so the monetary

value to users, as reflected in a market price, is untested. The platform facilitates building social

networks and seamless access to relevant information. Usage rates, both in frequency and intensity,

suggest this provides benefits to users. While the economic impact of Facebook on advertising has

been estimated, the benefits to users and impact on behavior have been given more limited study.1

Knowing the value of Facebook would inform an understanding of welfare effects and provide a

monetary measure of the importance of Facebook to users.

We ran a field experiment in the Spring of 2017 with a randomized, and validated, Facebook

restriction to investigate how Facebook may affect daily activities and news exposure and quantify

how much users value access. In total, 1,769 individuals from a large U.S. university participated

in the study. Using an incentive-compatible procedure (Becker et al., 1964), we asked participants

how much they would need to be paid to not use Facebook for one week. Qualified participants

were then randomly assigned to either a one-week Facebook restriction group or a control group

that faced no restriction.

Our design has several important and unique features worth noting. First, we can exploit the

rich data collected on the distribution of Facebook’s value to check for possible selection effects in

our results. Second, we enforced and validated the restriction by logging participants off Facebook

and verified treatment compliance using an unobtrusive online monitoring procedure throughout

the week. Our procedure was undetectable to the participant and did not involve direct contact

1It is estimated that the impact of Facebook through advertising is $77.6 billion in the U.S. (Deloitte, 2015).
Evidence on the value of Facebook is given in Brynjolfsson et al. (2018).
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which could potentially impact behavior. Finally, participants completed two surveys, the first

prior to random assignment and a second survey one week later. These surveys were designed

to provide a comprehensive view of behavior and measure the short-term effects of Facebook on

news awareness and consumption, well-being, daily time allocation and daily activities.

We have several key results. First, our study reveals that one week of Facebook is worth about

$67 to users, with a median value of $40. This value is in line with other studies (Brynjolfsson

et al., 2018; Corrigan et al., 2018; Allcott et al., 2019; Sunstein, 2018; Herzog, 2018) and represents

a significant portion of a typical university student’s weekly budget and expenses (roughly 30%

according to Flood et al. (2017)).2 Individuals place a nontrivial value on Facebook usage, and

the value increases 19.6% after not being able to use it for one week. This is consistent with

addiction or the compounding loss of information, however, we note this is only suggestive as we

are underpowered to detect a statistically significant effect.

Second, our data document that Facebook is an important source of news exposure. Individuals

restricted from Facebook are less aware of politically-skewed sources, and this is stronger for men

than women. Consistent with this result, the Facebook restriction reduces news consumption and

participants do not substitute towards other news sources or social media platforms when being

off Facebook for a short period of time. There is no effect on news awareness from mainstream

sources. The causal estimates show that Facebook is an important conduit for news from non-

mainstream outlets, and this echoes the findings of Allcott and Gentzkow (2017) who show that

social media is correlated with the distribution of “fake news.” Our results provide additional

evidence that Facebook plays an important role in the acquisition of information by affecting what

news is available to consume and thus an individual’s ability to assess its veracity.

Third, our findings contribute to the literature that focuses on Facebook’s effect on happi-

ness and well-being. Early studies found mostly positive effects of social media on subjective

well-being, perhaps through enhanced engagement, in cross-sectional studies (Ellison et al., 2007;

2We note that the BDM mechanism used in our study, and in other studies using the BDM or other mechanisms,
involve hassle costs and some complexity that may affect values. Our participants face a one in two chance of experi-
encing a Facebook restriction, and this may reduce bias in value estimates when using elicitation mechanisms coupled
with implementation uncertainty.
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Valenzuela et al., 2009; Gonzales and Hancock, 2011; Kim and Lee, 2011) and laboratory exper-

iments (Sagioglou and Greitemeyer, 2014; Vogel et al., 2015; Verduyn et al., 2015). More recent

studies have found mixed results using panel data (Shakya and Christakis, 2017) and Facebook use

limitations (Tromholt, 2016).3 Cross-sectional evidence on the effect of Facebook on depression

is mixed. Feinstein et al. (2013) finds depressive feelings are driven by negative outcomes from

social comparison, but other studies find no relationship between Facebook and depression (Steers

et al., 2014; Jelenchick et al., 2013; Tandoc et al., 2015). We contribute to this literature by using a

randomized and verified Facebook restriction and show no significant effect of using Facebook on

overall life satisfaction. However, we do find a large short-term reduction in feelings of depression

when restricted from Facebook, especially for men.

Finally, we build on existing research by studying the effect of Facebook on behaviors largely

found to be correlated with mood. We find suggestive evidence that individuals restricted from

using Facebook engage in healthier activities. While our design does not allows us to recover

the underlying mechanism, this finding is consistent with research in psychology (Salovey et al.,

2000; Ostir et al., 2000; Fredrickson and Joiner, 2002; Blake et al., 2009; Kettunen et al., 2015;

Newman et al., 2014; Sonnentag, 2001) that better mood is positively correlated with engagement

in healthier behaviors.

Overall, the effects our study finds on news awareness, news consumption, feelings of depres-

sion and daily activities show that Facebook has significant effects on important aspects of life

not directly related to building and supporting social networks. Furthermore, almost two years

after our experiment, Allcott et al. (2019) find similar results for news awareness and subjective

well-being for a different population, which supports our findings. The effects of Facebook are far

reaching, and our results provide a more comprehensive documentation of these impacts on daily

life. Users seem to understand this and place a substantial value on the experience that Facebook

provides.

The paper is organized as follows. Section 2 describes the study design and implementation.

3Tromholt (2016) uses a one-week, self-enforced Facebook restriction and finds a positive effect on overall life
satisfaction.
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Section 3 reports results on the value of Facebook to users and the effect of the Facebook restric-

tion on news awareness, subjective well-being and activities. Section 4 continues with robustness

checks on our main findings. Section 5 concludes.

2.2 Study Design

A direct approach to analyze the causal effects of Facebook on daily life would be to take the

population of Facebook users, randomly restrict usage for some and not others and then examine

behavior across the restricted and not restricted groups. This is difficult to achieve, however,

absent a random event that blocks some comparable users from accessing Facebook for period of

time and not others and then identifying those users to examine behavior. As an alternative, we

adopt an approach where we recruit volunteers and then randomize a Facebook restriction among

them.4 While feasible to implement, a challenge is the representativeness of the generated sample.

Simply asking for volunteers willing to give up Facebook would likely result in a sample of low-

value individuals. To address this issue, we collect additional information from our volunteers that

allows us to account for this type of selection. Rather than merely asking for volunteers, we elicit

an individual’s value of Facebook for one week and then use the distribution of stated values to test

if selection affects the results.

Our study occurs in three major phases, as outlined in Figure 2.1. In Phase 1, we elicit an indi-

vidual’s value of using Facebook for one week and recruit qualified participants into the Facebook

restriction. In Phase 2, we administer a pre-treatment survey and then randomly assign participants

into two groups – a group that experiences one week without Facebook and a group with no re-

striction. In Phase 3, participants return to complete a second survey and collect payments. In a

surprise, we also re-elicit an individual’s value of Facebook for one week. We ran this intervention

between April and May 2017.

4The study is registered in the AEA Registry (AEARCTR-0003952)
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Figure 2.1: Timeline of Experimental Phases

Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei

Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.

2.2.1 Phase 1 - Recruitment and value of Facebook

We sent an invitation email to recruit participants. The email contained a short description of

the study and a link to an online survey that asked basic demographic information, determined if

the participant had a Facebook account (95% did) and elicited the participant’s value for not using

Facebook for one week.5

An individual’s value of Facebook is revealed with the Becker-DeGroot-Marschak (BDM)

mechanism (Becker et al., 1964) and determines eligibility for participation in subsequent phases

of the study. The participant is asked to submit her value of one week of Facebook usage. A

random counter offer is drawn and shown to the participant. If the participant’s value is less than

the counter offer, then the participant is eligible for the next phases of the study and would be paid

the counter offer upon study completion. If the participant’s value is higher than the random offer,

then she is not eligible to participate in any of the subsequent phases of the study and does not

receive payment. Several examples of how the procedure works are included in the instructions to

make sure that participants understand the procedure prior to submitting a value.6 The examples

5The email text and online survey questions are in the Appendix, Sections A.1 & A.2.
6Our procedures made clear to participants that they would be paid the random offer upon study completion to
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explicitly highlight that participants should optimally reveal their true value. To assure that repor-

ted values are not biased upwards, we follow the suggestion of Bohm et al. (1997) and Mazar et al.

(2014) and leave the upper limit of the random offer unclear because that increases the validity of

the BDM mechanism. This is implemented by informing participants that the minimum counter

offer is $5 and the maximum is “our most reasonable estimate of the value of the time spent on

Facebook.”7

All eligible participants were invited by email to attend the next phase (Phase 2) on Monday of

the following week.8 The email explained that the next phase involves completing a comprehensive

survey and being randomly assigned to log off Facebook for one week. In addition, the participants

were informed that they would need to come back a second time (one week later) to complete

another survey and receive cash payments of the counter offer they received. The time and location

of the session is indicated in the email, and participants confirm their attendance.

2.2.2 Phase 2 - Pre-survey and Facebook restriction assignment

Participants were required to show up in person to complete a short survey that collects in-

formation on social media usage, news awareness, consumption behavior, time allocation, and

subjective well being (Appendix Sections A.3 and A.4). The questions on social media usage

included time spent, frequency of postings and emotions felt while using the platform.9

To capture news awareness, we tapped into a variety of news sources. In the week prior to the

survey, we collected headlines from the front page of the eleven most popular newspapers as ranked

by the Pew Research Center, including The New York Times, Washington Post, USA Today, Wall

Street Journal, LA Times, New York Daily News, New York Post, Boston Globe, San Francisco

mitigate any uncertainty bias (Horowitz, 2006).
7For budgetary reasons and expected participation rates, the random counter offers were drawn with the following

probabilities: (5, 15.14%; 7, 15.14%; 9, 11.14%; 10, 11.14%; 12, 11.14%; 14, 11.14%; 16, 7.14%; 18, 6.14%; 20,
5.14%; 21, 5.14%; 24, 0.64%; 25, 0.64%; 28, 0.14%; 30, 0.14%). The expected offer is $11.58.

8Those who are ineligible for subsequent phases are not contacted.
9Participants complete the survey in Phase 2, prior to random assignment to the Facebook restriction, and in Phase

3. One might be concerned that changes in outcomes are due to experimenter demand effects. First, participants are
not aware they will complete the same survey questions a second time. Second, we find effects for some, but not most,
of the outcomes, thus alleviating concerns of such an effect. Finally, in a later study with a similar design, Allcott et al.
(2019) find similar results to ours while explicitly testing for demand effects.
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Chronicle, The Chicago Tribune and The British Daily Mail. We used Breitbart as the source of

skewed news.10 There were no extraordinary news events during this period, like a mass shooting

or major natural disaster, that might bias news knowledge. The participant is shown six headlines

randomly chosen from the pool of mainstream sources and one randomly chosen from the skewed

source and asked to identify if the event occurred or not. From the six mainstream sources, two

headlines are changed slightly so as to make the headline false. All other headlines did appear on

the front page of a newspaper or on Breitbart.11

Daily behavior is measured by presenting participants with a series of statements (e.g. “I save

more money than I normally do”, etc.) and asking them to identify on a scale of 1-5 whether they

agree/disagree with the statement. Time allocation is measured with estimates for average time

spent doing a variety of activities, such as working and exercising. Finally, our subjective well-

being questions are constructed following the OECD Guidelines used to characterize the affective

state of the respondent (OECD Better Life Initiative, 2013). These questions ask participants to

respond on a 0-10 scale how frequently they feel a certain emotion (e.g. depression, happiness,

etc.).

Upon completion of the survey, participants were randomly assigned to either a one-week

Facebook restriction or no restriction based on the last digit of the participant’s university-assigned

ID number.12 All participants complied with their assigned treatment and associated protocols.

The no restriction group is dismissed and asked to return the following Monday (one week

later) to complete another survey and receive payment. The restriction group is required to log

off of Facebook, and all its associated features, including Messenger, for one week. To validate

compliance with the restriction, we created a Facebook account for the study and had treated par-

ticipants become friends with our study account. As friends, we can monitor all access to their

account through the “Last Active” feature in Facebook Messenger. This feature automatically up-

10We chose Breitbart given that its internet traffic as of March 2017 surpassed other major skewed news sources
and was similar in magnitude to that of mainstream news sources such as The Washington Post according to data from
alexa.com

11See the questionnaire in Appendix A.3
12The university randomly generates the last four digits of a student’s ID number.
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dates as soon as someone logs on to Facebook, thus we can validate if a participant complies or not

with the restriction. A participant could go invisible, block or un-friend our Facebook account, but

they would have to log in and we would observe this in our data. We saw no instances of this, and

all participants complied with the restriction. After becoming friends with our Facebook account,

participants logged off of all their active Facebook sessions on all their devices using Facebook’s

security settings. Finally, the restriction group was asked to return the following Monday (one

week later) to complete another survey and receive payment.

2.2.3 Phase 3 - Post-survey and re-elicited value of Facebook

All participants returned one week later to complete another survey and receive payment. The

survey is identical to the one given in Phase 2 and allows us to see how key indicators – social

media use, news awareness and subjective well-being – have changed over the previous week.13

After completing the survey, participants were instructed to go to a separate room for payment.

In the separate room, before receiving payment, we again elicited each participant’s value for

one week of Facebook usage. Up to this point, participants did not know they would again be asked

their value of Facebook. This procedure gives us an unbiased measure of the change in Facebook’s

valuation following the restriction. We use the same BDM mechanism procedures as in Phase 1.14

Afterwards, all participants receive a cash payment based on the counter offer from Phase 1 before

leaving the session.

2.2.4 Implementation

Participants were recruited via email from a random sample of the undergraduate population

at Texas A&M University during the Spring semester of 2017. Overall, 1,929 individuals initiated

the Phase 1 online survey and 1,769 completed it, thus producing the distribution of stated values

used to estimate the value of Facebook and to test if selection affects results. When we compare

13We updated the news pool to reflect headlines from the previous week.
14Participants are asked to write down their valuation and informed that their payment today is unaffected by their

response. Eligible participants from this second BDM go through the same process as in Phase 2, return for a third and
final survey in one week, and are paid their counteroffers from the second BDM. We do not include this third survey
in our estimates.
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the characteristics of the individuals who responded to the survey with the entire undergraduate

population (based on year in school, home state and declared major), we find that our survey

respondents are representative. Of those individuals who completed the Phase 1 survey, 562 were

eligible for Phase 2 of the study, and eligibility does not depend on covariates.15 Also, we find no

evidence that participants who ended up being eligible or ineligible based on the randomly-drawn

counter offer are different.16

All eligible participants were invited to Phase 2 of the study, and this session was held on main

campus where participants came to complete the survey and be randomized into the Facebook

restriction.17 For the Phase 2 sessions, 167 participants showed up and completed the survey.

Appendix Table A.1 shows the comparison between those who were eligible and showed up and

those who did not. The only meaningful differences are that those who did not show up had a

slightly lower value for Facebook and counteroffer. We test the robustness of our results to design-

induced selection in Section 2.4.2 by re-weighting the sample.

Among the participants who completed the Phase 2 survey, fifty-four percent (n=90) were ran-

domly assigned to the no restriction control group, and 46% (n=77) were assigned to the Facebook

restriction treatment group. Comparing covariates of the control and treatment groups, we find

there are significantly more women in the control group (71%) compared to the treatment group

(57%), but otherwise, the two groups are balanced.18 To address covariate differences by treatment

assignment, our analysis controls for individual fixed effects so that treatment effects are identi-

fied through differences in changes in behavior before and after the one-week Facebook restriction

across the treatment and control groups.

After one week of treatment, 90% (n=151) of the participants from Phase 2 returned to com-

15Eligibility for Phase 2 means that the submitted value was less than a randomly-selected counter-offer of no more
than $30. This is by the design of the elicitation mechanism – so all those with submitted values higher than $30 were
ineligible. Descriptive statistics for these groups are in Appendix Table A.1. In Section 2.4.2 of the paper, we test the
robustness of the results to this design-induced selection.

16When we compare participants who submitted values less than or equal to $30, so they could have been eligible
to participate in Phase 2, there is no significant difference by age or gender between those who ended up being eligible
or ineligible based on the counteroffer. See Appendix Table A.1

17Participants were aware of this procedure prior to submitting their value of Facebook in the Phase 1 online survey.
Holding this session on main campus minimizes travel costs that might have affected valuations for Facebook.

18Appendix Table A.2 shows the balance of covariates across the treatment and control groups.
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plete the Phase 3 survey. There is no significant difference in covariates between the participants

who returned for Phase 3 and those who did not, and attrition is not correlated with treatment

status. Our monitoring process validates compliance with the restriction.19 Those in the treatment

group reduced their use of Facebook by 1.7 hours per day. Given a baseline Facebook usage of 1.9

hours per day, this illustrates that the treatment group complied with the restriction.

All sessions were completed in April-May 2017. Time to complete the Phase 1 online survey

was approximately five minutes, and each subsequent in-person survey took about 10-15 minutes.

Average payment to participants was $16.79 (s.d. $5.22) at the completion of Phase 3.

2.3 Results

2.3.1 Description of the sample

In the baseline survey (Phase 2), participants report spending a mean of 1.9 hours per day on

Facebook, including reading news feeds and news content (Figure 2.2, panel a). This is consistent

with other surveys with college students that report an average of 2.6 hours spent on Facebook per

day (EMarketeer, 2015), yet higher than the national average of 50 minutes per day (Neilsen Com-

pany, 2016). Engagement on Facebook is measured by how often participants post pictures and

comment. This activity was rated on a scale of 1 (never) to 7 (several times per day). About 52%

never or rarely post pictures, 28% once or twice a month and the remainder post once a week or

more (Figure 2.2, panel b). In terms of posting comments, 48% never or rarely comment, 18%

once or twice a month and the remainder post once a week or more (Figure 2.2, panel c).

Other social media platforms are also used. On a daily basis, participants report spending close

to two hours on Facebook, Snapchat and YouTube, over one hour on Instagram, less than one

hour on Twitter, and very little on Tumblr and Vimeo.20 This is consistent with the number of

friends and followers reported across platforms. On average, there are more friends and followers

on Facebook (641) and Instagram (452) than on Tumblr (87) and Twitter (182).

Information is also collected on where participants get their news and time spent acquiring

19Participants did not interact with the study account in any way.
20Appendix Table A.3.
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Figure 2.2: Time Spent on Facebook and Facebook Usage
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(d) Negative Emotions Index

Notes: This figure presents descriptive statistics on Facebook usage. The x-axis in panels (b) and (c) represents:
1 never, 2 rarely, 3 1-2 times per month, 4 once a week, 5 2-4 times per week, 6 once a day, 7 several times
per day. Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara,
Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.

news. Roughly, 15-30 minutes a day is spent reading or watching news, and most news is obtained

from digital sources (e.g. online news, social media) as opposed to traditional outlets (e.g. cable tv,

paper news, radio).21 Participants reported their preferred news sources, and we rank each source’s

political bias on a scale of 1 (Left) to 5 (Right).22 The average preferred news source has a political

21Appendix Table A.3. While we cannot say what proportion of news participants get from Facebook, 81% report
opening up Facebook every day or several times a day to check their news feed.

22We use the rankings on www.allsides.com. If a participant lists a news outlet that is not reported on allsides.com,
we treat their preferred news outlet as missing. The top five first choice sources are CNN (28.1%), FOX (12.6%), BBC
(8.3%), NYT (4.7%), and ESPN (4.7%). Breitbart was not listed as a first choice, however, news from this source
could appear on a Facebook news feed.
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bias of 2.8 - slightly left of Center.

We further asked a variety of subjective wellbeing questions. On a scale of 0 (Never) to 10

(Very/Always), participants are generally satisfied with life (mean of 7.2) and responded with a

mean of 3.4 to feelings of depression. These results are in line with the OECD’s Better Life

Initiative Survey for 2017 which reports an average overall life satisfaction score of 7.3.

Participants were asked to rate on a scale of 1 (never) to 6 (all the time) how often they felt

certain negative emotions while using Facebook, such as envy/jealousy, loneliness, misery and

annoyance. To generate a general measure of experiencing negative emotions while on Facebook,

we take these four measures and combine them into a factor index that ranges from -2.35 to 4.37

using principal component analysis. A higher index indicates a participant feels more negative

emotions (see Figure 2.2, panel d), and there is large variation in this index.23

2.3.2 Value of Facebook

Participant responses to the BDM lottery show that one week of Facebook usage is valued at

$24.84 on average ([23.02, 26.65] 95% confidence interval), and the median value is $15 ([12.70,

17.30] 95% confidence interval).24 We evaluate how sensitive the mean is to outliers by trimming

the distribution at $200, $100 and $50. With each cut, the mean BDM value changes to $22,

$21 and $18, respectively. The median BDM value remains fixed at $15 with each cut of the

distribution.25 There is no bunching at $5 which indicates that participants did not try to manipulate

the BDM mechanism to be eligible for the next stage of the study.

Our experiment introduces a lottery in which an individual has a 50% chance of being restricted

from Facebook. Given that the restriction is experienced half of the time, stated values could be

dampened and the BDM would then produce an underestimate of Facebook’s value. If we assume

23Appendix Figure A.1 shows the distribution of these emotions separately.
24We calculate the confidence intervals using bootstrap with 1000 replications.
25Our design also explored the willingness to pay (WTP) - willingness to accept (WTA) gap in the BDM mechanism

(see Knetsch et al. (2001), Plott and Zeiler (2005), Horowitz (2006), and Brynjolfsson et al. (2018) for a discussion of
this phenomenon). Half of the participants were asked the value in terms of selling participation in the study (WTA),
“How much money would you need to be given to stop using Facebook for a week?” and half were asked in terms
of purchasing participation (WTP), “What is the value of your weekly time on Facebook?” We find no significant
difference in the reported value of Facebook from either solicitation method or by covariates across groups, so we
pool the data in our analysis.
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that stated valuations are half of the truth, then under risk neutrality, the mean value of Facebook

would be $50 per week (median=$30) and $200 per month (median=$120). If individuals are risk

averse and we assume a CRRA utility function with a risk aversion parameter within a reasonable

range (0.1-0.3), then the mean value of Facebook would be $67 per week (median=$40) and $267

per month (median=$160). Throughout the remainder of the paper, we report values adjusted for

risk aversion. However, results are qualitatively the same if we use the unadjusted reported values

from the BDM mechanism. Figure 2.3 shows the distribution of the risk-adjusted values.26 While

our design does not separately consider hassle costs, other studies find similar values to ours,

suggesting that hassle costs are minimal. Brynjolfsson et al. (2018) and Corrigan et al. (2018) find

lower weekly median values ($3.92 and $15 respectively), and Allcott et al. (2019) find median

monthly values ($100-$180) similar to ours.27

According to the Pew Research Center (2016), women are 8 percentage points more likely

to use Facebook than men. Hence, we might expect to see differences in the value of Facebook

across genders, however, we do not find a statistically significant difference. On average, one week

of Facebook is worth $69.35 for men (median=$43.07) and $65.18 for women (median=$40.38).

We also test for difference in the distributions of the value by gender and find no significant differ-

ence.28

There is a positive correlation between the value of Facebook and age in our data. For those

aged 21 years or younger, one week of Facebook is worth $62.95 (median=$40.38), while for those

older than 21 years, Facebook is worth $78.37 (median=$53.84). This could reflect differences in

income or that younger participants are more likely to use other social media. Indeed, those 21

26The distribution is trimmed at $540 because of a few outliers in the data – the maximum value is $2,153. We use
the nontrimmed, full sample in our analysis.

27There are differences across studies. Brynjolfsson et al. (2018) use an online sample, one out of every 200
participants are randomized into the Facebook restriction, and respondents who do not use Facebook are not screened
out for their weekly estimate. Corrigan et al. (2018) use a series of second-price auctions with different samples and
compensation schemes. Allcott et al. (2019) also use a BDM mechanism but with an online sample.

28Women are typically found to be more risk averse than men. The risk-adjusted values of Facebook that we use
assume that men and women have the same level of risk aversion. Women would need to be 37% more risk-averse
than men for the difference to be significant at the 10% level, 41% more risk-averse than men for the difference to be
significant at the 5% level, and 48% more risk-averse than men for the difference to be significant at the 1% level.
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years and younger spend more time on Twitter and Snapchat and have more Instagram followers.29

The value of Facebook changes across user types, with those who are more active reporting

higher values. Facebook is worth 20% more for participants who use it for more than one hour

a day and for those who post at least once per month. There is a positive, but not significant,

correlation between the value of Facebook and having a large number of friends on Facebook,

however, there is a positive and significant correlation between the value and having a large num-

ber of friends on other social media platforms. Those with a large number of friends on other

social media also have a lot of friends on Facebook, so this likely reflects the larger value that

active Facebook users place on using the platform. There is a negative correlation between feeling

depressed or experiencing negative emotions while on Facebook and the value of Facebook, but

these correlations are not significant.30

To put some perspective on the magnitude of the stated values of Facebook in our sample, we

compare its value with college students’ mean income and some common expenses. The weekly

average income of a college student is $224.28 (Flood et al., 2017), so a week of Facebook usage

is worth 30% of income.31 In addition, university students spend roughly $14 in clothing, $14 in

personal care and $11.50 in technology (devices, plans and subscriptions) per week. Facebook is

worth more than each of these and more than the average weekly expenditure of $20 on coffee

(Tuttle, 2012). Facebook has a large value for our participants relative to their income and other

purchases.

2.3.3 Effects of the Facebook Restriction

We explore the effect of not using Facebook for one week on five outcomes: social media

usage, news consumption, news awareness, subjective well-being, daily activities and the value of

29We did not ask questions on income but asked the zip code of where the participant lived at age 15. Using income
data from this zip code, we find no significant difference in mean income for younger participants compared to older.

30Appendix Table A.4 presents the Pearson correlation coefficients between the value of Facebook and several
measures that characterize Facebook users.

31In-state tuition at Texas A&M is $11,200 per year, or $350 per week, implying that participants value Facebook as
much as 19% of the weekly cost of studying at the university. According to the College Board, the average university
student in the U.S. spends $225 per week ($10,800 per year) on room and board. Facebook is then worth 30% of these
expenses.
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Figure 2.3: Distribution of the Value of Facebook (trimmed at $540)
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Notes: This figure presents the distribution of the Value of Facebook. We adjust user’s reported BDM value using a
CRRA utility function in order to address the fact that our experiment introduces a lottery in which there is a 50%

chance of being restricted from Facebook. Distribution is trimmed at $540. Reprinted with permission from Roberto
Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects

of Facebook, published 2019, Experimental Economics.

Facebook. Throughout the paper, indices are constructed using the procedure of Anderson (2008).

We demean each variable using the mean of the control group in Phase 2 and convert it into an

effect size by dividing it by the standard deviation of the control group in Phase 2. The index is the

weighted average of the transformed outcomes, where the weights are derived from the inverse of

the covariance matrix of the transformed outcomes. A key advantage of our design is that we can

verify that participants assigned to the Facebook restriction remained logged off without having

to directly contact participants with reminders and possibly affect their behavior. Our compliance

rate is 95%, and throughout the paper we report intent-to-treat effects.32

To examine the effects of Facebook on behavior, we exploit the fact that we ask the same ques-

32All but three treated participants stayed off of Facebook for the entire week. The three who did log back into
Facebook did so only once for less than an hour to communicate for a student organization via the organization’s
Facebook account. All three participants contacted the research team prior to logging in to inform us why they were
logging back on. These participants are included in our intent-to-treat analysis. Instrumental variable estimates are
5% larger and slightly less precise.
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tions in the pre and post-treatment surveys (administered in Phase 2 and Phase 3) and estimate the

change in the outcome of interest and control for individual fixed effects. This approach identifies

treatment effects based on changes in individual behavior and controls for any unbalancedness that

might exist in covariates across the treatment and control groups. By relying on within-individual

variation to identify effects, the only difference across individuals is random assignment to treat-

ment and control.

Specifically, we estimate the following equation:

yit = β0 + β1PostSurveyt + β2PostSurveyt · Treatmenti + αi + εit (2.1)

where PostSurveyt is a dummy variable for the survey given in Phase 3 after the one-week Face-

book restriction and Treatmenti indicates if individual i is randomly assigned to the Facebook

restriction group. β2 is our coefficient of interest. Individual fixed effects are included and thus

control for treatment assignment and fixed individual covariates. Standard errors are clustered at

the individual level. We estimate equation (2.1) for the full sample and explore heterogeneous

effects by gender and different classifications of Facebook users.

In addition to testing differences in means, we test whether Facebook usage has an effect on

the distribution of outcomes. We test for equality of the distributions, as well as first and second

order stochastic dominance.33

Our analysis tests for effects on a large number of outcomes. To make sure that our results

are not due to chance, we adjust the p-values to account for multiple comparisons and report these

as our main findings.34 We apply the procedure defined by Benjamini and Hochberg (1995) and

Benjamini et al. (2006).35

33It would be important to test for effects at different quantiles, but we do not have enough power to estimate
meaningful comparisons at the tails of the distribution. To test for distribution equality, let F(1) be the distribution
of outcome yit for the treated group and F(0) be the distribution of the control group. According to Abadie (2002),
we define F(1) first order stochastic dominates F(0) if

∫ x

0
dF(1)(y) ≤

∫ x

0
dF(0)(y) ∀x ≥ 0 and F(1) second order

stochastic dominates F(0) if
∫ x

0

(∫ z

0
dF(1)(y)

)
dz ≤

∫ x

0

(∫ z

0
dF(0)(y)

)
dz ∀x ≥ 0

34Doing this involves a trade off between a Type I error and the power of the test (Anderson, 2008). We control for
the false discovery rate to adjust our p-values and achieve a balance between these two factors.

35For reference, both the unadjusted and adjusted p-values are reported in Table 2.1. All of our results remain
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2.3.3.1 News Awareness

According to Gottfried and Shearer (2016), 64% of social media users access news from just

one site, and on Facebook, 66% of users report getting at least some news while using the platform

(Pew Research Center, 2016). This suggests that Facebook might play an important role in the

distribution of news. If this is true, we should expect that logging individuals off Facebook for a

week decreases awareness of current events. We use the news headlines quiz described in Section

2.2.2 to define three indicators that measure the effect of Facebook usage on news awareness: the

proportion of news headlines participants correctly recognized as having occurred, the proportion

they got wrong and the proportion for which they were uncertain (i.e. they answered “I don’t

know”). We calculate these measures for the questions from mainstream sources (six questions)

and for the skewed news source.

Figure 2.4 shows the effect of the Facebook restriction on these three measures for mainstream

and skewed sources. There is no significant effect of the restriction on news awareness for head-

lines from mainstream sources.36 However, there is significant uncertainty of the veracity of head-

lines from skewed news. Those who experienced a week off of Facebook are 22.1 percentage

points more likely to be uncertain about whether or not a politically-skewed news headline is true

or not. And, they are 15.6 percentage points less likely to answer correctly if the event actually

occurred.37

statistically significant at the 5% level or less, with the exception of the probability of answering “Don’t Know”
for skewed news, the healthy activities index and the change in the value of Facebook. We also do a more robust
adjustment controlling for the family-wise error rate. When we use the free step-down method described by Anderson
(2008), only the effects on Facebook use, news access through social media, news consumption and the correct answer
of skewed news are statistically significant at conventional levels.

36We tested whether the Facebook restriction had different effects for true headlines and the false headlines we
created (by changing a few words) in the news quiz. For both types of headlines, the point estimates are similar to the
main results and statistically insignificant.

37Gender differences do emerge. While both men and women are less likely to be aware of the veracity of skewed
news when off of Facebook, the effect is much stronger for men than women. This suggest that men, more than
women, are exposed to politically skewed news when on Facebook.
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Figure 2.4: Effects on News Awareness

Notes: This figure presents the intent to treat effects of the Facebook restriction on news aware-
ness. Prop. Right corresponds to the proportion of questions answered correctly on the news
headlines quiz, Prop. Wrong corresponds to the proportions of questions answered incorrectly
and Don’t Know corresponds to the proportion of questions answered “I don’t know”. Es-
timates control for individual fixed effects. Each estimate corresponds to the change in the
proportions of answers in each category. The figure displays the 95% confidence interval.
Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent Mc-
Namara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019,
Experimental Economics.

2.3.3.2 Potential Mechanisms for the Reduction in News Awareness

The reduction in news awareness should be correlated with an overall decrease in access and

consumption of news. We analyze how being logged off Facebook for a week affects the frequency

with which individuals access different news media and whether consumption of different types of

news changes. Participants reported their answers for news consumption and types of news using a

Likert scale ranging from “not at all” (1) to “all the time” (7). Following the procedure described in
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Figure 2.5: Effects on News Media Access

Notes: This figure presents the intent to treat effects of the Facebook restriction on access to
two types of news media. Traditional media is an index that measures access to “traditional”
news media (i.e. radio, newspapers, television and Internet sites). Social media is an index that
measures access to news through social media and news feeds. Estimates control for individual
fixed effects. Each estimate corresponds to the change in access frequency of a type of media.
The figure displays the 95% confidence interval. Reprinted with permission from Roberto
Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie,
The Economic Effects of Facebook, published 2019, Experimental Economics.

Section 2.3.3, we aggregate access to “traditional” news media (i.e. radio, newspapers, television

and Internet sites) in one index (Traditional Media) and access to social media and news feeds

into a second index (Social Media). We use the two indices to measure changes in access to news

media.

The left panel in Figure 2.5 presents the effect of the Facebook restriction on access frequency

to news media. On average, access to news through social media decreases by 0.66 standard de-

viations (significant at the 5% level), while there is no statistically significant change in access to
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“traditional” news media. These results are consistent with the fact that participants in the restric-

tion group reduced their Facebook usage to zero but they do not substitute by increasing use of

traditional media.38 We also find that the distribution of the social media index for the restriction

group first order stochastic dominates the distribution of the non-restricted group. This indicates

that access to news through social media decreases not only at the mean, but throughout the dis-

tribution (see Appendix Table A.5). We find no distribution differences for access to “traditional”

media. These results indicate that Facebook is an important source of news for our participants,

and in the short term, they do not substitute with other news sources.

The right panel in Figure 2.5 presents the effect of the Facebook restriction on news con-

sumption. We asked how frequently the participants read political, business, sports, international,

culture, science, local and weather news, and we aggregate these measures into an index (News

Consumption) to capture overall news consumption. On average, participants in the Facebook re-

striction group significantly decrease their consumption of news by 0.64 standard deviations with

respect to the baseline (p-value < 0.05), and this effect is consistent across all news types. The

reduction in consumption of news decreases not only at the mean but also across the entire distri-

bution (see Appendix Table A.5.

In summary, these results indicate that Facebook is an important conduit for news awareness,

specifically from skewed sources, for college students. News consumption decreases and there

is no evidence of substitution to other news sources. In the next section we study the effects of

Facebook on subjective well-being.

38Our research design restricted usage of Facebook for those in the treatment group, but participants were not
restricted in their usage of other social media platforms. We validate that those in the treatment group did reduce their
use of Facebook – by 1.7 hours per day. Given a baseline Facebook usage of 1.9 hours per day, this illustrates that the
treatment group did comply with the restriction. While the treatment group refrained from using Facebook, we find that
they did not increase their usage of other social media (e.g. Instagram, Snapchat, Tumblr, Twitter). This is consistent
with studies finding low cross-platform usage for social media and a significant cost to switch to alternatives for one
week (Pew Research Center, 2016). Only one-third of Facebook users are active on other social media platforms, yet
about 90% of users of other platforms are active on Facebook (Pew Research Center, 2016).
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2.3.3.3 Subjective Well-being

Previous studies have found mixed results on the effects of Facebook on happiness and well-

being. We build on previous research by applying a validated Facebook restriction that does not in-

terfere with participants during treatment, and by including a series of questions on daily habits and

activities potentially correlated with well-being (Salovey et al., 2000; Ostir et al., 2000; Fredrick-

son and Joiner, 2002; Blake et al., 2009; Kettunen et al., 2015; Newman et al., 2014; Sonnentag,

2001).

We asked participants five subjective well-being questions (taken from the OECD Better Life

Initiative) using a Likert scale (from 0-10). The questions assess overall life satisfaction, how

worthwhile life is, happiness, level of worry, and depression.39 Figure 2.6 presents the effects of

the Facebook restriction on these measures. Estimates for overall life satisfaction, life is worth-

while, happiness and worry are small and statistically insignificant.40 However, being off of Face-

book does significantly reduce depression by 17% (0.57 points on the Likert scale). This result is

consistent with findings from the social psychology literature using cross-sectional data that shows

Facebook increases feelings of depression (Steers et al., 2014 and Feinstein et al., 2013).41 We do

not find evidence of distribution shifts (see Appendix Table A.5).

Our results suggest that using Facebook induces feelings of depression. While this could plaus-

ibly decrease an individual’s well-being, our estimates reject significant changes in well-being.

Evidence of a negative correlation between happiness and depression is weak (Rezaee et al., 2016),

hence, a significant decrease in depression is not inconsistent with no change in well-being.

39The questions are: (i) Overall, how satisfied are you with life as a whole? (ii) Overall, to what extent do you
feel that things you do in your life are worthwhile? (iii) How happy are you? (iv) How often do you worry? and (v)
How often do you feel depressed? An alternative approach could have been to use the Day Reconstruction Method
(Kahneman et al., 2004 and Kahneman and Krueger, 2006), however, to keep the survey short, we opted for the five
OECD questions.

40Our results on life satisfaction are smaller than Tromholt (2016) who finds a significant effect of 0.26 standard
deviations. The study’s Danish sample is older (average age of 34 years) compared to our U.S. sample (average age of
20 years), and participants were contacted daily by the researcher team to follow their assigned treatment status.

41Subjective well-being measures can be sensitive to temporary events (e.g. the weather, long lines at a coffee
shop, meeting somebody) (Krueger and Schkade, 2008), nonetheless, because our participants are randomly assigned
to treatment, random shocks should be evenly distributed and our panel estimation allows us to directly control for
events that affect both groups uniformly across time.
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Figure 2.6: Effects on Subjective Wellbeing

Notes: This figure presents the intent to treat effects of the Facebook restriction on five different measures
of subjective well-being. Estimates control for individual fixed effects. The figure displays the 95%
confidence interval. Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo,
Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019,
Experimental Economics.

The reduction in feelings of depression from being logged off of Facebook could be driven

by changes in behavior. To shed light on how people respond to losing Facebook access, we

asked participants to report on a variety of activities the week prior to completing the pre and post-

treatment surveys (Phases 2 and 3). Healthy behavior was measured by asking whether participants

ate out less than usual, did less impulse buying, saved more money, ate healthier and exercised

more.42 We also asked what they expected their behavior would be the following week. Productive

42There is evidence that eating out is associated with excessive calorie intake (Urban et al., 2016), a less healthy
diet (Wolfson and Bleich, 2015), increased hypertension (Seow et al., 2015) and a higher exposure to phthalates
(Varshavsky et al., 2018), which have been linked to asthma, breast cancer, type 2 diabetes and fertility issues. Diet is
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Figure 2.7: Effects on Activities and Time Use

Notes: This figure presents the intent to treat effects of the Facebook restriction on four index
measures of activities and time use. Healthy Daily Activities indexes engagement in “health-
ier” consumption/savings practices in the past week. Time Efficiency measures efficient time
use. Time Productivity measure productive time use. Expected Healthy Daily Activities in-
dexes the expected engagement in “healthier” consumption/savings practices the following
week. Estimates control for individual fixed effects. The figure displays the 95% confidence
interval. Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo,
Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, pub-
lished 2019, Experimental Economics.

time use was measured by asking whether they spent more time studying, had time to relax and

be with friends, and partied a lot. Time efficiency was measured by whether they wasted less

time, achieved more than usual, were not late for class, were able to meet deadlines, were able to

prevent distractions, discontinued wasteful activities, and procrastinated less.43 Again, we use the

procedure in Section 2.3.3 to aggregate these four categories of questions into four indices: healthy

correlated with an individual’s mental health (O’Neil et al., 2014).
43Participants were asked on a scale 1-5 to what extent they agreed with a particular statement, where 1: Strongly

Agree, 5: Strongly Disagree. We adjust the coding so a higher value indicates a “healthier” response.
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daily activities, time efficiency, time productivity and expected healthy daily activities.

Figure 2.7 reports the effects of the one week Facebook restriction on these four measures.

Overall, we find suggestive evidence that people behave in a healthier manner. Healthy daily

activities increase by 0.86 standard deviations with respect to the baseline p-value=0.057). We

find positive, but not statistically significant changes for the other indices. There are no significant

effects on the distributions (see Appendix Table A.5).

In summary, a one-week Facebook restriction decreased feelings of depression and increased

engagement in healthier activities. While we are not able to pinpoint the exact mechanism, these

results suggest that Facebook can negatively affect components of daily life that go beyond any

existing benefits of social media.

2.3.3.4 Change in the Value of Facebook

Being off Facebook for one week decreases news awareness and consumption, improves well-

being by decreasing feelings of depression and promotes healthier behavior. If participants intern-

alize these changes, we would expect a change in individuals’ value of Facebook. Figure 2.8 shows

the distribution of values for the restricted and unrestricted groups for those who completed the pre

and post-surveys (Phases 2 and 3). Experiencing a week-long Facebook restriction increases the

value of Facebook by 19.6% from $30.13 to $36.04, however, this effect should be interpreted

cautiously given that we are not powered to detect significant results.44 We find no significant

distributional treatment effects (see Appendix Table A.5 ).

There are several potential explanations for this increase in value. First, the reduction in access

to news may simply not be compensated by a better mood and healthier activities. Individuals

would then need a higher payment to be willing to be off of Facebook for another week. Second,

the increase in value is consistent with withdrawal effects of an addictive good.45 If being on

Facebook creates addiction, then the week-long restriction should increase the desire to be back

44The adjusted p-value is 0.125. Our sample size allows us to detect effects up to 0.182 percentage points at the
5% level with a power of 80%.

45A key characteristic of an addictive good is that its consumption exhibits “adjacent complementarity” (Becker
and Murphy, 1988, and Gruber and Köszegi, 2001), which means that past consumption increases the marginal utility
of present consumption.
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Figure 2.8: Distribution of the Value of Facebook after Treatment
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Notes: This figure compares the distribution of the value of Facebook after a one-week Face-
book restriction for the participants who attended both Phase 2 and Phase 3. Reprinted with
permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei
Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental
Economics.

on Facebook. This would also explain the rise in value of Facebook. Third, Facebook further

affects other dimensions of daily life that were not captured in our study. For instance, we do

not measure the effects of losing access to Facebook’s messenger service. These aspects along

with their interactions may be utility increasing, which could explain the increase in value for an

additional week off of Facebook.46

46Appendix Figure A.2 shows that while the level of depression in the treatment group has decreased relative to
control group, there is no evidence that suggests that treated participants are internalizing this benefit by lowering their
value for Facebook.
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2.4 Robustness Checks

2.4.1 Multiple Comparisons

Our analysis thus far tests for effects on a large number of outcomes. To check that our main

findings are not due to chance, we adjust the p-values to account for multiple comparisons.47 We

apply the procedure defined by Benjamini and Hochberg (1995) and Benjamini et al. (2006), and

the results are shown in Table 2.1. We see that all of our results remain statistically significant at

the 5 percent level or less, with the exception of the probability of answering "Don’t Know" for

skewed news, the healthy activities index and the change in the value of Facebook.48

2.4.2 Sample Selection

Our approach of recruiting volunteers to log off Facebook may induce selection by over-

sampling low-value participants. To address this, we use the distribution of the stated BDM value

of Facebook to re-weight the sample using the inverse probability of being eligible to particip-

ate in Phase 2 conditional on the stated value. Table 2.2 presents these results. Columns 1 and

2 show that the results pertaining to news awareness and news consumption remain and are ro-

bust to sample selection. The point estimates are robust to re-weighting the sample, although the

weighted estimates are less precise, suggesting incremental power issues due to re-weighting. The

point estimate of the effect on depression decreases from 0.57 (17% of baseline) to 0.39 (11% of

baseline) Likert points and loses statistical significance. The same happens to the effect on daily

activities. The point estimate decreases from 0.84 (17% of baseline) to 0.69 (11% of baseline)

standard deviations.

This analysis suggests that the results on news consumption and awareness are robust to sample

selection and representative of the broader population of college students. Conversely, the results

on depression and daily activities speak to the population of college students who report having a

47To do this involves a trade off between a Type I error and the power of the test (Anderson, 2008). We control for
the false discovery rate to adjust our p-values and achieve a balance between these two factors.

48We also do a more robust adjustment controlling for the family-wise error rate. When we use the free stepdown
method described by Anderson (2008), only the effects on Facebook use, news access through social media, news
consumption and the correct answer of skewed news are statistically significant at conventional levels.
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Table 2.1: Adjustments for Multiple Comparisons

Unadjusted P-value FDR Adjusted P-value

Facebook Use 0.000*** 0.000***

News Media Index - Traditional Media 0.785 1.000
News Media Index - Social Media 0.000*** 0.000***
News Consumption Index 0.004*** 0.027**
Probability Right Answer - Mainstream News 0.826 1.000
Probability Wrong Answer - Mainstream News 0.926 1.000
Probability Not Sure Answer - Mainstream News 0.885 1.000
Probability Right Answer - Skewed News 0.006*** 0.030**
Probability Wrong Answer - Skewed News 0.458 0.723
Probability Not Sure Answer - Skewed News 0.022** 0.052*

Overall Satisfaction 0.993 1.000
Life is Worthwhile 0.845 1.000
Feel Happy 0.893 1.000
Worry 0.139 0.228
Depressed 0.014** 0.048**

Consumption Index 0.020** 0.057*
Productive Time Index 0.302 0.499
Efficient Time Index 0.346 0.530
Expected Consumption Index 0.504 0.743

Value of Facebook 0.068* 0.125

* p < 0.1 ** p < 0.05 *** p < 0.01

This table shows how the significance of the main results changes when we control for multiple comparisons. The table
present the unadjusted p-values of our main estimates (Column 1) and their corresponding values adjusted for multiple
comparisons (Column 2). We apply a false discovery rate control as described in Anderson (2008). Reprinted with
permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie,
The Economic Effects of Facebook, published 2019, Experimental Economics.

BDM value of Facebook up to $30 per week (84.4% of the student population who uses Facebook).

2.4.3 Gender differences

There is evidence to suggest that men and women use Facebook for different purposes and with

different frequencies. According to the Pew Research Center (2018) report, more women (74%)

use Facebook than men (62%). Women are more likely to use it daily (69%) than men (54%)

(Statista, 2018), and they post more comments and pictures and send more messages (Muscanell
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and Guadagno, 2012). This is also evident in our sample.49 These differences in Facebook usage

may imply heterogeneous responses to the Facebook restriction.

Splitting our sample by gender, Table 2.2 shows that for men one week off Facebook decreases

feelings of depression by 0.82 Likert points, which increases to 0.90 after re-weighting. Both are

statistically significant at the 5% level. There are no significant effects for women. While the point

estimate of the effect on healthy daily activities decreases from 0.84 to 0.69 standard deviations in

the full sample, losing statistical significance, the effect remains large and significant at the 10%

level for men. Both the weighted and unweighted results show that the group, in this case men,

that is less depressed also engages in healthier activities, confirming the influence of Facebook on

other aspects of daily life. This is also consistent with findings that men are more likely to feel

depressed due to negative social comparisons (Steers et al., 2014).

Our finding on the reduction in awareness of skewed news is supported by the behavior of

men. They are significantly less likely to be certain about the veracity of skewed news both in the

weighted and unweighted samples, and women are unaffected. Women reduce their consumption

of news via social media, as do men, but are otherwise not significantly affected by the Facebook

restriction.

There is an increase in the value of Facebook after the restriction. This is driven by women.

They significantly increase their value by 33%, which decreases to 19% after re-weighting.

2.5 Conclusions

Social media and Facebook have become entities of global proportions. However, we know

little about their economic value to users, the effects on daily activities, consumption behavior

and news awareness. Using a randomized, and validated, Facebook restriction in a large field

experiment, we provide an estimate of an individual’s value of Facebook. One week on Facebook

is worth about $67 for our participants – a relatively large value considering that it represents 30%

of average weekly income. We also examine the direct effect of being logged off Facebook for

49In our sample, about 43% of women post comments on Facebook at least once a week, compared to 21% of men.
Also, 23% of women post pictures at least once a week compared to 8% of men.
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one week on five outcomes: social media usage, news awareness, news consumption, subjective

well-being, activities and the value of Facebook.

While individuals facing a Facebook restriction did refrain from using Facebook, they did not

increase their usage of other social media. This is consistent with studies that find low usage across

social media platforms and suggests that there is a significant switching cost between platforms.

In addition to not using other social media, participants did not look for news from other

sources, even when the substitution cost for accessing news from other sources is low (i.e. turning

on the television or radio or typing the web address of a news site instead of Facebook). Over-

all, awareness of mainstream news was not affected, but being off of Facebook resulted in more

uncertainty about whether news from politically-skewed sources was fake or not. Those who ex-

perienced a week without Facebook were 22.1 percentage points more likely to be uncertain about

a skewed news headline, and men’s news awareness was most affected. These results imply that

Facebook is an important source of news and may especially be a source of skewed news for men.

Our study has further implications. News aggregators that remove biases from news sources

would better inform and educate the general public and could weaken the influence of skewed

news. Facebook features (i.e. Instant Article, Trending News, etc.) suggest the company desired

to serve as a news aggregation platform. However, recently Facebook eliminated these features

out of concerns of propagating fake or skewed news, which goes in line with our finding on news

consumption and awareness. While a news aggregator has the potential to provide an unbiased per-

spective of news and events (Mullainathan and Shleifer, 2005), our findings suggest that Facebook,

as currently constructed, may not be well suited for this purpose.

Our results suggest that using Facebook induces feelings of depression, which plausibly de-

creases an individual’s well-being. This effect is particularly pronounced for men, for active Face-

book users and for those who experience negative emotions while on Facebook. Contrary to other

studies (Tromholt, 2016; Valenzuela et al., 2009; Deters and Mehl, 2013), we find no effect with

respect to reported overall life satisfaction. The reduction in depression we find from being off

of Facebook might be explained by two mechanisms. First, being off Facebook could encourage
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individuals to engage in more positive, healthy activities, such as exercising and eating out less

often, which could explain the improvement in mood. Second, Facebook itself might be a channel

for decreasing subjective well-being, and changes in activities and consumption patterns could be a

result of feeling better. Untangling the direction of causality would be an important area for future

research.
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Table 2.2: Weighting Adjustments

Full Sample Men Women

Unweighted Weighted Unweighted Weighted Unweighted Weighted

Facebook Use -1.73*** -1.88*** -1.27*** -1.34*** -2.09*** -2.22***

News Media Index - Traditional Media 0.07 -0.05 0.47 0.77 -0.17 -0.48
News Media Index - Social Media -0.66*** -0.61*** -0.81*** -0.68** -0.53*** -0.55**
News Consumption Index -0.64*** -0.59** -1.01** -0.59 -0.46* -0.62**
Probability Right Answer - Mainstream News 0.01 0.04 -0.09 -0.03 0.03 0.05
Probability Wrong Answer - Mainstream News 0.002 0.005 -0.02 -0.04 0.02 0.02
Probability Not Sure Answer - Mainstream News -0.01 -0.04 0.10* 0.06 -0.05 -0.07
Probability Right Answer - Skewed News -0.16*** -0.14** -0.32*** -0.33** -0.09 -0.09
Probability Wrong Answer - Skewed News -0.06 -0.03 -0.27** -0.22** 0.06 0.06
Probability Not Sure Answer - Skewed News 0.22** 0.17* 0.59*** 0.55*** 0.03 0.03

Overall Satisfaction -0.002 -0.02 0.12 0.21 -0.07 -0.10
Life is Worthwhile 0.05 -0.12 0.51 0.80** -0.17 -0.42
Feel Happy 0.03 0.16 0.05 0.21 0.06 0.23
Worry 0.37 0.48* 0.42 0.28 0.37 0.57*
Depressed -0.57** -0.39 -0.82** -0.90** -0.44 -0.24

Healthy Daily Activities Index 0.84** 0.69 1.47** 1.16* 0.52 0.67
Productive Time Index 0.25 0.04 0.40 0.10 0.19 0.12
Efficient Time Index 0.33 -0.13 0.41 0.12 0.31 -0.18
Expected Healthy Daily Activities Consumption Index 0.16 0.22 0.28 0.12 0.14 0.32

Value of Facebook (% change) 0.20* 0.19** -0.16 0.10 0.33** 0.19*

* p < 0.1 ** p < 0.05 *** p < 0.01

This table compares the main results with the weight-adjusted estimates. We use the inverse probability of being eligible as weights. All the p-values are adjusted
for multiple comparisons. Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie, The
Economic Effects of Facebook, published 2019, Experimental Economics.
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3. WHO SUPPORTS PIGOU? THE DISTRIBUTIONAL CONSEQUENCES OF PIGOUVIAN

TAXES

3.1 Introduction

Governments and policy-makers often have the choice between simple uniform tax regimes

and differentiated tax regimes. A uniform tax, at least in theory, allows for easier implementation

on many differing dimensions. However, in the presence of heterogeneous firms and consumers,

a uniform tax does a poor job at maximizing consumer welfare. This has been shown across

many different industries including alcohol and liquor (Miravete et al., 2017), the insurance market

(Finkelstein et al., 2009), and more generally, in markets where differentiated goods face identical

prices (Orbach and Einav, 2007). The impact of uniform prices and taxes have large distributional

consequences when applied in heterogeneous environments.

The focus of this paper is on uniform Pigouvian taxes in the personal transportation market

for gasoline consumption in the United States. The externalities that result from driving impose a

large cost on society as a whole. These costs include both local and global pollution damages (over

$20 billion per year),1 congestion and waste (over $78 billion per year),2 and health costs resulting

from accidents (estimated yearly damages of over $220 billion).3 These examples account for

only a few of the major costs borne from this industry. When considering the full spectrum, total

damage estimates incurred by driving could easily push into the range of $400 billion per year. In

order to address this large societal cost, the United States has primarily elected to regulate vehicle

manufacturers through Corporate Average Fuel Economy (CAFE) Standards instead of through

Pigouvian taxes.4 While the current federal gasoline tax is only $0.184 per gallon, there has been

1From https://www.nytimes.com/2008/04/20/magazine/20wwln-freakonomics-t.html
2As reported by the Texas A&M Transportation Institute’s 2007 mobility report.
3From Edlin and Karaca-Mandic (2006)
4As described by the U.S. Department of Transportation, “the purpose of Corporate Average Fuel Economy

(CAFE) Standards is to reduce energy consumption by increasing the fuel economy of cars and light trucks. The
CAFE standards are fleet-wide averages that must be achieved by each automaker for its car and truck fleet, each
year, since 1978. When these standards are raised, automakers respond by creating a more fuel-efficient fleet, which
improves (the) nation’s energy security and saves consumers money at the pump, while also reducing greenhouse
gasoline (GHG) emissions.”
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a growing interest which has spurred research focused on determining what the optimal Pigouvian

gasoline tax should be. Most estimates suggest a tax of around $1.00 - $2.00 per gallon to address

the full range of damages, but estimates as large as $3.00 per gallon are not uncommon as we learn

more about the many pervasive effects (Parry and Small, 2005; Lin and Prince, 2009; Mankiw,

2009).

Given how large these costs are, it is important for social welfare to efficiently address the

issue. If not, then there are substantial welfare consequences. A large body of literature is devoted

to evaluating the efficiency of both CAFE Standards and gasoline taxes. While there is evidence

documenting that CAFE has increased the fuel efficiency of the vehicle fleet over the last few

decades, this has come at a substantial loss of efficiency due to the fact that CAFE standards

are not as efficient as Pigouvian taxes.5 From a conceptual standpoint, CAFE standards only

correct for the extensive margin of driving - that is, a consumer’s vehicle purchase decision. These

regulations however do not correct for the intensive margin of driving - the decision of how much

to drive and how much gasoline to purchase. On the other hand, an optimal Pigouvian tax accounts

for both margins of driving. By using CAFE standards and not accounting for both margins, an

inefficiency is created. Quantifying this inefficiency, it has been estimated that in terms of per

gallon of gasoline, CAFE Standards are regressive policies that cost 3 to 6 times as much as a

gasoline tax (Jacobsen, 2013; Austin and Dinan, 2005). These facts ultimately create an interesting

paradox in trying to understand why the United States continues to rely on CAFE standards instead

of implementing optimal Pigouvian gasoline taxes. One reason why this remains status quo is due

to the general population’s well documented dislike for taxes, and in particular, gasoline taxes.

Survey evidence shows that this sentiment is true currently and has largely been true throughout

the history of the United States (Agrawal and Nixon, 2014; Knittel, 2014).

In this paper, we address three main questions. First, what are the distributional consequences

of a uniform gasoline tax from an equity and fairness standpoint?6 Second, can this distribution

5Before CAFE standards were implemented in 1975, the average American car got about 13.5 miles per gallon.
By 2016, the average American car gets about 25 miles per gallon.

6Previous papers have estimated the inefficiencies of a uniform gasoline tax, most notably Knittel and Sandler
(fcm) and Bento et al. (2009). These papers find that a uniform gasoline tax does a poor job at minimizing dead
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help explain the support (or lack thereof) for an increase in the gasoline tax? And finally, do

revenue neutral tax policies exist that are capable of shifting the distributional consequences in a

way such that it increases political support? We show three primary things.

First, by using confidential DMV data for the state of Texas augmented with data on local

pollution damages (for NOX, VOC, PM25, and SO2), we calculate a uniform gasoline tax that

properly accounts for these local pollution damages and find that there is substantial heterogeneity

across the state when it comes to both the costs and benefits that arise from a uniform gasoline

tax. A uniform tax imposes the same per gallon tax rate on individuals regardless of where one

lives. We then counterfactually increase the price of gasoline by this uniform tax. We estimate

how this impacts both individual expenditures and pollution damages. Overall, most people end

up with higher expenditures. However, in response to higher gasoline prices, individual consumers

reduce their vehicle miles traveled (VMT). This reduction leads to a decrease in the exhaust of

local pollution and their associated damages within each county. On top of this, an individual

benefits not only from their own reduction in driving and pollution, but also from everyone in their

county reducing pollution as well. In most counties where pollution does very little harm, there

are very few benefits generated. By contrast, in counties where pollution causes large damages, a

reduction in VMT corresponds with a large benefit. There is substantial heterogeneity across Texas

in regards to these measures.

Second, using data that comes from a stratified state-wide survey, we show suggestive evidence

that the distribution of costs and benefits is an important determinant in an individual’s decision

to support an increase in the gasoline tax. Even after controlling for an individual’s political af-

filiation, increasing a counties’ net benefits can explain up to 10% of an individual’s support for

a gasoline tax. This result has important policy implications. There are generally two schools of

thought when it comes to understanding support for a gasoline tax. One school tells us that support

is determined by party lines (i.e., Republican vs. Democrat). Another school tells us that support is

weight loss and that there are gains to be had if the tax can be implemented at finer levels. This paper differs from
these previous two in that we will focus mainly on the equity consequences of a uniform gasoline tax instead of the
efficiency consequences.
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determined by individual self-interests. Untangling these two from each other is important because

of their implications for potential policy remedies. In a world where support is entirely determined

by “tribal” politics, then there are not any policy levers available to influence support. However,

if support is in part determined by self-interests, then policy makers can use this to strategically

return the revenue generated under a Pigouvian tax in order to increase support for the tax itself.

By doing so, raising support for the tax is socially beneficial if it can replace CAFE Standards.

Third, we show that through revenue neutral tax systems there is room for policy-makers to

strategically shift the distribution of costs and benefits so that more counties end up with more

people who have benefits that outweigh their costs. By doing so, this would increase support for

a Pigouvian gasoline tax from a median level of 4 (out of 10) to a 5. There is growing interest in

revenue neutral tax policies, but for policy-makers interested in moving away from CAFE stand-

ards in favor of Pigouvian taxes, we show a meaningful and significant shift in the distribution of

political support.

The paper proceeds as follows. In Section 3.2, we discuss some of the background for the

federal gasoline tax along with the longstanding public opinion for the tax. In Section 3.3, we

reference and describe the three main sources of data used in this paper. Section 3.4 discusses the

methods and estimation techniques used to analyze the main questions. Results are presented in

Section 3.5. Finally, Section 3.6 discusses the policy implications as well as concludes the paper.

3.2 Background

The federal gasoline tax is currently set to $0.184 per gallon. It was last increased by $0.043

in 1993 by the Clinton administration through the Omnibus Budget Reconciliation Act. While

there is some heterogeneity among state gasoline taxes, the average gasoline tax (federal and state

combined) across the nation is about $0.40/gallon.7 Since its’ inception in 1932, the federal gas-

oline tax has only been increased 9 times.8 For the most part, the gasoline tax has only been

7See https://taxfoundation.org/state-gas-tax-rates-2019/ for a state-by-state summary of the state level taxes as of
2019. The main text reports the average as of 2008.

8Appendix Table B.2.1 shows the year of each increase as well as the reason for what the additional funds would
be allocated towards.
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raised in times of war with the intention to help reduce deficit spending or as a revenue generating

instrument for transportation and infrastructure spending.

Furthermore, public opinion has never been favorable towards gasoline taxes. Survey evidence

shows that this sentiment is currently true and has also largely been true throughout the history of

the United States. Today, support for raising the gasoline tax is about 25% - 30% (Agrawal and

Nixon, 2014; Knittel, 2014). Despite growing research showing the efficiency gains resulting from

a gasoline tax, this lack of support has remained very static throughout American history. Even

during times when people felt material consequences from not raising the gasoline tax, survey

data showed that people strongly preferred rationing gasoline - after experiencing gasoline lines

firsthand - over increasing the gasoline tax.9 This sentiment can be contrasted with the fact that

92% of economic experts support the gasoline tax over CAFE Standards compared to the 22% of

average Americans (Sapienza and Zingales, 2013).

The lack of support for a gasoline tax creates an interesting paradigm for policy-makers and

academics alike. A policy-maker’s primary objective is to either get elected or, if already elected,

to remain in office. As mentioned in Section 3.1, this means that policy-makers can have strong

incentives to pass sub-optimal policies (i.e., CAFE Standards) if a gasoline tax is too politically

unpopular with their respective constituency. As for academics, it remains an open question why

the general public does not support a gasoline tax. It was once thought that there was not any

support because the tax was regressive, but this has been shown to not be the case (Poterba, 2011).

Whether this fact is salient to the public is not clear however. Ironically, CAFE Standards have

been shown to be regressive (Jacobsen, 2013). Again, it is not evident whether this fact is also

salient to the public.

On top of showing the distributional consequences from an equity standpoint, one of the main

contributions of this paper is to help answer why the general public does not support a gasoline

tax. Specifically, we show that an individual is more likely to support a gasoline tax if their own

benefits exceed their costs. There are large policy implications from being able to answer this ques-

9Knittel (2014) details multiple surveys throughout US history showing the lack of support a gasoline tax has
received.
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tion. First, it establishes a behavioral link between self-interest and tax support that goes beyond

“tribal” politics. Second, this link enables policy-makers to design tax policies that are “politically-

sophisticated.” Finally, by designing a tax with an increased level of support, this can pave the way

for the transition towards a more efficient policy solution that addresses the externalities imposed

by the gasoline market and away from the inefficient CAFE Standards. Ultimately, this transition

represents the potential for large societal welfare gains.

Currently, local governments are experimenting with alternative tax regimes in order to estab-

lish either gasoline taxes or carbon taxes. The state of Washington is leading the way. In 2016,

Ballot Initiative 732 was put up for vote that would have formally established a carbon emissions

tax.10 Ballot Initiative 732 lost by a 4-6 margin. Two years later in 2018, Washington Senate Bill

6203 was introduced to try and again establish a state-wide price on carbon. What was different

about this attempt is that it featured revenue neutrality. By definition of revenue neutrality, all

revenue collected through the tax is returned back to the state through various investments and

tax cuts.11 This was not the first time policy-makers started thinking about revenue neutrality. In

February of 2017, George P. Shultz and James A. Baker III put together a carbon tax plan with the

Climate Leadership Council (CLC) that would start a carbon tax at about $40 per ton, escalating

by 2 to 5 percent annually, and reaching as high as $65 per ton by 2030. Importantly, The Baker-

Shultz proposal would return all of the tax revenue to American households in the form of monthly

rebate checks. It is estimated that for most households, the amount rebated would be greater than

the increased costs they would pay for fuel (Lavelle, 2019). These examples and recent events

show the increased interest in designing tax plans that focus on equity through various revenue

neutral policies. If people are motivated by their own self interests, then there exists the potential

for these revenue return systems to help raise support for the tax and push the transition towards

10In summary, “(t)his measure would impose a carbon emission tax on the sale or use of certain fossil fuels and
fossil-fuel-generated electricity, at $15 per metric ton of carbon dioxide in 2017, and increasing gradually to $100
per metric ton (2016 dollars adjusted for inflation), with more gradual phase-in for some users. It would reduce the
sales tax rate by one percentage point over two years, increase a low-income sales tax exemption, and reduce certain
manufacturing taxes.” (Ballotpedia)

11Senate Bill 6203 features a 100% return of all revenues generated under the tax. 50% would be invested in carbon
reductions, 20% to water and forest funds, 15% to low income programs, and 15% to rural economic development.

43



gasoline taxes in the future.

3.3 Data

The empirical setting of this paper is the Texas personal transportation market. Data for this

project comes from three primary sources. First, we utilize confidential data from the Department

of Motor Vehicles for the state of Texas for the years between 2004 and 2010. Second, we use

marginal damage data that dollarizes the damages associated with an additional pollutant in each

specific county. Finally, we use rich survey data that comes from the Texas A&M Transportation

Institute in order to estimate individual behaviors and support for gasoline taxes.

3.3.1 Texas Department of Motor Vehicles Data

The primary source of data is confidential vehicle registration data from the Texas Department

of Motor Vehicles (DMV) between the years of 2004 and 2010. This data provides a census of all

vehicles in the Texas state fleet and allows us to identify all vehicles owned by a household, each

vehicle’s respective annual VMT, and any changes to the ownership status of a vehicle.12 Not only

does this data allow us to measure a household fleet, but these records also contain information

on the unique vehicle identification number (VIN). This information allows us to build on the

DMV data by combining it with very rich engineering data specific to each class/make of vehicle.

We merge each VIN with DataOne Software to obtain characteristics for each registered vehicle

including miles-per-gallon (MPG), horsepower (HP), size, etc.13 This data provides the benchmark

from which we will work with. Table 3.1 provides summary statistics for this data.

According to Table 3.1, we have a census of over 5 million households in Texas containing

approximately 8 million unique vehicles indicating that households on average own 1.5 vehicles.

Importantly, most vehicles in the state fleet are driven for about 12,000 miles per year. However,

since the standard deviation on this measure is large, this will later speak to the heterogeneity in

12To calculate annual VMT (AVMT), we average a vehicles odometer readings over the time between readings,
then multiply this by 365. If a vehicle has an associated safety inspection from TCEQ, we augment our primary
readings with these additional odometer readings too.

13DataOne is a software product that offers VIN decoding services and provides an automotive database for vehicle
characteristics.
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Table 3.1: DMV Summary Statistics

Median Mean Std. Dev

Yearly Avg HH Count 5,209,694
Yearly Avg Vehicle Count 8,038,925

Panel A) Vehicle Characteristics

MPG 19 19.29 4.67
MSRP 23,485 25,338 10,691
Curb Weight 3,494 3,536 1,122
Size (HxWxL ft3) 487 526 144
HP 181 174 86

Panel B) Driving Characteristics

Avg Annual VMT 10,750 12,034 17,970
Avg Annual Gallons 561 666 1117

Panel C) Census Data

Median Income $54,727
Bachelors Degree + 28.1%
People per Household 2.84
% White 79.4%
% Black 12.6%
% Hispanic 39.1%

This table provides summary statistics of confidential DMV data for the state
of Texas for the years 2004 - 2010. Panel A describes various technical char-
acteristics for vehicles. Panel B describes driving characteristics for households,
and Panel C gives census level information for the state of Texas. Medians and
standard deviations shown when able to calculate.

individual costs resulting from a change in the price of gasoline. Furthermore, most of the vehicles

in the fleet have a MPG rating of about 19 and tend to be mid-sized based on the curb weight and

volume size.
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3.3.2 Pollutant Marginal Damages

This paper relies on an accurate assessment of local pollutants and the damages they impose

at granular levels. To do so, we rely on the AP2 model - an integrated assessment air pollution

model. The AP2 model maps emissions from different local pollutants (PM25, VOC, NOX, SO2)

into ambient air concentrations of O2, SO2, and PM25 at the county level. Furthermore, Muller

and Mendelsohn extend AP2 to estimate welfare effects imposed by these pollutants. Using data

from the U.S. Census and the U.S. Department of Agriculture, Muller and Mendelsohn consider

and incorporate in their model how pollution impacts human health, damages crop and timber

yields, degrades buildings, infrastructure, and materials, and causes reductions in visibility and

recreation.

These exposures are then translated into physical effects using concentration-response func-

tions reported in related literature. Perhaps most importantly, Muller and Mendelsohn estimate

the impact of exposure to a specific pollutant into a monetary value for adult mortality rates. In

order to calculate these marginal damages, a baseline level of pollution is established from which

associated damages are calculated. Then from a polluting source, AP2 adds 1 ton of a specific

pollutant to that county and damages are recalculated. The difference between the baseline level of

damages and the recalculated level is referred to as the marginal damage of pollutant p in county

c. Table 3.2 provides summary statistics for the marginal damages of local pollutants across the

counties in Texas.

Table 3.2 shows the variation in pollutant damages across the 254 counties in Texas. The

damages associated with PM25 and SO2 have larger magnitudes relative to VOC and NOX, but the

variation across county for each of these pollutants is large. Because this paper focuses on personal

transportation and gasoline consumption, we also need to determine specific vehicle emission rates

for each pollutant at a granular level in order to assess how much of each pollutant a vehicle is

emitting when being used. We use several sources to determine these emissions rate for gasoline

vehicles.14 Primarily, we use EPA emission standard tiers for various vehicle bins indicating a

14We only consider vehicles that use gasoline and diesel as fuel. This represents the majority of the state fleet.
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Table 3.2: Pollutant Marginal Damages

Mean Std. Dev. Min Max

PM25 42,078 35,025 5,436 369,609
VOC 1,860 1,560 434 15,801
SO2 13,403 7,904 7,202 98,762
NOX 4,115 1,707 1,135 9,860

N 254 254 254 254

This table provides summary statistics for the marginal
damages associated with various local pollutants im-
posed on the counties in Texas. Values are as reported
by Muller and Mendelsohn’s AP2 model, an integrated
assessment air pollution model. Values are in terms of
$2,000/Ton.

gram/mile emission estimate for PM25, VOC, and NOX.15 SO2 emissions are directly proportional

to gasoline consumption which allows us to use standard conversion factors provided by GREET.

The combination of county level marginal damages with vehicle specific emissions rates gives rise

to significant heterogeneity in the costs and damages across the state. For example, two identical

vehicles can have very different welfare implications depending on which county they are driven

(polluting) in. Similarly, high fuel efficient vehicles may impose large costs on society if they are

driven in susceptible counties whereas older, less efficient ones may not cause any damage if it is

being driven in other regions. To summarize, our detailed sets of data allows us to identify the fuel

efficiency of vehicles, where they are being driven, by how much they are being used, the quantity

of pollutants they are emitting, and what this means in terms of dollarized pollution damages with

respect to the county the vehicle is registered in.

3.3.3 Texas A&M Transportation Institute Poll

The final source of data for this paper comes from the Texas A&M Transportation Institute

(TTI). TTI launched a Transportation Policy Research Center in 2013 that focuses on many differ-

ent issues related to transportation including finance, freight, congestion, public engagement, and

15References can be found in the EPA’s emission standards reference guide for light duty vehicles and trucks.
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Table 3.3: Summary Statistics of Poll Respondents

Obs. Mean Std. Dev.
Age 4,363 51.60 14.04
Income ($’000s) 3,783 76.97 54.91
Fraction with a Bachelor’s Degree 4,363 0.43 0.5
Fraction White 4,363 0.80 0.4
Fraction Male 4,359 0.50 0.5
Number of Household Vehicles 4,363 2.28 1.38
Household Size 4,363 2.72 1.81
Fraction Republican 4,363 0.35 0.48

This table provides summary statistics of basic demographic information for
respondents in the Texas A&M Transportation poll. Sample is stratified across
the state. Appendix Section B.1 contains a full depiction of the stratified re-
gions.

technology. The Institute brings together experts from engineering, finance, economics, techno-

logy, policy and public engagements fields, from both academics and the private sector. To start

identifying important problems and potential solutions, TTI has acquired data from a variety of

sources. For this paper, we use data that comes from the Texas Transportation Poll conducted by

TTI.

The TTI poll has been administered twice - once in 2014 and another time in 2016.16 For each

wave, TTI randomly samples approximately 5,000 participants to answer travel behavior ques-

tions as well as to get opinions on daily transportation choices, challenges, funding, and potential

solutions.17 The poll was conducted through stratified sampling across 12 different regions of

Texas.18 Appendix Section B.1 contains a full depiction of the 12 regions. The poll also gathers

demographic information on the respondents. Table 3.3 reports this below.

The average respondent is about 52 years old with a household income of $77,000 per year.

16We only use data coming from the 2016 wave. Data in 2016 has information on a respondent’s zip-code of
residence, whereas the 2014 poll only gives information on an individual’s region of residence.

17The random sample poll responses were collected by mail, by phone, or online. The sample size of more than
5,000 provides for a statewide margin of error of plus or minus 1.5 percent.

18The 12 regions are defined as Region 1 - Houston; Region 2 - Dallas; Region 3 - Fort Worth; Region 4 - San
Antonio; Region 5 - Austin; Region 6 - Laredo, Pharr; Region 7 - Corpus Christi, Yoakum; Region 8 - Bryan, Waco;
Region 9 - Atlanta, Beaumont, Lufkin, Paris, Tyler; Region 10 - Amarillo, Childress, Lubbock, Wichita Falls; Region
11 - Abilene, Brownwood, Odessa, San Angelo; Region 12 - El Paso.
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Both of these are slightly higher than the average Texas-wide population (45 years old, with a

household income of about $56,700 per year).19 Respondents are predominantly white with an

equal proportion of responses coming from men and women. Lastly, there is similar representation

between republicans and democrats.20

The poll asks individuals a variety of questions about daily transportation choices, challenges,

funding, and potential solutions. For the purposes of this paper, we will be using responses from

questions that ask individuals about their level of support for increasing the state gasoline tax,21 as

well as responses from questions about gasoline tax opposition.22 We also use some questions as

control variables. One of the major benefits of this poll is the rich set of questions and responses

that is provided at an individual level. Namely, we use responses that capture an individual’s opin-

ion on whether they support federal/state/local government involvement, and to what degree,23 as

well as responses about the degree to which congestion is a local problem.24 Our measure of gas-

oline tax support asks individuals whether they support it as an instrument to fund transportation

infrastructure, not necessarily whether they support it for Pigouvian tax purposes. We are not con-

cerned that this alternative wording would change results. Conventionally, academic economists

refer to the gasoline tax as a Pigouvian tax. But to the general public and policy-makers alike,

the gasoline tax has been used as a funding instrument for its entire existence.25 Hence, it does

not seem that one would respond differently - especially under revenue neutral systems in which

19As reported by the US Census Bureau. Since the poll does not include individuals less than 18 years old, we have
adjusted the Census Bureau’s age estimates to just those of an adult age to get the 45 reported in the paper.

20There are about 1,500 Republicans and 1,100 Democrats. The remaining are either Independent, “Other”, or
preferred not to respond.

21Individuals are first prompted "On a scale from 0 (Oppose) to 10 (Support), how strongly do you oppose or
support these potential ways to fund transportation in Texas?" Following this, two questions are "Increasing the state
fuel tax by 5 cents per gallon" and "Increasing the state fuel tax by 10 cents per gallon."

22Individuals are first prompted "Which of the following statements best reflects your opposition to increasing the
state fuel tax to generate additional transportation funding?" Following this, they are then asked "I oppose any type of
tax increase."

23Individuals are first prompted "On a scale from 0 (Disagree) to 10 (Agree), how strongly do you agree with the
following statements?" They are then given three following statements "Local (State, Federal) government should take
a more significant role in addressing transportation issues in my region."

24Individuals are asked "On a scale of 0 (Not bad at all) to 10 (Extremely bad), how would you rate congestion in
your community?

25Appendix Table B.2.1 shows how the federal gasoline tax has been used and to what specific purpose each cent
in revenue has been designated towards.
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Table 3.4: Summary Statistics of Respondent Answers

Obs. Mean Std. Dev. Min Max
Support 5 Cent Increase (0-10) 4,147 3.95 3.47 0 10
Support 10 Cent Increase (0-10) 4,145 2.91 3.20 0 10
Oppose any Tax Increase (0-1) 4,363 0.14 0.34 0 1
Local Gov. Support (0-10) 4,171 7.57 2.55 0 10
State Gov. Support (0-10) 4,164 7.40 2.60 0 10
Federal Gov. Support (0-10) 4,152 5.39 3.55 0 10
Congestion Rating (0-10) 3,024 6.47 2.38 0 10

This table provides summary statistics of various selected questions and answers for re-
spondents in the Texas A&M Transportation poll.

revenue from the tax is reinvested (or given back) directly to the individual. Table 3.4 reports

summary statistics for the primary questions that will be used going forwards.

The first two rows of Table 3.4 provide summary statistics for answers about an individual’s

level of support for raising the gas tax by either 5 or 10 cents. These answers will be used as

our primary outcome variables in later analysis. Options for these answers range from 0 to 10,

with 0 - 4 indicating decreasing opposition, 5 indicating a neutral position, and 6-10 indicating

increasing support.26 Overall, survey respondents on average lean slightly towards opposing a 5

cent increase in the gasoline tax (mean = 3.95), but become increasingly less supportive for a

10 cent increase (mean = 2.91). A small proportion, about 14% of the population, oppose a tax

increase of any kind. Furthermore, responses indicate that individuals are more inclined to support

finer levels of government involvement when it comes to transportation policy-making. Support

for local government involvement (mean = 7.57) is more favorable than involvement by the

state government (mean = 7.40), but both are significantly more preferred to federal government

involvement (mean = 5.39).

The data from this survey provides one of the largest within state samples that gathers inform-

ation on individual support for a gasoline tax while also collecting very rich demographic data

26We also bin responses into a binary variable where responses with values of 0 - 4 indicate opposition and re-
sponses with a value of 6 - 10 indicate support. For this variable, we drop neutral (5) responses. Our binary variable,
fivecentsi, takes a value of 0 if individual i’s survey metric of support is between 0 and 4, and takes a value of 1 if
between 6 and 10.
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for each respondent as well. While support for a gasoline tax has been frequently surveyed, it

has either been done at the national level (Gallup, PEW, etc) with smaller sample sizes (∼1,000),

or they have been conducted by local news stations that only survey individuals from their local

cities. Neither of these sources provides a similarly rich set of information on the respondents and

because of this, does not allow for a rigorous analysis of the determinants of gasoline tax support.

3.4 Methodology

3.4.1 Front-End Calculations

The goal of this first step can be broken into three main steps. First, we design an optimal

uniform Pigouvian tax that accounts for the damages incurred from the local pollutants emitted

by the state vehicle fleet. Second, we counterfactually impose this tax by raising the price of

gasoline. Third, we determine how households would respond to this price increase and compare

the additional expenditures with reduced pollution damages in this counterfactual scenario to the

actual in order to analyze the distributional consequences of a uniform tax.

3.4.1.1 Design of an Optimal Uniform Tax

To design an optimal uniform Pigouvian tax, we follow a procedure commonly used throughout

the literature. The Pigouvian tax per gallon of gasoline is calculated as the average externality per

gallon across all vehicles in Texas for a specific year. Local externalities (namely PM25, VOC,

SO2, and NOX) are valued using the county level marginal damages as reported in Muller and

Mendelsohn (2009).27 We merge these damages to a vehicle’s county of registration.28 Then, we

define the marginal damage per gram of pollutant p in county c to be θpc . Similarly, we define

a vehicle’s emission rate of pollutant p in grams per mile by vehicle i to be εpi . With these two

measures, θpc and εpi , we are able to define the externality per mile of vehicle i, denoted by Ei, as:

27We do not consider the impact of Carbon. While there are global estimates for the social cost of carbon (SCC),
we need data on the local benefits from carbon reduction.

28By doing so, we assume that an individual drives solely in their county of residence. While this may be a strong
assumption, this will bias our results downwards. Due to the nature of urban sprawl, most people commute to more
urban/dense cities but these also tend to be the areas where pollution damages are higher.
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Ei =
∑
p

εpi ∗ θpc . (3.1)

The externality per mile, Ei, sums across pollutants the dollarized damages imposed by a

vehicle for each mile driven. Following this, we use the externality per mile for every vehicle in

the state fleet to calculate a uniform Pigouvian tax per gallon for year y according to the following

equation:

τ y =
1

Ny

Ny∑
i=1

Ei
MPGi

. (3.2)

The tax per gallon, τ y, is defined to be the average across every vehicle’s externality per mile

scaled by its fuel efficiency,MPGi. τ y accounts for the damages incurred from the local pollutants

emitted by the state vehicle fleet.

3.4.1.2 Counterfactual Response to a Uniform Tax Increase

With a tax per gallon now in place, our next step is to counterfacually raise the price of gasoline

and determine how households would respond to these higher prices. To do this, we use credible

estimates from the literature for the VMT elasticity and the pass-through rate.29 For the VMT

elasticity, γ, we use estimates from Levin et al. (2017) and Wang and Chen (2014). In practice,

we use an estimate of γ = −0.30. There may a wide range of heterogeneity in the elasticity

by income and region, but our uniform response will provide a lower bound for our results. For

the pass-through rate, there is a difference between a federal tax and a state tax. A federal tax

is passed on entirely to the consumer while a state tax is split almost equally between consumers

and suppliers (Marion and Muehlegger, 2011). Furthermore, the incidence is shown to take effect

almost immediately. For simplicity, we assume that consumers are responsible for the full tax

incidence. This mimics a consumers response to price increases as if they were imposed under the

29The VMT elasticity can also be estimated using the following equation: ln(VMTijt) = βln(DPMijt) + νj +
νt + εijt, where i indexes vehicles, j indexes geographic location, and t indexes time. VMTijt is a measure of the
vehicle miles traveled by vehicle i in region j at time t. DPMijt is a measure of the daily price of gasoline for vehicle
i in region j at time t. Regression also controls for region and time fixed effect in νj and νt respectively.
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federal gasoline tax. In order to determine how individuals would response to a uniform tax, we

calculate the following equation:

VMT τ
y

i = VMT yi [1− γ(
τ y

P y
g
)]. (3.3)

Equation 3.3 represents a household’s miles-driven response after a tax τ y is implemented.30

This takes into consideration the VMT elasticity, γ, the pass-through rate, and the price of gasoline,

P y
g . We use the average daily retail gasoline price in Texas as reported by the EPA for our measure

of P y
g .31

3.4.1.3 Assessment of Distributional Consequences

Following this increase in gasoline prices, our last step is to analyze the distributional con-

sequences of a uniform tax. We do this by comparing an individual’s additional expenditures with

the reduction in pollution damages between actual driving behaviors and their counterfactual re-

sponse to a uniform tax. Intuitively, as prices increase, the quantity of miles driven should decrease

according to the VMT elasticity, γ, and the pass-through rate. We can then compare the additional

expenditures a household faces between the two states, VMT τ
y

i and VMT yi . The additional costs

to a household imposed under τ y are determined by:

Cy
i =

∑
n

[P y
g

VMT yi
MPGi

− (P y
g + τ y)

VMT τ
y

i

MPGi

]. (3.4)

Equation 3.4 assesses a household’s additional expenditures on gasoline purchases over a year.

For each household, we sum across the total number of vehicles owned where n represents the

number of cars owned by household i.

Furthermore, since VMT τ
y

i < VMT yi , the incurred damages associated with local pollutants

will decrease due to the reduction in gallons of gasoline being used and burned. Because of this,

each individual in the county benefits from every one else decreasing their individual gasoline

30We assume that a household does not substitute miles between their household fleet. Similarly, at least in the
short-run, we also assume that a household does not respond to the gasoline tax by scrapping a car in their fleet.

31See Appendix Figure B.3.2 for a time series of this price.
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consumption. Therefore, we create a measure for County Benefit that captures the benefits that

result from the decrease in damages under a uniform tax by using the marginal damages for each

pollutant p in each county c. This measure is defined as:

By
c =

∑
i

VMT yi (ε
p
i θ
p
c )− VMT τ

y

i (εpi θ
p
c ). (3.5)

In Equation 3.5, i indexes all cars in county c. We assess the difference in pollution damages

between the two states, VMT τ
y

i and VMT yi .

Using the measure of individual cost, Cy
i , and the measure of county benefits, By

c , that result

from a uniform tax τ y, we compare the two in order to summarize the distributional consequences

of a uniform gasoline tax. Intuitively, for households that experience larger benefits than they

do costs, Cy
i < By

c , we define as “Winners” (Winneri). On the other hand, for households that

experience larger costs than they do benefits, Cy
i > By

c , we define as “Losers” (Loseri). This

comparison provides the primary metric that we use to evaluate the distributional properties of a

uniform gasoline tax.

3.4.2 Back-End Regressions

The overall objective of this second section is to establish a behavioral link between the dis-

tributional consequences imposed under a uniform tax and an individual’s level of support for a

gasoline tax. In an ideal world, researchers would be able to randomly assign variation in the

distributional consequences of an individual and track their support for the gasoline tax over time.

This process would yield an unbiased estimate of the impact that heterogeneity in the distributional

burden has on tax support. Unfortunately, this idealized experiment is not feasible in practice due

to the complicated nature of any potential intervention(s). In order to bypass this complication, we

exploit the richness of our data.

3.4.2.1 Linking the Distributional Consequences to Political Support

Our primary specification will be to estimate effects within an ordinary least squares (OLS)

framework. The richness of our data allows us to control for and acknowledge a significant num-
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ber of potentially confounding stories that would bias the relationship between the distributional

consequences and political support. Formally, our main specification is as follows:

yi = β0 + β1Win%i + βkXk + βnXn + εi. (3.6)

In Equation 3.6, yi represents an indicator for supporting an increase to the gas tax, Win%i is

the County Win Percentage for individual i, Xk is a vector of county level covariates including the

2008 Election GOP Vote Percentage as well as county-level ambient air quality, and Xn is a vector

of individual covariates. Importantly, Xn includes a suite of individual political characteristics like

party affiliation and whether the individual is an active voter or not.

The results from the estimation linking distributional consequences to political support have

significant policy implications when it comes to the potential solutions for addressing the extern-

alities imposed on society by this market. While it may be socially beneficial to transition away

from CAFE Standards and utilize Pigouvian taxes instead, the lack of political support maintains

the status quo. There are generally two schools of though when it comes to the determinants of

support for a gasoline tax. One school tells us that support is dictated by political party affiliation

(i.e., Republican vs. Democrat). There is a growing body of literature looks at the strong effects

of social identity on political behavior (Klar, 2013; McLeish and Oxoby, 2011).

Another school tells us that support is determined by self-interest. Understanding which of

these two is responsible (and by how much) for determining political support is important because

of its implications for potential remedies. For example, in a world where support is only based on

“tribal” politics, then there really are not any policies that can address this. However, if support is

in part determined by self-interests (i.e., the distributional consequences), then policy makers can

potentially use this information to strategically return the revenue generated under a tax increase

in order to increase support for the tax itself. In effect, by increasing support for the tax, this would

be socially beneficial if it can replace CAFE Standards.

The richness of our data allows us to consider both of these explanations as well as their re-

spective magnitudes. Furthermore, we are also able to control for a vast amount of potentially
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confounding factors. These features allow us to garner insight into the behavioral determinants of

political support for gasoline taxes.

3.5 Results

3.5.1 Optimal Uniform Tax and its Distributional Consequences

In this section, we follow the procedures as described in Section 3.4.1. Recall, the overall ob-

jective is to design an optimal uniform Pigouvian tax that accounts for the damages incurred from

the local pollutants emitted by the state vehicle fleet. We then counterfactually impose this tax by

raising the price of gasoline. Finally, we determine how drivers respond to this price increase and

compare the additional expenditures with the reduction in pollution damages under a hypothetical

tax increase in order to analyze the distributional consequences of a uniform tax.

One of the main component’s in this section is the distribution of pollutant marginal damages

for each county in Texas. Figure 3.1 shows this distribution across the state for each of the primary

local pollutants. According to these distributions, PM25 and VOC have significantly higher dam-

ages in more urban areas, like Dallas and Houston, whereas NOX and SO2 are more region spe-

cific. NOX has much larger impacts on the northeast region and SO2 impacts the southern band

more than it does other areas. Furthermore, Table 3.2 shows that on average, PM25 and SO2 have

qualitatively larger damages compared to VOC and NOX. Hence, areas experiencing reductions in

these two pollutants have room for substantial benefits.

We further combine this data with EPA emissions rates per mile as well as VMT data from

the DMV to determine the dollarized rate of each vehicle’s externality per mile. Following this,

we then uniformly distribute this damage rate across the state fleet to obtain a tax per gallon of

gasoline. In practice, this amounts to a uniform gasoline tax of about $0.40 per gallon. Hence, this

result implies that in order to optimally address the externalities from local pollutants, the gasoline

tax should be $0.40 per gallon. While at first glance, this tax is lower than the numbers reported

in Section 3.1, it is important to note that estimates ranging between $1.00 - $2.00 include the

full spectrum of externalities, like accidents, congestion, and carbon emissions, and even noise
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Figure 3.1: Distribution of Pollutant Marginal Damages across Texas

(a) NOX (b) PM25

(c) VOC (d) SO2

This figure reports the marginal damages by county for the primary local pollutants NOX, PM25, VOC, and
SO2 in Texas. Values are as reported by Muller and Mendelsohn’s AP2 model, an integrated assessment
air pollution model. Values are in terms of $2,000/Ton.

pollution. When decomposing those estimates by each of the respective externalities, a $0.40 per

gallon tax is in line, albeit slightly higher, than what the current research has established.

Our next step is raise the price of gasoline and estimate how consumers would respond to these

57



higher prices.32 From the literature, we assume both a VMT elasticity as well as a pass-through

rate. For the elasticity, we use a value of -0.30 (Levin et al., 2017; Wang and Chen, 2014). The

pass through for a federal gas tax is estimated to be very close to 1, so we use this value (Marion

and Muehlegger, 2011). We then estimate Equation 3.3 using the previous values. This allows us

to estimate how individuals would respond and change their driving behavior (VMT) for a uniform

price increase across the state.

A household’s driving response has two primary consequences. Since VMT τ
y

i < VMT yi , we

calculate the increase in a household’s expenditures on gasoline purchases over a year as in Equa-

tion 3.4. For each household, we sum across the total number of vehicles owned by the household.

Furthermore, the incurred damages associated with local pollutants will decrease due to the reduc-

tion in gallons of gasoline being used and burned. Because of this, each individual in the county

benefits from every one else decreasing their individual gasoline consumption. This decrease in

VMT for individual results in a county wide benefit that everyone experiences, as defined by Equa-

tion 3.5. Finally, we compare individual costs to county benefits in order to determine who “wins”

(benefits > costs) and who “loses” (costs > benefits). The proportion of “Winners” within each

county is reported in Figure 3.2.33

Figure 3.2 presents a strong result. Most of the individuals who benefit from a uniform tax

are located in more populated regions, that is, the “Texas Triangle.” The Texas Triangle is formed

by four of the major cities in Texas totaling a population of over 13 million; Houston, Dallas-Fort

Worth, San Antonio, and Austin, connected by Interstate 45, Interstate 10, and Interstate 35.34 As

documented earlier, Muller and Mendelsohn’s marginal damage model places significant value on

mortality and health factors. Similarly, the distribution of damages associated with local pollutants

has large impacts on this area (Figure 3.1). However, there are also a handful of counties outside

32Note that the current gasoline tax in the state of Texas is about $0.38 (state and federal combined). Because of
this, we only increase the price of gasoline by the difference between τy and the current gasoline tax. Depending
on the actual price of gasoline (Appendix Figure B.3.2), this implies price increases ranging anywhere from 0.5% to
1.4%. As more externalities are considered, this magnitude will increase accordingly. As currently constructed, these
increases provide enough variation in the distributional consequences for us to glean insight from.

33Appendix Figure B.3.3 reports a histogram of the percent of counties across various “Win” proportions.
34In 2004, there were 13.8 million people living in the Texas Triangle. In 2015, this increased to 18.1 million.
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Figure 3.2: County “Win” Proportions

This figure presents results for the front-end calculations, and depicts the proportion of “Win-
ners” (benefits > costs) in each county. “Winners” tend to be concentrated in the more urban
regions of the state, but can also be driven in rural counties where pollution damages are high.

of the Texas Triangle that end up “Winning” depending on the specific distribution of costs and

benefits. On average, most counties have more “Losers” than they do “Winners” and these tend to

be the more rural areas.35 It further points out that the more rural counties have very little to gain

from a uniform increase to the gasoline tax. These counties tend to be relatively “clean,” meaning

that local pollutants impose very little harm on them. Hence, reductions in these pollutants offers

very little benefit but large increases in their expenditures (costs).36

35See Appendix Figure B.3.3 for a histogram of this distribution.
36This may partially be captured by a heterogenous VMT elasticity. However, rural areas tend to be less elastic

than their urban counterparts indicating that our estimates are most likely lower bounds for the costs and expenditures
that these regions would face.
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3.5.2 Distributional Consequences and Political Support

The overall objective of this section is to establish a behavioral link between the distributional

consequences imposed under a uniform tax as reported in Section 3.5.1 and an individual’s level

of support for a gasoline tax.37 In order to bypass potential confounders between these two, we

exploit the richness of our data. To do this, we estimate equation 3.6 using each county’s win

percent as our main variable of interest to predict an individual’s support for raising the gasoline

tax by 5 cents. Table 3.5 shows these results across various specifications.38

Overall, column (1) of Table 3.5 shows a significant and positive relationship between the

distributional consequences and support for an increase in the gasoline tax. However, there are

various confounders that might bias this relationship. In order to circumvent this, we exploit the

richness of our data. In column (2) we add covariates for an individual’s party affiliation and

an indicator for being a high-mileage driver. In column (3), we control for various county level

characteristics like the number of daily ambient air quality violations and population. In columns

(4) through (6), we continue adding a full spectrum of potentially related variables, like education,

minority status, employment status, a dummy for registered voters, age, gender, support for local,

state, and federal government involvement, number of vehicles owned, and household size. Across

each of these specifications, Table 3.5 shows a consistent and robust positive estimate for the

impact of county win percentage on support for an increase in the gasoline tax. This result provides

evidence that the distribution of costs and benefits is an important determinant in an individual’s

decision to support an increase in the gasoline tax.

Important to this paper, we show that even after controlling for an individual’s political affili-

ation, increasing a counties’ net benefits explains more than 10% of an individual’s support for a

gasoline tax. This result has important policy implications. In a world where support is entirely de-

37Appendix Figure B.3.1 show the distribution of support for a 5 and 10 cent increase in the gasoline tax across the
state of Texas. Panel (c) also shows opposition to increasing a tax.

38Appendix Table B.4.1 reports results for the full specification. Results using support for a 10 cent increase as
our outcome variable are consistent with results for a 5 cents increase. Appendix Table B.4.3 shows full results for an
individual’s support for a 10 cent increase in the gasoline tax. Furthermore, results using the raw scale of support are
similar to those presented to those in 3.5. See Appendix Table B.4.2 for results where the raw scale of support is the
outcome variable of interest.
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Table 3.5: Relationship Between County “Win” Percent and 5 Cent Support

1 2 3 4 5 6

County Win Percent 0.18*** 0.17*** 0.14*** 0.12*** 0.11** 0.10**
(0.03) (0.03) (0.05) (0.05) (0.05) (0.04)

Republican -0.09*** -0.09*** -0.11*** -0.12*** -0.11***
(0.02) (0.02) (0.02) (0.02) (0.02)

High Mileage -0.07*** -0.07*** -0.04** -0.02 -0.02
(0.02) (0.02) (0.02) (0.02) (0.02)

County GOP Voting Percentage -0.04 -0.05 -0.05 -0.03
(0.11) (0.09) (0.09) (0.09)

Independent/Other X X X X X
County Air Quality Violations X X X X
High Education X X X
Minority X X X
Employed X X
Registered Voter X X
Old Age X X
High Income X X
Female X X
Local Gov. Support X
State Gov. Support X
Federal Gov. Support X
HH Vehicle # X
HH Size X
R-sq 0.016 0.022 0.023 0.044 0.053 0.063
N 3631 3631 3631 3631 3631 3631

Standard errors in parentheses: * p<0.1, ** p<0.05, *** p<0.01. Standard errors are clustered at the county level. Regres-
sion (1) reports baseline results, and (2) adds covariates related to political party affiliation. Regression (3) covariates include
a county level control for the number of daily ambient air quality violations, and population. Regression (4) covariates add
controls for education and minority status. Regression (5) covariates add employment status, a dummy for registered voters,
age, and gender. Regression (6) covariates also include an individual’s support for local and state government, number of
vehicles owned, and household size.

termined by “tribal” politics, then there are not any policy levers available.39 Our results suggests

that people do not base their support for a gasoline tax entirely on party-lines. Instead, an equally

important determinant for individuals is how the tax directly impacts them, that is, their own self

interests. Because of this relationship, policy makers can use this to strategically return the revenue

39A growing body of literature shows strong effects of social identity on political behavior (Klar, 2013; McLeish
and Oxoby, 2011).
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generated under the tax to increase support for the tax itself. In effect, increasing support for the

tax is socially beneficial if it can replace CAFE Standards.

3.5.3 Revenue Neutral Tax Policies

Using the relationship between self-interests and tax support, the objective of this section is to

design a tax policy that strategically returns the revenue generated by the tax to increase support

for the tax itself. This link enables policy-makers to design tax regimes that are “politically-

sophisticated.” That is, tax regimes that are beneficial to welfare but also have increased levels of

political support. We turn to revenue neutrality as our primary method of thinking about alternative

tax regimes.

As explained in Section 3.2, the concept of revenue neutrality has garnered significant interest

and attention from both political parties in the United States. By definition of revenue neutrality, all

of the revenue collected through a tax is returned through various investments and tax cuts. In this

section, we use county level tax dividends as a method of “returning” revenue back to individuals.40

In order to design a revenue neutral tax policy and issue county dividends, we begin by calculating

the additional revenue generated by a uniform increase in the price of gasoline. That is,

Revenue = [P y
g + τ y] ∗Q(P y

g , τ
y)− P y

g ∗Q(P y
g ). (3.7)

In Equation 3.7, P y
g represents the price of gasoline in year y, τ y is the uniform gasoline tax

as determined by Equation 3.2, and Q(·) is the total quantity of gasoline used by all vehicles

in the state fleet. Using this increase in revenue, we design a revenue neutral tax regime and

analyze its impact on support for a gas tax. Specifically, we create tax dividends and return revenue

differentially to counties based on their distribution of costs and benefits. For example, counties

with high proportions of “Losers” are assigned large tax dividends. We then include this county-

specific return in an individual’s benefit calculation, and use our estimates from Section 3.5.2 to

40In practice, this can be implemented by local county tax offices. Every year, vehicle owners are required to
register their vehicle with their local tax office as well as pay the associated fees. Similarly, a tax dividend can be
issued during this process.
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Figure 3.3: Revenue Neutrality and Gasoline Tax Support

This figure presents results describing the impact of revenue neutrality on support for rais-
ing the gasoline tax. Revenue generated from the tax increase is differentially returned to
counties with a higher proportion of “Losers”. Using estimates obtained in Section 3.5.2,
we counterfactually estimate how this would impact an individual’s support for the tax it-
self. Results are shown as CDFs across all levels of support (0-10). Answers between 0 and
4 indicate opposition, 5 indicates indifference, and those between 6 and 10 indicate support.

determine how this would change support for a gas tax. Similarly, counties with small proportions

of “Losers” are assigned smaller tax dividends. We determine how this would impact support for

a gas tax as well. Figure 3.3 shows the change in tax support under the revenue neutral tax regime

previously described.

Figure 3.3 shows the distribution across the raw scale of support for an increase of 5 cents to the

gasoline tax. Options for this answer range from 0 to 10, with 0 - 4 indicating decreasing opposi-

tion, 5 indicating a neutral position, and 6-10 indicating increasing support. The blue distribution

(“No Return”) shows the actual distribution. On average, individuals are slightly in opposition of

increasing the tax (mean = 3.95), with a median voter at 4 (as indicated by the blue dashed lined).
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The red distribution (“Revenue Return”) shows the distribution of support after implementing the

revenue neutral tax policy as described in this section. This second distribution has shifted sig-

nificantly to the right relative to the first, indicating that people become more supportive of a tax

increase under this policy. Importantly, this tax regime is also responsible for shifting the median

voter to a 5 (as indicated by the red dashed lined).

There is a large literature showing the importance of the median voter in political systems. The

Hotelling-Downs model of median voters predicts and shows that political candidates take on the

positions of the median voter of the entire population even if the median voter of their respective

party changes (Hotelling, 1929; Downs, 1957; J. Osborne, 1995).41 With this in mind, shifting

the median voter in our population from a 4 (someone in opposition to a gasoline tax) to a 5

(someone who is indifferent) represents a significant and meaningful change in the level of support

for a Pigouvian tax. Given the large efficiency losses of CAFE Standards relative to Pigouvian

taxes, garnering the political support to transition towards gasoline taxes represents the potential

for significant gains in societal welfare. Our results indicate that this is potentially feasible with

“politically-sophisticated” tax regimes designed to strategically increase support.

3.6 Conclusion

Given the large cost of driving and the externalities imposed by this market on society, it is im-

portant to be able to optimally address them. The United States has opted to address this through

CAFE Standards rather than Pigouvian taxes. CAFE Standards do not correct for the intensive

margin of driving - the decision of how much to drive and how much gasoline to purchase. On the

other hand, an optimal Pigouvian tax accounts for both margins of driving. By using CAFE stand-

ards and not accounting for both margins, an inefficiency is created. However, the lack of political

support a gasoline tax receives makes it difficult for policy-makers and government officials to act

otherwise. Public opinion has never been favorable towards gasoline taxes. Survey evidence shows

41The Hotelling-Downs model predicts that in a two-candidate election, each candidate should take the positions
of the median voter to increase their respective probability of winning (Downs, 1957; Hotelling, 1929). This result
is robust under a few conditions, namely, that voter preferences are single-peaked and that the number of candidates
does not exceed two (J. Osborne, 1995). This is the case for primary elections, after each candidate secures the vote
from their respective party. For party elections, candidates adopt the positions of the party’s median voter first.
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that this sentiment is true currently and has largely been true throughout the history of the United

States.

This paper answers three main questions. First, what are the distributional consequences of a

uniform gasoline tax? We combine data from the Texas DMV with estimates on marginal dam-

ages to create a uniform tax. We impose this tax in the state of Texas, estimate changes in driving

decisions, and document the distribution of costs and benefits. Overall, there is significant het-

erogeneity across the state, but most of the benefits (“Winners”) are consolidated in more urban

regions. Smaller and more rural counties have very little to gain from a uniform gasoline tax.

Second, does this distribution explain support (or the lack thereof) for a Pigouvian gasoline tax?

Using a stratified survey across the state we show that this distribution is a strong predictor for an

individual’s support for a gasoline tax. Importantly, this fact remains true even after controlling for

an individual’s political orientation along with many other potential confounders.

Third, can revenue neutral tax regimes positiely shift the distribution of support for gasoline

taxes. We show that through revenue neutrality, policy-makers have the potential to shift the dis-

tribution of “Winners” in a positive direction. This result shows that there is the potential to design

“politically-sophisticated” tax regimes with revenue neutrality that have increased levels of sup-

port for a Pigouvian gasoline tax. By designing tax regimes with revenue neutral components,

there are ways to motivate individuals based on their self-interests which in turn can be translated

into support for a gas tax.
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4. PRICE LEADERSHIP AND LEARNING IN OLIGOPOLY: EVIDENCE FROM

ELECTRICITY MARKETS

4.1 Introduction

Multiple equilibria are pervasive in many markets and their existence complicates both the

design of these markets and the role of regulation within them. This is particularly the case for

oligopoly markets where firms choose supply functions rather than either just price or quantity.

In these markets, there exists a wide range of potential equilibria resulting in a similarly wide

range of market outcomes. For example, any outcome ranging between Bertrand and Cournot

competition can be sustained in equilibrium (Klemperer and Meyer, 1989). This implies that there

are a significant number of prices above marginal cost that can be sustained as well. Differences

in prices, and ultimately profits, generates the incentive for firms to transition away from low price

equilibria towards high price equilibria. Despite this, surprisingly little is known about how an

equilibrium is reached as well as how agents transition between them.

Learning more about the transition process has market design implications about how to op-

timally disclose and reveal information to the market. In some markets, information about prices,

auction results, and the actions firms take is not made available in real-time. It is often the case

that there is a lag until a firm can observe these historical results (this process is referred to as

information disclosure). Being one of the few levers available to policy-makers, setting optimal

information disclosure policies can help regulators take an ex-ante approach to preventing the

formation of some equilibria. This is potentially very important for one large class of equilibria -

namely, those falling under the umbrella of collusion, coordination, and cooperation - which have

received a large share of policy interest. In order to protect consumers from the direct impacts

of these equilibria, antitrust policy primarily relies on theories about the market conditions that

facilitate these equilibria. Furthermore, case studies are largely used to study the behaviors of eco-

nomic agents. Given the importance of the topic, little is known about how the transition between
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various equilibrium is facilitated.

In this paper, I study the role of price leadership and learning in the establishment of a new

equilibrium and the transition towards it in the Texas wholesale electricity market during the sum-

mer of 2013. The Texas electricity market is useful for this study because it is comprised of a few

private firms in a highly restricted market that compete over a homogeneous product with inelastic

demand, who share similar cost structures.1 In addition to this, the existence of rich and high-

frequency data on both firm behavior and marginal cost provides a unique opportunity to study

how firms in an oligopoly learn and transition between equilibrium.

I first develop and use a model of static unilateral profit maximization and show that a small

firm in the market deviates from a low-price supply function equilibrium (SFE) and foregoes static

profits (≈$3,500 per offer) in favor of over-pricing a significant portion of its production. After

multiple deviations by the price leader, the largest firm in the market begins to follow a similar

behavior and over-prices its production (forgoing ≈$1,200 per offer). As both firms iterate and

learn about each other’s actions, they are able to reduce their production and set prices associated

with a high-price equilibrium. I show that this shift in equilibrium play corresponds to an average

price increase of 5%, but can importantly result in swings as large as 1,500%. I find preliminary

evidence that these outcomes are consistent with a dynamic repeated game equilibrium.

To explicitly analyze the process of learning during the transition period, I integrate a fictitious

play learning model into a model of dynamic profit maximization. This characterizes a fixed point

equilibrium regarding the beliefs that each firm must have about the other in order for it to be

optimal to initially deviate. Since these belief parameters are used by firms to form expectations

about each other’s current and future actions, there is room for policy-makers to limit available

information through the form of information disclosure policies. These types of policies define a

procedure where market information is released with a lag. By preventing more recent information

from being observable, firms would need to forgo an increased amount of static profits to transition

to the high price equilibrium. In fact, I estimate that revealing information with a 10-day lag

1These are shown to be key characteristics that facilitate oligopoly behavior, namely that of price leadership
(Markham, 1951)
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prevents firms from transitioning to the high priced equilibrium altogether.

This paper adds to several branches of the economics literature. To the best of my knowledge,

there is only one other paper that studies the explicit initiation of a new equilibrium and the process

by which firms transition towards it. Byrne and de Roos (2019) study the retail gasoline market in

Perth, Australia in which they document initial behavior changes by a price leader. Specifically,

they document how a price leader experiments with different focal point prices as a coordinating

device to reveal its collusive intent to other firms. Over time, other retailers in the market learn to

recognize these focal point price “signals” and adopt a similar pricing behavior as the price leader.

Differing from this study, I study the role of price leadership and learning in the context of firms

competing in supply functions rather than choosing a single price. This arguably reveals a higher

level of strategic interaction given the added complexity of the environment for firms to behave in.

I also contribute to the growing literature on the effects of price leadership and coordination in

general. In the U.S. telecommunications industry, Busse (2000) finds that firms with multi-market

contact coordinate price increases between 7%-10% by both enhancing the ability to punish as

well as increasing the scope of leadership. Retail gasoline is a market saturated with research on

this topic. While estimates vary significantly depending on the environment, the presence of a

price leader increases margins anywhere from 0.6% to 75% (Byrne and de Roos, 2019; Lemus and

Luco, 2018; Lewis, 2012). Chilet (2018) studies the Chilean pharmaceutical market and identifies

coordinated price increases ranging between 1-132 percentage points. Similar to the setting of my

paper, Chilet finds that successful price leadership is facilitated by the smallest firm. Finally, Miller

et al. (2018) develop a model of oligopolistic price leadership in order to study the role of price

leadership in the U.S. beer industry in the context of mergers. In comparison to these studies, I

am one of the first to study price leadership in electricity markets while also providing some of the

largest estimates that this behavior can potentially have on prices (1,500%).

My research also builds on the study of oligopoly behavior in wholesale electricity markets.

Notably, Hortacsu and Puller (2008) develop a model of unilateral best response to study firm beha-

vior during the early phases of the market in 2002. Their research rejects equilibrium behavior and
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concludes that firms are over-pricing their production (bidding too-steep) relative to static profit

maximization. In order to explain this, Hortacsu et al. (2019) incorporate a model of cognitive

hierarchy and show that this discrepancy is in part due to heterogeneity in strategic behavior. My

research studies the market more than 10 years after these early findings and shows that another

explanation for firms over-pricing their production can be to transition between equilibria. This

result is similar is vain to some of the work that studies market power in the California electricity

market (Borenstein et al., 2002). Doraszelski et al. (2018) study the frequency response market in

the UK electricity system and show evidence that firms learn about demand as well as the behavi-

ors and actions of other firms. I also show evidence that firms learn about each other’s behaviors,

but can use this to transition between multiple equilibria.

4.2 Background on the Texas Wholesale Electricity Market

The Electric Reliability Council of Texas (ERCOT) manages electricity for more than 25 mil-

lion people in Texas, directing over 46,500 miles of transmission and more than 600 individual

generators. Its real-time spot market operates as an auction in which participants bid to buy and

offer to sell energy. Every 5 minutes, ERCOT clears these bids and offers at the lowest cost of

production conditional on transmission constraints and lines loss. In the absence of these two

constraints, the market clearing price is uniform. I analyze behavior in this spot market.

The basic mechanics of this market can be summarized as follows. Every 15 minutes, parti-

cipants selling electricity submit offer curves specifying the quantity they are willing to produce at

every price.2 The market operator, ERCOT, aggregates these offers and clears the market subject

to minimizing the cost of production every 5 minutes. ERCOT thus establishes a market clearing

price that equates supply and demand. When it comes time to settle however, not every firm is paid

this market price for every megawatt it produces. A firm may have other pre-determined quantities

and prices that it gets paid. Primarily, these are bilateral contracts and financial positions. Bilateral

contracts are pre-specified contracts held between an electric supplier and a buyer. Financial posi-

tions can vary significantly in terms of length. The most common financial position a firm agrees

2In practice, supply offers are bounded between prices of -$250 and $5,000.
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to comes in the Day-Ahead Market. In the day-ahead market, firms choose to submit offers to sell

electricity for the following day. ERCOT follows a similar procedure explained above and estab-

lishes a day-ahead price for which a firm is guaranteed the following day. The rationale behind a

day-ahead market is to provide market participants a mechanism to voluntarily hedge against the

volatility of prices in the real-time market.3

4.2.1 Setting Descriptives

The focus of this paper revolves around the summer of 2013 in the Texas wholesale electricity

market. Namely, the observation of several key features leads itself towards the study of equi-

librium transition and changes in firm behavior during this sample period. First, as mentioned

before, this is a market with a few number of private firms competing in a restricted market over

a homogeneous product with inelastic demand, who all share similar cost structures. In order to

participate in the market, a firm needs to either meet significant credit constraints or have owner-

ship of a power plant itself, which also requires significant credit. The inelasticity of demand is

due to the fact that almost all consumers pay a fixed price for electricity, so consumer behavior is

unresponsive to wholesale prices.4 Lastly, the similar cost structures are due to the fact that gener-

ator technology is shared between firms. The literature shows that these are all key characteristics

that facilitate successful price leadership (Markham, 1951). Summary statistics for the largest ten

firms in the market are shown in Table 4.1.

As indicated by Table 4.1, 57% of total generation is on average met by the largest 5 firms, and

may even be as large as 80% in a given auction. The largest two firms in the market (Luminant and

NRG) own over 27,000 MWs of combined capacity across 82 generating units, representing about

35% of total output and owning over 40% of ERCOT’s installed capacity. Smaller and medium-

3According to ERCOT, “(t)he Day-Ahead Market (DAM) is a voluntary, financially-binding forward energy mar-
ket. The DAM matches willing buyers and sellers, subject to network security and other constraints, whereby energy
is co-optimized with Ancillary Services and certain Congestion Revenue Rights. It provides a platform to hedge
congestion costs in the day-ahead of the Operating Day, and instruments to mitigate the risk of price volatility in
Real-Time.”

4It should be noted that there are emerging services (i.e., Griddy Energy) that enables a consumer to purchase
electricity directly at the wholesale price. However, these services began in 2017 and have had slow take-up relative
to the total market share.
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Table 4.1: Firm Summary Statistics

Firm Resources Capacity (MWs) Avg. Mkt. Share (%) Std. Dev Min Max

Luminant 42 16601.5 24.2 3 17.6 34.2
NRG Energy 40 10307.82 10 1.5 5.6 13.9
Calpine 15 7205 8.3 2.5 2.3 13
CPS Energy 26 6404 7.5 0.9 3.4 10.3
Nextera Energy 26 5145.7 4.9 1.4 0 8.5
GDF Suez 14 4127 6.7 0.8 4 8.7
Exelon 11 3255 2.8 0.6 0.8 4.9
LCRA 23 2524 2.1 0.3 1.3 3.3
City of Austin 20 2424.7 1.3 0.5 0 3
Direct Energy 8 2030 2.3 0.5 0.6 4
Constellation Energy 5 1276 0.4 0.5 0 2.1

This table presents summary statistics for the largest firms in the market. Capacity is measured by the maximum quantity
offered at any price in any auction over the sample period. Average Market Share is calculated from each firm’s telemetered
net output as a fraction of the total market output. This is calculated for each auction. The final two columns provide
min/max statistics for the market share calculations.

sized private firms (Calpine, Exelon, GDF, Nextera) produce about 23% of total generation while

owning about 30% of installed capacity. Lastly, municipalities and co-ops (City of Austin, CPS,

LCRA) represent a smaller average market share of about 11% despite owning close to 18% of

installed capacity. This highly dense market structure suggests a large role any one or handful of

firms can have on the market as a whole at potentially any point in time.

Furthermore, this time period also observes several significant price events. Figure 4.1 plots a

time series over the sample period of the average market price. In this paper, the average market

price, Pt, is defined as the load-weighted average price across all nodes in the market.5 The average

market-wide price, Pt, is $31 across all hours of the day. However, there are also times when prices

spike to be anywhere between $100 and $800.

High prices by themselves are not by all means an indication of behavior changes or strategic

interactions. Especially in electricity markets, there are a few potential explanations for price

spikes that might be the product of supply and demand in a particular auction. These can come

from demand-side shocks, any shocks to supply (generator outages, transmission failures, etc.), as

5This is common practice when studying nodal electricity markets.
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Figure 4.1: Market Price

Notes: This figure plots the average market price, Pt, for the summer months of 2013. The horizontal red line refers
to the average summer price ($31).

well as more technical engineering constraints that electricity grids are subject to. Allowing prices

to properly reflect these conditions is an important component of a well-designed and function-

ing market. However, despite this, demand and supply during this sample period do not predict

significant price events.6 Figure 4.2 shows a similar time series for these market characteristics.

Panel a) of Figure 4.2 shows the capacity available to the market operator in the real-time

spot market. Panel b) shows the realized demand in each auction. And lastly, panel c) depicts a

time series of both coal and gas prices.7 These summary figures indicate that there are not any

unexpected shocks to supply or demand that could potentially explain the significant price events.8

Looking at this time period more closely, I turn towards the study of firm behavior and the

6Appendix Figure C.2.1 shows a comparison between actual prices and predicted prices.
7Appendix Figure C.2.2 shows hourly summary figures for a) the market price, b) available capacity, and c)

aggregate demand. As demand increases throughout the course of a day, so does online capacity and market prices
accordingly.

8Similarly, I also test for congestion as an explanation for these price events and do not find any significant
correlation. Using the variation of nodal prices as a proxy for congestion, I screen out any potentially congested time
period. The significant price events remain even after screening out auctions where the quantity-weighted standard
deviation is more than 5-10%.

72



Figure 4.2: Market Summary

(a) Capacity (b) Aggregate Demand

(c) Fuel Costs

Notes: These figures plot time series of important market components. Panel a) shows the total capacity being
offered into each auction, while Panel b) shows aggregate demand. Panel c) shows fuel prices for coal and
natural gas.

interactions between firms. As mentioned before, this is in the context of firms submitting supply

functions. In highly dense oligopoly markets such as electricity markets, the way in which firms

offer their production, either individually or in the aggregate, has a direct impact on the market

clearing price. I first use a model of static unilateral profit maximization to characterize equilibrium

behavior. This model takes into account both supply and demand from the perspective of the firm

and allows me to analyze changes in behavior, specifically when it comes to price leadership and

learning in the Texas wholesale electricity market during this time period.
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4.3 Methodology and Data

4.3.1 Methodology

I start by developing an equilibrium model of bidding in the ERCOT spot market that incorpor-

ates the uncertainty faced by each firm at the time of making an offer into the market. This process

follows the uniform price share auction setup of Wilson (1979), and has been built upon frequently

in the literature (Hortacsu and Puller, 2008; Hortacsu et al., 2019; Mercadal, 2018).

4.3.1.1 Demand

I begin by modeling demand as

Dt(p) = dt(p) + εt (4.1)

where dt(p) is a deterministic component and εt is a stochastic shock. This is a natural specification

due to the nature of demand in wholesale electricity markets. Most consumption pay a fixed rate

per MWh and are thus price insensitive to the short-term market clearing process. On top of this,

there are no demand-side bids in the spot market and ERCOT clears according to demand forecasts.

4.3.1.2 Firm Offers

For every 15 minute auction t, firms must make decisions about how much to produce. Each

firm submits an offer Sit(p) into the spot market auction.9 These offers specify the quantity the

firm is willing to produce at every price.10 After clearing the market and establishing a price, p∗t , a

firm is given dispatch orders specifying the quantity it has been cleared to produce, Sit(p∗t ).

Furthermore, when offering into the spot market, each firm must take into account any finan-

cial or bilateral contracts that it may have. These contracts specify a price, PCit, and quantity,

QCit, at which a firm has locked in place. Accounting for these contract positions is important

due to the impact it has on the incentives for a firm to offer into the spot market (Wolak, 2000,

9I generate firm-level offer curves by aggregating over every generating resource that the firm owns.
10In practice, ERCOT allows each generator to submit an offer curve with 20 price-quantity "tranches." However,

after aggregating across a firm’s generating fleet, a firm has available many steps available to them in their supply
function.
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2003; Green, 1999). For example, if the market clearing price, p∗t , is greater than a firm’s con-

tract price, PCit, then the firm is required to pay the difference (p∗t − PCit)QCit to the contract

buyer (i.e., the firm is a net buyer). If on the other hand p∗t is less than PCit, then the firm is paid

the difference (p∗t − PCit)QCit (i.e., the firm is a net seller). These contract positions are settled

as contracts-for-differences. Hence, a firm’s offer into the spot market depends on this contract

position, Sit(p,QCit).

Lastly, each firm has a cost function Cit(q) for every level of output q. I assume that each firm

knows the cost structure of all firms in the market.11 This assumption is not strong since firms

interact between each other frequently and have been doing so for years on end. On top of this,

most of the cost is generated by the technological characteristics of the generating unit itself. This

information is largely publicly available.

4.3.1.3 Market Clearing

In the absence of transmission constraints, the market clearing price in a nodal market is uni-

form across the grid. Market operators collect every firm’s offers into the auction and equate this

to demand in a least-cost manner,

N∑
i=1

Sit(p
∗
t , QCit) = Dt(p

∗
t ) (4.2)

where p∗t is the equilibrium price that each firm is paid.

4.3.1.4 The Firm’s Problem

Upon realization of p∗t , each firm is paid Sit(p∗t , QCit)p
∗
t due to the uniform pricing rule. This

means that firm i’s ex-post profit in auction t is

πit = Sit(p
∗
t , QCit)p

∗
t − Cit(Sit(p∗t ))− (p∗t − PCit)QCit (4.3)

where, as indicated earlier, (p∗t − PCit)QCit takes into consideration a firm’s contract position.

11This is a standard assumption made frequently in the literature (Hortacsu and Puller, 2008; Hortacsu et al., 2019;
Mercadal, 2018)
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The most important source of uncertainty in the profit equation comes from the market clearing

price p∗t . This uncertainty has two components, but can ultimately be summarized by uncertainty

over the residual demand the firm faces in auction t.12 First, a firm has uncertainty about the

demand shock εt. Second, each firm faces uncertainty about all other firm’s contract positions.

Following Hortacsu and Puller (2008), I define a probability measure over the realization over

the clearing price from the perspective of firm i. This measure is conditional on i’s private inform-

ation about it’s own contract position, i’s submission of offer Sit(p,QCit), and other firms playing

their equilibrium strategies {Sjt(p,QCjt), j 6= i}. Here,

H(p, Sit(p);QCit) ≡ Pr(p∗t ≤ p|QCit, Sit) (4.4)

represents the uncertainty that firm i faces. Given i’s contract position, this is the probability that

firm i will be paid price p when selling quantity Sit(p) and all other firms submit their equilibrium

offers. Hortacsu and Puller (2008) show that this can be substituted back into the firm’s profit

problem and solved. Furthermore, if bids are additively separable in price and contract positions,

then a firm’s optimality condition can be summarized by

p− C ′

it(Sit) =
Sit −QCit
−RD′

it(p)
. (4.5)

This resulting condition essentially corresponds to an optimal markup rule, p−C ′
it(Sit). In practice,

this rule depends on whether or not a firm is a buyer or seller (and by how much), Sit−QCit, scaled

by the firm’s market power,RD′
it(p), whereRD′

it(p) is the slope of firm i’s residual demand curve.

Observe that in order to solve for this condition, one would need to observe each firm’s contract

position. In order to do this, I rely on a common assumption made in this literature. That is, if

C
′
it(S) is observed, a firm’s contract position can be determined by the quantity where a firm’s

offer curve intersects its marginal cost curve.13

12Firm i’s residual demand curve, RDit(p), is determined as RDit(p) = Dt(p) −
∑N

j Sjt(p,QCjt), such that
j 6= i.

13See Hortacsu and Puller (2008); Hortacsu et al. (2019); Mercadal (2018).
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4.3.2 Data

This paper uses data from various sources that can be summarized into two main categories -

real-time spot market data and marginal cost data.

Real-Time Spot Market data is publicly available from ERCOT. I first obtain each firm’s of-

fer curve made into ERCOT’s Security Constrained Economic Dispatch software (SCED) from

ERCOT’s 60-Day SCED Disclosure Reports. These reports contain detailed information on every

firms’s 15 minute offer, including the price-quantity values that make up an actual supply offer

curve, ramp-rates, generator start-up costs, facility status, cleared quantity orders, maximum and

minimum sustained energy production capabilities, etc. I also make use of ERCOT’s 2-Day Load

Reports, which provide aggregate measures of realized demand for each 15-minute interval.

In order to obtain price data, I rely on ERCOT’s Locational Marginal Price (LMP) reports. As

of 2010, ERCOT operates as a nodal market meaning that each node on the grid has its own price

(i.e., the LMP).14 LMP’s are constructed from three components; the energy cost, congestion cost,

and line loss. Specifically,

LMPnt =MECt +MCCnt +MLCnt, (4.6)

where LMPnt is the locational marginal price of node n in period t, MECt is the marginal energy

cost of adding one more MW to the grid period in period t, MCCnt is the congestion cost at

node n in period t, and MLCnt is the marginal line loss at node n in period t. Observe that in the

absence of congestion and loss, the nodal price is uniform across the grid, that isLMPnt =MECt.

Following this, I construct the market price as the load-weighted average across all nodes,15

Pt =
N∑
n

qnt
Qt

LMPnt, (4.7)

14See Appendix Figure C.1.1 for an example of prices with no grid congestion and Appendix Figure C.1.2 for an
example with congestion.

15This practice is common when analyzing nodal markets (Bushnell et al., 2008).
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where qnt represents that quantity produced at node n in period t, Qt is the total quantity of elec-

tricity in period t, and LMPnt is defined as in Equation 4.6. Since I do not explicitly model the

transmission grid, and thus potential congestion constraints, I use the variation of the nodal prices

to screen out potentially congested periods.16,17

As previously mentioned, the relevant marginal costs that firms must consider when deciding

how much to produce can be obtained directly from data. In order to calculate marginal cost

curves for each generating resource, I combine data from three main sources. First, I use data

from the U.S. Energy Information Administration (EIA) to collect data on fuel prices. Coal prices

($/short ton) are constructed from the Powder River Basin daily spot price and natural gas prices

($/MMBtu) are constructed from the Henry Hub daily spot price.18 I also account for transportation

costs by using the EIA’s transportation cost estimates.

Furthermore, I obtain data on a generator’s heat rate from the U.S. Environmental Protection

Agency’s (EPA) Emissions and Generation Resource Integrated Database (eGRID) as well as data

from ERCOT directly. Sometimes this information is incomplete in which case I augment the heat

rate data with the EIA’s Form 923. I also obtain data from the Texas Commission on Environmental

Quality (TCEQ) in order to get cost estimates on pollution permits. Lastly, I use data from the

Federal Energy Regulatory Commission (FERC) Form 1 that gives operation and maintenance cost

estimates. These combined costs represent the bulk of the share of a firm’s total cost of production.

4.4 Price Leadership

Price leadership has been shown to have significant impacts on profits, margins, and consumer

welfare across a variety of industries (Busse, 2000; Byrne and de Roos, 2019; Lemus and Luco,

2018; Lewis, 2012; Miller et al., 2018). Given this, it is important to investigate the role of strategic

16The literature suggests two primary ways to deal with congestion without having to model the transmission grid.
The first method requires researchers to choose a specific hour of the day when congestion is likely low (Hortacsu and
Puller, 2008; Hortacsu et al., 2019), while the other method relies on sample periods in which there is little geographic
variation of LMPs (Bushnell et al., 2008; Mansur, 2008). I follow and modify the latter of these two methods. In
practice, line loss averages 5% but can be as large as 15%. I screen out periods in which Pt has a standard deviation
greater than this range.

17At times, I also make use of ERCOT’s data on shadow prices and binding transmission constraints.
18These hubs are commonly used when studying ERCOT.
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behaviors in light of significant price events.

In many markets, regulatory emphasis tends to be placed on larger firms rather than smaller

firms (Gates and Leuschner, 2007). However, a recent literature shows the importance of smaller

firms in oligopoly behaviors specifically in regards to price leadership (Chilet, 2018). Due to

the nature of supply and demand, market power in wholesale electricity markets may exist for

any firm depending on the specific market conditions. Despite this fact, ERCOT’s regulator (the

PUCT) excludes firms with less than 5% of installed capacity from having market-wide market

power.19 Even with this protocol in place, it is not clear from a firm’s perspective whether this

exclusion applies to them. In particular, defining capacity is difficult and has warranted its fair

share of administrative meetings. In order to bypass this uncertainty, a small firm - GDF Suez

- enters into a voluntary mitigation plan (VMP) with the PUCT that explicitly defines the firm’s

capacity as 4.99% of installed capacity, thereby ensuring the firm exclusion from any regulation of

market-wide market power.20

Shortly after the acceptance of GDF’s VMP, there is a notable change in the firm’s offering

behavior.21 On ∼June 13th, GDF begins to offer its production between $400 and $1,200 - a

noticeable increase from $20-$30 as the firm had historically been doing. Panel a) of Figure 4.3

shows this transition for one of GDF’s generators.22

Following this significant change in the offering behavior by a GDF generator, Panel b) of Fig-

ure 4.3 documents a change in behavior by one owned by Luminant about three days after the fact

(∼ June 16th). While maybe not as drastic, this still represents a change from historically being

willing to sell electricity for about $20 to sporadically increasing its offer anywhere from $100

19Firms with generation portfolios less than 5% of installed capacity are considered "Small Fish" and are regulated
according to the "Small Fish Swim Free Rule" (hereafter SFSF) rule. SFSF is an Electric Substantive Rule imple-
mented by the PUCT on August 13th, 2006. Small Fish are deemed not to have ERCOT-wide market power, and
therefore have “an absolute defense against an allegation of an abuse of market power through economic withholding
with respect to real-time energy offers up to and including the system-wide offer cap.” See Subst. R. §25.504(c).

20A voluntary mitigation plan is an agreement between a market participant and the PUCT explicitly stating actions,
conditions, and/or behavior as not being an abuse of market power. See Subst. R. §25.504(d).

21A firm with 5% installed capacity could potentially have ERCOT-wide market power beginning in mid-June.
There is an abundance of excess capacity in lower-demand months meaning one firm has a minimal impact. But in
hotter periods, almost every firm could be a marginal supplier. See Appendix Table C.2.3.

22Appendix Table C.2.4 shows a longer summary figure of GDF’s historical offering behavior.
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Figure 4.3: Departure from Historical Behavior

(a) GDF Average Price (b) LUM Average Price

Notes: This figure plots the historical average offer price, for the summer months of 2013 by two generators.
Panel a) plots a GDF generator whereas Panel b) plots a Luminant generator. The average offer price is calculated
for each offer by quantity weighting each price-tranche in the generator’s offer curve. By doing so, each offer
curve is collapsed into a single observation and the time series of these is plotted above.

to $1,000. In order to rule out changes in cost or market conditions, I use the model outlined in

Section 4.3.1 to characterize each firm’s unilateral static profit maximizing offer for each auction.

Importantly, this model takes into account both realized demand and supply as well as the uncer-

tainty facing each firm allowing for the construction of optimal static supply offers. I then use this

model to compare the model predictions for a firm’s ex-post optimal offer with their actual offer.

Unlike many other settings where firms choose a single price or quantity, firms submit multiple

prices and quantities in order to complete an entire supply function. Because of this, it is import-

ant to analyze the full range of prices and not any single one. It could be the case that different

behaviors exist at multiple points along the supply function. To the best of my knowledge, this is

the first paper that studies price leadership in the context of firms competing in supply functions

rather than setting a single price or quantity. Figure 4.4 shows the results of this comparison.

To summarize Figure 4.4, I first construct a firm’s ex-post optimal offer and compare this to

the firm’s actual offer in every auction.23,24 In order to control for differences in contract positions

23These offers, as well as the market clearing process more generally, take into consideration important eco-
nomic and engineering components, like price-quantity values, generator start-up costs and facility status, max-
imum/minimum sustained energy production capabilities, etc.

24Appendix Figure C.3.1 shows Figure 4.4 examples in price-quantity offer space. Figure 4.4 shows the first $100
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over time, I scale the contract position to be zero. Hence, each plotted offer only captures net-

selling behavioral differences. After doing this, I take the difference between a firm’s optimal

offer and their actual offer, SExPOit − Sit, and then scale this by their available capacity upon

fulfilling their contract positions, Capit − QCit, where Capit is firm i’s total capacity in auction

t. Hence, each respective line in Figure 4.4 corresponds to the scaled difference between a single

offer and the benchmark offer. Note that for simplicity, I only show the first $100 for each offer.25

Therefore, the multiplicity of lines captures the sequential time-series element. By definition, any

offer above 0 on the y-axis corresponds to offers that are "too-steep" relative to static best response

profit maximization (i.e., the firm is over-pricing) whereas offers that are below 0 on the y-axis

correspond to offers that are "too-flat" relative to static profit maximization (i.e., the firm is under-

pricing). In summary, any line that is not horizontal at 0 represents an offer that is not profit

maximizing for the firm from a static perspective.

Looking at representative samples of firm behavior in Figure 4.4 through the lens of the model

described in Section 4.3.1, Panel (a) corresponds to the time period before GDF Suez departs

from its historical behavior. In general, these offers can be classified as profit-maximizing from

a static ex-post perspective. Similarly, Panel (b) indicates that Luminant also behaves in a profit-

maximizing manner.26 Panel (c) shows that once GDF departs from its historical behavior, it is also

deviating from profit maximization and is actively "leaving money on the table" by over-pricing

its production. Given that this knowledge does not immediately become publicly available, we

expect a natural lag in responses from other firms.27 Panel (d) shows that in GDF’s initial deviating

auctions, Luminant does not systematically change its behavior. Panel (e) shows that GDF con-

tinues to deviate, and is finally followed in Panel (f) with similar deviations from Luminant once

knowledge of GDF’s deviations are publicly available to the firm.

In the context of this paper, I define the initial equilibrium (corresponding to Panels (a) and

of the smoothed difference between "Ex-Post Optimal" and "Actual Offer" starting at the firm’s contract position.
25In practice, a firm’s supply function can range between -$250 and $5,000 (the offer cap).
26There are some instances where Luminant "under-prices" which may be due to risk aversion of being the largest

firm in the market.
27There is a two day lag in the disclosure of aggregate market information. However, there are a variety of other

reports that provide firms with more current information about its rivals production (i.e., the Current Operating Plan).
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Figure 4.4: Deviation from Ex-Post Best Response Bidding

(a) GDF Suez, Period 1 (b) Luminant, Period 1

(c) GDF Suez, Period 2 (d) Luminant, Period 2

(e) GDF Suez, Period 3 (f) Luminant, Period 3

Notes: Each line corresponds to a unique offer and represents the smoothed deviation from
ex-post best response. Depicted offers are selected from a representative sample of firm be-
havior. This is then scaled by the firms available capacity. By definition, anything above 0
is interpreted as an offer that is "over-priced" whereas a line below 0 is interpreted as being
"under-priced". Panels (a) and (b) show that initially, both firms are behaving according to
ex-post best response. Panel (c) indicates that GDF Suez deviates from this equilibrium play
in period 2. Panel (d) shows that while GDF deviates, Luminant continues to behave as it did
in Period 1. Panel (e) shows that GDF continues to deviate while in panel (f), Luminant begins
to deviate from ex-post best response in period 3.
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Figure 4.5: Equilibrium Price Events

(a) Ex-Post Optimal (b) Counterfactual

Notes: This figure summarizes Luminant’s behavior in two different settings. Panel (a) shows realized market data,
whereas in Panel (b) I counterfactually replace GDF’s offer with their ex-post optimal offer from period 1. Panel (a)
indicates that Luminant’s actual offer and their ex-post offer align upon fulfillment of their contract position, whereas
Panel (b) shows that Luminant’s actual offer is "too-steep" relative to their ex-post optimal offer. The results of this
figure are mirrored for the same counterfactual but from GDF’s perspective.

(b) in Figure 4.4) as a low price supply function equilibrium (SFE). The sequential deviation from

static best response behavior by multiple firms can be interpreted as a period of learning by firms

towards another more profitable equilibrium. After repeated iterations of this, the firms arrive at a

second equilibrium point that more closely resembles the Cournot outcome (vertical offers).28,29 I

define this second equilibrium as a high price equilibrium. One important feature of this second

equilibrium is that depending on a firm’s residual demand curve, there is a higher probability of

price events which generates significant profits to the firms. For example, consider Figure 4.5.

Figure 4.5 provides an example of equilibrium behavior where it is actually in each firm’s

unilateral interests to offer “vertically” at lower quantities. Panel a) shows that Luminant’s actual

offer, which is very vertical in nature, lines up with its ex-post optimal offer. However, this would

not have been optimal for the firm had GDF never changed behavior in the first place. Panel b)

28As shown by Klemperer and Meyer (1989), in the context of equilibrium in supply functions, almost anything
between Bertrand and Cournot competition can be sustained as a static equilibrium outcome.

29There is evidence that in some auctions, behavior between the two firms is greater than the Cournot outcome.
This result is consistent with a dynamic equilibrium where there are repeated game effects.
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shows that if GDF offered as it had historically, Luminant would have been better off offering

much closer to its marginal cost.

Furthermore, this example shows an important difference between the two equilibrium out-

comes. Depending on market conditions, that is tight demand and supply, it may be the case that

the two firms are able to set significantly high prices. If their residual demand curves are relatively

steep, the two firms can choose prices along these steeper portions. This is the case in Figure 4.5

where the market price is close to $800. This feature of supply functions in electricity markets is

one reason for the existence of a multiple equilibria.

4.5 Results

4.5.1 Differences in Equilibrium Price

To summarize so far, there exist multiple equilibria which may be optimal for a firm to play

depending on the actions of other firms. In the setting of the Texas wholesale electricity, firms begin

playing a low price SFE but depart from this in favor of learning to play a high price equilibrium.

In order to show differences between the low price SFE and high price equilibrium, I create an

indicator, I(Post), to capture all of the post transition periods and use this indicator to estimate the

difference in market prices. Table 4.2 presents the difference in the market clearing price between

the two equilibria.

There are a handful of factors that can impact market prices. In order to show that these

are not the driving force behind the price differences, I control for the most important features

of the electricity market. Namely, Table 4.2 adds controls for fuel costs, demand shocks, and

available capacity in columns 2 and 3 respectively. Furthermore, there are certain times of the

day as well as days of the week where price may vary in response to consumption patterns. In

order to compare prices only between periods of the same hour of the same day, column 4 controls

for hour and day fixed effects. Column 4 also controls for various weather elements that can

impact electricity consumption. Lastly, one might worry that the market clearing price picks up

congestion pricing in the later Summer periods. To address this, I screen for congestion and delete
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Table 4.2: Equilibrium Price Differences

1 2 3 4 5

Post 1.23** 1.38* 1.61** 1.57** 1.17*
(0.49) (0.76) (0.69) (0.68) (0.70)

Fuel Cost X X X X
Demand/Supply X X X
Day Fixed Effects X X
Hour Fixed Effects X X
Weather X X
Transmission X

N 8729 8729 8729 8729 6368

Standard errors in parentheses. * p<0.1 ** p<0.05 *** p<0.01. Column
1 shows the regression of I(Post) on Pt. Columns 2 and 3 add controls
for fuel costs, load, and available capacity respectively. Column 4 includes
fixed effects for hour of the day and day of the week and controls for various
weather components (temperature, wind speed, rain). In column 5, I screen
out potentially congested periods.

any of these potentially congested periods in column 5. Across all of these specifications, a high

price equilibrium is associated with an average price increases of close to $1.50, or a 5% increase

relative to the mean ($31.26). As depicted in Figure 4.5, this type of play can potentially result in

significant price increases as large as 1,500%.30

4.5.2 Opportunity Cost of Equilibrium Transitions

Despite the resulting price increases, recall Figure 4.4. In order to learn and facilitate this

second equilibrium, it required two firms - a leader and a follower - to deviate from a low price

SFE. Put another way, both firms had to initially forego profits in order to learn and experiment

how to transition. In order to calculate the foregone profits for both the leader and follower, I use

two different counterfactuals to obtain appropriate upper and lower bounds. In a deviating auction,

I obtain an upper bound on foregone profits by replacing a firm’s actual "too-steep" offer with their

30For sake of clarity, it should be noted that prices could have been larger during these events had either firm offered
at higher prices. There are other factors (e.g. regulatory) that might play an important role in why firms do not choose
prices as high as they could.
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Table 4.3: Foregone Profits of Transition

Actual Price
(1)

Estimated Price
(2)

Best-Response
(3)

Period 1 Offer
(4)

Panel A: Leader

Foregone Profits 4332.67 3432.85
(5267.71) (5387.083)

Scenario Price 45.67 45.40 43.21 43.92
(15.13) (10.03) (6.43) (7.63)

Panel B: Follower

Foregone Profits 1503.44 1205.83
(2975.41) (2607.14)

Scenario Price 46.79 47.88 45.82 47.49
(19.21) (14.25) (10.59) (16.38)

Standard deviations in parentheses. Panel A reports the foregone profits for the Leader during the after-
noon offers for the latter half of June, 2013. Panel B reports the foregone profits for the Follower during
the afternoon offers for the latter half of June, 2013. Column 1 reports the average market clearing price
Pt. Column 2 shows the estimated market clearing price. Column 3 reports the counterfactual impact
had each firm offered ex-post optimal supply curves in Periods 2 and 3 whereas Column 4 reports the
counterfactual impact had either firm offered a randomly selected offer from Period 1 in Periods 2 and
3. In this light, Column 3 can be thought of as an upper-bound and Column 4 can be thought of as a
lower bound for the impact of each firm’s deviations.

ex-post optimal offer and calculate the change in profits. However, this may be an overestimate due

to the implicit assumption of perfect foresight. To obtain a lower bound, I replace a firm’s actual

"too-steep" offer with a randomly selected offer from the period prior to deviations. Following this,

I calculate the difference in profits. Columns 3 and 4 of Panel (A) and (B) of Table 4.3 show the

upper and lower bounds respectively for the leader (GDF) and follower (Luminant) respectively.

Column 3 of Panel (A) in Table 4.3 indicates that an upper bound on the leader’s foregone

profits is about $4,300 whereas column 4 indicates a lower bound of $3,400.31 Furthermore, by

31Appendix Figure C.4.1 Panel (a) shows the density of foregone profits for GDF. I screen out potentially congested
periods and report similar estimates in Panel (b) of Appendix Table C.4.1.
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over-pricing its generation, the leader’s actions actually result in higher prices for all other market

participants. Had GDF not deviated, I estimate that prices would have been $1.48 - $2.19 lower

than actual. These differences are displayed in Panel (a) of Table 4.3 under the “Scenario Price”

row.32

Column 3 of Panel (b) in Table 4.3 indicates that an upper bound on the follower’s foregone

profits is about $1,500 whereas column 4 indicates a lower bound of $1,200.33 Furthermore, by

over-pricing its generation, the follower is also generating higher prices for all other market par-

ticipants. Had Luminant not deviated, I estimate that prices would have been $0.39 - $2.06 lower

than predicted. These differences are displayed in Table 4.3 under the “Scenario Price” row.34

When comparing the difference in the magnitude of foregone profits between the leader and

follower, it is worth pointing out that the larger firm (the follower) actually foregoes fewer profits

than the smaller firm (the leader). This is a feature of the larger firm submitting offer curves that

typically start deviating from profit maximization further along the schedule. By doing so, the firm

is able to retain profits upon market clearing while also deviating at other points in its offer. This is

a unique feature of price leadership and learning in supply-function space relative to a price setting

environment. Highly sophisticated firms are able to employ a diverse set of strategies at many

points in its supply function.35

4.5.3 Consumer Surplus

Given the nature of the electricity market, changes in price correspond to a transfer between

consumers and producers. In order to quantify the size of this transfer, I calculate the change in

total market profits had the two firms not changed their behaviors.36 However, for simplicity, I only

32Appendix Figure C.4.2 Panel (a) shows the density of how GDF’s behavior impacted the market clearing price.
33Appendix Figure C.4.1 Panel (b) shows the density of foregone profits for Luminant. Estimates are conditional on

Luminant being a net-seller in the spot market. I screen out potentially congested periods and report similar estimates
in Panel (b) of Appendix Table C.4.2

34Appendix Figure C.4.2 Panel (b) shows the density of how Luminant’s behavior impacted the market clearing
price.

35This is consistent with the literature showing that larger firms in this market are more sophisticated strategically
(Hortacsu et al., 2019).

36It should be noted that this is a back-of-the-envelope characterization. I do not model pass-through or competition
at the retail level. The complete function relating prices from the wholesale market to retail provision is a very intricate
process. However, there are emerging services (i.e., Griddy Energy) that actually enables a consumer to purchase
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Table 4.4: Changes in Profits

Mean Std. Dev. Min Max

GDF 82.2 26.1 61.5 120.4
LUM 459.0 85.6 376.5 546.3
Market 2,285.8 227.9 1,945.3 2,427.3

This table reports summary statistics (presented in thou-
sands, $‘000) for the profits generated under the price
events as described in Figure 4.5. A single price event,
which is more probable to occur when both firm play ac-
cording to the high price equilibrium, generates significant
profits for both the leader and follower making up for those
foregone as described in Table 4.3.

consider transfers resulting from the "price events" as described in Figure 4.5. The effect of these

price events represents a large share of this transfer. Table 4.4 provides summary statistics for the

price event transfers.

Assuming that 5% of the market quantity is actually exposed to the market clearing price, this

difference is then equally dispersed across the total number of households in Texas.37 Table 4.5

shows this calculation.

Panel A shows that for each price event, if the profit difference is accounted for entirely in the

following month, each household’s average electricity bill would be $0.24 higher, or about 0.2%.

Over time, repeated occurrences of price events can lead to noticeable increases in a consumer’s

bill. Panel B shows that after firms continually behave in this manner over the summer period, this

in total increases electricity bills by 3.2%.

electricity directly at the wholesale price.
37It is important to note that most of the market quantity is hedged through bilateral/financial contracts. Hence, the

quantity actually exposed to the spot price can vary by the hour. However, most estimates show that this is on average
about 5-10%.
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Table 4.5: Impact on Consumers

Dollars Percent of Bill

Panel A: Per Event
Next Month 0.24 0.2%
12-Month 0.02 0.0175%

Panel B: Total
Next Month 1.92 3.2%
12-Month 0.16 0.26%

Changes in market profits resulting from price events
are passed along directly to a consumer’s electricity bill.
Panel A shows this for each price event and Panel B
shows the total across all price events. The differences
are dispersed across all households directly either on
their "Next Month’s" average electricity bill, or spread
across a typical "12-Month" contract.

4.6 Learning and Information Disclosure

Given the impacts that one equilibrium can have over another, it is important to understand

the process of how firms transition between multiple equilibria. This can potentially allow for

policy measures in the form of information disclosure that focus on taking an ex-ante approach

to monitoring equilibrium selection, rather than the current ex-post approach. One of the primary

levers that policy-makers currently have available - but have invested little research in - is through

information disclosure. Information disclosure is the process by which historical information about

market outcomes and firm actions is made public to participants. Hence, market participants do

not have the most immediate information available and must wait a certain period of time for it to

be disclosed.

In dynamic settings, firms must maximize profits conditional on their expectations about what

their rivals will do. These expectations depend on a lot of factors including the ability to observe

the past play of other market participants. In essence, information disclosure defines a window

where a firm does not have the information available to them about how its rivals and other firms
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most recently behaved. Hence, in this setting where firms learn about each other, the availability

of recent information plays an important role in how each firm forms their expectations about how

another firm will behave in the future.

In order to capture these elements, I embed a fictitious play learning model (whereby a firm

places a weight on its rivals historical actions in order to form an expectation about what they

will do today) into a model of dynamic profit maximization. These weights are then estimated

dynamically and indicates how both firms form expectations about the probability of future actions

by their rival. This model setup culminates in a fixed point equilibrium on each firm’s probability

of jointly maximizing profits and the other firm’s belief about this probability.

4.6.1 Model Outline

Belief-based learning starts with the premise that players keep track of their rival’s history of

play and form beliefs about what they will do in the future based on this historical play. While

there may be a few adaptive learning models that fall within the category of belief-based learning,

fictitious play is largely considered to be the leading candidate model.38 I assume that in auction t,

firm imust choose an offer Sit. The firm also forms a belief about its rivals’ offer S−i,t by sampling

from the empirical distribution of past offers.39 Furthermore, I allow for geometrically declining

sampling weights to capture the fact that firms may believe recent offers are more similar to more

recent observations. In practice, this amounts to assigning a sampling weight θt−τ−1 to rival offers

S−i,τ in auctions τ ≤ t − 1, such that θ ∈ [0, 1]. I normalize θ such that the weights sum to one.

Hence, in the event that θ = 1, a firm believes that its rivals actions will be sampled equally from

all past observations. On the other hand, θ = 0 corresponds to a firm believing that its rivals actions

today will be identical to its actions in t− 1.

In order to model the transition period, I look at the behaviors of only GDF Suez (the leader)

and Luminant (the follower) and treat all other firms as part of a fringe supply.40 In auction t, each

38See Aguirregabiria and Jeon (2018) for further discussion on this.
39There is some discussion about the bounds of this distribution. For computational reasons, I sample from the

most recent week of offers following a bounded approach. See Sela and Herreiner (1999) for a more detailed remark
on this.

40For sake of clarity, I do not assume that all other firms offer at marginal cost. I assume that their actual offer
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firm takes one of two actions, ait ∈ {aS, aJ}, where aS corresponds to the firm maximizing its

static profits and aJ corresponds to the firm maximizing dynamic profits and producing the jointly

withheld quantity.41 Each player’s probability of playing aJ , Prit(ai,t = aJ), is determined by

its expected profits and by their belief about the probability of their rival playing aJ , Prit(a−i,t =

aJ) + εi, too. Each firm knows the weight they assign to the historical play of its rivals, while the

other only has a belief about what this private value is.

I further model the probability that the leader plays aJ as Prit(ai,t = aJ) = Pr(πi(a
J) >

πi(a
S)), where:

πi(a
J) = πt(a

J
i , a

S
−i) +

T∑
t+n

δt+n[Prit(a−i,t = aJ) ∗ πt+n(aJi , aJ−i)+

(1− Prit(a−i,t = aJ)) ∗ πt+n(aJi , aS−i)] + εi. (4.8)

To summarize, the leader must send an initial signal, πt(aJi , a
S
−i) in the form of foregone static

profits to the follower. However, the leader has a belief about when the follower will respond to

this signal and similarly play aJ . Once both firms play aJ , the leader receives the high-price profits,

πt+n(a
J
i , a

J
−i). On the other hand, the leader could never send the initial signal and instead receive

static profits, πi(aS). Formally,

πi(a
S) = πt(a

S
i , a

S
−i) +

T∑
t+n

δt+n[πt+n(a
S
i , a

S
−i)] + εi. (4.9)

In order to model the follower’s behavior, the follower must first observe a signal from the

leader. That is, in period t − n, the follower observes a−i,t−n = aJ . The follower then decides

whether to play aJ or aS . I model this probability again as Prit(ai,t = aJ) = Pr(πi(a
J) > πi(a

S)),

would not change in response to the actions of GDF and Luminant.
41I find that prices in the third period are on average slightly higher than the Cournot outcome. Hence, for the sake

of this section, I choose to model this second period as corresponding to an outcome from a repeated game.
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but here the profit functions are now instead

πi(a
J) = Prit(a−i,t = aJ) ∗ πt(aJi , aJ−i) +

T∑
t+n

δt+n[Prit(a−i,t+n = aJ)∗

πt+n(a
J
i , a

J
−i)] + εi. (4.10)

The probability of the follower playing aJ depends on its belief about the leader continuing to

play aJ going forwards too. Alternatively, the follower could obtain static profits πi(aS) denoted

by

πi(a
S) = Prit(a−i,t = aJ) ∗ πt(aSi , aJ−i) +

T∑
t+n

δt+n[Prit(a−i,t = aJ) ∗ πt+n(aSi , aJ−i)+

(1− Prit(a−i,t = aJ)) ∗ πt+n(aSi , aS−i)] + εi. (4.11)

The follower has the option of capitalizing on the leader playing aJ . By doing so however, the

leader will revert back to aS at some point.

4.6.2 Estimation Strategy

This model represents a fixed point equilibrium on probabilities. In equilibrium, the probability

that the leader plays aJ corresponds to the follower’s belief about the probability of the leader

playing aJ too. Similarly, the probability that the follower plays aJ corresponds to the leader’s

belief about the probability of the follower playing aJ . Using this setup, I estimate the parameters

of the model by maximizing the associated likelihood function:

L =
∑

PrF (aLt = aJ ; θF )
I(aLt=a

J ) · PrL(aFt = aJ ; θL)
I(aFt=a

J ), (4.12)

such that the above conditions hold true.

To summarize, this model estimates values of the weighting parameters, θF and θL, that best

explain the observed probabilities of both firms playing aJ . In practice, these estimate amount to
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values of θ∗F = 0.5 and θ∗L = 0.3.42 This indicates that both the leader and the follower place higher

weight on their rival’s more recent actions. However, it should be noted that these two estimates

are not qualitatively different from each other, so the exact magnitudes should be interpreted with

a grain of salt.

4.6.3 Counterfactual Information Disclosure Windows

Given that each firm observes and puts more weight on the other’s more recent actions, the

availability of information plays an important role in this equilibrium selection process. For ex-

ample, without any disclosure window, if the leader sends out a signal in period t, then the follower

can decide how to respond in period t + 1. However, in the event that there is a one day window,

the leader must send out a signal in period t and t + 1 before the follower is able to respond in

period t + 2. Intuitively, for longer windows, the leader will have to sacrifice more profits before

being able to observe how the follower will respond.

To estimate the impact of different information disclosure windows, I allow firms to only

weight observations explicitly outside of this window. For various window lengths w and para-

meter values θ∗F and θ∗L, I can determine how both firms incorporate and respond to their rival’s his-

torical actions {a−i,t−w, ..., a−i,t−w−n}. Figure 4.6 shows the impact that different window lengths

w have on market prices. In summary, longer window lengths are associated with a lower average

market clearing price. A two and five-day window are associated with average prices of $52.00

and $51.90 respectively, whereas a 10 and 20-day window are associated with average prices of

$51.65 and $50.98.

Important to the content of this paper, we are interested in information disclosure as a potential

policy lever used to prevent the formation of the high priced equilibrium. With this in mind, Figure

4.6 also shows that the frequency of high priced occurrences (>$100) does not change when going

from two to five days, but falls significantly at 10 days. Under these information lags, firms must

sacrifice more static profits in the short-term to signal their intent to the other firm. As these

foregone profits accumulate, it no longer becomes profitable for firms to even try to reach the

42For computational reasons, these results are based on only a subset of afternoon hours.
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Figure 4.6: Impact of Information “Window” Lags

Notes: This figure plots the distribution of market prices, Pt, for various counterfactual information disclosure
“window” lag lengths. Prices above $100 are pooled together in the last bin.

second higher priced equilibrium.

Information disclosure policies are important components in equilibria transition and firm

learning. For the sake of completeness, it should be cautioned that there may be benefits of shorter

window lengths for the market as a whole. Specifically, with more recent information, firms are

potentially able to start-up low/medium cost generators if they have information that they will

be called upon and used in the near future. Generators can ramp up their generation over time.

Without this notice, lower cost generators may not have the opportunity to be on (for example,

maintenance) leading to the market operator dispatching higher cost generators instead. Given the

importance that information disclosure has on the market, future work should comprehensively

look at the full spectrum of costs and benefits resulting from shorter or longer information disclos-

ure windows. Furthermore, this analysis assumes that any and all information is not accessible

to firms (i.e., an information “black out”) within the defined window length.43 Determining the

43It should also be noted that it may not be practical or feasible to “black out” all sources of information as firms
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heterogeneous benefits and costs of each information source is also important to consider.

4.7 Conclusion

The multiplicity of equilibria makes designing and regulating markets a complex problem. In

oligopoly markets where firms compete in supply functions, this is even more the case. Most re-

search to date focuses on studying the specific market characteristics that facilitate one equilibrium

over another, rather than the process by which firms can transition between many equilibria. How-

ever, this does not aide in monitoring markets from an ex-ante perspective. Differences in prices

(and ultimately profits) can generate an incentive for firms to transition away from lower priced

equilibria towards higher priced ones.

In this paper, I study the role of price leadership and learning in the establishment of a new

equilibrium and the transition towards it in the Texas wholesale electricity market during the sum-

mer of 2013. I use firm offer data into 15-minute electricity auctions to document the systematic

deviations from static unilateral best response behavior of a price leader and a follower. These de-

viations impose a cost on the firms in the form of foregone profits, but in the long run, transitioning

to the high price equilibrium results in price increases of 5% relative to the average market price

during the study time period, and the potential for price events as large as 1,500%.

Given these impacts, there are multiple important policy implications. First, while most reg-

ulatory emphasis is placed on large firms, smaller firms are also important to consider especially

in regards to the entire market (Gates and Leuschner, 2007). This result generalizes to many con-

centrated industries like technology and search engines (e.g., Google, Yahoo, Microsoft), wireless

telecommunications (e.g., Verizon Wireless, AT&T Inc., Sprint Nextel Corporation), airlines (e.g.,

Southwest, Delta, American, United), among many others. While the impacts of a single firm

in highly concentrated markets can be large, the actions of smaller firms are also important to

consider.

Second, the way in which information is released and made available to the market matters.

To explicitly analyze the process of learning during the transition period, I integrate a fictitious

may have their own private sources that they use.
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play learning model in a model of dynamic profit maximization. I show that with a 10-day lag

in information disclosure, these firms would not have found it profitable to transition altogether.

Hence, one way to prevent this transition may be through the use of information disclosure policies.

In markets where information is disclosed to participants (financial and stock, etc.), this result

shows that the timing of information release is an important factor to consider when designing

a market. Given this, further research should focus on documenting the full range of costs and

benefits that are associated with various information disclosure policies.
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5. SUMMARY AND CONCLUSIONS

The three essays comprising this dissertation use experimental and structural research methods

to study how institutions, emerging technologies, and historical policies interact and ultimately

impact outcomes of interest to consumers and society.

In Section 2, together with Roberto Mosquera, Mofioluwasademi Odunowo, Xiongfei Guo,

and Ragan Petrie, we study the causal effect of Facebook on various aspects of daily life as well

as the monetary value that users have for the platform. Using an incentive-compatible auction

mechanism, we find that one week of Facebook is estimated to be worth $67 for participants in our

experiment. This is a relatively large value considering that it represents approximately 30 percent

of the average weekly income for university students. Second, we find that Facebook is a primary

source of news for participants as well. When restricted from its use, individuals did not search

for news from other sources, even from sources with low substitution costs (e.g., radio, television,

internet). This decrease in news access is also associated with increased difficulty in assessing the

veracity of news. Being off of Facebook resulted in more uncertainty about whether news from

politically-skewed sources was fake or not. Finally, we find that using Facebook induces negative

feelings, such as depression, and that participants switch to healthier activities when they do have

access to Facebook.

In Section 3, with Steve Puller, we study the relationship between the distributional con-

sequences of a uniform gasoline tax and political support for the tax itself. In order to address the

externalities imposed on society from gasoline consumption in the personal transportation market,

the United States has elected to regulate vehicle manufacturers through Corporate Average Fuel

Economy (CAFE) Standards instead of through Pigouvian taxes despite a large and growing liter-

ature showing that the former is anywhere from 3 to 6 times less cost efficient than the latter. This

status quo stems from the fact that gasoline taxes are politically unpopular among American voters.

While uniform gasoline taxes can be welfare enhancing in the aggregate, there exists heterogen-

eity amongst who receives the benefits and who bears the costs. In this paper, we first design an
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optimal uniform gasoline tax that properly accounts for local pollution damages (in practice, this

amounts to $0.40 per gallon), counterfactually increase the price of gasoline, and find that there is

substantial heterogeneity across the state in terms of the distribution of costs and benefits. We then

show that, even after controlling for an individual’s political affiliation, this distribution is an im-

portant determinant in an individual’s decision to support a gasoline tax and can explain up to 10%

of an individual’s decision. This result establishes a behavioral link between self-interests and tax

support that goes beyond “tribal” politics allowing us to design tax regimes that are “politically-

sophisticated.” We design a revenue neutral tax regime whereby individuals in counties with higher

proportions of people who have costs that outweigh their benefits receive a larger tax dividend than

those with smaller proportions. This tax regime shifts the distribution of support for a gasoline tax

from a median level of 4 (out of 10) to a 5.

In Section 4, I study the process by which firms transition between multiple equilbria in whole-

sale electricity markets. In oligopoly markets where firms choose supply functions rather than just

price or quantity, there exists a wide range of potential equilibria resulting in an equally wide range

of market outcomes in terms of prices and profits. Hence, these differences generates the incentive

for firms to transition away from low price equilibria towards high price equilibria. Despite this,

surprisingly little is known about how an equilibrium is reached as well as how agents transition

between them. I show that a small firm in the market suddenly begins to deviate from a static

low-price supply function equilibrium (SFE) using a model of unilateral profit maximization. This

firm foregoes static profits (≈$3,500 per offer) in favor of over-pricing a significant portion of its

production. Shortly after this behavior, the largest firm in the market begins to behave similarly

and over-prices its production (forgoing ≈$1,200 per offer). I show that this shift in play is asso-

ciated with an average price increase of 5%, but can also result in swings as large as 1,500%. To

explicitly analyze the process of learning during the transition period, I integrate a fictitious play

learning model into a model of dynamic profit maximization. This model allows me to estimate

and paramaterize the beliefs needed to be held by both firms in order for them to behave in this

manner. I further show that by preventing the most recent information from being observable,
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firms would need to forgo an increased amount of static profits to arrive at the high priced equilib-

rium. Revealing information with a 10-day lag prevents firms from transitioning to the high priced

equilibrium altogether.
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APPENDIX A

THE ECONOMIC EFFECTS OF FACEBOOK

A.1 Phase 1 Recruitment Email:

Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei

Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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A.2 Phase 1 Survey:

If no, the next screen shows

If yes, the next screen shows
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† The screen above represents the WTP setting. Half of the subjects received this wording while

the other half were asked "How much money would you need to be given to stop using Facebook

for a week?", which reflects the WTA setting.
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For the case where the counter offer is less than the valuation:

Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiong-

fei Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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A.3 News Quiz

Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei

Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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A.4 Survey Questionnaire
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Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei

Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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A.5 Additional Results

Figure A.1: Facebook Negative Emotions
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Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei

Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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Figure A.2: Change in Reported Depression and Change in the Value of Facebook
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Notes: Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei
Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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Table A.1: Descriptive Statistics by Survey Phases

Ineligible Eligible P-value Eligible (Show) Eligible (No-Show) P-value

Value of Facebook 85.35 27.11 0.000 28.97 26.33 0.025
(119.88) (12.72) (12.98) (12.55)

Woman 0.60 0.59 0.720 0.65 0.57 0.089
(0.49) (0.49) (0.48) (0.50)

Age 20.77 20.55 0.009 20.59 20.53 0.693
(1.65) (1.68) (1.99) (1.53)

Income ($) 67,204 71,761 0.109 69,509 72,286 0.512
(55,192) (68,778) (63,207) (71,032)

N 1,207 562 167 395

This table presents the means for eligible and ineligible participants from the Phase 1 survey and for the eligible participants
that showed up to complete the Phase 2 survey and those that were eligible but did not show up for phase 2. The p-values
represents the difference of means for each group. Standard deviations are in parentheses. Reprinted with permission from
Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of
Facebook, published 2019, Experimental Economics.
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Table A.2: Facebook Restriction - Balance of Covari-
ates

Treatment Control P-value

Value of Facebook 28.42 29.43 0.618
(11.27) (14.33)

Woman 0.57 0.711 0.060
(0.50) (0.46)

Age 20.69 20.51 0.569
(2.41) (1.56)

Income($) 67,900 75,986 0.482
(55,988) (68,904)

N 77 90

The first two columns present the means of different observables
characteristics for the Facebook restriction treatment group and the
no restriction control group. Columns 3 presents the p-values of
the difference of means between these groups. Standard deviations
are in parentheses. Reprinted with permission from Roberto Mos-
quera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei
Guo, and Ragan Petrie, The Economic Effects of Facebook, pub-
lished 2019, Experimental Economics.
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Table A.3: Phase 2 Survey - Summary Statistics

Mean Median Std. Dev.

Daily Time Reading or Watching News (1-5)1 2.15 2 1.19

Frequency of Use (1-7)2

Cable TV 1.93 1 1.49
Paper News 1.31 1 0.67
Radio 2.46 2 1.66
Online News 4.55 5 1.73
Social Media 5.60 6 1.56
News Feed 4.14 4 1.99

Political Nature of Preferred News (1-5)3 2.81 3 0.97

Daily Social Media Usage (hours)4

Facebook 1.87 1 2.21
Instagram 1.28 1 1.60
Twitter 0.86 0 2.06
Tumblr 0.35 0 1.57
Snapchat 1.95 1 3.02
Vimeo 0.03 0 0.16
YouTube 1.85 1 2.65

Social Media Friends and Followers (number)5

Facebook 640.99 538 442.04
Instagram 452.36 350 511.77
Tumblr 87.32 0 571.74
Twitter 182.12 0 333.80

Subjective Well-Being (0-10)6

Satisfied with life 7.15 8 1.92
Things in life are worthwhile 7.37 8 1.88
How happy are you 7.17 8 2.12
How often do you worry 6.79 7 2.33
How often do you feel depressed 3.40 3 2.63

Notes: 1Responses to the question “How much time did you spend reading or watching the news
per day last week?” Response options: 1) Less than 15 min, 2) More than 15 minutes but less
than 30 minutes, 3) More than 30 minutes but less than 1 hour, 4) More than 1 hour but less
than 2 hours, and 5) More than 2 hours. N=167 obs. 2Responses to the question “Please indicate
how frequently you used the following types of news media last week.” Scale was from 1 to
7 where 1 indicates “Not at all” and 7 indicates “All of the time.” N=167 obs. 3List top news
outlets/sources from the previous week. We categorized each 1st choice as either being 1) Left,
2) Left-Center, 3) Center, 4) Right-Center, or 5) Right based on www.allsides.com. N=57 obs.
4Time spent each say on various social media platforms. 5How many friends and followers on
various social media platforms. 6Subjective well-being questions, with 0 indicating “never and” 10
“very/always.” Reprinted with permission from Roberto Mosquera, Mofioluwasademi Odunowo,
Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, published
2019, Experimental Economics.
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Table A.4: Correlations between the Value of Facebook and User’s Characteristics

Value of Facebook High Time High Engage Depressed High Negative High Friends in High Friends in
Facebook other Social Media

Value of Facebook 1.00

High Time 0.23*** 1.00

High Engage 0.20** 0.32*** 1.00

Depressed -0.11 0.23*** 0.05 1.00

High Negative -0.06 0.17** 0.09 0.32*** 1.00

High Friends on Facebook 0.06 0.10 0.21*** -0.02 0.01 1.00

High Friends on other Social Media 0.17** 0.18** 0.38*** -0.10 0.01 0.42*** 1.00

* p < 0.1 ** p < 0.05 *** p < 0.01

This table presents the Pearson correlation coefficients between the stated value of Facebook and characteristics of its users based on Phase 2 survey responses. High Time refers to individuals
who on average use Facebook for more than one hour per day; High Engage refers to individuals who post pictures and comments on Facebook at least once or twice per month; Depressed
refers to individuals who reported feeling depressed above the reported median value; High Negative refers to individuals who are above the median of the factor index that combines measures
of feeling envy, misery, lonely and annoyed while on Facebook; High Friends in Facebook refers to individuals who have more than 564 friends in Facebook (median number of friends);
and High Friends in other Social Media refers to individuals who have more than 529 friends in Facebook (median number of friends in other social media). Reprinted with permission from
Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of Facebook, published 2019, Experimental Economics.
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Table A.5: Distribution Shift Tests

Equality FSD C-T SSD C-T FSD T-C SSD T-C

Facebook Use 0.00*** 0.00*** 0.00*** 0.93 1.00

News Media Index -Traditional Media 0.41 0.22 0.10* 0.60 0.57
News Media Index -Social Media 0.00*** 0.00*** 0.00*** 0.94 1.00
News Consumption Index 0.07* 0.04** 0.00*** 0.95 0.75
Probability Right Answer - Mainstream News 0.37 0.77 0.80 0.18 0.23
Probability Wrong Answer - Mainstream News 0.61 0.70 0.55 0.33 0.34
Probability Not Sure Answer - Mainstream News 0.55 0.29 0.21 0.58 0.51
Probability Right Answer - Skewed News 0.01*** 0.01*** 0.01*** 0.54 0.99
Probability Wrong Answer - Skewed News 0.46 0.50 0.75 0.23 0.23
Probability Not Sure Answer - Skewed News 0.37 0.51 0.81 0.19 0.19

Overall Satisfaction 0.25 0.11 0.20 0.58 0.76
Life is Worthwhile 0.28 0.14 0.09* 0.62 0.79
Feel Happy 0.17 0.09* 0.11 0.93 0.82
Worry 0.21 0.90 0.79 0.10* 0.11
Feel Depressed 0.32 0.16 0.22 0.91 0.98

Consumption Index 0.03** 0.97 0.89 0.01** 0.00***
Productive Time Index 0.10 0.97 0.90 0.05* 0.02**
Efficient Time Index 0.10* 0.98 0.90 0.05* 0.01***
Expected Consumption Index 0.07* 0.79 0.63 0.03** 0.01***

Value of Facebook 0.47 0.70 0.99 0.25 0.14

* p < 0.1 ** p < 0.05 *** p < 0.01

This table presents the bootstrap p-values of Kolmogorov-Smirnov statistics that test for equality of distributions, first order
stochastic dominance and second order stochastic dominance between treatment and control after a one week Facebook restric-
tion. In column 1 the null hypothesis is that the distributions are the same, in column 2 the null hypothesis is that the treatment
group first order stochastic dominates the control group, in column 3 the null hypothesis is that the treatment group second order
stochastic dominates the control group, in column 4 the null hypothesis is that the control group first order stochastic dominates the
treatment group, and in column 5 the null hypothesis is that the control group first order stochastic dominates the treatment group.
First order stochastic dominance and second order stochastic dominance are defined as in Abadie (2002). Reprinted with permission
from Roberto Mosquera, Mofioluwasademi Odunowo, Trent McNamara, Xiongfei Guo, and Ragan Petrie, The Economic Effects of
Facebook, published 2019, Experimental Economics.
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APPENDIX B

WHO SUPPORTS PIGOU? THE DISTRIBUTIONAL CONSEQUENCES OF PIGOUVIAN
TAXES

B.1 Transportation Poll Stratified Regions

Figure B.1.1: TTI Regions

Region Designations:
Region 1 - Houston; Region 2 - Dallas; Region 3 - Fort Worth; Region 4 - San Antonio; Region 5
- Austin; Region 6 - Laredo, Pharr; Region 7 - Corpus Christi, Yoakum; Region 8 - Bryan, Waco;
Region 9 - Atlanta, Beaumont, Lufkin, Paris, Tyler; Region 10 - Amarillo, Childress, Lubbock,
Wichita Falls; Region 11 - Abilene, Brownwood, Odessa, San Angelo; Region 12 - El Paso

Reprinted from Texas A&M Transportation Institute’s Texas Transportation Poll (2016).
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B.2 Federal and State Gasoline Tax

Figure B.2.1: Federal Gas Tax Spending Allocation

Gas Tax Uses:
This figure shows that historically, the federal gas tax has been used for two main purposes: 1)
Deficit Reduction and 2) Infrastructure Spending via the Highway Trust Fund or Mass Transit
Projects. Every time the gas was increased, each cent has been allocated to either one of these
purposes.
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Table B.2.1: State Gasoline Taxes

Gasoline Diesel

Excise LUST Fees Total Excise LUST Fee Total

Federal 0.183 0.001 0.184 0.243 0.001 0.244

Gasoline Diesel

State Taxes & Fees State Total State Taxes & Fees State Total

Alabama 0.240 0.010 0.250 0.250 0.018 0.268
Alaska 0.080 0.010 0.090 0.080 0.010 0.090
Arizona 0.180 0.010 0.190 0.180 0.010 0.190
Arkansas 0.245 0.003 0.248 0.285 0.003 0.288
California 0.473 0.082 0.555 0.360 0.342 0.702
Colorado 0.220 0.013 0.233 0.205 0.013 0.218
Connecticut 0.250 0.000 0.250 0.290 0.175 0.465
Delaware 0.230 0.000 0.230 0.220 0.000 0.220
District of Columbia 0.235 0.000 0.235 0.235 0.000 0.235
Florida 0.040 0.304 0.344 0.040 0.313 0.353
Georgia 0.279 0.008 0.287 0.313 0.008 0.321
Hawaii 0.160 0.025 0.185 0.160 0.025 0.185
Idaho 0.320 0.010 0.330 0.320 0.010 0.330
Illinois 0.380 0.151 0.531 0.455 0.151 0.606
Indiana 0.300 0.144 0.444 0.490 0.010 0.500
Iowa 0.305 0.000 0.305 0.325 0.000 0.325
Kansas 0.240 0.000 0.240 0.260 0.000 0.260
Kentucky 0.246 0.014 0.260 0.216 0.014 0.230
Louisiana 0.200 0.009 0.209 0.200 0.009 0.209
Maine 0.300 0.014 0.314 0.312 0.007 0.319
Maryland 0.262 0.107 0.369 0.270 0.107 0.376
Massachusetts 0.240 0.029 0.269 0.240 0.029 0.269
Michigan 0.263 0.136 0.399 0.263 0.165 0.428
Minnesota 0.285 0.001 0.286 0.285 0.001 0.286
Mississippi 0.180 0.004 0.184 0.180 0.004 0.184
Missouri 0.170 0.004 0.174 0.170 0.004 0.174
Montana 0.320 0.008 0.328 0.295 0.008 0.302
Nebraska 0.293 0.009 0.302 0.293 0.003 0.296
Nevada 0.230 0.008 0.238 0.270 0.008 0.278
New Hampshire 0.222 0.016 0.238 0.222 0.016 0.238
New Jersey 0.105 0.310 0.415 0.135 0.351 0.486
New Mexico 0.170 0.019 0.189 0.210 0.019 0.229
New York 0.080 0.258 0.338 0.080 0.240 0.320
North Carolina 0.361 0.003 0.364 0.361 0.003 0.364
North Dakota 0.230 0.000 0.230 0.230 0.000 0.230
Ohio 0.385 0.000 0.385 0.470 0.000 0.470
Oklahoma 0.190 0.010 0.200 0.190 0.010 0.200
Oregon 0.360 0.000 0.360 0.360 0.000 0.360
Pennsylvania 0.576 0.011 0.587 0.741 0.011 0.752
Rhode Island 0.340 0.011 0.351 0.340 0.011 0.351
South Carolina 0.220 0.008 0.228 0.220 0.008 0.228
South Dakota 0.280 0.020 0.300 0.280 0.020 0.300
Tennessee 0.260 0.014 0.274 0.270 0.014 0.284
Texas 0.200 0.000 0.200 0.200 0.000 0.200
Utah 0.311 0.007 0.318 0.311 0.007 0.318
Vermont 0.121 0.187 0.308 0.280 0.040 0.320
Virginia 0.162 0.006 0.168 0.202 0.006 0.208
Washington 0.494 0.027 0.521 0.494 0.027 0.521
West Virginia 0.205 0.152 0.357 0.205 0.152 0.357
Wisconsin 0.309 0.020 0.329 0.309 0.020 0.329
Wyoming 0.230 0.010 0.240 0.230 0.010 0.240

Values are as reported from the EIA’s State-by-State Fuel taxes. Last updated on February 2020.
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B.3 Gasoline Tax Support Maps

Figure B.3.1: Political Support Maps

(a) 5 Cent Support

(b) 10 Cent Support
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(c) Oppose Increase
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Figure B.3.2: Historical Retail Gasoline Prices in Texas (2004-2010)

This figure presents a time series of the average daily retail gasoline price
in Texas as reported by the EPA. Prices are in terms of dollars per gallon.
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Figure B.3.3: County “Win” Proportions

This figure presents results for the front-end calculations, and depicts a histogram of the propor-
tion of “Winners” (benefits > costs) in each county. “Winners” tend to be concentrated in the more
urban regions of the state, but can also be driven in rural counties where pollution damages are high.
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B.4 Full Regressions

Table B.4.1: County Win Percent on 5 Cent Support

1 2 3 4 5 6

County Win Percent 0.18*** 0.17*** 0.14*** 0.12*** 0.11** 0.10**
(0.03) (0.03) (0.05) (0.05) (0.05) (0.04)

Republican -0.09*** -0.09*** -0.11*** -0.12*** -0.11***
(0.02) (0.02) (0.02) (0.02) (0.02)

Independent/Other -0.06*** -0.06*** -0.07*** -0.09*** -0.07***
(0.02) (0.02) (0.02) (0.02) (0.02)

High Mileage -0.07*** -0.07*** -0.04** -0.02 -0.02
(0.02) (0.02) (0.02) (0.02) (0.02)

Air Quality Violations <-0.01 <-0.01 <-0.01 <-0.01
<(0.01) <(0.01) <(0.01) <(0.01)

County GOP Voting Percentage -0.04 -0.05 -0.05 -0.03
(0.11) (0.09) (0.09) (0.09)

High Education 0.13*** 0.12*** 0.12***
(0.02) (0.02) (0.02)

Minority -0.08*** -0.08*** -0.08***
(0.02) (0.02) (0.02)

Employed <-0.01 <-0.01
(0.02) (0.02)

Registered Voter -0.02 <-0.01
(0.03) (0.03)

Old Age -0.01 -0.02
(0.02) (0.02)

High Income 0.04*** 0.06***
(0.02) (0.02)

Female -0.08*** -0.09***
(0.01) (0.01)

Local Gov. Support 0.06**
(0.03)

State Gov. Support 0.08***
(0.02)

Federal Gov. Support 0.04**
(0.02)

Household Vehicle # -0.01
<(0.01)

Household Size <-0.01
<(0.01)

Constant 0.28*** 0.36*** 0.40*** 0.38*** 0.44*** 0.31***
(0.02) (0.02) (0.09) (0.08) (0.08) (0.09)

R-sq 0.016 0.022 0.023 0.044 0.053 0.063
N 3631 3631 3631 3631 3631 3631

Standard errors in parentheses: * p<0.1, ** p<0.05, *** p<0.01. Standard errors are clustered at the county

level. Regression (1) reports baseline results, and (2) adds covariates related to political party affiliation.

Regression (3) covariates include a county level control for the number of daily ambient air quality violations,

and population. Regression (4) covariates add controls for education and minority status. Regression (5)

covariates add employment status, a dummy for registered voters, age, and gender. Regression (6) covariates

also include an individual’s support for local and state government, number of vehicles owned, and household

size.
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Table B.4.2: County Win Percent on 5 Cent Support (Raw)

1 2 3 4 5 6

County Win Percent 1.252*** 1.152*** 0.931*** 0.728** 0.690** 0.657**
(0.236) (0.227) (0.357) (0.334) (0.325) (0.320)

Republican -0.650*** -0.615*** -0.755*** -0.852*** -0.747***
(0.160) (0.142) (0.147) (0.147) (0.154)

Independent/Other -0.461*** -0.446*** -0.473*** -0.618*** -0.545***
(0.158) (0.146) (0.149) (0.158) (0.156)

High Mileage -0.513*** -0.521*** -0.278*** -0.127 -0.136
(0.109) (0.110) (0.106) (0.108) (0.112)

Air Quality Violations -0.008 -0.007 -0.008 -0.008
(0.015) (0.013) (0.013) (0.013)

County GOP Voting Percentage -0.443 -0.573 -0.521 -0.385
(0.636) (0.556) (0.551) (0.555)

High Education 1.018*** 0.927*** 0.915***
(0.106) (0.113) (0.113)

Minority -0.549*** -0.618*** -0.610***
(0.110) (0.117) (0.116)

Employed 0.112 0.146
(0.112) (0.114)

Registered Voter -0.150 -0.083
(0.213) (0.209)

Old Age -0.205 -0.277*
(0.138) (0.142)

High Income 0.313*** 0.394***
(0.109) (0.114)

Female -0.579*** -0.615***
(0.097) (0.094)

Local Gov. Support 0.348**
(0.169)

State Gov. Support 0.549***
(0.150)

Federal Gov. Support 0.297***
(0.111)

Household Vehicle # -0.063
(0.042)

Household Size -0.064**
(0.029)

Constant 3.025*** 3.613*** 3.971*** 3.878*** 4.350*** 3.512***
(0.154) (0.174) (0.536) (0.488) (0.559) (0.596)

R-sq 0.013 0.021 0.023 0.048 0.059 0.067
N 4059 4059 4059 4059 4059 4059

Standard errors in parentheses: * p<0.1, ** p<0.05, *** p<0.01. Standard errors are clustered at the county level. Re-

gression (1) reports baseline results, and (2) adds covariates related to political party affiliation. Regression (3) covariates

include a county level control for the number of daily ambient air quality violations, and population. Regression (4)

covariates add controls for education and minority status. Regression (5) covariates add employment status, a dummy

for registered voters, age, and gender. Regression (6) covariates also include an individual’s support for local and state

government, number of vehicles owned, and household size.
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Table B.4.3: County Win Percent on 10 Cent Support

1 2 3 4 5 6

County Win Percentage 0.16*** 0.14*** 0.09** 0.07* 0.07* 0.07
(0.04) (0.03) (0.04) (0.04) (0.04) (0.04)

Republican -0.12*** -0.11*** -0.13*** -0.14*** -0.11***
(0.02) (0.02) (0.02) (0.02) (0.02)

Independent/Other -0.08*** -0.08*** -0.08*** -0.10*** -0.08***
(0.03) (0.02) (0.03) (0.03) (0.03)

High Mileage -0.03 -0.03 -0.01 0.01 0.01
(0.02) (0.02) (0.02) (0.02) (0.02)

Air Quality Violations <0.01 <0.01 <0.01 <0.01
<(0.01) <(0.01) <(0.01) <(0.01)

County GOP Voting Percentage -0.10 -0.10 -0.09 -0.06
(0.10) (0.09) (0.09) (0.08)

High Education 0.09*** 0.08*** 0.08***
(0.02) (0.02) (0.02)

Minority -0.04** -0.05*** -0.05***
(0.02) (0.02) (0.02)

Employed -0.02 -0.01
(0.01) (0.01)

Registered Voter -0.02 -0.01
(0.02) (0.02)

Old Age -0.04* -0.04*
(0.02) (0.02)

High Income 0.03** 0.04***
(0.01) (0.01)

Female -0.09*** -0.10***
(0.02) (0.01)

Local Gov. Support 0.01
(0.03)

State Gov. Support 0.05**
(0.02)

Federal Gov. Support 0.07***
(0.01)

Household Vehicle # -0.02***
<(0.01)

Household Size 0.0000
<(0.01)

Constant 0.16*** 0.25*** 0.33*** 0.32*** 0.41*** 0.31***
(0.02) (0.02) (0.08) (0.07) (0.08) (0.08)

N 3314 3314 3314 3314 3314 3314

Standard errors in parentheses: * p<0.1, ** p<0.05, *** p<0.01. Standard errors are clustered at the county

level. Regression (1) reports baseline results, and (2) adds covariates related to political party affiliation.

Regression (3) covariates include a county level control for the number of daily ambient air quality violations,

and population. Regression (4) covariates add controls for education and minority status. Regression (5)

covariates add employment status, a dummy for registered voters, age, and gender. Regression (6) covariates

also include an individual’s support for local and state government, number of vehicles owned, and household

size.
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APPENDIX C

PRICE LEADERSHIP AND LEARNING IN OLIGOPOLY: EVIDENCE FROM
ELECTRICITY MARKETS

C.1 Nodal Electricity Grid

Figure C.1.1: Nodal Prices without Congestion
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Figure C.1.2: Nodal Prices with Congestion
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C.2 Market Summary

Figure C.2.1: Actual Vs. Predicted Market Price

142



Figure C.2.2: Hourly Market Summary

(a) Market Price

(b) Capacity
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(c) Aggregate Load
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Figure C.2.3: Excess Capacity by Month
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Figure C.2.4: GDF Historical Pricing
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C.3 Deviations in “Offer” Space

Figure C.3.1: Deviation from Ex-Post Best Response Bidding

(a) GDF Period 1

(b) Luminant Period 1
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(c) GDF Period 3

(d) Luminant Period 3
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C.4 Additional Results

Table C.4.1: Foregone Profits by Leader

Actual Price
(1)

Estimated Price
(2)

GDF-BR
(3)

GDF-OLD
(4)

Panel A: Not Adjusted for Tx

Foregone Profits 4332.67 3432.85
(5267.71) (5387.083)

Scenario Price 45.67 45.40 43.21 43.92
(15.13) (10.03) (6.43) (7.63)

Panel B: Adjusted for Tx

Foregone Profits 4213.13 3469.26
(3571.18) (4528.19)

Scenario Price 44.76 45.29 43.18 43.71
(12.11) (8.86) (5.44) (5.35)

Standard deviations in parentheses. Panel A reports the foregone profits for the Leader during the after-
noon offers for the latter half of June, 2013. Panel B removed potentially congested periods. Column
1 reports the average market clearing price Pt. Column 2 shows the estimated market clearing price.
Column 3 reports the counterfactual impact had GDF offered ex-post optimal bids in Periods 2 and 3
whereas Column 4 reports the counterfactual impact had GDF offered a randomly selected offer from
Period 1 in Periods 2 and 3. In this light, Column 3 can be thought of as an upper-bound and Column 4
can be thought of as a lower bound for the impact of GDF’s deviations.
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Table C.4.2: Foregone Profits by Follower

Actual Price
(1)

Estimated Price
(2)

LUM-BR
(3)

LUM-OLD
(4)

Panel A: Not Adjusted

Foregone Profits 1503.44 1205.83
(2975.41) (2607.14)

Scenario Price 46.79 47.88 45.82 47.49
(19.21) (14.25) (10.59) (16.38)

Panel B: Adjusted for Tx

Foregone Profits 1453.51 1212.14
(2866.01) (2633.48)

Scenario Price 45.27 46.73 44.81 46.53
(17.64) (13.56) (9.80) (15.56)

Standard deviations in parentheses. Panel A reports the foregone profits for the Follower during
the afternoon offers for the latter half of June, 2013. Panel B removed potentially congested periods.
Column 1 reports the average market clearing price Pt. Column 2 shows the estimated market clearing
price. Column 3 reports the counterfactual impact had Luminant offered ex-post optimal bids in
Periods 2 and 3 whereas Column 4 reports the counterfactual impact had Luminant offered a randomly
selected offer from Period 1 in Periods 2 and 3. In this light, Column 3 can be thought of as an upper-
bound and Column 4 can be thought of as a lower bound for the impact of Luminant’s deviations.
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Figure C.4.1: Foregone Profits for Leader and Follower

(a) Leader’s Foregone Profits

(b) Follower’s Foregone Profits
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Figure C.4.2: Price Impacts by Leader and Follower

(a) Leader’s Impact on Price

(b) Follower’s Impact on Price
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