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ABSTRACT

Many astrophysical observations indicate that nonbaryonic dark matter makes up around

85% of the total mass content of the Universe. The SuperCDMS experiment represents one

of many concerted efforts around the world to better understand dark matter by attempt-

ing to measure it directly and setting limits on its properties, such as mass and interaction

cross section. As SuperCDMS and experiments like it get closer to the neutrino floor,

which is the level of cross section sensitivity when the dominant background comes from

neutrino interactions, new methods will be required to probe to lower cross section pa-

rameter space. Additionally, a paradigm shift to include dark matter models with masses

lower than about 1 GeV/c2means that dark matter detectors need ever-better resolution to

investigate ever-lower-mass dark matter models.

To address these scientific questions, I propose using defect creation to help discrim-

inate potential dark matter signal from backgrounds. Molecular dynamics simulations

based on more computationally-intensive time-dependent density functional theory cal-

culations suggest that the anisotropy in defect creation energy threshold in solid-state ma-

terials could be used to make directionally-sensitive dark matter detectors. Additionally,

defect creation energy loss could be used as a separate handle to discriminate possible

signal from electron-recoil backgrounds, which is difficult to do at nuclear recoil energies

approaching the threshold displacement energy. Finally, this computational work is in tan-

dem with improvements in low-energy threshold, high-mass semiconductor detectors that

could enable dark matter experiments to take advantage of defect creation effects. I present

the world’s first 100-gram-scale detector with single-electron resolution, which is the first

step towards utilizing defect creation effects for dark matter searches.
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NOMENCLATURE

TAMU Texas A&M University

CDMS Cryogenic Dark Matter Search

SuperCDMS Super Cryogenic Dark Matter Search

TES Transition Edge Sensor

QET Quasi-Electrothermal Feedback Transition Edge Sensor

MD Molecular Dynamics

DFT Density Functional Theory

TDDFT Time-Dependent Density Functional Theory

Si Silicon

Ge Germanium

C Carbon

SQUID Superconducting Quantum Interference Device

RMS Root-Mean Squared

MC Monte Carlo, as in Monte Carlo Simulation

PSD Power Spectral Density

FWHM Full Width at Half-Maximum

Ntuple Data structure for storing relevant information for
each particle event during a data-taking run with a
SuperCDMS-style detector; literally translates to a tu-
ple of size n

Digitizer Device for saving analog electronic output as a digital
signal for later data analysis; in the context of this work,
saves particle interaction event data from detector
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Trace Single analog representation of signal output from digi-
tizer, oscilloscope, or similar device

Trigger Level Level above which digitizer, oscilloscope, or similar de-
vice saves and/or displays a trace, depending on the de-
sired output

Channel A separate path through which signal can flow; in the
context of SuperCDMS-style detectors, it refers to one
out of a number of separate signal outputs

Subtrace Portion of a trace

Warm Electronics Power supplies and amplifiers at room temperature for
reading out SuperCDMS-style detectors

Cold Electronics Amplifiers at cryogenic temperatures for reading out
SuperCDMS-style detectors

RT-Loom Room-temperature wiring in vacuum for carrying signal
from cold electronics to warm electronics

Cryoloom R© Cryogenic-temperature wiring in vacuum for carrying
signal from cold electronics to warm electronics

Python Programming language used for data analysis and sim-
ulations in this work

NumPy Numerical Python; collection of Python modules for
fast numerical calculations used frequently throughout
this work

SciPy Scientific Python; collection of Python modules for sci-
entific calculations used throughout this work

FFT Fast Fourier Transform; numerical algorithm for per-
forming Fourier Transform of discrete data

RA Right Ascension

dec Declination

alt Altitude

az Azimuth
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JD Julian Day

WIMP Weakly Interacting Massive Particle

Threshold Displacement En-
ergy

Minimum energy required to displace a nucleus in an
atomic lattice to produce a defect. Varies with material
and direction in a given material.

MCNP Monte Carlo N-Particle Transport Code

MOG Modified Gravity

MoND Modified Newtonian Dynamics

TeVeS Tensor-Vector-Scalar Gravity

MaCHO Massive Compact Halo Object

Macro Macroscopic Dark Matter

CMB Cosmic Microwave Background

FSL Free Streaming Length

ATLAS A Toroidal LHC ApparatuS

CMS Compact Muon Solenoid

LHC Large Hadron Collider

NTL Neganov-Trofimov-Luke, usually referring to
Neganov-Trofimov-Luke gain, Neganov-Trofimov-
Luke phonons, or Neganov-Trofimov-Luke effect.
Sometimes referred to as Luke-Neganov or Neganov-
Luke.

DCRC Detector Control and Readout Card

Stripline CDMS cable connecting warm electronics inputs to cold
electronics outputs in a cryogenic vacuum environment
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4.5 Differential rate per unit recoil energy as a function of nuclear recoil en-
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1. DARK MATTER INTRODUCTION

Strong astrophysical evidence indicates that baryonic matter, the atoms we are familiar

with, makes up only about 15% of all matter and that matter composes only about 30% of

the total mass-energy content of the Universe [1]. However, the vast majority of the mass

and energy, which are referred to as dark matter and dark energy, respectively, remains

unknown. Between these two open scientific questions, dark matter seems more straight-

forward to study since an experiment could observe it directly in principle. However, dark

matter is so elusive that no experiment has conclusively observed it yet. In this disserta-

tion, I discuss detectors designed to measure the signal when dark matter occasionally does

interact with baryonic matter in the context of large-scale experiments searching for it. I

focus on recent progress towards phonon-mediated large-mass single-electron-resolution

detectors and the science applications possible with such detectors.

1.1 Cosmological and Astronomical Evidence

If dark matter is so difficult to observe, it begs the question why scientists know it exists

in the first place. It turns out that dark matter, despite not emitting any electromagnetic

radiation, does possess gravitational mass, which means that it affects visible matter that

emits electromagnetic radiation. Studies thereof have provided strong evidence for the

existence of dark matter, which I discuss in the next several subsections.

1.1.1 Spiral Galaxy Rotation Curves

The average velocity of stars as a function of distance from the center of a spiral galaxy

scales with the galaxy’s radial mass density distribution. Because a spiral galaxy has spiral

arms that surround a central bulge, and the highest concentration of stars is in the central

bulge and drops off with distance from the center, one expects stellar velocities to also
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drop as a function of distance from the center. On the contrary, stellar velocities stay flat,

which indicates that the local mass density does not follow the concentration of stars or

visible matter. Instead, this velocity profile implies that there is a lot more mass than

expected near the outskirts of spiral galaxies, which a dark matter halo surrounding the

galaxy could explain.

Figure 1.1: Plot showing the rotation curve of the galaxy Messier 33 (M33) atop an optical
image of the galaxy. The large deviation in the baryonic matter velocity distribution rela-
tive to that expected from the visible disk implies excess mass near the edges of the galaxy.
This provides evidence for the existence of nonbaryonic dark matter. Figure reprinted from
the public domain from [2].

The nearby spiral galaxy Messier 33 (M33), often referred to as the Triangulum galaxy

because of its location near the constellation Triangulum, provides a great example of this

effect. Fig. 1.1 shows an optical image of M33 with its radial velocity profile overlaid [3].

The rotation curve shown by the dotted line assumes that a large fraction of the total mass
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of the spiral galaxy is concentrated in its central bulge. The solid curve, on the other hand,

is the rotation curve measured using stellar observations (yellow points) and spectral shifts

in interstellar hydrogen (blue points). The measured data deviates from the expected trend

significantly since the velocity tends to plateau at large distances rather than dropping.

This implies that, rather than being concentrated in the center, a majority of the mass of

this spiral galaxy seems to surround it in a halo-like shape. Given that this trend applies for

the majority of spiral galaxies [4], the rotational curves of spiral galaxies provide evidence

for the existence of dark matter.

1.1.2 Velocity Dispersions of Elliptical Galaxies and Globular Clusters

The velocity dispersion of stars in an elliptical galaxy, which can be calculated from the

stars’ radial velocities, can be used to estimate the mass of the entire galaxy via the virial

theorem. Consequently, a mass deviation from an expected model without dark matter, just

like in the case for stellar velocities, corresponds to unobservable mass in the form of dark

matter. Fig. 1.2 shows how the velocity dispersion of stellar-mass objects in a lenticular

galaxy, which is a type of galaxy between an elliptical and spiral galaxy, changes as a

function of distance from the center. Since there is a large deviation between the velocity

dispersion data and the velocity dispersion model without dark matter, it is very likely that

dark matter plays a significant role in the galaxy’s dynamical behavior.

Additionally, because of the virial theorem, velocity dispersions can be used for mea-

suring the properties of any gravitationally-bound system, not just galaxies. Hence, glob-

ular clusters in orbit around galaxies, like our own Milky Way, can be used to find the

mass of the galaxies [5, 6, 7]. Both the elliptical galaxy and globular cluster results show

that there is likely an excess of invisible mass without which one cannot explain the high

velocity dispersion, which could be due to dark matter.

3



Figure 1.2: Plot showing the velocity dispersion of NGC 1316, a lenticular galaxy, as a
function of distance from its center. The large deviation between the model without dark
matter, the solid line, and the actual data underscores how large of an effect dark matter
can have on the velocity dispersion of stellar-mass objects in a galaxy. Reprinted with
permission from [8].

1.1.3 Galaxy Clusters

Galaxy clusters can contain many galaxies and have a very high mass, which makes

them ideal for testing whether there is a nonluminous component to their masses. Several

mutually exclusive methods can be used to measure their masses and any discrepancies

can be accounted for. Overall, galaxy cluster mass estimates, regardless of method, tend

to agree with each other and indicate that there is an excess nonluminous mass component

in galaxy clusters.

As discussed in the previous subsection, radial velocity dispersions can be used to
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estimate the total mass of a gravitationally-bound system. The same procedure can be used

with the galaxies that make up a galaxy cluster. These measurements show that galaxies

orbit around the center at speeds much greater than expected given the visible mass in the

cluster.

Another possibility is to balance the pressure exerted by hot intergalactic gas pushing

a cluster apart with gravitational pressure holding it together. The total gas and its temper-

ature profile can be measured via x-rays. The result is that the pressure is too high for the

mass from solely the intergalactic gas and galaxies to keep the gas gravitationally bound.

An example of this result is shown in Fig. 1.3, which shows how the cluster mass, based

on simulations and real data, scales with the total x-ray luminosity. A more detailed expla-

nation of the current status of the field, as well as the models and data used in Fig. 1.3, is

given in Ref. [9].

Gravitational lensing can also be used to determine the mass of a galaxy cluster. Grav-

itational lensing occurs when a massive object bends the light from an object behind it

relative to an observer, which causes the light of the background object to appear both

brighter and deformed. The larger the foreground object’s mass and the more the two ob-

jects are aligned with respect to the viewer, the more the background object looks like a

ring. Consequently, the degree of distortion and brightening of the background object can

be used to precisely measure the mass of the foreground object. This is an especially use-

ful measurement for galaxy clusters since they are such massive objects. As with the other

two methods discussed previously, the total mass of the cluster inferred via gravitational

lensing exceeds the amount predicted by the visible matter alone, which provides further

support for the existence of dark matter.
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Figure 1.3: Plot showing the x-ray luminosity as a function of cluster mass. The different
symbols and colors represent different gas physics models in the computations: red crosses
for the non-radiative model, blue stars for the cooling and star formation model, green
diamonds for the supernova feedback model, and magenta triangles for active galactic
nuclei model. Gray diamonds are data from Ref. [10]. Reprinted with permission from
[9].

1.1.3.1 Bullet Cluster

The Bullet Cluster is one of the best, if not the best, examples of how multiple indepen-

dent measurements can be used to understand the true nature of dark matter. Additionally,

it provides some of the strongest evidence supporting the claim that dark matter is actual

matter rather than an illusion caused by physical laws that behave differently at large dis-

tance scales. The reason for this is that the Bullet Cluster shows how the regions with high
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Figure 1.4: Images of the Bullet Cluster, which is the small cluster at right in both im-
ages that passed through the larger cluster at left about 150 million years ago. The mass
distribution measured by gravitational lensing (green contours in both) and intergalactic
gas distribution (blue to white distribution in right image) is superimposed over an optical
image of the two clusters. The image shows how the mass distribution is distinct from
the extragalactic gas, the location of most of the baryonic mass. c© AAS reproduced with
permission. Figure reprinted with permission from [11].

baryonic mass have separated from the areas with the highest overall mass [12, 13].

Fig. 1.4 shows the mass distribution in blue and intergalactic gas in red superimposed

over an optical image of the two colliding clusters - the smaller Bullet Cluster at right and

its larger companion at left. The mass distribution was mapped using gravitational lensing,

and the intergalactic gas distribution was measured via the x-ray signal from the clusters.

As shown in the Figure, the mass distribution tends to follow the location of the galaxies

and not the location of the intergalactic gas, which is where most of the baryonic mass

actually is.

The baryonic mass, mostly composed of intergalactic, x-ray-luminous gas, slows down

during the collision due to self-interaction. However, most of the overall mass passes

straight through essentially unaffected. The overall mass follows the galaxies, which also

interact with each other very little. However, there is much more baryonic mass in the

intergalactic gas than the galaxies themselves. Consequently, the Bullet Cluster strongly
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supports the fact that most of the mass is in a form that cannot be detected since it inter-

acts very little with itself or ordinary matter. Studies since then using other galaxy clusters

further support the Bullet Cluster observations [14, 15].

1.1.4 Relics of the Big Bang

To understand the next several pieces of evidence, one needs to wind the clock back

to when time and space themselves began - the Big Bang. At some point very soon after

the initial inferno, the Universe quickly expanded, which smoothed out a large portion of

initial anisotropies immediately after its creation. Almost immediately afterwards, the first

atomic nuclei were created. The young Universe then continued expanding and cooling

in the process. At some point, the temperature became low enough for free electrons to

combine with the atomic nuclei, and the Universe became transparent. This storyline of the

Universe’s formation leads to three pieces of evidence that strongly support the existence

of invisible dark matter that makes up the majority of the Universe’s mass: the existence

of large-scale structures such as galaxies and galaxy clusters, anisotropies in the cosmic

microwave backround (CMB), and the size of baryon acoustic oscillations.

1.1.4.1 Structure Formation

Without dark matter, galactic-scale structures could not exist in our Universe to begin

with. Powerful supercomputers can model the evolution of the Universe after electrons

combined with nuclei, the epoch of recombination. Essentially regardless of model, if

there is only baryonic matter that is strongly coupled to radiation, there is not enough time

between recombination and the birth of the first stars for matter to accrete into galaxies

and galaxy clusters from the primordial overdensities in the early Universe. Additionally,

once the stars are born, their radiation pressure pushes all of the remaining uncoalesced

baryonic matter away, making it much more difficult for galaxies and galaxy clusters to

form [16]. Not even neutrinos, despite making up a large portion of the Universe’s total
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mass, can help since they travel at relativistic speeds [17].

On the other hand, if there is some type of dark matter that makes up a large portion of

the Universe’s mass but does not interact with electromagnetic radiation, then the problem

of structure formation is solved. At some point before recombination, the temperature

of the Universe was so high that dark matter was popping in and out of existence by

annihilating with itself. As the temperature dropped, the process tended to shift away from

equilibrium and towards creating dark matter that does not annihilate with itself. At some

point, the number density reached a constant, a process referred to as dark matter relic

density freeze-out. However, this would have happened much earlier than recombination

because of the dark matter’s low cross-section, despite there being much more dark matter

in total than radiation and baryonic matter combined. This means that local overdensities

in mass would have had time to form before recombination, thereby solving the structure

formation problem [17, 16].

What is even more amazing is that the regions of over- and under-density from the early

Universe persist to this day and can be observed by carefully measuring the anisotropies

in the CMB. I go over how these anisotropies support the existence of dark matter next.

1.1.4.2 Cosmic Microwave Background

Given the importance of the discovery of the CMB not only to physics, but to all of

science, it is only natural to devote some time to explaining the CMB and its importance to

cosmology in general. I will then focus on how the anisotropies in it relate to dark matter.

The relevance of the CMB to our modern understanding of the Universe can be summed

up with the simple question - why is the night sky dark? This paradox, also known as Ol-

ber’s paradox, refers to the fact that if the Universe were infinite, homogenous, and static,

the entire night sky would actually be as bright as the surface of the Sun. For any point in

the sky, there would be a star at that location at a far enough distance away, which would
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Figure 1.5: All-sky map showing the fluctuations in the cosmic microwave background
(CMB). The fluctuations are on the order of one part in one hundred thousand after re-
moving the dipole distribution from the relative motion of the Solar System with respect
to the CMB. Image reproduced from public domain from [18].

mean that the entire sky would glow like a giant blackbody of a few thousand kelvin tem-

perature.

The fact that the night sky has not completely fried our planet, and humankind with it,

is proof that at least one of the three assumptions required for Olber’s paradox are not met.

It turns out that even a finitely-sized Universe that is not entirely homogenous would still

make the sky glow about as bright as the surface of a star. Consequently, the only way the

paradox is resolved is if the Universe is finitely old, as opposed to infinitely old.

A Universe that is finitely old, on the other hand, must have had a beginning. On aver-

age, all galactic-scale structures in the Universe move away from each other at speeds that

increase with distance, which means that the Universe as a whole is expanding. Winding

back the clock thus implies that objects in the early Universe were much closer to each

other than they are today, which means that the Universe was much hotter as well. Going

back all the way to the beginning of the Universe leads to the Big Bang theory, which also

implies that there was a time after the Big Bang when the Universe actually was as hot as
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the surface of a star and all matter was ionized. This means that the radiation from this hot

beginning should still be travelling throughout space, in line with Olber’s paradox.

Since the Universe has been expanding since the Big Bang and still is, the radiation

from immediately after recombination has been stretched due to the expansion of space

itself. Consequently, the radiation will have redshifted in the more than 13 billion years

since then to a much cooler ∼2.7 K. Hence, the radiation would only be visible in the

radio spectrum rather than in the visible spectrum like Olber’s Paradox naïvely implies.

This radiation was finally observed by Arno Penzias and Robert Woodrow Wilson in 1964,

who won the Nobel Prize for their discovery in 1978. In conclusion, the CMB both resolves

Olber’s Paradox and provides very strong proof that the Universe began with the Big Bang.

Now that the context for CMB observations has been presented, the relevance of how

the CMB relates to our understanding of dark matter can be fully appreciated. The CMB

is composed of electromagnetic waves that have been travelling the Universe since recom-

bination about 400,000 years after the Big Bang. The signal reaches an observer from all

directions, and the relative signal strength varies depending on the position in the sky.

If the dark matter number density must have frozen out before recombination, then

dark matter would have started to clump together before recombination as well. Because

the slightly overdense dark matter regions would have attracted the primordial plasma be-

fore recombination, there would have been anisotropies in the CMB as well. Once the Uni-

verse became transparent, those slight fluctuations would have remained until the present

day, and they would be observable. The length scale of the fluctuations, then and now,

corresponds to the cosmological density parameter Ω for all of its constituents, such as

baryons, radiation, neutrinos, dark matter, and dark energy. Hence, the key to understand-

ing dark matter on a cosmological scale during recombination lies in understanding the

measurable CMB fluctuations today.

The cosmological parameters can be determined using a mathematical construct sim-

11



Figure 1.6: CMB power spectrum generated from observed anisotropies in the CMB mea-
sured by WMAP and several other experiments. This plot can be conceptualized as the
decomposition of the CMB anisotropy distribution into its spherical harmonics and plot-
ting the relative strength of the contribution as a function of the multipole moment l. A
Fourier series decomposition is the one-dimensional analog of this process. Each peak
corresponds to a different angular scale of anisotropy features on the sky, as indicated by
the scale along the top of the plot. The best fit to the data is shown by the grey curve. The
relative positions and heights of the first three peaks indicate how much of the total mass-
energy of the Universe is composed of dark matter relative to the radiation contribution,
which can be inferred from the overall strength of the CMB itself. Plot reproduced from
public domain from [19].

ilar to a Fourier transform applied to an angular distribution on the surface of a sphere. ∗

The signal is decomposed into spherical harmonics and the contribution to each multipole

moment is properly weighted. The relative strengths and positions of the peaks in such

a plot, in conjunction with similar measurements of the overall anisotropy, determine the

cosmological parameters to within a few percent precision [23, 24, 25]. Fig. 1.5 shows the

∗This explanation assumes one ignores higher-order effects that can also be measured in the CMB, such
as polarization and anomalous over- or under-dense regions such as the CMB Cold Spot [20, 21, 22].

12



anisotropies in the CMB after data reduction and processing. This processing includes re-

moving the dipole contribution from the relative motion of the Solar System with respect

to the CMB, which includes the Milky Way Galaxy’s motion towards the Great Attractor,

among other motions, and removing the contribution of the Milky Way itself [26, 27]. The

shape of this curve strongly supports the existence of dark matter.

Thus, measuring the anisotropy of the CMB can constrain cosmological parameters,

which can help scientists better understand dark matter. Additionally, because the CMB is

a phenomenon that originated, to first order, from every point in the early Universe, it is

next to impossible to attribute the contribution from dark matter to localized effects. Since

the effect of dark matter is visible in the anisotropies to begin with also indicates that dark

matter has been around at least long enough to help create the anisotropies. Combined

with the high precision of the cosmological parameter results, the CMB offers one of the

strongest pieces of evidence supporting the existence of dark matter.

1.1.4.3 Large-Scale Galactic Structures

A related effect to the anisotropies observed in the CMB that supports the existence of

dark matter is the distribution of galaxies observable in the relatively nearby Universe. All-

sky surveys such as the Sloan Digital Sky Survey (SDSS) have measured the positions of

thousands of galaxies out to several hundred megaparsecs from the Milky Way Galaxy, as

shown in Fig. 1.7. Doing so has allowed scientists to determine that, at a very slight but sta-

tistically significant level, galaxies tend to space themselves about 150 megaparsecs apart,

in agreement with other cosmological measurements. This spacing comes from baryon

acoustic oscillations (BAOs), which are sound waves caused by the interaction of matter,

dark matter, and radiation in the early Universe. The fact that this scale agrees with the

cosmological parameters measured from the CMB further supports the current model of

the Universe and, in so doing, provides more evidence for the existence of dark matter.
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Figure 1.7: Map of the visible universe produced by the SDSS collaboration. Each dot
represents a single galaxy, and redder regions indicate regions indicate relative overden-
sities whereas bluer and black regions represent underdensities. Figure reprinted from the
public domain from the SDSS collaboration [28].

1.1.5 Possible Galaxies Without Dark Matter

If confirmed true, one of the strongest pieces of evidence supporting the existence

of dark matter could be the existence of galaxies without any dark matter [29, 30, 31,

32]. Although the process of how a galaxy might form without dark matter is not yet

fully understood, it could happen only if the gravitational effect we perceive is due to a

physical substance. Consequently, this discovery, if verified, could rule out many models

that propose other ways to explain dark matter observations.
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1.2 Candidates and Models

Figure 1.8: Plot indicating several well-motivated dark matter particle models, shown as
log of cross section as a function of log of mass. Hot dark matter is in red, warm dark
matter is in pink, and cold dark matter is in blue. Of particular note is the range of cross
sections and masses, which spans dozens of orders of magnitude. Diagram reprinted with
permission from [33].

It is possible that the effect of dark matter could be due to physical laws that work

differently at very large length scales than those we are used to dealing with on Earth, as

explained by theories such as modified Newtonian gravity (MoND), tensor-vector-scalar
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Figure 1.9: Plot indicating many dark matter particle models and how they relate one to
another, which shows the wide range of theories and the types of models they predict that
could be dark matter candidates. Diagram reprinted with permission from [34].

gravity (TeVeS), and entropic gravity. It is also possible that dark matter could be due to

macroscopic baryonic, or possibly non-baryonic, objects such as primordial black holes,

massive compact halo objects (MaCHOs), and Macroscopic dark matter (Macros). How-

ever, the observations presented in the previous section, especially of the anisotropies of

the CMB, combined with strong exclusion limits from microlensing studies [35, 36, 37,

38], indicate that as-yet undiscovered nonbaryonic particles that rarely interact with nor-

mal matter are the most likely explanation.

This argument can be further elaborated by including the effect of dark energy, an en-

ergy density that drives the expansion of the Universe. Understanding this phenomenon

has become the focus of many astrophysical efforts ever since observations of Type Ia

supernovae indicated that the expansion of the Universe is accelerating [39]. This infor-

mation, combined with measurements from BAOs and the CMB, leads to the contours in
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density parameter space shown in Fig. 1.10. All three contours meet on the line for a spa-

tially flat universe, which has important repercussions for how the Universe might end in

the far future.

Figure 1.10: Plots showing best-fit contours for measurements of the dark energy density
parameter, ΩΛ, as a function of the mass energy density parameter, ΩM . Regions of the
same color represent, from inner to outer, 1-σ, 2-σ, and 3-σ confidence regions. Blue
regions show supernova (SNe) measurements, orange regions show cosmic microwave
background (CMB) measurements, and green regions show baryon acoustic oscillation
(BAO) measurements. The black line shows what density parameters to expect for a flat
universe, and the gray region is excluded since it can only occur if there is no Big Bang.
The left plot is without systematic error bars included, and the rightmost plot includes
them. c© AAS reproduced with permission. Figure reprinted with permission from [40].

Despite all of this major progress in recent years, there still remains the problem of
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which particles actually constitute dark matter. What Fig. 1.10 does not show is that∼85%

of the Universe’s matter is nonbaryonic, as per measurements by the Planck collaboration

[1]. Additionally, the primordial elemental abundances, especially the ratio of deuterium to

protonic hydrogen, can be used to calculate the range of possible energy density parame-

ters for baryonic matter if one assumes that the lithium discrepancy is due to measurement

systematics [41, 42]. This is because the deuterium created during Big Bang nucleosynthe-

sis can only be used up in stars [43], and, as shown in Fig. 1.11, the amount of deuterium

left over from nucleosynthesis strongly depends on the nucleon density during that epoch

[42, 44]. Lower nucleon densities correspond to more of the deuterium not combining to

form He-4 [44], hence the deuterium abundance. According to Ref. [42], performing the

calculation yields 0.021 ≤ Ωbh
2 ≤ 0.024 for the baryonic density parameter, which is

much lower than the ∼0.3 for the total mass density parameter ΩM . Consequently, a large

fraction of matter in the Universe must be non-nucleonic.

Following this reasoning, dark matter models can be roughly divided based on their

temperature at freeze-out into three categories: hot dark matter (HDM), warm dark matter

(WDM), and cold dark matter (CDM). Alternatively, the free-streaming-length (FSL) for

each model type can be related to the size of proto-galaxies since the temperature of the

dark matter particles corresponds to how far they travel in the Universe before interacting

with something. Thus, HDM corresponds to dark matter whose FSL is much larger than

proto-galaxies, WDM corresponds to an FSL comparable to the size of proto-galaxies, and

CDM to an FSL much smaller than proto-galaxies. CMB observations, structure forma-

tion, and simulations have excluded HDM as a possible contender, which also excludes all

known particles as candidates for dark matter [17].

Nonetheless, these arguments do not clearly indicate what kind of particle the dark

matter could be. Knowing this fact could tell scientists much more about the evolution of

the Universe and how dark matter could contribute to what we observe in it today. Fig. 1.8
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Figure 1.11: Plot showing the primordial elemental abundances as a function of baryon-to-
photon ratio. The colored bands show elemental abundances based on the standard model
of Big Bang nucleosynthesis. The yellow bands are the observed elemental abundances,
and the wide magenta vertical band shows the deuterium to 4He concordance range. The
blue vertical band is the cosmic baryon density obtained from CMB observations. All
bands are at the 95% confidence level limit. Figure reprinted with permission from [42].

shows the masses and cross sections of several well-motivated particle models and how

they relate to the three categories described; HDM is in red, WDM is in pink, and CDM

is in blue. As shown in Fig. 1.9, there are many other interrelated possible dark matter
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particle models. Experiments can attempt to exclude dark matter models based on their

cross sections and masses to understand more clearly which models can and cannot be

good candidates. This is a challenging task given the large number of models in Fig. 1.9

and the low expected cross sections in Fig. 1.8.

Additionally, many of the models in Fig. 1.9 do not correspond to the old Weakly

Interacting Massive Particle (WIMP) paradigm. In this model, one expects dark matter, if

it interacts with baryonic matter at all, to interact via the weak nuclear force, which means

that it would interact much more readily with nucleons. By that paradigm, any experiment

looking for WIMP or WIMP-like dark matter would need to exclude for electron-recoil

particle interaction backgrounds. On the other hand, as per Ref. [45], models such as

WIMPless dark matter [46], “MeV” dark matter [47, 48, 49, 50, 51, 52], asymmetric

dark matter [53, 54, 55, 56], bosonic super-WIMP dark matter [57], axino dark matter

[58, 59, 60], gravitino dark matter [61], and sterile neutrino dark matter [62] are expected

to deposit much higher energies when interacting with electrons, which means, in that

case, radioactive and nuclear-interaction processes become backgrounds.

Axions are also dark matter candidates that do not follow the WIMP paradigm, and

it arises as a natural solution to the strong charge-parity (CP) problem [63, 64]. Despite

the fact that the SuperCDMS experiment is not sensitive to the classic axion particle [65],

certain string theories do give rise to axion-like particles (ALPs) [66, 67]. These particles

would couple to standard model photons [67, 68] and to electrons [69]. By treating electron

recoil events rather than nuclear recoil events as the signal, the SuperCDMS experiment is

sensitve to ALPs and particles with similar couplings such as dark photons [65].

Thus, there are many types of candidate particles that could make up dark matter. Dif-

ferent dark matter models call for different types of dark matter paradigms. Nonetheless,

the process of elimination is being pursued on multiple fronts to narrow down the possi-

bilities, as further explained in § 1.4.
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1.3 Dark Matter Rate Calculations

A standard scattering experiment might accelerate particles to collide them with a tar-

get and measure the energy of the scattered incoming particles with a detector. Perhaps this

single detector may actually be composed of a dome of many smaller detectors so both the

particle recoil energy and recoil angle can be determined. However, in the case of dark mat-

ter or similar low-cross-section particles, it is highly unlikely that the particle of interest

will interact with both the experimental substrate and the detector since the chance of the

particle interacting with the substrate is extremely small to begin with. For this reason, the

differential rate for low-scattering-cross-section particles, such as dark matter or neutrinos,

is actually calculated for a stand-alone detector. In other words, looking for dark matter or

neutrinos is like combining the particle detector and substrate from the thought experiment

earlier into a single detector. In this subsection, I derive the expected differential rate for

dark matter assuming a perfect detector, and I assume that the dark matter particle interacts

with normal matter as though a Weakly Interacting Massive Particle (WIMP) might. I treat

the corrections resulting from defect creation in later sections.

1.3.1 Dark Matter Scattering From Nucleus Energy Transfer

Consider two particles, m1 and m2 that collide elastically. If particle m2 is initially at

rest, and particle m1 initially moves with speed v, the particles move at speeds v′1 and v′2

and are deflected at angles θ1 and θ2 in the lab frame. In the center-of-mass frame, the

deflection is given by θ. Hence, the final speeds and deflections of the two particles are

given by

v′1 =

√
m2

1 +m2
2 + 2m1m2 cos θ

m1 +m2

, (1.1)

tan θ1 =
m2 sin θ

m1 +m2 cos θ
, (1.2)
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θ2 =
π − θ

2
. (1.3)

and

v′2 =
2m1v

m1 +m2

sin
θ

2

= ± 2m1v

m1m2

√
1− cos θ

2
.

(1.4)

Since a detector for a dark matter search experiment usually measures the energy of the

recoiling nucleus in one way or another, one desires the energy as a function of the initial

kinetic energy of the dark matter particle. Thus, using Eq. 1.4 to find the recoil energy Er

given the initial dark matter particle energy Ei yields

Er = Eir
1− cos θ

2
(1.5)

where

r ≡ 4mχmA

(mχ +mA)2 =
4µ

mχ +mA

, (1.6)

µ =
mχmA

mχ +mA

, (1.7)

and

Ei =
1

2
mχv

2, (1.8)

which agrees with the dark matter literature [70]. In Eq. 1.5, I made the substitutions

mχ ≡ m1 and mA ≡ m2 to more closely resemble the result in Ref. [70].

1.3.2 Full Lab Velocity Calculation

To find the energy of the recoiling nucleus using the above equations, one first needs to

know what energy the incoming dark matter particles are expected to have. One assumes

that there is a velocity distribution of dark matter particles in our galaxy that is close to a
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Maxwell-Boltzmann distribution and that our Solar System moves through this distribution

as it revolves around the center of the galaxy. We are interested in the motion of the lab

relative to the dark matter distribution, so there are several higher-order terms to take into

account. Following the calculations in the appendix of Ref. [71], if one assumes that the

detector is oriented in the same coordinate system as the lab, the three components of the

lab velocity vlab are given by

vlab,x = [− cos(LST)A(t) + sin(LST)B(t)] sin(λlab) + C(t) cos(λlab),

vlab,y = sin(LST)A(t) + cos(LST)B(t)− 0.465 sin(λlab),

vlab,z = [cos(LST)A(t)− sin(LST)B(t)] cos(λlab) + C(t) sin(λlab),

(1.9)

so that

q̂ · vlab = [− cos(LST)A(t) + sin(LST)B(t)] sin(λlab) + C(t) cos(λlab)

+ sin(LST)A(t) + cos(LST)B(t)− 0.465 sin(λlab)

+ [cos(LST)A(t)− sin(LST)B(t)] cos(λlab) + C(t) sin(λlab).

(1.10)

The terms that make up q̂ · vlab are given by

A(t) = 0.4927 vGalRot − 1.066km/s + v⊕(λ(t))A(t),

B(t) = 0.4503 vGalRot + 16.56km/s− v⊕(λ(t))B(t),

C(t) = 0.7445 vGalRot + 7.077km/s + v⊕(λ(t))C(t).

(1.11)
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where

A(t) = −0.06699 cos βx sin(λ(t)− λx) + 0.4927 cos βy sin(λ(t)− λy)

− 0.8676 cos βz sin(λ(t)− λz),

B(t) = −0.8728 cos βx sin(λ(t)− λx) + 0.4503 cos βy sin(λ(t)− λy)

− 0.1883 cos βz sin(λ(t)− λz),

C(t) = −0.4835 cos βx sin(λ(t)− λx) + 0.7446 cos βy sin(λ(t)− λy)

+ 0.4602 cos βz sin(λ(t)− λz).

(1.12)

In the final result Eq. 1.10, λlab is the latitude of the lab on the surface of the Earth. The

LST, or local sidereal time, is given by

LST = 101.0308 + 36000.770 T0 + 15.04107 UT + llab (1.13)

where

T0 =
MJD− 55197.5

36525.0
, (1.14)

MJD is the modified Julian date, UT is the universal time in hours, and llab is the longitude

of the lab on the surface of the Earth. The Sun’s ecliptic longitude λ(t) is given by

λ(t) = L+ (1.915◦ − 0.0048◦ T0) sin g + 0.020◦ sin 2g (1.15)

where

L = 281.0298◦ + 36000.77◦ T0 + 0.04107 UT. (1.16)

The term v⊕(λ(t)) is given by

v⊕(λ(t)) = v⊕[1− e sin(λ(t)− λ0)] (1.17)
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where e = 0.016722, and λ0 = 14◦. The remaining constants, which represent the ecliptic

latitudes and longitudes, respectively, are given by

βi = (−5.5303◦, 59.575◦, 29.812◦)

λi = (266.141◦,−13.3485◦, 179.3212◦).

(1.18)

1.3.3 Dark Matter Differential Rate

Calculating the total signal rate to see the modulation and the expected recoil energy

spectrum to find the effect of the energy loss requires performing integrals over the dark

matter differential rate per unit steradian per unit recoil energy for a given dark matter

mass and detector material. Ref. [72] gives this differential rate as

∂2R

∂Er∂Ωr

=
ρ0σχ−nA

2

4πmχµ2
χn

× F 2(Er)f̂lab(vmin, q̂r; t) (1.19)

wheremχ is the WIMP mass, µχn is the WIMP-nucleus reduced mass, ρ0 = 0.3 GeV cm−3

is the local dark matter density, A is the mass number of the nucleus, σχ−n is a particular

WIMP-nucleon cross section, vmin =
√

2mNEr/2µχn is the minimum WIMP speed re-

quired to produce a nuclear recoil of energy Er for a given nuclear mass mN , and F 2(Er)

is the Helm nuclear form factor [73]. According to Ref. [74], with a slight change in vari-

able conventions, this form factor is given by

F 2(p) =

(
3j1(pR1)

pR1

)2

e−E
2
rs

2

(1.20)

where

p =
√

2mEr. (1.21)
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The function j1(x) is the spherical Bessel function of the first kind given by

j1(x) =
sinx

x2
− cosx

x
(1.22)

and the parameters in the form factor are given by Ref. [73] as

R1 =

√
c2 +

7

3
π2a2 − 5s2, c ' 1.23A1/3 − 0.60 fm (1.23)

s ' 0.9 fm, and a ' 0.52 fm.

The Radon transform of the WIMP velocity distribution flab(v) is given by Ref. [72]

as

f̂lab(vmin, q̂; t) =
1

Nesc
√

2πσ2
ν

{
exp

[
−|vmin + q̂ · vlab|2

2σ2
ν

]
− exp

[
− v

2
esc

2σ2
ν

]}
(1.24)

where q̂ is the recoil direction in detector coordinates given by

q̂ = sin θ cosφx̂+ sin θ sinφφ̂+ cos θẑ, (1.25)

vlab is the velocity of the laboratory relative to a stationary observer, vesc is the circular

escape velocity at the Solar System’s distance from the Milky Way’s center, σv = v0/
√

2

is the dark matter velocity dispersion, and Nesc is a normalization factor given by

Nesc = erf
[
vesc√
2σν

]
−
√

2

π

vesc

σν
exp

[
− v

2
esc

2σ2
ν

]
. (1.26)

I use v0 = 220 km s−1 for the circular speed and vesc = 544 km s−1 [72] and Appendix B

of Ref. [71] to find the total lab velocity using the galactic rotation, solar motion, Earth’s

revolution, and Earth’s rotation contributions, as discussed in § 1.3.2. The detector is sit-
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uated at SNOLAB for these calculations, since that is where the SuperCDMS experiment

is located (46.4719◦N, 81.1868◦W ), and the differential rate is calculated on September

6, 2015 to coincide with Ref. [72]. Below I describe in more detail how one arrives at the

expected differential rate given dark matter particles scattering off nuclei, following the

derivations in Ref. [75] and Ref. [76].

1.3.4 Dark Matter Differential Rate Derivation

I start off with a few simple results that will be useful later on. Imagine that there is a

particle of mass m1 with speed v recoiling off a mass m2. Particle 1 deflects at angle θ1

with respect to its initial trajectory, and particle 2 deflects at angle θ2. The particles have

velocities v′1 and v′2, respectively, after the collision, following the convention in § 1.3.1.

Equation 1.4 can be used to find the maximum possible recoil momentum, and hence

the maximum possible recoil energy, via

p2 = m2v
′
2 =

2m1m2v

m1 +m2

sin
θ

2

= 2µv sin
θ

2

(1.27)

where µ is the reduced mass of the particle system and θ is the deflection in the rest frame.

Noting that the maximum value of sin
θ

2
is 1 yields

pmax = 2µv. (1.28)

Additionally, combining 1.27 with 1.3 gives

p2 = 2µv sin
π − 2θ2

2

= 2µv sin
(π

2
− θ2

)
= 2µv cos θ2,

(1.29)
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or

p = 2µv cos θ (1.30)

where I have made the substitution p2 → p and θ2 → θ, which I use for the rest of the

derivation to be more consistent with Ref. [75].

As per Ref. [75], the most straightforward way to derive a differential rate that takes

into account directionality is to calculate the differential cross section so that it takes di-

rectionality into account. This result can then be combined with the portion that contains

the dark matter distribution. First, one notes that the differential cross section per unit

momentum squared can be written as

∂σ

∂p2
=

σ0

p2
max

F 2 (p) (1.31)

where F 2 (p) is the nuclear form factor, which is given by Eq. 1.20 for this work. To find

the differential cross section per unit squared momentum and steradian, one uses the fact

that, by symmetry,

dΩr = 2πd (cos θ) . (1.32)

Additionally, one needs a delta function of the form

δ

(
cos θ − p

2µv

)
, (1.33)

which is based on Eq. 1.30, to preserve the directionality when integrating over all solid

angles. Thus, the differential cross section per unit squared momentum per unit recoil solid
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angle is given by

∂2σ

∂p2∂Ωr

=
∂σ

∂p2

1

2π
δ

(
cos θ − p

2µv

)
=

σ0

p2
max

F 2 (p)

2π
δ

(
cos θ − p

2µv

)
=

σ0

4µ2v2

F 2 (p)

2π
δ

(
cos θ − p

2µv

)
=

σ0

8πµ2v2
F 2 (p) δ

(
cos θ − p

2µv

)
,

(1.34)

or
∂2σ

∂p2∂Ωr

=
σ0

8πµ2v
F 2 (p) δ

(
v cos θ − p

2µ

)
, (1.35)

which agrees with Ref. [75]. Since we know that Er =
p2

2mN

, where mN is the mass of

the interacting nucleus, changing coordinates yields

∂2σ

∂Er∂Ωr

=
mNσ0

4πµ2v
F 2 (p) δ

(
v cos θ − p

2µ

)
, (1.36)

According to Eq. 7 in Ref. [72], the differential rate is found by multiplying the differ-

ential cross section by the differential flux and integrating over all input energies. In this

case, the integral is over all velocities, and the differential flux element in a differential

phase space volume element dv3 is given by

dΦ = nvf (v) dv3 (1.37)

according to Ref. [75]. n =
ρ

mχ

is the local number density of dark matter particles,

expressed as the ratio of the local dark matter mass density ρ and the mass of a dark matter

particle mχ. f (v) is the local dark matter velocity distribution normalized to one. Thus,

multiplying the differential cross section given by Eq. 1.36 with the differential flux given
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by Eq. 1.37, and scaling this result by the total number of particles in the detector N

divided by the detector mass mNN yields

∂2R

∂Er∂Ωr

=
N

mNN

∫
∂2σ

∂Er∂Ωr

dΦ

=
1

mN

∫
mNσ0

4πµ2v
F 2 (p) δ

(
v cos θ − p

2µ

)
nvf (v) dv3

=
nσ0F

2 (p)

4πµ2

∫
δ

(
v cos θ − p

2µ

)
f (v) dv3.

(1.38)

The differential rate Eq. 1.38 can be rewritten as

∂2R

∂Er∂Ωr

=
nσ0F

2 (p)

4πµ2
f̂ (vmin, q̂r) (1.39)

where

vmin =
p

2µ
=

√
mNEr

2µ2
(1.40)

is the minimum velocity required to deposit an energy Er and f̂ is the Radon transform

f̂ (w, q̂) =

∫
δ (v · q̂ − w) f (v) d3v. (1.41)

When the velocity distribution is isotropic, as is expected for dark matter at a particular

location relative to the center of the Milky Way galaxy, f (v) = f (v). This implies that

the recoil spectrum is also isotropic, or f̂ (w, q̂r) = f̂ (w). Since recoil directions can only

cover one half of the unit sphere, Ref. [75] gives the Radon transform in this case as

f̂ (w) = 2π

∫ ∞
w

f (v) v dv. (1.42)
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Thus, a Maxwellian velocity distribution

f (v) =
1

(2πσ2
v)

3/2
exp

[
− v2

2σ2
v

]
(1.43)

has Radon transform

f̂ (w) =
1

(2πσ2
v)

1/2
exp

[
− w2

2σ2
v

]
. (1.44)

Using the result Eq. 1.54 in § 1.3.4.1 in conjunction with Eq. 1.44 yields the Radon trans-

form of the dark matter distribution shifted by the lab velocity with respect to the dark

matter halo, whose full form for the calculations in this chapter are presented in § 1.3.2.

Thus, the Radon transform of the shifted velocity distribution is

f̂ (w, q̂r) =
1

(2πσ2
v)

1/2
exp

[
−(w + q̂r · vlab)

2

2σ2
v

]
. (1.45)

The change in sign in the dot product in Eq. 1.45 comes from the fact that, the way one

normally defines the recoil direction and lab velocity, the recoil direction points in the

opposite direction from the lab velocity. In other words, one shifts the dark matter velocity

distribution by −vlab as opposed to by vlab.

Since the system of the Milky Way galaxy and dark matter distribution is gravitation-

ally bound, one expects particles that have velocity higher than the escape velocity to

escape from the overall distribution. Thus, many dark matter models use a velocity distri-

bution that is truncated at the escape velocity. For a Maxwellian velocity distribution,

f (v) =


1

Nesc (2πσ2
v)

3/2
exp

[
− v2

2σ2
v

]
, v < vesc

0, v ≥ vesc

(1.46)
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where

Nesc = erf
[
vesc√
2σv

]
−
√

2

π

vesc

σv
exp

[
v2

esc

2σ2
v

]
(1.47)

to make sure that the velocity distribution is normalized to one. Thus, integrating to find

the Radon transform using Eq. 1.42 yields

f̂ (w) =
1

Nesc (2πσ2
v)

1/2

{
exp

[
− w2

2σ2
v

]
− exp

[
− v

2
esc

2σ2
v

]}
. (1.48)

To take into account the velocity shift due to the motion of the laboratory, one combines

Eq. 1.48 with Eq. 1.54 to yield, with an appropriate change of variables and explicit time-

dependence,

f̂lab(vmin, q̂; t) =
1

Nesc
√

2πσ2
ν

{
exp

[
−|vmin + q̂ · vlab|2

2σ2
ν

]
− exp

[
− v

2
esc

2σ2
ν

]}
(1.49)

as expected. Plugging Eq. 1.49 into Eq. 1.39 yields the expected differential rate assuming

isotropic dark matter with a truncated Maxwellian velocity distribution and a detector on

the Earth’s surface.

1.3.4.1 Radon Transform Change of Coordinates

Below, I show how to find the Radon transform given a change of coordinates. This

derivation follows, and expands slightly on, the derivation in Appendix B of Ref. [75].

Given the Radon transform Eq. 1.41, one desires the Radon transform after a change

of coordinates v 7→ v′ = Av+ b where A is an invertible matrix, and v and b are vectors.

One knows that the phase space volume element scaled by the velocity distribution is a

constant irrespective of the coordinate system, which can be rewritten as

f ′ (v′) d3v′ = f (v) d3v. (1.50)
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This result implies that

f ′ (v′) = f (v)
d3v′

d3v

= f (v)

(
d3v

d3v′

)−1

=
f (v)

|det A|
.

(1.51)

Hence,

f̂ ′ (w′, q̂) =

∫
δ (v′ · q̂′ − w′) f (v′) d3v′

=

∫
δ ((Av + b) · q̂′ − w′) f (v′) d3v′

=

∫
δ ((Av) · q̂′ + b · q̂′ − w′) f (v′) d3v′

=

∫
δ ((Av) · q̂′ + b · q̂′ − w′) f (v)

|det A|
d3v′

=

∫
δ ((Av) · q̂′ + b · q̂′ − w′) f (v) d3v

=

∫
δ
(
v ·
(
AT q̂′

)
− (w′ − b · q̂′)

)
f (v) d3v,

(1.52)

which implies

f̂ ′ (w′, q̂) = f̂
(
w′ − b · q̂′, AT q̂′

)
. (1.53)

When there is only a translation of coordinates, as is the case for the dark matter velocity

distribution when the detector is on the Earth’s surface, Eq. 1.53 simplifies to

f̂ ′ (w′, q̂) = f̂ (w′ − b · q̂′, q̂′) . (1.54)
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Figure 1.12: Exclusion limits for the CMS and ATLAS experiments at the Large Hadron
Collider for two possible dark matter production processes. The plots for the CMS experi-
ment are at the top, and the plots for the ATLAS experiment are at the bottom. More plots
similar to these can be found in Ref. [77]. Figure reprinted with permission from [77].

1.4 Detection Methods: Direct, Indirect, and Collider

1.4.1 Collider Searches

Given the large range of theoretical models that could explain dark matter, certain mod-

els must be excluded based on observational or experimental evidence so that researchers

can come closer to understanding the true nature of dark matter. One way to do this is

by smashing particles together at very high energies in particle accelerators and by care-

fully measuring the products. If there is a small fraction of events for which there is some
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unaccounted-for energy, then the processes that caused those events could also be respon-

sible for dark matter. An example of limits set by the ATLAS (A Toroidal LHC ApparatuS)

experiment and the CMS (Compact Muon Solenoid) experiment at the Large Hadron Col-

lider (LHC) by two possible creation channels is shown in Fig. 1.12. More such limits can

be found in [77].

1.4.2 Indirect Searches

Figure 1.13: Exclusion limits for dark matter annihilation gamma ray searches as a funci-
ton of WIMP mass. Solid curves show current limits, and dashed curves show future ex-
pected limits. Blue and red points show different model predictions. Models in red would
be excluded with a 95% upper confidence limit by observing the Galactic Center for 500
hours using the Cherenkov Telescope Array (CTA). Figure reprinted with permission from
[78].

Even if the LHC were to create events with an unmeasurable energy excess, there is

no way to tell whether the particle(s) created could be responsible for dark matter or sim-
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ply particles that are not accounted for in the Standard Model of Particle Physics. For this

reason, one needs astrophysical evidence to put limits on possible dark matter models.

One way to set those limits is by searching for the very rare interactions dark matter might

have with itself or other particles. For example, if dark matter does sometimes interact with

itself and annihilates with itself in the process, there should be a faint gamma ray back-

ground that is strongest towards the centers of gravitational potentials. In other words, the

center of the Milky Way Galaxy and the centers of nearby satellite galaxies should weakly

emit gamma rays that astrophysics experiments can measure. A compendium of limits set

by such observations is shown in Fig. 1.13. Given more observations, the expected 95%

confidence upper limits are also shown in addition to the models that those future results

could exclude.

1.4.3 Direct Searches

A third approach, a specific example of which is the focus of this dissertation, is to

directly measure the rare particle interactions between dark matter and normal matter,

thereby limiting theoretical models based on the cross section for dark matter interacting

with normal matter. A limit plot for several such direct-detection dark matter experiments

is shown in Fig. 1.14. This plot shows which regions of dark matter parameter space have

been excluded by which experiments, so it summarizes the status of the dark matter direct-

detection field. These experiments detect the particle interactions in one or several high-

mass particle detectors and limit the known particle backgrounds via special shielding,

event differentiation techniques, or both. The experiments look for events that satisfy dark

matter signal requirements and, based on the total exposure time, exclude the regions of

parameter space above the curves in Fig. 1.14.

The yellow region in Fig. 1.14 represents a lower limit for standard direct-detection

dark matter experiments and comes from the elastic neutrino scattering background present
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Figure 1.14: 90% confidence limit exclusion curves for several direct-detection dark mat-
ter experiments. All of the curves are for spin-independent interactions. The orange region
represents the neutrino floor, the lowest possible cross-section region that can be probed by
most direct-detection dark matter experiments. Plot reprinted with permission from [79].

for all such experiments. These neutrinos come predominantly from the Sun, Earth’s at-

mosphere, and the diffuse supernova neutrino background (DSNB) [72]. The neutrino

floor also provides a way to subdivide direct-detection dark matter search experiments

into those more sensitive to dark matter below ∼10 GeV/c2mass and those more sensitive

to dark matter above it.

Assuming weak-force-like coupling to detector nuclei, experiments whose atoms have

a large number of nucleons tend to be more useful for searching for high-mass dark matter

particles because the differential dark matter rate scales with the mass number squared, as

discussed later in this dissertation. For this reason, experiments such as Xenon1T and LZ

try to maximize the detector exposure. On the other hand, experiments looking for low-

mass dark matter tend to be limited more by the minimum energy threshold the detector

can measure, which explains the large increase in the limit curves in Fig. 1.14 at low dark
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matter masses. Consequently, these experiments seek to reduce the detector energy thresh-

old as much as possible. Since the SuperCDMS experiment falls into the latter category, I

will focus most of my attention on low-mass dark matter types and searches thereof.

1.5 Why Low Mass

There are several reasons why dark matter experiments might look for dark matter at

masses below ∼10 GeV/c2 [80, 81, 82]. These include the fact that there has not been

a conclusive dark matter signal measured yet in the supersymmetric WIMP parameter

space, the fact that CRESST, CDMS II Si, CoGeNT, and DAMA may have measured a

dark matter signal, and the fact that there are many well-motivated dark matter models.

According to [82], these models include “Real scalar dark matter coupled to nucleons

through a hadrophilic scalar,” “real scalar dark matter coupled to an leptophilic scalar

mediator,” and “Dirac fermion dark matter, coupled to a kinetically mixed dark photon or

a B-L gauge boson.”

Novel dark matter paradigms include searching for electron-recoil dark matter in ad-

dition nuclear-recoil dark matter. For nuclear-recoil dark matter, electron recoil events are

the background experiments actively discriminate against. However, for electron-recoil

dark matter, nuclear recoil events are that background. This changes the way those exper-

iments are carried out, as can be seen by comparing the results of a nuclear recoil search,

such as [80], with an electron recoil search, such as [83]. Additionally, the differential rate

for electron-recoil dark matter is significantly different from that for nuclear recoils dis-

cussed in § 1.3, as explained in Ref. [84]. Since the interaction between the electronic and

nuclear system in a solid is not well understood at low energies, it is difficult to conjecture

what effect defect creation processes could have on electron recoil events. On the other

hand, there are many ways defect creation could help with a search for nuclear recoil dark

matter, as explained later in the dissertation.
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1.6 Challenges and Backgrounds

As difficult as it might be to observe dark matter particles directly because of their

purported small scattering cross sections, it is even more difficult to determine whether

a particle signal is from dark matter or simply looks like a signal that could be from

dark matter. Additionally, with the recent paradigm shift in the dark matter community

to embrace a larger region of possible parameter space, as shown in Figure 1.14, precisely

measuring the energy deposited from a particle interaction is more important than ever

before. SuperCDMS-style detectors satisfy both of these crucial properties because they

simultaneously measure the signal from phonons, the lowest quantum of excitation in a

crystal lattice, and charges, released as a by-product of the energy of the interaction. This

combination of signals, coupled with the basic design principle of the detectors, makes

them ideal for dark matter searches.

Since dark matter events are expected to occur very rarely, the experiment needs to

minimize all possible background sources so that the background events do not interfere

with the signal events that could be from dark matter. One way to do this is to shield the

experiment as much as possible from known background sources. To do so, the Super-

CDMS experiment is surrounded by multiple layers of shielding. From inside to outside,

the experiment is enclosed in polyethylene plastic, ancient lead, low-radioactivity lead,

polyethylene, and an active muon veto to minimize the effect of background radiation and

muon products, as shown in Fig. 1.15. Additionally, the ratio of the energy deposited as

charges to the energy released from phonons, known as the ionization yield [86], can be

used to actively discriminate signals from backgrounds. Events with higher yield are from

backgrounds, and those with lower yield could be from signal.

None of the methods discussed so far, however, can determine whether an event is

from particles that could behave like a potential dark matter signal, such as neutrons and
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Figure 1.15: Schematic illustrating the main hardware and shielding components of the
SuperCDMS-Soudan experiment. The dark matter detectors, from inside to outside, were
enclosed in polyethylene plastic, ancient lead, low-radioactivity lead, polyethylene, and an
active muon veto to minimize background radiation and muon products from interacting
with the detector. The entire assembly was deep underground in Soudan Underground
Laboratory, Minnesota, to minimize neutron interactions. Reprinted with permission from
[85].

neutrinos. The experiment is located deep underground to mitigate cosmogenic muons that

can produce neutrons and is surrounded by two thick polyethylene layers to further reduce

the neutron background. The muon flux at several experiment locations is shown in Fig.

1.16. According to [87], “The rock overburden at the [Soudan Underground Laboratory]

provides a cosmic ray flux that is equivalent to 2090 meters of water overburden, reducing

the muon flux by a factor of 5× 104 relative to the flux at the surface.”

There are some backgrounds that cannot be mitigated even with extra shielding. This

includes neutrinos that represent an almost irreducible background for future dark matter

experiments because of their extremely high number density and low cross sections. This is

best illustrated by Fig. 1.14, which shows the neutrino floor as the yellow region that dark

matter experiments, given by the solid lines, are approaching. A calculation of the solar
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Figure 1.16: Plot showing the logarithm of the muon flux as a function of meters of water
equivalent (mwe) depth. The points show where different underground laboratory sites
reside on this plot. The most relevant points are Soudan and Sudbury, the old and new
locations of the SuperCDMS experiment, respectively. Reprinted with permission from
[87].

neutrino rate, which is a large component of the neutrino floor, is given below. On the

other hand, a solid-state detector that is sensitive to defect creation, as discussed further in

§ 3.4.3 and § 4.3.2, could be used to mitigate the effect of even this irreducible background.

1.6.1 Solar Neutrino Rate

Similar to the calculation for dark matter, one starts by calculating the expected differ-

ential rate expected from solar neutrinos as a function of time at a particular location on

the Earth’s surface. Doing so requires the position of the Sun in the sky as a function of

time at a given latitude and longitude. One finds the solar right ascension (RA) and dec-

lination (dec) using the formulas in Ref. [88]. Julian Day (JD), which is required to find

the correct RA and dec, can be found by considering the number of days after the start

of the Julian calendar, which yields equations such as those in Ref. [89]. RA and dec are
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Figure 1.17: Position of the sun as a function of time at Modane Underground Laboratory
from Ref. [72] (left) and using my solar position code (right). The leftmost solar position in
the leftmost plot is in red, and the solar position in my plot is black. The leftmost plot also
includes the direction of the dark matter flux in blue. Plot at left reprinted with permission
from Ref. [72].

converted to altitude and azimuth (alt, az), which give the position of the Sun in the sky at

a given location on Earth, via formulas such as those in Ref. [90]. As shown in Fig. 1.17,

the solar position found this way agrees well with what is expected from Ref. [72].

Given the position of the Sun, one can find the expected solar neutrino rate. Following

the procedure in Ref. [72], I show here how to calculate the expected coherent neutrino-

nucleon scattering (CENNS) in a detector made of a single element with atomic number A

given a solar spectrum like that shown in Fig. 1.18. According to Ref. [72], the differential

cross-section is given by

dσ
dEr

=
G2
F

4π
QWmN

(
1− mNEr

2E2
ν

)
F 2(Er). (1.55)

42



Figure 1.18: Plot showing the expected neutrino spectrum from the Sun, the diffuse su-
pernova neutrino background (DSNB), and the atmosphere. Plot reprinted with permission
from [72].

The weak nuclear hypercharge, QW , is

QW = N −Z
(
1− 4 sin2 θW

)
(1.56)

for a nucleus with N neutrons and Z protons, GF is the Fermi coupling constant, θW is

the weak mixing angle, and mN is the target nucleus mass. F 2(Er) is the Helm nuclear

form factor [74] from § 1.19.

The total differential rate, assuming a source whose position changes over time, is

∂3R

∂Er∂Ωr∂t
= N

∫
Emin
ν

∂2σ

∂Er∂Ωr

× ∂3Φ

∂Eν∂Ων∂t
dEνdΩν . (1.57)
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where N is the number of target nuclei per mass,
∂2σ

∂Er∂Ωr

is the differential cross section,

and
∂3Φ

∂Eν∂Ων∂t
is the differential flux per unit time.

If one assumes that the Sun is a delta-function source † in the sky whose direction

changes over time, equations 1.55 and 1.57 can be combined to yield

∂3R

∂Er∂Ωr∂t
=
N

2π
× 1

∆t

[
1 + 2ε cos

(
2π(t− tν)

Tν

)]
× E2

Emin
ν

dσ
dER

(Er,E)
dΦ

dEν

∣∣∣∣
E

(1.58)

where
1

E
=

q̂r · q̂�
Emin
ν

− 1

mN

. (1.59)

Here,

Emin
ν =

√
mNEr

2
, (1.60)

∆t is the time interval over which the measurement is taken, ε = 0.016722 is the eccen-

tricity of the Earth’s orbit around the Sun, t is the time from January 1st, tν = 3 days is the

time at which the Earth is at its perigee in relation to the Sun, Tν is the period of Earth’s

orbit around the Sun (one year), q̂r is the unit vector in the recoil direction of the nucleus,

q̂� is the direction of the sun, and mN is the mass of the recoiling nucleus.

1.7 Different Experiments

As can be seen in Fig. 1.14 and Fig. 1.19, there are many kinds of direct-detection dark

matter experiments. Some use liquid noble gases such as XENON1T, DS50, and LZ (not

shown) and others use solid-state materials such as KIMS, CRESST, and SuperCDMS.

Some experiments, like DAMIC, use sophisticated charge-coupled devices (CCDs), and

some experiments, such as DRIFT, even use low-pressure gases in time-projection cham-

bers. There are also several direct-detection experiments looking for axions and axion-like

†The Sun is actually about a half-degree across, but this approximation seems to work well enough, as
per Ref. [72].
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Figure 1.19: Venn diagram showing multiple direct dark matter search experiments with
the general types of detector technology used by each. Figure reprinted with permission
from [91].

particles [42], such as ADMX, HAYSTAC, ORGAN, CULTASK, RADES, KLASH, Or-

pheus, MADMAX, CASPEr, ABRACADABRA, DM-Radio Pathfinder, and QUAX. Ad-

ditionally, as mentioned earlier, the SuperCDMS experiment is also sensitive to axion-like

particles. Unfortunately, a full description of all of the types of dark matter direct-detection

experiments is outside of the scope of this work, and the author invites the interested reader

to consult references such as [42], [92], [70], and [93] for further information. I now turn

my attention to one of these direct-detection dark matter experiments, the SuperCDMS

experiment, improvements of which, and the possibilities therein, that are the focus of this

dissertation.
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1.8 Advantage of Low Temperature Detectors and Large Mass Calorimeters with

Single Electron Resolution

It may be possible to circumvent the background limitations discussed earlier with a di-

rectional dark matter detector since this could discriminate signal from background based

on direction. Nonetheless, directionality comes at a serious price for low rate particle de-

tection experiments. For example, time-projection chamber experiments using low pres-

sure gases, which can discriminate on an event-by-event basis, require enormous volumes

to have exposures high enough to detect dark matter [94]. Additionally, the expected dark

matter spectrum has no pronounced features, such as absorption or emission lines, which

makes discriminating signal from backgrounds challenging. There has been significant

progress recently on phonon-mediated detectors, especially those using Neganov-Luke

phonon amplification [95, 96], which could lead to large-mass semiconductor detectors

with single-electron resolution [97]. The process of defect creation in single-crystalline

semiconductors, such as germanium (Ge) and silicon (Si), could address both problems

since the energy threshold for defect creation that depends on crystal direction could be

used for directional sensitivity and the energy loss due to defect creation could cause fea-

tures in the expected recoil energy spectrum.
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2. SINGLE ELECTRON RESOLUTION 100 GRAM SI DETECTOR ∗

2.1 Detector Concept

2.1.1 CDMS Detection Method

To understand the SuperCDMS experiment and similar experiments like it, one must

consider what might happen when a dark matter particle interacts with a solid-state detec-

tor. On a rare occasion, a particle similar to a weakly interacting massive particle (WIMP)

might interact with the nucleus of an atom in the lattice of the detector. This would deposit

some energy in the lattice, some of which would propagate from the interaction site via

phonons, some of which would produce a cloud of electrons and holes, and some of which

might create one or several defects. For a SuperCDMS-style detector, an electric field ap-

plied across the detector causes the electrons and holes to emit Neganov-Trofimov-Luke

(NTL) gain phonons as they traverse the crystal. Surface sensors independently measure

the phonon and charge signals thus produced. The amount of energy deposited in each of

these two main channels varies depending on the type of particle interaction, as shown in

Fig. 2.2.

For example, for experimental neutron calibration event data for Ge detectors, ∼9/10

of the energy releases phonons, ∼1/10 causes ionization, and a small amount produces

defects, depending on the energy [98]. Similarly, for a simulated 1 keV nuclear recoil

event in Ge, 683 +/- 10 eV converts to phonons, 250 +/- 6 eV goes to electronic stopping,

and 67 +/- 8 eV creates defects [99]. Electronic stopping refers to the energy transferred to

the interatomic bonds in the detector bulk as opposed to the electron-hole pair production

across the band gap. The electronic stopping contribution produces electron-hole pairs that

∗Part of this chapter is reprinted with permission from F. Kadribasic, G. Agnolet, S. Esmaeili, A. Jastram,
A. Kubik, R. Mahapatra, M. Platt, N. Mirabolfathi, “Progress in Interface Studies for NTL Phonon-Assisted
Large Calorimeters,” J. Low. Temp. Phys to appear, Copyright 2020 by Springer Nature.
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Figure 2.1: Diagram explaining how the energy from a particle interaction with a detector
(yellow) transfers to phonons (red, green, and blue) and electrons and holes (black). Dur-
ing the initial interaction, prompt, quasi-diffusive THz phonons (red) are produced that
down-convert into ballistic low-frequency phonons (green). In the presence of an electric
field, the electrons and holes are accelerated across the semiconductor crystal to produce
Neganov-Luke phonons (blue). Phonon sensors read out the phonon signal, and charge
sensors collect the signal from the electrons and holes. This schematic is more represen-
tative of the kind of detector used for CDMS II than those for SuperCDMS; nonetheless,
the main principles remain the same. Modified with permission from [85].

either recombine if there is no voltage bias, which produces more phonons, or traverse the

crystal and are measured as an ionization signal if there is a voltage bias. The charge

carriers then recombine at the surface of the detector if the detector is biased via metallic

contacts [95], thereby further increasing the phonon signal. The electronic stopping also

produces phonons while generating e-h pairs [98]. When all of these factors are included,

the simulated result qualitatively agrees with experimental data.

Since these detectors use phonons produced during particle interactions in the detector

bulk as a proxy for the energy deposited, they have the potential to reach the very low en-

ergy thresholds required for measuring events from dark matter below ∼10 GeV/c2 mass.

Phonons are the lowest quantum of excitation in a material, which means that any en-

ergy transferred to the material bulk that does not produce defects is eventually converted

into phonons. In order to measure such a weak signal, the detectors are operated at <20

mK and thermalized to the cold stage of a dilution refrigerator via a weak thermal link.
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Figure 2.2: Plot illustrating how the energy yield for electron versus nuclear recoils can
be used to discriminate possible dark matter signal from background events. The total
energy deposited during the event is shown on the x-axis, while the ionization energy
divided by the recoil energy, also known as the ionization yield, is shown on the y-axis. The
background events from a gamma-ray source separate out from the potential signal events
mimicked by a neutron source. This effect can be used for active background rejection
when searching for dark matter. Reprinted with permission from [100].

Quasiparticle-trap-assisted electro-thermal-feedback transition edge sensors (QETs) pho-

tolithographically patterned on the detector surface can detect, and cold electronics can

amplify, the phonon signals so that they can be read out by electronics at room tempera-

ture.

2.1.2 Ionization and Phonon Detectors: Active Background Rejection

Simply measuring phonons, however, is not useful for dark matter direct-detection ex-

periments because they cannot discriminate dark matter signal from backgrounds. Except

for the energy required to produce defects, which is ∼5 % of the total energy deposited

for recoil energies greater than ∼100 eV, the energy deposited from any particle interac-
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tions, including from background events, is eventually converted into phonons. Most back-

grounds that may mimic dark matter signal come from electromagnetic radiation emitted

by the environment, which can be anything from radioactive decay to infrared photons

from room temperature. Semiconductors, on the other hand, have the unique property that

particle interactions with valence electrons, if the energy deposited is greater than that

of the semiconductor band gap, produce measurable conduction electron-hole pairs. Since

this energy threshold is very low (∼1.17 eV in Si at the temperature at which the detector is

operated), measuring the signal from these electrons allows an experiment to discriminate

nuclear from electron recoils via QETs to measure phonons and charge rails to measure

charges.

The result of doing so is shown in Fig. 2.2. A SuperCDMS-style detector can measure

the charge produced and total energy of a particle interaction when biased with a low

voltage. As mentioned in the previous subsection, about a tenth of the energy transferred

to the detector’s crystal lattice during a nuclear recoil particle interaction is transferred

to the charges in SuperCDMS-style detectors. The ratio of the energy transferred to the

electrons divided by the total energy is referred to as the ionization yield [86], and it is

not known for nuclear recoils with energies below 1 keV [101]. The low-energy limit of

this property for nuclear recoils is that, below some anisotropic energy threshold [102],

nuclear interactions do not produce any electron-hole pairs.

2.1.3 Signal to Noise Difficulty due to Ionization Readout

According to Ref. [103], “dual measurement techniques fail at low energies due to sec-

ond measurement fundamental noise.” The limit comes from the 40 pF capacitor used in

parallel with the charge readout circuit input. If not enough charges accumulate at the input

quickly, the change in current will not be read out because of the high input impedance.

Additionally, the ionization yield used to define the the cut between the signal and back-
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ground events diverges at low energies because of the charge readout noise.

On the other hand, phonons are read out with a circuit with very low input impedance,

which means that they do not suffer from the same concern as the charge measurement

system. Because phonons represent the lowest quantum of excitation in the material, a

lot of recent research and development has been focused on making SuperCDMS-style

detectors that only measure phonons. CDMSlite represents an excellent recent example

of science results these kinds of detectors are capable of, as further presented in the next

subsection.

2.1.4 CDMSlite and NTL Gain

Another useful property of high-purity semiconductor detectors, mentioned briefly ear-

lier, is that electrons and holes accelerated across a semiconductor detector produce their

own phonons, which is referred to as the NTL effect [95]. These phonons add to those

produced during the initial interaction. This effect is similar to the reason why conduc-

tors have a finite resistance; electrons scatter off defects in the crystal lattice producing

phonons. NTL gain is linear with respect to the voltage applied modulo a constant that

depends on the total event energy deposited and the energy required to form electron-hole

pairs [95, 104]. Thus, the total energy produced during an interaction in a semiconductor

detector with an applied electric field through the bulk is given by

Etot = E + Efield (2.1)

= E + ne-heV (2.2)

= E +
E

ε
(eV ) (2.3)

= E

(
1 +

eV

ε

)
(2.4)
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Here, the particle interaction deposits energy E, causes ne-h electron-hole pairs to form,

each of which requires ε net energy to form. Since the electron-hole pair excitations re-

combine at the surface, the energy required to produce the electron-hole pair is returned to

the lattice as phonons, which is why there is no term corresponding to the energy needed

to create the excitations [95].

Figure 2.3: Plot showing how a dark matter experiment with germanium detectors be-
comes more sensitive to dark matter below about 10 GeV/c2mass as the detector threshold
is lowered. The curves show the dark matter differential rate for different datk matter
masses, and the shaded regions correspond to known observational uncertainties associ-
ated with calculating the dark matter rate. Vertical lines represent two different detector
thresholds. This is the main reason why many dark matter experiments, including Super-
CDMS, are improving detector resolution to reach single-electron resolution. Reprinted
with permission from [80].

The NTL effect implies that a detector biased by several hundred volts could have an

unprecedented energy resolution. This is because particle events depositing even a few
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electronvolts of energy would be amplified up to several hundred electronvolts, rendering

these events measurable despite noise limitations. This improvement in energy resolution

is what allowed CDMSlite to set the once world-leading limits for WIMP-like dark matter

with masses below∼10 GeV/c2. Low mass dark matter implies larger number density and,

hence, the possibility of detection with low background. This is best illustrated in Figure

2.3, which shows how the measurable rate significantly increases for low-mass dark matter

the lower the energy threshold - a direct consequence of improved energy resolution. The

NTL gain allowed the CDMSlite experiment to achieve much greater sensitivity at low

dark matter masses, despite only using a small fraction of all of the detectors for the

SuperCDMS experiment [80].

Because the gain in phonon amplification depends on the voltage bias, the gain is, in

principle, independent of the phonon noise. However, if there are leakage current events,

then these appear as random fluctuations in phonon signal that reduce the signal-to-noise

gain. For this reason, if the leakage current is constant above a certain voltage, then above

that voltage there is no further gain in NTL amplification. On the other hand, if the leakage

current scales with applied voltage, the signal-to-noise may even drop as the voltage is

increased.

2.1.5 Challenges in Reaching Single Electron: Problematic Due to Leakage

According to Ref. [105], “the noise sources we care about are those which add cur-

rent noise to the TES circuit.” This noise can be divided into four general categories: the

Johnson noise of the passive components (PJN), the Johnson noise of the TES (TJN), the

thermal fluctuation noise (TFN), and the SQUID noise (sn) [106, 44, 105]. Thus, Ref.

[105] gives the total current noise as

Itot =
√
I2

sq + I2
PJN + I2

TJN + I2
TFN. (2.5)
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Figure 2.4: Plot showing the current power of different TES noise contributions. Reprinted
with permission from [44].

The contribution from each component is shown in Fig. 2.4.

However, in addition to these well-understood noise sources, SuperCDMS-style detec-

tors have observed a leakage current noise that significantly reduces the maximum possible

detector resolution by limiting the maximum voltage at which a detector can be run before

the resolution is completely degraded. Because the leakage current can be modeled as a

Poisson-distributed train of single-electron pulses, it introduces significant low-frequency

noise that reduces the resolution, as shown by the Fourier transform of event templates in

Fig. 2.5. This plot is generated by first choosing many calibration events from the same

calibration line, subtracting the linear offset in the event baselines, scaling the events with

respect to their peak heights (found using a parabola fit to the peak), and averaging over

all of those events to reduce the contribution from electronic noise. Taking the Fourier

transform of the result yields the plot in Fig. 2.5.
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Figure 2.5: Plot showing the Fourier transform of an event template as a function of fre-
quency.

Following the procedure in Ref. [107], the leakage current is measured by adding

Poisson-distributed event templates scaled to the expected single-electron event height

at a given voltage to noise traces without leakage current. A χ2 fit is performed on the

resulting noise power spectral density (PSD) to find the minimum, as shown in Fig. 2.6.

The minimum value of χ2 corresponds to the best model fit to the data, which is shown as

the red point in Fig. 2.6. Following this method, the best-fit noise PSDs for each voltage

are shown alongside the data in Fig. 2.7. Only the lower frequencies are shown. Detector

nonlinearities due to detector heating could be responsible for the worse fit as the volt-

age is increased. Additionally, it seems that the leakage current increases nonlinearly as

the voltage is increased, as shown in Fig. 2.8. This agrees with results from other Super-

CDMS detectors [107]. Error bars are estimated by finding the relative error between two
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Figure 2.6: χ2 fit parameter versus leakage current in fA. The blue curve shows the χ2

versus leakage current data, and the black curve is a polynomial fit to the data. The red
point indicates the minimum χ2 value of the polynomial, which corresponds to the best-fit
leakage current.

best-fit noise PSDs starting from two separate datasets with no measurable leakage cur-

rent. Hence, the error bars include both statistical errors from the χ2 minimization routine

as well an estimate of systematic errors that could come from changes in gain when using

the other dataset, for example.

2.1.6 Tunneling Process

The current density can be written as

Jn = qvRnΘ (2.6)

where q is the charge of an electron, vR is the Richardson velocity, n is the density of

carriers, and Θ is the tunneling probability [108]. For a triangular barrier of height φB and

width L of the form

V (x)− E = qφB

(
1− x

L

)
, (2.7)
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Figure 2.7: Current noise as a function of power supply bias. Colored curves show the
leakage current power spectral density data. Black curves show the best-fit curves to the
data.

Figure 2.8: Leakage current versus reverse bias voltage across the detector. Error bars are
estimated using the relative error between fits to noise PSDs from two separate datasets.
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Figure 2.9: [Left] The difficulty in understanding contact physics with CDMS symmetric
readout [97]. [Center] Placing an electrode with a vacuum gap on one side breaks the
symmetry and by definition removes the leakage on one surface [97]. [Right] Plot showing
how past-generation CDMSlite detectors at Soudan [80] compare to one with a contact-
free design [97]. In one polarity, the detector can be run at much larger voltage bias, which
significantly increases NTL gain caused by electron-hole pairs drifting across the detector
and producing phonons along the way. Modified with permission from [97] and [109].

the tunneling probability is given by

Θ = exp

[
−4

3

√
2qme

h̄

φ
3/2
B

E

]
(2.8)

where me is the mass of an electron, E is the electric field E = φB/L in the barrier, and h̄

is the reduced Planck’s constant.

Depending on the location of the Fermi level of aluminum versus germanium, there

is either electron or hole tunneling [101]. The interface also includes an amorphous layer

with many inter-band states [101], as shown in the left panel in Fig. 2.9. Replacing the

contacts on one side of the detector with a flat surface and a vacuum electrode breaks the

symmetry between the two sides and allows one to study the leakage current of the inter-

face, like in the middle panel of Fig. 2.9. In general, in reverse polarity the leakage current

remains constant until a critical voltage, at which point the current quickly increases, as

shown in the plot at right in Fig. 2.9.
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2.1.7 G37R and S17B

The previous description becomes relevant in the context of the three thin film ma-

terials the phonon sensors are made from in a standard SuperCDMS detector. These are,

in order from nearest to detector to furthest away: poly-crystalline† silicon (PC-Si), alu-

minum, and tungsten layers [85]. Unlike the aluminum and tungsten layers, which are

needed for proper QET function, the PC-Si was introduced during the CDMS experiment

to mitigate two major concerns with overall detector performance. These are the deficit

in charge collection for events near the surface, commonly referred to as the “dead layer”

[111, 112, 113] and under-cutting of the 1.2 µm-wide TES sensors photolithographically

etched on the surface [110]. However, the dead layer is not a concern for the detector at the

focus of this thesis because the dead layer decreases the greater the bias voltage, and this

detector’s performance was evaluated at high voltages [101]. Additionally, silicon detec-

tors do not suffer from the same under-cutting process, sometimes referred to as edge-stop,

observed with germanium detectors since silicon is resistant to etchants [101, 110].

It is possible that leakage current might not be due to the sensor interface since leakage

is also possible from bulk discharge of shallow energy states that are charged and because

there could be leakage on the fringe surfaces [101]. However, an earlier study with a ger-

manium detector [97] seems to indicate that at least some of the leakage current comes

from the contacts. The detector for that study, G37R, was a germanium detector fabricated

with phonon readout only on one side. The other side was machined flat. The detector was

biased from the flat side with a metal electrode with a physical gap between it and the

detector, so-called contact-free-detector operation. This detector measured significantly

lower leakage current, and consequently much better resolution, than previous detector

†Poly-crystalline refers to the fact that the silicon layer is composed of many small crystals with lo-
cal periodicity, as opposed to being amorphous without any periodicity or single-crystal with periodicity
throughout. In some older studies, the poly-crystalline silicon is called amorphous since the SuperCDMS
collaboration recently discovered that the layer is poly-crystalline rather than amorphous [101, 110].
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designs because replacing electrodes bonded to the detector surface with a vacuum elec-

trode seemed to significantly mitigate the leakage current. We therefore investigate what

causes the leakage current by modifying the metal-superconductor interface on the surface

of a SuperCDMS-style detector.

Hence, the simplest modification for such a study is removing the poly-crystalline

silicon layer directly underneath the sensors, which is what was done for the detector for

this study, S17B. S17B was fabricated out of silicon for contact-free-electrode operation,

similar to G37R, without a PC-Si layer to remove the interband states that may allow for

band pinning [101], a process that occurs at some semiconductor-metal interfaces that

“pins” the Fermi level, thereby producing a surface dipole that could increase leakage

current from the contact surface [114]. This detector’s data was analyzed as part of this

dissertation to understand the role that the poly-crystalline silicon layer plays with respect

to the leakage current.

2.1.8 Setup

Figures 2.10, 2.11, 2.12, and 2.13 illustrate how the energy transferred to a SuperCDMS-

style detector during a particle event is converted into a measurable signal. As shown in

Figure 2.10, athermal phonons released by the particle interaction interact with and break

Cooper pairs in aluminum fins on the surface of a SuperCDMS-style detector. Quasipar-

ticles produced during the process transport the energy to the trapping region, which pro-

duces hot electrons. These electrons heat up the TES, which is read out with cryogenic

amplifiers. In this way, the energy resolution of the TES is preserved while making sure

that a large fraction of the detector surface can absorb phonons, thereby improving the

phonon collection efficiency of the QET assembly.

The slight increase in current through the TES causes a signal that is read out by the

circuit in Fig. 2.11. The changing current through the TES, RS , causes a changing mag-
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Figure 2.10: Schematic indicating how energy is transferred from the particle interaction
with the detector bulk ultimately to the transition edge sensors (TES). The particle interac-
tion releases phonons that break the Cooper pairs in the superconducting aluminum “fins”
surrounding the TES. This produces quasiparticles that diffuse towards the TES and heat it
up. This preserves the energy resolution of the TES while making sure that a large fraction
of the detector surface can absorb phonons. Reprinted with permission from [115].

Figure 2.11: Circuit diagram showing the phonon readout on a CDMS II-style detector.
Although the detector geometry has changed significantly since then, the basic detector
layout and readout circuit has stayed the same. The phonon signal causes the temperature
of the QET to increase, thereby changing the magnetic flux through the SQUID, which
produces a measureable pulse. More electronics further amplifies and shapes the signal.
Reprinted with permission from [106].
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Figure 2.12: Circuit diagram illustrating how the signal from the SQUID amplifier is
further amplified and reshaped. The portion of the circuit to the left of the large dotted line
is cryogenic, and that to the right is at room temperature. Although current SuperCDMS
readout has been significantly modified since this diagram was made, the basic principle
remains the same. Reprinted with permission from [116].

netic field in the input coil. This changing magnetic field causes a voltage drop across

the SQUID array, which is amplified by the amplifier in the diagram. Running the sys-

tem in closed-loop mode, as was done for detector S17B, gives a gain of 10 at the cryo-

genic SQUID amplifier stage. The signal is then further amplified via the electronics stages

shown in Fig. 2.12. The analog signal is digitized with a digitizer and saved to a computer

for further analysis. For a particle event, the raw data saved to the computer is similar to

that shown in Fig. 2.13.

We use S17B - a Si detector ∼100 grams in mass with four tungsten-based QET chan-

nels photolithographically patterned on one side of the detector, as shown in the upper left

of Fig. 2.19. Using multiple channels provides positional information based on the rela-

tive amplitudes and arrival times of the event energy measured by each channel, which

can be used to identify calibration source events. The other side is polished flat and is

positioned ∼300 µm from the surface of a high-voltage charge-bias aluminum electrode

to minimize leakage current that would otherwise prevent the detector from achieving its
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Figure 2.13: Sample phonon pulse from a particle interaction with a SuperCDMS-style
detector. The fact that the signal from Channel D is both greater than that from the other
channels and appears before them indicates that this event likely took place near that Chan-
nel. This kind of information can be very useful for selecting calibration events, since these
are localized where the source is placed relative to the detector, and potential dark matter
signal, since these are expected in the detector bulk rather than near the surface.

optimal high-voltage performance [97]. A DC power supply biases the electrode up to 400

V at the power supply, which corresponds to about 280 V across the detector. The reason

for the difference is because the circuit formed from the electrode to the ground on the

detector is two capacitors in series. Thus, there is less voltage across the detector because

of the vacuum gap; if the gap were smaller, the voltage drop across the detector is greater.

Higher voltages were not used to mitigate the risk of a short-circuit at the vacuum fitting,

which may cause a leak to air at a cryogenic temperature that could incapacitate the entire
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Figure 2.14: Dilution refrigerator disassembled (left) and example of front end readout
electronics (right). The detector, inside a special housing and read out by cryogenic elec-
tronics, is installed in the dilution refrigerator at left. The cryogenic electronics are further
read out by the electronics at room temperature, similar to those shown at right. The left
photograph shows the Texas A&M University facility in 2016, and the right one is from a
related Texas A&M University facility in 2020.

dilution refrigerator.

The drop can be accurately measured using Neganov-Luke amplification, the number

of electron-hole pairs produced per unit deposited energy, and the calibration peak height

at 0 V. 3.8 eV is needed to excite an electron-hole pair in silicon [118, 107]. Dividing the

location of the 17.8 keV calibration peak in the leftmost plot in Fig. 2.22 by 3.8 eV thus

yields 63.1 ± 2.3 ADC counts needed per electron-hole pair for a 17.8 keV event. On the

other hand, using the 13.9 keV to minimize saturation gives 36.15± 0.16 ADC counts per

electron-hole pair for a 13.9 keV peak, or 46.30± 0.20 ADC counts per electron-hole pair

for a 17.8 keV event. Hence, the ratio of the voltage bias across the detector and the total
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Figure 2.15: Photographs showing, from left to right, the 4 K can, 600 mK can, 100
mK can, and 10 mK can. The 100 mK can is the innermost visible circular shield in the
third image, and the 600 mK can surrounds it. Each of these layers shields the lower
temperature stages from the thermal radiation from higher temperature components to
avoid “heating” the colder stages. Hence, they allow the detector, which is coupled to
the lowest-temperature stage, to reach sub-100 mK temperatures. Each can connects to
separate thermal stages on the detector tower (holes at can bottom) to help thermalize the
detector and its associated electronics. Each can needed to be designed and manufactured
in-house to accommodate SuperCDMS-style detectors and electronics.

voltage applied is simply

r =
46.30± 0.20

63.1± 2.3
= 0.734± 0.027. (2.9)

Propagation of uncertainties assuming a ratio of two measurements and assuming no co-

variance is used to find the error bars.

Furthermore, the gap between the electrode and the detector can be determined using

this voltage ratio and the formula for parallel-plate capacitors since the detector gap and
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Figure 2.16: Photographs showing the 4 K heatsinks (left), 600 mK heatsinks (center, yel-
low ovals), and one of the 100 mK heatsinks (right, yellow oval). The heatsinks thermalize
each of the electronics layers to the proper thermal stages of the dilution refrigerator via
the cans. All of the heatsinks were manufactured in-house, and the 4 K heatsinks were
gold-plated using Transene Bright Electroless Gold in-house. Thermometers, mounted on
each of the different thermal stages, are indicated via white ovals. The melting-curve ther-
mometer, mounted on the 10 mK stage and indicated with the smallest white oval, was
recalibrated each detector run, including that of S17B.

electrode are a pair of capacitors in series biased by a DC voltage. Hence,

r =
Vdet

Vtot

=
Vdet

Vgap + Vdet

=
Q/Cdet

Q/Cgap +Q/Cdet

=

Qddet

ε0kdetA
Qdgap

ε0kgapA
+

Qddet

ε0kdetA

=
ddet/kdet

dgap/kgap + ddet/kdet

(2.10)

where Q is the biasing charge, ε0 is the permittivity of free space, A is the area, dgap and

ddet are the width of the gap and detector, respectively, and kgap and kdet are the relative

permittivity of the gap and detector, respectively. Using the fact that kgap = 1 since it is a
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Figure 2.17: Two photographs showing the upper portion of the 10 mK stage with ther-
mometers, wiring connections, and stages for mounting small experiments separate from
the SuperCDMS-style detectors mounted at the bottom. Also shown are the struts that
help support the 10 mK stage alongside the tungsten compressional fitting that provides
the thermal contact. All of the parts shown in the picture on the right were designed and
assembled in-house.

vacuum gap and simplifying Eq. 2.10 yields the width of the gap

dgap =
ddet

kdet

1− r
r

. (2.11)

Plugging in the voltage ratio 2.9, the 1 cm thickness of the detector, and the relative permit-

tivity of silicon at cryogenic temperature, which is about 11.45 [119], into Eq. 2.11 gives

317±44 µm for the gap width, and the error bars are found via propagation of uncertainty.

The electrode contains an Am-241 calibration source with a lead collimator. On the

side nearest the detector, the aluminum is thick enough to stop high-energy alpha particles

but thin enough to allow some of the ∼20 keV x-rays to pass through. The thin aluminum

layer also inadvertently reduces events with energies below ∼20 keV from the source.
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Figure 2.18: Photographs showing the electronics pipeline that includes, from left to right,
legacy CDMS electronics (shown is the more recent detector control and readout card
[DCRC], which serves the same purpose), room-temperature to cryogenic-temperature
twisted pairs adapter, heatsinks for thermalizing the wiring to the 4 K stage, and the
adapter that mates to the SQUET (SQUID-FET) board that is used to read out the de-
tector. Note that all of the wires are in twisted pairs, with signal wires twisted with returns,
to minimize the noise measured on the signal wires. That wiring scheme reduces cross-
talk between neighboring wire pairs and reduces external electromagnetic interference on
the signal lines. All of these parts, aside from the CDMS electronics, were designed and
manufactured in-house.

We use a calibrated He-3 melting curve thermometer to measure the temperature of the

mixing-chamber-anchored thermal stage to which the detector and high-voltage electrode

are weakly thermally anchored. We use a Kelvinox-400 dilution refrigerator to cool the

mixing chamber down to a temperature of ∼50-60 mK, and the QETs are tuned and kept

at the bias point of the transition edge sensors via legacy CDMS II LabView software.

Pulsing a light-emitting diode (LED) for several hours overnight while grounding the de-

tector, a process referred to as LED “baking,” neutralizes ionized impurities that may

have accumulated while taking data during the day [76]. These ionized impurities can trap

charges that can significantly degrade the detector performance, especially at low voltage

bias [76, 120]. Therefore, by pulsing the LED, one can neutralize the impurities to reduce
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Figure 2.19: Photographs showing the geometry of detector S17B, with letters indicating
the locations of the four detector channels, (upper left), a zoom-in of QETs (upper right),
the aluminum electrode prior to installation above the detector (lower left), and the assem-
bled detector housings with readout electronics stage referred to as the tower (lower right).
Modified with permission from [117].

their risk of trapping charges by orders of magnitude [76, 120]. The LED was pulsed for

3 hours with a pulse every 2.5 milliseconds.

Legacy CDMS II hardware reads out the detector, which includes a Front-End Board

(FEB), Receive Trigger Filter (RTF) board, a GPIB interface device to control the boards

via computer, and power supplies for each board. The RTF board and power supplies are

installed outside of the shielded room that houses the dilution refrigerator to minimize the
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Figure 2.20: Detector tower with the SQUET, thermometry, and all heatsinks installed
prior to closing up the dilution refrigerator.

electronics noise on the detector. A CAEN Mod. V1724 digitizer reads out the raw analog

data directly from the RTF board. Although this is not standard SuperCDMS readout, it

does mitigate the digitizer noise that was observed in data taken during Run 6 in late

January 2018.

Figures 2.14, 2.15, 2.16, 2.17, 2.18, 2.19, and 2.20 further illustrate the detector char-

acterization facility developed. Figure 2.21 shows how parts similar to these fit together for

the CDMS experiment, which the Texas A&M setup imitates. The 400 µW dilution refrig-

erator was commissioned in 1988 for measuring crystallization waves at the liquid-solid

interface of 4He [121, 122]. It needed major modifications to accommodate SuperCDMS-

style detectors, and the entire process took over two years to complete. The dilution re-
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Figure 2.21: Diagram of a detector tower showing all of the relevant components as they
might be installed for the CDMS experiment. The dilution refrigerator setup at Texas
A&M was meant to replicate this general design as closely as possible due to the elec-
tronics amplifiers at different temperature stages as well as to mitigate the wiring and in-
frared radiation from higher-temperature layers from heating the detector. Reprinted with
permission from [106].

frigerator heat shields, also referred to as cans, needed to be enlarged, so new 4 K, 600

mK, 100 mK, and 10 mK cans were designed and fabricated. Pictures of the new cans

are shown in Fig. 2.15. SuperCDMS-style detectors need to be installed from the bottom

of a dilution refrigerator with the cans already installed so that the detector housings and

electronics can be properly thermalized to the cans. This is unlike most cryogenic experi-

ments that can only be installed once all the cans are removed. Hence, a set of cryogenic
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Figure 2.22: [Left] Am-241 spectrum at 0 V power supply bias with the 17.8 keV calibra-
tion peak indicated. [Right] Am-241 spectrum at 100 V power supply bias with the 13.9
keV calibration peak indicated.

flanges at the bottom of the 4 K can was required for thermalization and for holding vac-

uum. A cryogenic leak due to a mismatch of thermal expansion coefficient between the

new flanges was diagnosed and fixed in the process.

Each detector requires 38 wires in a twisted-pair configuration for readout, which are

connected to the detector housing via a cryogenic CDMS ribbon cable, commonly referred

to as a stripline. However, since the existing piping inside the dilution refrigerator could not

accommodate striplines, separate detector readout wiring needed to be made. Striplines use

copper wiring to minimize parasitic resistance for the SQUID readout. However, copper

wires also have a high thermal conductivity, which means that they transfer a large amount

of heat from the connection at room temperature to the 4 K stage where they connect

to the cold electronics. Consequently, beryllium-copper twisted pairs from CMR-Direct

[123] were used to minimize the heat conductivity concern while minimizing the parasitic

resistance [124]. This extra resistance may also have helped mitigate some of the electronic

noise during detector operation. These wires are soldered to a custom adapter that mates to
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the CDMS SQUET, which is a combination of a FET amplifier for charge readout and the

SQUID for phonon readout. The top of 2.21 shows a schematic of the SQUET assembly

as well as the flyover cable connecting the SQUID to the FET board. The SQUET adapter

is shown in the rightmost photograph in Fig. 2.18. The wiring pinout, which has signals

twisted together with returns to minimize electronic noise, is shown in Table 2.23. Enough

wiring was made to read out two detectors simultaneously.

Figure 2.23: Wiring pinout from room temperature cabling (“Det I/O Cable”) to D con-
nector inside vacuum fitting (“Stripline - D pin”) to cryogenic temperature SQUET adap-
ater (“Stripline - FET PCB”) with the names of each signal and number on the connector
indicated. The loom labels (1 or 2) correspond to the numbers written at the cryogenic end
of the Cryoloom R© (odd Cryoloom R© labels to 1, even Cryoloom R© labels to 2).

The detector readout wiring is thermalized to the 4 K stage at two locations prior to

connecting to the SQUET adapter, one near the upper vacuum chamber connection and

another at a copper flange where the CDMS detector housing and wiring assembly, also
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called the tower, is installed. Different portions of the tower are thermalized to the 4 K,

600 mK, and 100 mK stages using heatsinks extending out from the lower ends of the

cans, as shown in Fig. 2.20. These heatsinks were all made in-house using oxygen-free

high-conductivity copper annealed in an argon atmosphere following Appendix A3.1 in

Ref. [125]. Annealing the heatsinks increases the thermal conductivity by enlarging the

grains that make up the copper in the heatsink.

The detectors are thermalized to the mixing chamber of the dilution refrigerator via its

CDMS housing. The CDMS housing is made of OFHC copper, and it is mounted on the

10 mK stage of the tower, which is mounted on the bottom of the 10 mK can, as shown

at the bottom of the left photograph in Fig. 2.17. The 10 mK can was also annealed to

maximize thermal conductivity. The top of the 10 mK can has a column that connects to

a tungsten compression collar on the dilution refrigerator mixing chamber, as shown near

the top of the right photograph in Fig. 2.17. The plate at the top of the 10 mK can was

used for mounting thermometers as well as for small experiments prior to commissioning

the dilution refrigerator for SuperCDMS-style detector research and development. These

experiments included measuring transition temperatures of superconducting tungsten sam-

ples as well as measuring leakage currents of interface materials in late 2015.

2.2 Detector Analysis

2.2.1 Progress in Interface Studies

Prior to the experimental run with the SuperCDMS-style detector S17B, a reference

spectrum using the same collimator and source, except a slightly smaller lead collima-

tor hole opening, was taken using a commercial detector at liquid nitrogen temperature. It

was taken at the Texas A&M University Nuclear Science Center. Fig. 2.24 shows the spec-

trum of the Am-241 calibration source measured by an XR-100SDD silicon drift detector

(SDD). The 13.9 keV, 17.8 keV, and 59.5 keV Am-241 lines [126] were used to calibrate
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Figure 2.24: Spectrum of the calibration source inside the collimator and high-voltage
vacuum electrode taken at the Texas A&M University Nuclear Science Center. The data
were taken with an XR-100SDD silicon drift detector. The 13.9 keV, 17.8 keV, and 59.5
keV lines were used for the calibration since those could be easily identified.

the spectrum since they could be most easily identified. Comparison with the spectrum in

[126] shows good agreement for the highest-energy lines. Because the XR-100SDD de-

tector is physically much smaller than the SuperCDMS-style detector analyzed, it has a

much lower efficiency at higher x-ray energies. That is the reason why the 60 keV line is

much shorter in this spectrum than those shown later in this dissertation.

As discussed previously, a power supply applies a bias voltage across the detector.

The amount of signal amplification increases with the bias voltage applied, as shown in

Fig. 2.25. In the main plot, the total measured phonon energy is plotted as a function of

applied voltage, which indicates the expected increase in energy measured as a function

of voltage. The inset plot shows how the NTL effect causes the pulse heights to increase

as a function of applied voltage. By increasing the measured signal via NTL gain, it is

possible to significantly increase the signal-to-noise of SuperCDMS-style detectors since,

in principle, NTL gain does not affect the noise level. This plot has been modified with
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Figure 2.25: Nuclear recoil energy as a function of applied voltage. The Luke-Neganov
effect is clearly seen as an increase in the pulse amplitude, whereas the noise remains
constant [97]. Plot has been enlarged, reformated, and two sub-plots have been removed
compared to the original version. Modified with permission from [97].

permission from [97] and [127].

The above amplification ceases to improve signal-to-noise for voltages greater than a

threshold where leakage current dominates the electronics noise [80]. The resulting reso-

lution degradation is shown by the red points in the rightmost plot in Fig. 2.9, which shows

the resolution as a function of applied electric field across two different detectors. How-

ever, this leakage current can be somewhat mitigated using contact-free SuperCDMS-style

detectors, such as G37R in the past [97] and S17B for this study. As the first in a series of

tests with large-mass detectors, S17B uses a contact-free design with the polycrystalline

silicon metal-semiconductor interface layer removed. This detector is 3 inches across, 1 cm

thick, and uses the phonon layout presented in Fig. 2.19 [81]. The high-voltage aluminum

electrode contains a collimated Am-241 source that is covered with a thin aluminum layer
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Figure 2.26: [Left] Am-241 events generated via an optimal filter template fit. These data
are at 200 V bias at the power supply in reverse bias mode. Of the Am-241 peaks shown,
the two peaks with the highest number of counts, in addition to the 13.9 keV peak used
to generate the template, are indicated. [Right] Plot showing how NTL gain increases the
signal traces as the voltage increases. Plot generated using a template from 13.9 keV traces
scaled with respect to the detector voltages given. The factor of ∼0.7 scaling between the
voltages comes from the fact that ∼70% of the voltage drop is across the detector due to
the vacuum gap. Reproduced with permission from [117].

to prevent high-energy alpha particles from interacting with the detector. SuperCDMS

Soudan electronics read out the detector via vacuum coaxial cables, a SQUID amplifier,

and twisted pairs, in that order from coldest to warmest, all thermalized prior to the cold

stage.

The results of this experiment are shown in Fig. 2.26 and 2.27. NTL amplification was

observed up to 280 V bias across the detector, which includes the vacuum gap correction.

This is shown in Fig. 2.26 at right, which allowed the main features of the Am-241 source

to be resolved, as shown in Fig. 2.26 at left. Additionally, the noise remained relatively

constant in positive polarity relative to the electrode, as shown in the leftmost plot in Fig.
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2.27, which could be a significant improvement compared to the results in [97]. With the

reverse voltage applied, as shown in the plot in Fig. 2.27 at right, significant leakage cur-

rent as a function of voltage was observed, consistent with previous results [80, 97] with a

similar setup with germanium detectors. Preliminary measurements of the leakage current

in reverse detector bias seem consistent with values for other SuperCDMS detectors, such

as those in Ref. [107], as further explained below.

Figure 2.27: [Left] Noise power spectral density (PSD) for positive voltages for Channel
D, the channel with the Am-241 source. Due to the asymmetric nature of the contact-
free design, there is very little voltage-dependent leakage current at high voltages in this
polarity. Compare to the results from [97], shown earlier in this work. The peak near 20
kHz is from the transition edge sensor Johnson noise. [Right] Noise PSD for negative
voltages for Channel D. Due to the asymmetric nature of the contact-free design, negative
polarity has much higher leakage current than positive polarity shown at left.

According to [76], an event pulse has two main components: the noise and the event
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pulse signal. Mathematically, this relation can be expressed as

v (t) = As (t) + n (t) (2.12)

where v (t) is a raw trace with the baseline subtracted, As (t) is the pulse component,

and n (t) is a realization of the noise, which is assumed to be time-independent for this

analysis. This form also assumes no nonlinearities, such as those due to transition edge

sensor (TES) performance as a function of energy and event position on the detector.

Thus, A represents the amplitude of the measured event, which is proportional to the event

energy, and s (t) is the normalized shape of an event.

One desires to optimally estimate the signal given the noise added to it. The usual

procedure is to define a value of χ2 whose minimum as a function of the parameter of

interest corresponds to the best estimate of that parameter. In the case of particle interaction

events, this means finding the best fit forA given the data that has the general form of 2.12.

Following [76], the appropriate χ2 is given by

χ2 =

∫ ∞
−∞

|ṽ (f)− As̃ (f) |2

J (f)
. (2.13)

ṽ (f) and s̃ (f) represent the Fourier transform of ṽ (t) and s̃ (t), respectively. J (f) is

the power spectral density of the noise, which is given by the squared magnitude of the

Fourier transform of the noise, as per [76]. Finding the minimum χ2 as a function of the

peak amplitude A gives the best fit to the peak.

According to [76], it can be shown that, following this minimization procedure, the
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best estimate of the amplitude given the χ2 in 2.13 is

Â =

∫∞
−∞

s̃∗ (f) ṽ (f)

J (f)
df

∫∞
−∞
|s̃ (f) |2

J (f)
df

(2.14)

where s̃∗ (f) is the complex conjugate of s̃ (f). Thus, one can find the resolution of a

detector by measuring the amplitudes of events from a monoenergetic source using Eq.

2.14. The width of this event distribution gives the resolution of the detector at a particular

energy, as is commonly reported in the detector literature.

This general prescription runs into some problems in the case of SuperCDMS-style

detectors because these detectors measure the phonon energy released from a particle in-

teraction. When a voltage is applied across the detector to increase the signal-to-noise via

Neganov-Trofimov-Luke (NTL) gain, the variation in the number of electrons produced

during different particle interactions artificially worsens the detector resolution. For this

reason, among others, one cannot use a distribution of events with voltage applied across a

SuperCDMS-style detector to measure the detector resolution. At the same time, it is next

to impossible to select only the events from a source when a SuperCDMS-style detector is

run at zero volts bias.

Nonetheless, one can use the template generated from the average of many actual

events to simulate the expected signal from a truly monoenergetic source. The signal read

out by each channel for the Am-241 event can be used to scale each of the four channels

in the template to resemble events coming from the Am-241 source. These templates are

scaled by the approximate position of the 13.9 keV line and as many noise realizations as

possible are added to those templates to simulate many such events. A Gaussian fit to the

distribution gives a measurement of the detector resolution, as shown in Fig. 2.28 for one

of the datasets at zero volts bias.
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Figure 2.28: Histogram of artificial 13.9 keV Am-241 events at zero volts bias. The blue
curve is the data, and the orange curve is a Gaussian fit to the data.

Since about 3.8 eV of energy deposited by a radioactive source corresponds to one

electron-hole pair drifted across the detector, the energy resolution at zero volts can be used

to estimate the expected resolution at high voltages. According to Fig. 2.28, the resolution

at 0 V is about 154 eV. Thus, one expects about 4.2 eV resolution for the same detector

and same noise performance at a voltage bias of 200 V since that voltage corresponds to

about 140 V across the detector.

The detector, however, does not behave perfectly linearly at high total phonon energies,

as shown in Fig. 2.29. This plot shows the ADC counts as a function of bias voltage for

13.9 keV events for several bias voltages. The bias voltage is measured from the power

supply to the ground on the side of the detector with the sensors, and positive bias is

defined so that the positive voltage is at the vacuum electrode. The energy is measured by
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summing the contribution from all four channels after linearly correcting for the falling

pre-pulse baseline. A relative channel calibration of 1 is used between the four channels.

Although the nonlinearity is not large, it does increase the higher the voltage bias.

Figure 2.29: 13.9 keV Am-241 peak heights as a function of power supply bias voltage.
Blue points and curves correspond to the detector operated in positive polarity, and red
points and curves correspond to the detector operated in reverse polarity. The blue and red
curves correspond to parabola fits to the blue and red points, respectively. The green point
is data at zero volts bias, and the black curve is the linear component of the blue curve,
which approximately shows the expected scaling were it not for detector nonlinearities as
a function of total phonon energy.

The peak values thus calculated can be used to measure resolution as described earlier.

The resolution as a function of voltage is shown in Fig. 2.30 for positive and reverse

voltage bias. In agreement with previous results [97], the resolution continues to improve

as the voltage is increased up to a certain voltage. In this case, this maximum is 400 V
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at the power supply, which corresponds to about 280 V across the detector. In reverse

bias, on the other hand, the resolution degrades as a function of applied voltage because

of an increasing leakage event rate as a function of voltage bias. These results could prove

useful for designing large-mass dark matter detectors in the future, as well as for other

applications discussed below.

Figure 2.30: Detector resolution as a function of voltage for several voltages in both
positive and reverse polarity. The curves show parabola fits to the data. Resolution is cal-
culated by adding templates scaled to the height of a 13.9 keV event at that voltage bias to
the noise data. The gray line shows the 3.8 eV expected energy for a single-electron event
for comparison.

2.2.2 Future Directions

Given these preliminary results, such detector research could be taken in several future

directions. These include setting limits on low-mass dark matter, similar to the work in
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[83] as well as improving signal-to-noise via a higher phonon collection efficiency mask.

Another possibility is to assess other candidate electrode interfaces, such as SiO2, α-Si,

and other dielectrics as well as to identify and mitigate infrared background, as observed

in Ref. [96]. Once signal-to-noise is high enough, it may be possible to see single electron-

hole pair events as in Ref. [96] using a low-intensity laser light source.

Detectors with an energy resolution, and hence energy threshold, as low as those possi-

bly achieved in this work have many potential applications. I will describe one of the most

important advantages of single electron resolution in the following chapters. If the process

of defect creation is related to electron-hole pair production in semiconductor detectors, it

could lead to directional solid-state detectors, as described in Ref. [102]. Such high-mass

detectors with excellent resolution could pave the way for similar directional detectors

in the near future. Similarly, these detectors could be directionally-sensitive to neutrinos

from the sun via the same technique. Finally, these detector advancements could lead to

high-resolution neutron detectors, with possible directional sensitivity, for commercial,

government, or military applications.
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3. DIRECTIONAL SIGNAL USING SINGLE ELECTRON RESOLUTION

SEMICONDUCTOR DETECTORS

3.1 Introduction

As was mentioned earlier in this thesis, any type of dark matter experiment benefits

significantly if it can discriminate particle interaction events that could be from dark matter

from those that are definitely not from dark matter. However, most dark matter experiments

have no direct way to tell whether a signal actually is from dark matter particles or simply

resembles what one expects of dark matter particles, some examples of which are shown

in Fig. 1.9 in the introductory chapter. As shown in Fig. 3.1, there are many different

backgrounds that contribute to a dark matter search such as SuperCDMS [128] that can

mimic the dark matter signal. Hence, even a detector with nuclear recoil versus electron

recoil discrimination can be affected by background events such as those from the fringes

of the detector volume, neutrons, and neutrinos.

A directional detector, on the other hand, could resolve this problem. That is because

directionality would allow the detector to differentiate between the mostly isotropic back-

grounds and dark matter that changes direction as a function of time, mostly due to Earth’s

rotation. Fig. 3.2 shows how this is possible. Even though detectors cannot track the dark

matter particle directly, the recoiling detector nucleus can approximate the direction of

the incoming particle. A fine-tuned analysis using this method could even allow the ex-

periment to discriminate between dark matter and solar neutrinos, which are both time-

dependent, anisotrpic signals and are discussed in greater detail later in this thesis.

Because of how useful directional detectors could be for dark matter searches, there

has been a lot of research and development recently to make those detectors specifically

for dark matter searches. Some of these detector technologies include those used for time-
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Figure 3.1: Background contributions to the SuperCDMS experiment calculated by Monte
Carlo simulation for an Si (left) and Ge (right) detector. Each color represents a different
component as follows: 3H decays (pink), 32Si decays (purple), Ge activation lines (black),
with a 10 eV r.m.s. resolution expected for the Ge detector, Compton scatters from gamma-
rays (red), detector surface beta decays from 210Pb (green), detector surface 206Pb recoils
(orange), neutrons (blue), and coherent elastic neutrino-nucleus scattering (cyan). Figure
reprinted with permission from [128].

projection chamber (TPC) experiments [94] and three-dimensional Charge-Coupled De-

vices (CCDs) used by DAMIC [129]. However, many of these technologies are very dif-

ficult to scale to large masses because they either require extremely large volumes (in the

case of TPC detectors) or many small detectors (in the case of DAMIC CCD detectors),

which limits their applicability for low cross-section dark matter searches.

Additionally, many experiments are searching for dark matter at masses below ∼10

GeV/c2 due to recent signal claims, compelling theoretical models, and the lack of a con-

vincing signal at higher masses [81]. This means that semiconductor detector experiments,

such as SuperCDMS, need detectors with ever-lower energy thresholds to probe low-mass

dark matter parameter space, as illustrated in Fig. 1.14. Additionally, SuperCDMS-style

detectors discriminate nuclear recoils (potential signal) from electron recoils (likely back-

ground) progressively worse the lower the recoil energy. This is due to charge measure-
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Figure 3.2: Schematic showing how a directional dark matter detector at a particular
location on the Earth’s surface could experience a diurnal signal modulation. The model
detector is the black square, the dark matter wind is given by the purple arrows, and a
nuclear recoil is indicated by the black arrow. Schematic reprinted with permission from
[130].

ment fundamental noise limitations [102], among other reasons. On top of this, all dark

matter experiments eventually need to contend with the so-called neutrino floor caused by

coherent elastic neutrino-nucleus scattering from the Sun and other sources [131] that,

realistically, can only be overcome with a directional dark matter detector [132, 72].

SuperCDMS-style detectors could also be sensitive to a directional signal, and understand-

ing how that is possible requires an explanation of the physics behind SuperCDMS-style

detectors.
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3.2 Nuclear Recoil Ionization Process

Penetrating radiation of all forms, which mimics the behavior of certain dark matter

models, produces long-lived defects in materials [133, 134]. This includes high-energy

electromagnetic radiation, such as x-rays and gamma rays, that interact with the electrons

in solid-state detectors, and other particles such as neutrons, which interact with the nuclei

in solid-state detectors [86, 135, 136]. However, the amount of energy absorbed by the

electronic structure of the material, and measured as electron-hole pairs in SuperCDMS-

style detectors, relative to the energy dissipated as phonons varies depending on whether

the particle initially recoils off an electron or a nucleus [137]. The ratio between the ion-

ization and nuclear energy deposition is called the “Lindhard Factor” [85], and similar

quantities often referred to in the literature are the ionization yield [107], quenching factor

[138, 139], and stopping power [140].

The term “Lindhard Factor” refers to Lindhard theory, a theoretical framework for

estimating the energy transferred to the electronic system versus the nuclear system during

a particle interaction with the nucleus in a crystal lattice [140]. Lindhard theory makes

several basic assumptions concerning the dynamics of the particle interaction:

1. Electron interactions with lattice atoms do not produce recoil atoms with large en-

ergies.

2. The energy due to atomic binding, on the order of a few eV, is small compared to the

scale of the nuclear recoil energy so that the atomic binding energy can be ignored.

3. The overall energy transferred to the electronic system is much smaller than the

difference between the initial energy of the particle and the energy transferred to the

nucleus.

4. Nuclear and electronic collisions can be treated as independent processes.
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5. The initial energy of the particle is large compared to the energy of the recoiling

nucleus.

The resulting integral equation of Lindhard theory, equation 5.1 in Ref. [140], can only

be solved computationally, except in a few simple cases. However, in the asympotic limit

of large recoil energies, Ref. [140, 107, 141] give the average energy transferred to the

nuclear structure according to Lindhard theory as

Ēnr =
ε

1 + kg(ε)
(3.1)

where

k = 0.133
Z2/3

√
A
, (3.2)

which is the electronic stopping constant,

g(ε) = 3ε0.15 + 0.7ε0.6 + ε, (3.3)

ε = 11.5 Enr (keV)Z−7/3, (3.4)

Z is the atomic number, and A is the mass number of the nuclei in the lattice. Hence, the

ionization yield, given as

Y (Er) ≡
Eelec

Er
=
Er − Enr

Er
, (3.5)

can be rewritten as

Ȳ (Ēr) =
kg(ε)

1 + kg(ε)
(3.6)

since, in this limit,

Er = Ēnr + Ēelec. (3.7)

The results of these equations are shown in Fig. 3.3. This Figure shows several quenching
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factor measurements in germanium (Ge), alongside two Lindhard theory approximations

using different values for the electronic stopping constant k.

Figure 3.3: Plot showing the measured quenching factor as a function of recoil energy in
a Ge detector. Reprinted with permission from Ref. [139].

Nonetheless, recent experimental and computational results [142, 143, 144, 145] indi-

cate that Lindhard theory breaks down at nuclear recoil energies that approach the defect

creation energy scale [146, 147]. This fact corroborates experiments that have measured

the ionization threshold [148, 149] and computations that have simulated it [150, 151]. At

low energies, the nuclear recoil energy becomes comparable to the energy of the bonds

between atoms in the lattice, which violates assumption 2.

Currently, no computer models or experimental data can precisely predict the mini-

mum energy required for electron-hole pair production due to nuclear recoils, especially
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as a function of recoil direction. On the other hand, a finite amount of energy is required to

produce a defect since the recoiling atom ends up at a higher potential energy than it had

to begin with [143]. This energy needed varies from material to material and even varies

with the direction of the recoiling atom [134, 136, 152]. Additionally, computational and

experimental data indicates that the threshold displacement energy is comparable to that

of defect creation in semiconductors [153, 143, 146, 147] and that the ionization yield for

materials is highest in directions with lower threshold [151, 154]. Calculations carried out

by Dr. Andrea Sand in the Professor Kai Nordlund group, to be published soon, analo-

gous to the time-dependent density functional theory calculations carried out in Ref. [153]

further corroborate these observations.

Taken together, the threshold displacement energy, efficiently approximated using clas-

sical potentials, can be used as a proxy for the ionization threshold, which requires more

computationally-intensive calculations to find. Hence, the anisotropic variation in thresh-

old displacement energy can be used to look for the expected diurnal modulation of a dark

matter signal [102]. The directional effect is mostly relevant for nuclear recoil interac-

tion energies at the scale of ∼1 electron excitation. One loses directional information for

large-mass WIMPs without recoil energy binning. Nonetheless, the effect benefits direc-

tional low mass dark matter searches. Additionally, the fact that low-energy nuclear recoils

produce defects whereas low-energy electron recoils do not means that, in principle, the

energy not measured because a defect is created can be used to discriminate nuclear re-

coils from electron recoils. In this chapter, I explore how the first of these processes, the

anisotropic threshold for defect creation, could affect the dark matter rate. The energy loss

due to defect creation is further discussed in the next chapter.
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3.3 Anisotropic Threshold for Defect Creation and Its Effect on Dark Matter Rate∗

Many astrophysical observations indicate that standard model particles compose only

15% of the matter in the universe [1]. Understanding the nature of dark matter, the re-

maining 85%, is of fundamental importance to cosmology, astrophysics, and high energy

particle physics. Although Weakly Interacting Massive Particles (WIMPs) of mass 10-100

GeV/c2 have been the main interest of the majority of direct dark matter detection exper-

iments, recent signal claims, compelling theoretical models, and the lack of a convincing

signal at those masses have shifted the old paradigm to include broader regions in the dark

matter parameter space well below 10 GeV/c2 [81].

Direct detection experiments attempt to detect WIMPs via their elastic interaction with

detector nuclei [155]. Since very low energy nuclear recoils and small interaction rates

from these low-mass WIMPs are expected, large-mass detectors with very low threshold

are desirable. Solid state detectors, especially those utilizing phonon-mediated readout

technology, have already reached the sensitivities required to detect these very-low-mass

WIMPs or are braced to do so [156].

Both reducible (environmental) and irreducible (solar neutrino) backgrounds that may

mimic WIMPs affect WIMP direct search experiment sensitivity. A potential tool to cir-

cumvent these backgrounds is the directionality of the WIMPs’ signal due to Earth’s mo-

tion through their isothermal halo distribution in our galaxy. The WIMP velocity distri-

bution in the lab frame, and hence the expected direction of the WIMP-induced recoils,

varies daily depending on the angular orientation of the detectors with respect to the galac-

tic WIMP flux.

Although many experiments propose to track WIMP-induced recoils using low-pressure

∗Reprinted with permission from F. Kadribasic, N. Mirabolfathi, K. Nordlund, A. E. Sand, E. Holm-
ström, and F. Djurabekova, “Directional Sensitivity In Light-Mass Dark Matter Searches With Single-
Electron Resolution Ionization Detectors,” Phys. Rev. Lett., vol. 120, no. 11, p. 111301, Copyright 2018
by American Physical Society. [Online]. Available: https://doi.org/10.1103/PhysRevLett.120.111301.
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gas or even liquid scintillators, they do not offer low enough energy thresholds to detect

recoils from low-mass WIMP interactions (<1 GeV/c2) [94]. Furthermore, low-pressure-

gas detectors require prohibitively large volumes to detect any WIMP signal. We argue

that single-electron resolution phonon-mediated semiconductor detectors, such as those in

development for SuperCDMS and future generation-3 dark matter experiments, are sen-

sitive to the nuclear recoil direction and can be used for a directional dark matter search.

Our method uses the fundamental processes involved in nuclear recoil ionization exci-

tation, whose threshold exhibits a strong recoil direction dependence. Recent progress

on phonon-mediated detectors, especially Neganov-Luke phonon amplification detectors

[95], promises future large-mass semiconductor detectors with single-electron resolution

[97].

Neither a computational framework nor experimental data exists to estimate the min-

imum energy required to create single electron-hole pair excitations via nuclear recoil

interactions. We assume that this ionization threshold is correlated to the minimum energy

required to eject the recoiling nucleus permanently to a crystal defect position (threshold

displacement energy). Three recent observations motivate this. First, strong recent exper-

imental and theoretical evidence indicates that a threshold in the ionization (electronic

stopping) exists at low projectile energies [157, 144, 149, 145, 153]. Second, the threshold

displacement energy is generally lowest in crystal directions where the recoil immediately

hits a neighboring atom in a strong collision [146, 147]. Third, time-dependent density

functional theory calculations show that the ionization is highest in such strong collisions

[154, 151, 153]. Taken together, these three observations provide strong evidence that the

ionization has a threshold which is firmly correlated to the displacement energy. To pro-

vide a framework for the subsequent calculations, we propose the simplest form of this

correlation, i.e. proportionality, and we compute the expected WIMP rate interaction with

the proportionality coefficient equal to 1 and 0.5 respectively. Below, we demonstrate that

93



the threshold for the lattice defect creation process, and thus the ionization excitation via

nuclear recoil, strongly depends on recoil angle.

We consider the threshold variation for two common detector materials, Ge and Si. For

both, density-functional theory (DFT) molecular dynamics (MD) simulations previously

have obtained the average threshold displacement energy and the direction-specific values

in the 〈100〉 and 〈111〉 crystal directions [146, 147]. Due to the high computational cost of

DFT, we calculate the full threshold displacement energy surface using a less-expensive

method - MD simulations [158] with classical interatomic potentials, following the proce-

dure described in Ref. [159].

Put succinctly, a 4096 atom Ge or Si simulation cell was equilibrated at 0.04 K (an

upper limit for the experimental detector temperature), giving all atoms random thermal

displacements. After this, an atom was randomly chosen within the central eight unit cells

of the simulation cell and given a recoil of energyE in a randomly selected direction (θ, φ)

in three dimensions, where θ is defined as the polar angle off the [001] crystal direction

and φ as the azimuthal angle from the [100] direction towards [010]. The evolution of the

collision sequence thus generated was simulated for 10 ps, and we analyze possible defect

creation automatically using Wigner-Seitz and potential energy criteria [159]. For each

atom and direction, the energy E was increased from 2 eV in steps of 1 eV until a stable

defect was created.

The outcome of MD simulations depends crucially on the interatomic potential used

[158, 159]. Hence, for the purpose of this study, we compared several different Ge and Si

interatomic potentials with the DFT results. Among the three tested interatomic potentials

for Ge [160, 161, 162], the modified Stillinger-Weber (SW) potential from Ref. [161]

reproduced all of the reported DFT threshold displacement energies [147] within the error

bars, giving us high confidence of a reliable description of the entire data range. Hence,

this potential was used for all Ge simulations. We have previously shown that, out of three
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commonly used Si potentials, SW [163] reproduces the DFT and experimental results the

best. Consequently, we use this potential to calculate the rates in Si.

In total, we simulate about 85,000 directions for Ge and about 24,000 for Si a total

of eight times. Fig. 3.4 illustrates the average over the resulting threshold displacement

energy surfaces for Ge and Si. The symmetry of the diamond crystal structure causes the

periodicity with respect to φ = 45◦, and the zero-point quantum motion of atoms in the

lattice causes the graininess in the plots. Fig. 3.4 shows that the energy threshold to create

a defect strongly depends on the nuclear recoil direction. The Ge threshold ranges from

12.5 eV to 63.5 eV whereas that for Si ranges from 17.5 eV to 77.5 eV.

The expected total WIMP signal rate above the detection threshold can be calculated

by integrating the differential rate over the recoil angle and recoil energy. In the case of

a charge detector (assuming that defect and electronic excitation thresholds are equal),

the energy thresholds, henceforth referred to as Eth(θ, φ) and shown in Fig. 3.4, simply

provide the lower limit to the integral

R(t) =

∮
4π

∫ Emaxr

Eth(θ,φ)

∂2R

∂Er∂Ωr

dErdΩr. (3.8)

This rate, measured by a fixed detector on the surface of Earth, which is moving and

rotating relative to the WIMP halo, should, therefore, exhibit a diurnal modulation since

Eth is a function of θ and φ.

We calculate signal rates assuming a detector with 1 eV resolution, 100% detection

efficiency, and no backgrounds. We perform the integral in Eq. A.19 over the recoil energy

Er and recoil angle Ωr using 48 time steps on September 6, 2015. The date was chosen

to cross-check our differential rate calculations with those in Ref. [72]. An equidistant

coordinate partition interpolation of the data shown in Fig. 3.4 is performed on a grid with

2400 elements in the θ direction and 4800 in the φ direction. For faster computation, the
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Figure 3.4: Threshold displacement energy surface in different crystal directions in Ge
(top) and Si (bottom) determined from classical molecular dynamics simulations assuming
the Stillinger-Weber potential and illustrated with a Mollweide projection. These plots
represent the averages over the eight threshold surface datasets. Darker regions correspond
to a lower energy threshold and, hence, a higher differential rate (see Fig. 3.5).

grid is resampled to a size of 196,608 pixels using the HEALPix algorithm [164]. We

compute a multidimensional Riemann sum over each dimension with 200 sample points

for Er and 196,608 for Ωr.

Fig. 3.5 shows the integrated event rate for a WIMP of mass 300 MeV/c2and cross sec-

tion σWIMP-nucleon=10−39cm2 over the course of one day (Sept 6 2015). The mass and cross
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Figure 3.5: (Top) Normalized integrated rate with respect to mean over one day for a 300
MeV/c2 WIMP at the SNOLAB site. (Bottom) Angular distribution of differential rate per
steradian for a nucleon cross section of 10−39cm2 over one day for a 300 MeV/c2 WIMP
at the SNOLAB site. Each angle plot corresponds to a local extremum of the integrated
rate.

section were arbitrarily chosen within the unexplored region in the halo WIMP parameter

space. Also shown in this figure are the angular distributions of the rates at four different

times illustrating recoil orientation change with respect to the crystal over the course of

the day. As Earth rotates, more events are detected at the energy minima than the maxima,

which leads to an integrated rate modulation (in this case∼60%) with a phase imposed by

the threshold data in Fig. 3.4.
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We repeated this study for WIMPs covering a mass range between 230 MeV/c2and 10

GeV/c2in Ge and between 165 MeV/c2and 10 GeV/c2in Si. Lighter-mass WIMPs do not

produce stable defects or electron-hole pair excitation even when traveling at the escape

velocity vesc = 544 km s−1. Fig. 3.6 shows the recoil angular distribution in Ge at a given

time (4:00 on September 6, 2015) for a sample of WIMP masses in this range. As shown

in this figure, larger mass WIMPs produce a broader recoil angle distribution. Hence, the

integrated signal rate associated with larger mass WIMPs is less sensitive to the crystal-

lographic orientation of the detector. We expect smaller event rate modulation for larger

mass WIMPs due to this effect.

To assess the strength of the signal rate modulation with respect to the signal mean

rate, we perform a normalized root-mean squared (RMS) modulation integral over one

day

RRMS, norm =

√
1

〈R〉2∆t

∮
∆t

(R(t)− 〈R〉)2dt (3.9)

where 〈R〉 is the average value over ∆t, which is one solar day (24 hours). The results of

these studies are shown in Fig. 3.7. We find a clear rate modulation for WIMPs of mass

below 1 GeV/c2. As expected, while the signal mean rate (thicker graph) decreases at lower

WIMP masses, the modulation gains strength, which enables the experiments to maintain

their signal to background ratio by only looking at the time intervals when the signal rate

is maximized. Furthermore, since the Si nucleus is less massive than that of Ge, the energy

transfer from a WIMP is more efficient; hence, a lower WIMP mass is required to transfer

recoil energy sufficient to overcome the threshold displacement energy. Consequently, the

peak of the modulation appears at lower WIMP masses for Si than for Ge.

The SW potential used in this report to produce Si threshold data in Fig. 3.4 overes-

timates the minimum threshold energy in the 〈111〉 direction [165]. We expect the mod-

ulation to peak at lower WIMP masses for Si than those found in this paper when this
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Figure 3.6: Angular distribution of differential rate per steradian for a Ge detector assum-
ing a nucleon cross section of 10−39cm2 for several WIMP masses at 4:00 on September 6,
2015. As the WIMP mass increases, the differential rate angular spread increases due to the
Maxwell-Boltzmann velocity distribution and hard-sphere scattering acting in conjunction
with the energy thresholds (see Fig. 3.4).

experiment is carried out, which could also result in a higher overall modulation for Si.

The stochastic threshold displacement caused by the zero-point quantum motion of

atoms was included based on the Debye model, which allows calculating the one-dimensional

RMS displacement amplitude [166, 167].We calculate eight separate threshold datasets for

Ge and Si using MD simulations. In Fig. 3.7, the RMS curves and shaded regions show

the mean and standard deviation of the normalized RMS modulation values over all eight

datasets. The kinks in the normalized RMS modulation curves correspond to the various
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Figure 3.7: Normalized RMS of the rate modulation (left axis, thin lines) and mean rate
(right axis, thick lines) as a function of dark matter mass for Ge (blue) and Si (red). Ovals
and black arrows indicate which curves correspond to which axis. A WIMP-nucleon cross
section of 10−39cm2 is assumed. Normalized RMS modulation error is given by the shaded
regions. Mean rate error is negligible and consequently not included. The thick and thin
dashed curves show the normalized RMS modulation and mean rate given thresholds half
of those used for the solid curves. Modified with permission from [102].
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length-scale transitions in the energy threshold shown in Fig. 3.4, which reveal themselves

due to the larger solid angle coverage at higher dark matter masses.

We reproduce the normalized RMS modulation and mean rate using energy thresholds

50% of those in Fig. 3.4 as dashed curves. As expected, there is a clear diurnal modulation,

albeit at lower masses. This work provides strong motivation for experimental validation

of the energy thresholds for ionization excitations via nuclear elastic scattering in Ge or

Si.

Based on the substantiated evidences for the threshold dependence on the nuclear recoil

direction, we project a strong diurnal modulation in the expected detection rate of galac-

tic halo WIMPs. This modulation strongly depends on the target detector material and

WIMP mass, and, together with the overall mean rate, it provides an extra handle to deter-

mine WIMP mass and cross section independently. This effect can be used to discriminate

WIMPs from solar neutrino backgrounds that will become the irreducible background for

all dark matter search experiments. Even if future experiments find different ionization

thresholds, the anisotropy predicted for electron-hole pair creation could still cause mod-

ulation in dark matter signal, albeit over a different mass range. The significance of these

results motivates thorough semiconductor detector calibration at low recoil energies.

3.4 Other Defect Creation Energy Threshold Applications

3.4.1 Solar Neutrino CENNS

The presence of the modulation effect could have a widespread impact on the field

of dark matter direct detection experiments, the most straightforward of which is the

daily modulation that can be used as a signature of dark matter. Additionally, because

the strength of the integrated rate modulation is a function of the dark matter mass, this

effect could provide another handle to set limits on dark matter mass. Similarly, defect

creation anisotropy could be used to discriminate dark matter from the otherwise indistin-
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Figure 3.8: The differential rate per unit steradian for all solar neutrinos at several times
over the course of a day for a germanium (Ge) detector assuming a constant energy thresh-
old for nuclear recoils of 1 eV. The upper left is 6 a.m., upper right is midnight, lower right
is 6 p.m., and lower left is noon on September 6, 2015 at Modane Undergound Laboratory
(45.1966◦N, 6.6668◦W) for easier comparison with Ref. [72]. All rates are integrated up
to 100 eV nuclear recoil energy.

guishable solar neutrino signal, which should also have a diurnal variation, except with a

different phase. All of this could be investigated by finding the signal modulation expected

from solar neutrinos and running a likelihood analysis to see how well the directionality

due to defect formation can actually be used to discriminate a potential dark matter signal

from solar neutrinos.

Given the fact that the solar neutrino rate changes direction over any given day, because

the Sun’s position in the sky changes, the defect creation effect discussed in § 3.3 should
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Figure 3.9: The differential rate per unit steradian for all solar neutrinos at several times
over the course of a day for a germanium (Ge) detector assuming the energy thresholds dis-
cussed in § 3.3. The upper left is 6 a.m., upper right is midnight, lower right is 6 p.m., and
lower left is noon on September 6, 2015 at Modane Undergound Laboratory (45.1966◦N,
6.6668◦W) for easier comparison with Ref. [72]. All rates are integrated up to 100 eV
nuclear recoil energy.

apply to the solar neutrino rate as well. This is best illustrated in Figures 3.8 and 3.10,

which show how the differential solar neutrino rate per unit steradian changes over the

course of a day assuming a Ge and Si detector, respectively. In these plots, lighter regions

correspond to a higher rate and darker ones to a lower one. Aside from the difference in

position in the sky, the biggest difference between the solar neutrino signal and that of a

potential dark matter signal is that the neutrino differential rate appears as a ring whereas

the potential dark matter signal would appear as a more gaussian-like distribution. This is
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Figure 3.10: The differential rate per unit steradian for all solar neutrinos at several times
over the course of a day for a silicon (Si) detector assuming a constant energy threshold
for nuclear recoils of 1 eV. The upper left is 6 a.m., upper right is midnight, lower right is
6 p.m., and lower left is noon on September 6, 2015 at Modane Undergound Laboratory
(45.1966◦N, 6.6668◦W) for easier comparison with Ref. [72]. All rates are integrated up
to 100 eV nuclear recoil energy.

because the solar neutrino signal arrives from a point source, whereas dark matter arrives

from all directions but is more localized to a particular direction in the sky at a given time.

All of the figures in this section are generated assuming a detector at Modane Undergound

Laboratory (45.1966◦N, 6.6668◦W) on September 6, 2015 for easier comparison with Ref.

[72].

Applying the energy thresholds yields the differential rate per unit steradian for solar

neutrinos shown in Figures 3.9 and 3.12 for Ge and 3.11 and 3.13 for Si, respectively.
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Figure 3.11: The differential rate per unit steradian for all solar neutrinos at several times
over the course of a day for a silicon (Si) detector given the energy thresholds discussed in
§ 3.3. The upper left is 6 a.m., upper right is midnight, lower right is 6 p.m., and lower left
is noon on September 6, 2015 at Modane Undergound Laboratory (45.1966◦N, 6.6668◦W)
for easier comparison with Ref. [72]. All rates are integrated up to 100 eV nuclear recoil
energy.

Similar to the effect defect creation has on the dark matter differential rate shown in Fig-

ures 3.5 and 3.6. these plots show the four symmetric light inner regions corresponding

to displacement energy threshold minima. However, there are also marked differences in

the signal, such as the ring that circles the inner four light regions in Figures 3.9 and 3.11.

This ring occurs because of a complex interplay between neutrino cross section, which

tends to favor interactions with low recoil energy and high neutrino energy, the form fac-

tor, which approaches zero as the recoil energy approaches infinity, the thresholds, which
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Figure 3.12: The differential rate per unit steradian for all solar neutrinos for a germa-
nium (Ge) detector assuming the detector energy thresholds discussed in § 3.3 for several
recoil energy upper bounds. The maxima for calculating the rate are: 63.5 eV, the max-
imum for the Ge energy thresholds (upper left), 100 eV (upper right), 1666.7 eV (lower
left) for comparison with Ref. [72], and the maximum recoil energy (lower right). All
plots are calculated on September 6, 2015 at midnight at Modane Undergound Laboratory
(45.1966◦N, 6.6668◦W) for easier comparison with Ref. [72].

prevent recoils smaller than about 10 eV from contributing to the differential rate, and the

100 eV upper recoil energy bound. The result is two populations of events - those that have

very low initial energies and are just above the energy thresholds (center population), and

those that have higher initial energies, but not too high so that the form factor significantly

lowers the rate, that are scattered far off-axis to lower the recoil energy, and hence increase

the differential rate (ring around the center).

All of these factors contribute to the neutrino interaction having a very unique modu-
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Figure 3.13: The differential rate per unit steradian for all solar neutrinos for a silicon
(Si) detector assuming the detector energy thresholds discussed in § 3.3 for several recoil
energy upper bounds. The maxima for calculating the rate are: 77.5 eV, the maximum
for the Si energy thresholds (upper left), 100 eV (upper right), 1666.7 eV (lower left) for
comparison with Ref. [72], and the maximum recoil energy (lower right). All plots are cal-
culated on September 6, 2015 at midnight at Modane Undergound Laboratory (45.1966◦N,
6.6668◦W) for easier comparison with Ref. [72].

lation signal, given the thresholds shown in 3.4. A preliminary plot of this modulation, for

13N solar neutrinos over one day for a germanium detector at the Modane Underground

Laboratory, is shown in Fig. 3.14. Including all of the terms produces the integrated rates

shown in Figures 3.15 and 3.16 for Ge and Si detectors, respectively. These plots show the

integrated rate given the thresholds in § 3.3 and varying maximum recoil energy bounds.

The upper recoil energy is the maximum for the given threshold (63.5 eV for Ge, 77.5 eV

for Si) for the plots at upper left, 100 eV for those at the upper right, 1666.7 eV for compar-
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Figure 3.14: The integrated rate for 13-N neutrinos from the sun over one day for a
germanium detector. This assumes the same detector energy thresholds discussed in § 3.3.

ison with Ref. [72] at lower left, and the maximum recoil energy for those at lower right.

Given the differences between the expected modulation due to solar neutrinos and dark

matter, future studies could explore how the modulation due to energy threshold could

help future dark matter experiments reach lower cross sections given the solar neutrino

background.

3.4.2 Reactor Antineutrino CENNS

Since many experiments, such as MINER at Texas A&M University, are investigating

CENNS, it is useful to see whether defect creation effects can be observed with reactor

neutrinos. This calculation, which was started in October 2017, may not be as relevant

anymore since the COHERENT collaboration announced observing CENNS [168]. How-

ever, it may still be relevant as dark matter experiments get closer to the solar neutrino
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Figure 3.15: The integrated rate for all solar neutrinos over one day for a germanium
(Ge) detector assuming the detector energy thresholds discussed in § 3.3 for several recoil
energy upper bounds. The maxima for calculating the rate are: 63.5 eV, the maximum
for the Ge energy thresholds (upper left), 100 eV (upper right), 1666.7 eV (lower left) for
comparison with Ref. [72], and the maximum recoil energy (lower right). All plots are cal-
culated on September 6, 2015 at Modane Undergound Laboratory (45.1966◦N, 6.6668◦W)
for easier comparison with Ref. [72].

floor and, hence, require the means to discriminate possible dark matter signal from neu-

trino backgrounds. Thus, in this portion of the thesis, I explore how defect creation could

produce observable effects in the reactor antineutrino spectrum.

Given the solar neutrino calculations in § 3.4.1, it is relatively straightforward to calcu-

late the result of including the defect creation threshold and energy loss effects. The former

are discussed below and the latter in § 4. The only significant parts of Eq. 1.58 that change

are the neutrino spectrum
dΦ

dEν
, excluding the time-dependent distance corrections, and the

position of the source relative to the laboratory. Since the source is not the Sun but rather a
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Figure 3.16: The integrated rate for all solar neutrinos over one day for a silicon (Si) de-
tector assuming the detector energy thresholds discussed in § 3.3 for several recoil energy
upper bounds. The maxima for calculating the rate are: 77.5 eV, the maximum for the Si
energy thresholds (upper left), 100 eV (upper right), 1666.7 eV (lower left) for comparison
with Ref. [72], and the maximum recoil energy (lower right). All plots are calculated on
September 6, 2015 at Modane Undergound Laboratory (45.1966◦N, 6.6668◦W) for easier
comparison with Ref. [72].

stationary reactor, the source direction can be selected to be from whichever direction the

actual experiment is, or, in the case of these calculations, whichever direction can be ex-

perimentally implemented straightforwardly and produce a measurable signal. Hence, this

calculation assumes that the stationary detector is rotated around the (111) axis, with the

integrated rate measured every degree of rotation, and that the reactor direction is orthog-

onal to the rotation direction. 0◦ rotation is defined with the reactor in the (100) direction

with respect to the crystal lattice structure of the detector. For the input spectrum data, the

calculations use the spectrum in Ref. [169], which is digitized using [170]. Preliminary
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Figure 3.17: Total integrated rate for a typical reactor given a germanium (Ge) detec-
tor and the defect creation thresholds discussed in § 3.3 as a function of angle relative to a
reactor antineutrino source. The rotation axis is aligned with the (111) crystal lattice direc-
tion. Each plot assumes a different maximum recoil energy for calculating the integrated
rate: the maximum of the defect creation threshold for Ge, which is 63.5 eV (upper left),
100 eV (upper right), 1.6667 keV for consistency with [72] (lower left), and the recoil
energy maximum given the neutrino spectrum and a Ge detector (lower right).

plots of the integrated rate as a function of rotation angle are shown in Figures 3.17 and

3.18.

As is the case with the solar neutrino signal, a difference in the integrated signal rate is

expected depending on the direction of the source. However, because the expected reactor

antineutrino signal has fewer sharp features, the change in the total rate is also smaller. As

shown in Figures 3.17 and 3.18, the effect is essentially unobservable unless one uses a

very small upper bound for the recoil energy to calculate it, which significantly reduces

the total number of measured events. Nonetheless, the effect is there regardless of energy
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Figure 3.18: Total integrated rate for a typical reactor given a silicon (Si) detector and
the defect creation thresholds discussed in § 3.3 as a function of angle relative to a reactor
antineutrino source. The rotation axis is aligned with the (111) crystal lattice direction.
Each plot assumes a different maximum recoil energy for calculating the integrated rate:
the maximum of the defect creation threshold for Si, which is 77.5 eV (upper left), 100
eV (upper right), 1.6667 keV for consistency with [72] (lower left), and the recoil energy
maximum given the neutrino spectrum and a Ge detector (lower right).

binning, which means that it could be observable with a large enough number of events in

the future.

3.4.3 Low-Energy Neutron Source Calibration

One way to investigate whether the defect creation used for many of the calculations

in this work, especially the assumption that defect creation implies electron-hole pair cre-

ation, is using a low-energy neutron source. At the moment, an experiment is being set

up at the Triangle Universities National Laboratory (TUNL) facility to utilize the neu-

tron source there to calibrate nuclear recoil events in SuperCDMS-style detectors at low
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energies. By comparing the event rate in a semiconductor detector with that in neutron

scintillator veto detectors, it is possible to determine whether there is a directionality to

electron-hole pair production, which would strongly imply its association with defect cre-

ation energy thresholds.

Figure 3.19: Differential rate per unit nucleus recoil energy normalized to 1 assuming
either the Erhart or Stiller-Weber defect creation models, a 40 keV or 50 keV neutron
beam, and a silicon detector. The lower images show the closeup for each plot above at the
energy scale where the defect creation models are relevant. The blue curves represent the
differential rate assuming no energy thresholds, the orange curves show the differential rate
assuming either the Erhart or Stiller-Weber models, and the green curves assume a constant
energy threshold equal to the median for either the Erhart or Stiller-Weber models.

To estimate the feasibility of the above claim, Monte Carlo simulations were performed

using the defect creation data from Professor Kai Nordlund’s group. Fig. 3.19 and Fig.

3.20 illustrate the results of these simulations. Fig. 3.19 shows the differential rate per

unit nuclear recoil energy normalized to 1, and Fig. 3.20 shows the differential rate per
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Figure 3.20: Differential rate per unit neutron recoil angle normalized to 1 assuming either
the Erhart or Stiller-Weber defect creation models, a 40 keV or 50 keV neutron beam, and a
silicon detector. The lower images show the closeup for each plot above at the energy scale
where the defect creation models are relevant. The blue curves represent the differential
rate assuming no energy thresholds, the orange curves show the differential rate assuming
either the Erhart or Stiller-Weber models, and the green curves assume a constant energy
threshold equal to the median for either the Erhart or Stiller-Weber models.

unit neutron recoil angle normalized to 1. The plots in both figures are generated using

20 billion events for each type of plot, which use either 40 keV or 50 keV neutrons and

the Erhart or the Stiller-Weber defect creation models. The neutron beam travels in the

positive z-direction, and the coordinate system is aligned with the coordinate system for

Miller indices for the Si unit cell. Both the neutrons from the monoenergetic beam and the

nuclei are assumed to be point-like, which is why there are no back-scattered neutrons.

The final plots are smoothed out using a moving average of window size 3 to mitigate

some of the noise caused by the randomness inherent to the simulation.

These preliminary plots seem to indicate that testing the directional defect creation

and associated electron-hole-pair production may require a very long exposure and very
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high neutron scintillator directional resolution. It may be possible to improve the resolving

power of the experiment by carefully positioning the detector relative to the neutron beam

to maximize the neutron signal in one set of detectors relative to another, but further tests

are needed.

Other future directions include running the same simulation with a more precise ex-

pected or measured neutron spectrum from the beam. This spectrum could also be input

into a more accurate neutron interaction code, such as GEANT4 [171, 172, 173]. The nu-

clear energies could then be reconstructed from the neutron direction and energy. They can

then be combined with the defect creation models to see whether any particular neutron

interaction event could have produced an electron-hole pair, which would yield plots sim-

ilar to those in Fig. 3.19 and Fig. 3.20. Such precise computations can be compared with

experimental results to verify electron-hole-pair production via defect creation.

Altogether, these preliminary results and possible future directions demonstrate how

the detector setup at the TUNL facility could pave the way for precisely comparing the

defect creation results of simulations with experiments. Doing so could allow future dark

matter direct-detection experiments to use defect creation in materials to facilitate identi-

fying the signature of dark matter. In the next chapter, I explore how related defect creation

effects could be used to discriminate nuclear recoils, the possible dark matter signal, from

electron recoils without needing to measure the electron-hole pairs produced during the

interaction.
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4. DEFECT CREATION IN VERY LOW THRESHOLD DETECTORS AND THE

POSSIBILITY OF NUCLEAR RECOIL VERSUS ELECTRON RECOIL

DISCRIMINATION DOWN TO EV SCALE

4.1 Particle Interaction Energy Partition

It is useful to discuss how energy is partitioned during a particle interaction with

a SuperCDMS-style detector given the computational work that follows. Further details

about this process can be found in Ref. [174] and Ref. [107].

A particle interacting with a solid-state detector will either interact with an electron

or an atomic nucleus in the detector. During an electron recoil, the energy is transferred

from the primary knock-on electron to other nearby electrons in a collision cascade. If

the energy that a particular electron receives is high enough (3.0 eV for Ge and 3.8 eV

for Si), an electron-hole pair is created. This electron-hole pair relaxes down to the band

gap (0.74 eV for Ge and 1.12 eV for Si), and the energy is released as phonons to the

crystal lattice. For nuclear recoils, the energy is transmitted between other nuclei and the

electronic structure so that much less of the energy gets transferred to the electrons than in

the electron recoil case. Other excitations, like excitons, a bound system consisting of an

electron and hole pair, can also form. When a voltage bias is applied across the detector, the

electrons and holes in the conduction band transfer their kinetic energy from the electric

field to the lattice as phonons. If there is no voltage bias, all of these excitations relax to

phonons that propagate throughout the lattice.

Because the energy of a nuclear recoil is transferred to other nuclei as well, the nu-

clei sometimes form stable defects that decrease the total phonon signal measured. This

changes the shape of the nuclear recoil event spectrum, which provides a way of differen-

tiating nuclear recoil events from electron recoil events even without measuring the charge
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collected using a voltage bias. I explore this defect creation energy loss and its possible

applications in this chapter.

4.2 Defect Creation Energy Loss ∗

Low energy threshold detectors are desirable since low-mass dark matter signal cannot

be measured otherwise, as discussed in § 3.1. However, dual measurement techniques fail

at low energies due to charge measurement fundamental noise, which motivates research

into alternative methods to discriminate nuclear (signal) recoils from electron (noise) ones.

One possibility is to use the energy required to produce a defect, which is referred to as the

defect creation energy “loss” since it cannot be measured by a detector. At low recoil ener-

gies, the energy loss takes on discrete values that, at higher energies, get smoothed out into

a linear ∼5% energy loss. The energy loss steps correspond to peaks in the expected mea-

sured recoil energy spectrum, as discussed later. In this subsection, I show how the features

that occur in the spectrum can help discriminate dark matter signal from backgrounds by

producing a signature for a potential dark matter signal.

We use numerical simulations of classical potentials backed by density functional the-

ory (DFT) calculations to find the energy loss as a function of recoil energy and nuclear

recoil angle. We simulate defect creation with the PARCAS code [161, 175, 176] for el-

emental carbon (C), silicon (Si), and germanium (Ge) atoms in a diamond cubic lattice

structure. Each element is initialized as a unit cell of 4096 atoms that is thermalized to 40

mK, and the potential energy of the entire system is measured afterwards. A random atom

from the central 64 atoms is selected and displaced in a random direction with an energy

from 1 to 200 eV. Contrary to Ref. [102] and the previous chapter where the energy scan

∗Part of this section is reprinted with permission from F. Kadribasic, N. Mirabolfathi, K. Nordlund,
E. Holmström, and F. Djurabekova, “Defect Creation in Crystals: A Portal to Directional Dark Matter
Searches,” J. Low. Temp. Phys., vol. 193, no. 5-6, pp. 1146-1150, Copyright 2018 by Springer Nature. [On-
line]. Available: https://doi.org/10.1007/s10909-018-2062-5 and F. Kadribasic, N. Mirabolfathi, K. Nord-
lund, and F. Djurabekova “Crystal Defects: A Portal To Dark Matter Detection,” Phys. Rev. Lett. to appear,
Copyright 2020 by American Physical Society. [Online]. Available: https://arxiv.org/abs/2002.03525.
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Figure 4.1: Four Mollweide-projection plots showing the defect creation energy loss in
germanium at recoil energies of 6 eV (upper left), 15 eV (upper right), 25 eV (lower
left), and 35 eV (lower right). The color of the region on each plot indicates the amount
of energy that went into creating a defect in a particular direction at a particular energy.
Below about 6 eV in germanium, the recoil is not strong enough to create a defect, hence
why most of the 6 eV recoil energy plot is dark. The two sharpest jumps in energy loss
occur at ∼6 eV and ∼15 eV, which are energies at which the two dominant defect energy
loss scenarios begin to occur. As the recoil energy increases, the defect creation energy
loss is smeared out and approaches a linear regime at energies greater than about 100 eV
in germanium.

was stopped when the threshold in a given direction was reached, defects are simulated up

to 200 eV to get the stored energy for above-threshold recoils as well. After waiting for

10 ps, the amount of time necessary for a defect to stabilize [146, 147], the energy of the

system is calculated. The difference between the final energy of the system and the initial

energy gives the energy loss to defect creation since that is the energy that is not converted

into phonons. Therefore, this energy cannot be measured with a phonon-sensitive direct-
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Figure 4.2: Defect creation energy loss over all recoil directions for several materials. We
employ two models for carbon - Erhart (blue) and Tersoff-Nordlund (orange). Since it is
difficult to display all of the data used in this study, this plot summarizes the functional
form of the energy loss as a function of recoil energy.

detection dark matter detector, such as those used by the SuperCDMS experiment. We use

the Stillinger-Weber potential [163, 160] for Si and Ge, and we use the Tersoff potential

extended by Nordlund [177, 178] and Erhart [179] potentials for C. These potentials were

chosen because they give good agreement with experimental [180, 181] or quantum me-

chanical density functional theory threshold energies [146, 147]. 347 recoil directions are

simulated for the C-Erhart data, 343 for C-Tersoff-Nordlund, 6591 for Ge, and 1003 for

Si.

A summary of the energy loss results thus obtained is shown in Fig. 4.1 and Fig. 4.2.

Fig. 4.1 shows the energy loss as a function of recoil energy and recoil angle for several

representative recoil energies. The fact that there is a periodic variation in energy loss as a

function of recoil angle indicates that the energy loss is anisotropic, as expected from the

crystal lattice structure. Additionally, the dark regions demonstrate that this is a stochastic

process that does not always produce defects; however, when a defect is produced, the
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Figure 4.3: Differential rate per unit recoil energy as a function of nuclear recoil energy for
several dark matter masses measured by a Ge detector. Blue curves show the differential
rate for a detector with 3 eV resolution and no energy loss effect, orange curves show the
differential rate with the energy loss effect included, and green curves show the energy
difference. The effect of the energy loss is such that, at a given energy, a detector measures
both the events that have a particular recoil energy and no energy loss and those with a
higher recoil energy that have lost energy to defect formation.

effect can be very pronounced, especially at recoil energies of a few tens of eV. Fig. 4.2

shows the mean energy loss calculated over all recoil energies for all three elements. The

energy loss has the strongest effect at energies of a few tens of eV when the energy loss

can be comparable to the energy of the recoiling nucleus, and the variation in energy loss

is also consistently larger at these low energies than it is past about 100 eV.

We calculate
∂2R

∂Er∂Ωr

at the SNOLAB site (46.4719◦N, 81.1868◦W) on September 6,

2015 (to match [72]) via integral A.19 to get the differential rate per unit recoil energy,

which gives the differential rate one assumes for a perfect detector. We choose 2 × 108

sample events from the distribution given by
∂2R

∂Er∂Ωr

and add energies sampled from a
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Figure 4.4: Differential rate per unit recoil energy as a function of nuclear recoil energy
for several dark matter masses measured by a Si detector. Blue curves show the differential
rate for a detector with 3 eV resolution and no energy loss effect, orange curves show the
differential rate with the energy loss effect included, and green curves show the energy
difference. The effect of the energy loss is such that, at a given energy, a detector measures
both the events that have a particular recoil energy and no energy loss and those with a
higher recoil energy that have lost energy to defect formation.

Gaussian distribution centered at 0 eV to simulate a detector with 3 eV resolution and 10

eV threshold. This is shown as the blue curve in Figures 4.3, 4.4, 4.6, and 4.5. To find the

effect of the energy losses, we use the sampled events from the previous step and subtract

the numerically calculated energy losses for recoil energies 2-170 eV. For recoil energies

greater than 170 eV, we calculate a linear functional fit for the energy loss using the mean

of the angle-dependent energy loss data from 100 to 200 eV. The resulting distribution is

integrated over all recoil angles to yield the orange curve in Figures 4.3, 4.4, 4.6, and 4.5.

Green curves show the relative difference between differential rate with and without the

energy loss effect included up to 170 eV recoils.
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Figure 4.5: Differential rate per unit recoil energy as a function of nuclear recoil energy for
several dark matter masses measured by a C detector and assuming the Erhart potential for
the calculation. Blue curves show the differential rate for a detector with 3 eV resolution
and no energy loss effect, orange curves show the differential rate with the energy loss
effect included, and green curves show the energy difference. The effect of the energy loss
is such that, at a given energy, a detector measures both the events that have a particular
recoil energy and no energy loss and those with a higher recoil energy that have lost energy
to defect formation.

Thus, Figures 4.3, 4.4, 4.5, and 4.6 show the effect that the phonon energy loss can

have on the dark matter spectrum at low recoil energies. Applying the energy losses trans-

forms the featureless spectrum to one with a peak that corresponds to the energy at which

higher potential energy defects start to occur, as shown in the plots in Fig. 4.1. The kind of

material used for the detector, as well as the model for the potential function in the lattice,

has a significant effect on the size and location of the features that appear due to defect cre-

ation energy loss. Although the ultimate resolution of the detector has an effect on whether

fine features due to the energy loss are resolved, the large features in the spectrum for car-
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Figure 4.6: Differential rate per unit recoil energy as a function of nuclear recoil energy for
several dark matter masses measured by a C detector and assuming the Tersoff-Nordlund
potential for the calculation. Blue curves show the differential rate for a detector with 3
eV resolution and no energy loss effect, orange curves show the differential rate with the
energy loss effect included, and green curves show the energy difference. The effect of the
energy loss is such that, at a given energy, a detector measures both the events that have a
particular recoil energy and no energy loss and those with a higher recoil energy that have
lost energy to defect formation.

bon, irrespective of model, can still be resolved. Additionally, the location of the energy

loss peaks relative to the high-energy recoil energy tail can, given a large enough signal,

be used to determine the mass of the dark matter particle. The change in the differential

rate spectrum further emphasizes the importance of developing detectors that can probe

ever lower energy thresholds since doing so not only probes large regions of dark matter

parameter space but also accentuates the features shown in Figures 4.3, 4.4, 4.5, and 4.6.

We further quantify the discrimination power as a function of dark matter mass by

calculating a normalized root-mean-squared (normalized RMS) statistic as a function of
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dark matter mass. The procedure for doing so is the same as in Ref. [102] with the excep-

tion that the fluctuations in the spectrum due to energy loss are compared to the case of a

perfect detector with 3 eV resolution and 10 eV threshold. Mathematically, this is given

by

RMSnorm =

√∮
∆E

(REloss −Rno loss)
2 dE∮

∆E
R2

no lossdE
(4.1)

In other words, the normalized RMS is found by looking at the squared difference between

the orange and blue curves divided by the squared integral of the blue curves in Figures

4.3, 4.4, 4.5, and 4.6.

Fig. 4.7 shows the result of doing so for all four models over a range of dark matter

masses for a detector with 3 eV resolution and 10 eV detector threshold. The left y-axis

indicates the normalized RMS statistic, whereas the right y-axis indicates the total rate

found by integrating the differential rate, like that in in Figures 4.3, 4.4, 4.5, and 4.6,

over all recoil energies given the defect creation energy loss effect. Although this analysis

cannot determine exactly how effective this method is in resolving a dark matter signal

from a given noise, it does give an idea of what range of dark matter masses it is most

useful for and what detector materials show the strongest effect. Of the three materials

investigated in this study, the signal strength would be by far the strongest in carbon,

independent of model used, as long as the bulk of the events are not near the detector

threshold. For this reason, in addition to the other useful properties of diamond detectors

described in Ref. [105], diamond detectors need to be developed to verify their theoretical

capabilities for finding dark matter.

Nonetheless, despite the potential impact this method could have on the field of direct

dark matter detection, the change in spectra can most likely only be observed once many

events have been measured. This limits the applicability of this method to future dark

matter experiments that will, hopefully, have enough statistics to see this effect. How-
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Figure 4.7: Signal strength due to defect creation energy loss, as normalized RMS, on the
left y-axis and total integrated rate on the right y-axis, both as a function of dark matter
mass. Solid curves correspond to the RMS, and dashed curves correspond to the integrated
rate, as indicated by the black ovals and arrows. The normalized RMS quantity gives a
qualitative measure of the ability of a potential dark matter spectrum, with the features
present due to defect creation energy loss, to be differentiated from the noise floor. In this
case, we assume that the dark matter spectrum without energy loss approximates the noise
floor and to show that, given a detector with sufficient resolution and a high enough dark
matter signal, measurable features can be observed in an, otherwise, featureless spectrum.
The integrated rate is found by integrating the differential rate over all recoil energies given
the energy loss effect. 2× 108 events are used for these simulations, and a detector with 3
eV resolution and 10 eV threshold is assumed. Modified with permission from [182].

ever, it could still be extremely useful for other kinds of experiments, such as those at-

tempting to detect coherent elastic neutrino-nucleus scattering like the MINER experiment

[183]. These results, in conjunction with other recent studies such as [105], corroborate

the necessity to investigate novel detector materials. With many experiments coming on-

line that could be sensitive to the energy loss effect described in this work, such as the
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IMPACT@TUNL measurement, the way is paved not only for novel dark matter detection

methods but also for understanding defect creation on an experimental rather than purely

computational level. Only time will tell the full extent of this method as experiments strive

for ever-higher energy resolutions and even more intriguing materials are investigated.

4.3 Defect Creation Energy Loss Applications

Figure 4.8: Reactor neutron spectrum per unit lethargy at the Texas A&M University Nu-
clear Science Center Reactor. The plot at left shows the neutron spectrum before shielding
and the plot at right shows the neutron spectrum inside the experimental cavity, as calcu-
lated using MCNP. Results using both spectra as inputs are calculated in this subsection.
Plot reprinted with permission from [183].

4.3.1 Reactor Neutrons

Just like an experiment looking for dark matter, an experiment looking for CENNS

needs to contend with backgrounds that resemble the neutrino signal one wants to measure.

For example, if the experiment looks for CENNS from antineutrinos produced in a nuclear

reactor, it needs a way to discriminate the neutron background from the expected neutrino

signal. This is in addition to discriminating the signal from electromagnetic backgrounds,

which are outside the scope of this portion of the thesis.
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Figure 4.9: Calculated differential rate as a function of nuclear recoil energy for a phonon
detector made of germanium given the neutron spectra without shielding (left two plots)
and inside the experimental cavity (right two plots) for the nuclear reactor at the Texas
A&M Nuclear Science Center. All of the curves are normalized with respect to 109 total
events simulated for each calculation, and each plot includes energies up to 150 eV to more
easily show the main energy loss features. The blue curves show the differential rate for
a perfect detector, the orange curves for a detector with a given resolution and threshold,
and the green curves for a detector given defect creation energy loss. The Stiller-Weber
potential is used for finding the defect creation energy loss, which is further discussed in §
4.2. The upper two plots are for 1 eV resolution and 3 eV energy threshold, and the bottom
two plots are for 3 eV resolution and 10 eV energy threshold. All plots are calculated given
a neutron coming from a point source in the (001) direction for simplicity.

In the case of the MINER experiment, the neutron background might look like one of

the two spectra shown in Fig. 4.8, as per Ref. [183]. Both plots show the neutron flux per

unit lethargy as a function of neutron energy in MeV, as calculated by the Monte Carlo

N-Particle Transport Code (MCNP). The plot at left is without any shielding, and the plot

at right shows the spectrum inside the experimental chamber. Both spectra are used for the
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Figure 4.10: Calculated differential rate as a function of nuclear recoil energy for a phonon
detector made of silicon given the neutron spectra without shielding (left two plots) and
inside the experimental cavity (right two plots) for the nuclear reactor at the Texas A&M
Nuclear Science Center. All of the curves are normalized with respect to 109 total events
simulated for each calculation, and each plot includes energies up to 150 eV to more easily
show the main energy loss features. The blue curves show the differential rate for a perfect
detector, the orange curves for a detector with a given resolution and threshold, and the
green curves for a detector given defect creation energy loss. The Stiller-Weber potential
is used for finding the defect creation energy loss, which is further discussed in § 4.2. The
upper two plots are for 1 eV resolution and 3 eV energy threshold, and the bottom two
plots are for 3 eV resolution and 10 eV energy threshold. All plots are calculated given a
neutron coming from a point source in the (001) direction for simplicity.

calculations in this part of the thesis.

As pointed out in § 4.2, a detector with resolution approaching the eV scale could show

features in the spectrum caused by the energy required to produce a defect - energy that

cannot be measured by a phonon detector. Because neutrons interact with atomic nuclei

rather than electrons, a similar effect to that seen with dark matter in § 4.2 is expected
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Figure 4.11: Calculated differential rate as a function of nuclear recoil energy for a phonon
detector made of diamond given the neutron spectra without shielding (left two plots) and
inside the experimental cavity (right two plots) for the nuclear reactor at the Texas A&M
Nuclear Science Center. All of the curves are normalized with respect to 109 total events
simulated for each calculation, and each plot includes energies up to 150 eV to more easily
show the main energy loss features. The blue curves show the differential rate for a perfect
detector, the orange curves for a detector with a given resolution and threshold, and the
green curves for a detector given defect creation energy loss. The Erhart potential is used
for finding the defect creation energy loss, which is further discussed in § 4.2. The upper
two plots are for 1 eV resolution and 3 eV energy threshold, and the bottom two plots are
for 3 eV resolution and 10 eV energy threshold. All plots are calculated given a neutron
coming from a point source in the (001) direction for simplicity.

to occur with reactor neutrons. The difference in the shape of the spectrum between the

reactor neutrons and reactor antineutrinos could then, in principle, be used to differentiate

between reactor neutrons and reactor antineutrinos given a high enough number of events.

To calculate the energy loss effect for reactor neutrons, a full Monte Carlo simulation

is carried out to find the differential rate per unit recoil energy before the energy loss is ap-
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Figure 4.12: Calculated differential rate as a function of nuclear recoil energy for a phonon
detector made of diamond given the neutron spectra without shielding (left two plots) and
inside the experimental cavity (right two plots) for the nuclear reactor at the Texas A&M
Nuclear Science Center. All of the curves are normalized with respect to 109 total events
simulated for each calculation, and each plot includes energies up to 150 eV to more
easily show the main energy loss features. The blue curves show the differential rate for
a perfect detector, the orange curves for a detector with a given resolution and threshold,
and the green curves for a detector given defect creation energy loss. The Tersoff-Nordlund
potential is used for finding the defect creation energy loss, which is further discussed in §
4.2. The upper two plots are for 1 eV resolution and 3 eV energy threshold, and the bottom
two plots are for 3 eV resolution and 10 eV energy threshold. All plots are calculated given
a neutron coming from a point source in the (001) direction for simplicity.

plied and afterwards. In other words, neutron energies are sampled from the distributions

in Fig. 4.8, which are digitized using the program in Ref. [170], the nuclear recoil direc-

tion is simulated assuming isotropic scattering, and the recoil energy is calculated using

relation 1.5 given that mχ is the mass of a neutron and mA is the mass of the nucleus for a

particular detector material. The energy loss models in § 4.2 are applied to each simulated
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Figure 4.13: Differential rate per unit recoil energy as a function of recoil energy for
a germanium detector and a reactor antineutrino source given the defect creation energy
loss discussed in § 4.2. The Stiller-Weber potential energy model is used for calculating the
energy loss. The blue curves show the differential rate without the energy loss, the orange
curves show the differential rate with the energy loss included, and the green curves show
the relative difference between the orange and blue curves as a function of recoil energy.
The plots are for a detector with [left] 1 eV energy resolution and 3 eV energy threshold
and [right] 3 eV energy resolution and 10 eV energy threshold. The relative difference is
computed up to 170 eV.

nuclear reaction depending on the direction and recoil energy of the particle. For simulated

energies greater than 200 eV, since that is the maximum of the defect creation energy loss

data, a linear extrapolation of the mean energy loss from 170 eV to 200 eV, inclusive, is

used for each defect creation model and detector material. Since any phonon detector does

not have a perfect energy resolution, an energy selected from a Gaussian distribution with

a given standard deviation to simulate the true detector resolution is added to the energy

of each simulated events. The simulated event energies measured with a perfect detector,

a detector with a given resolution and threshold, and the energy loss from § 4.2 are used

to calculate the differential rate per unit recoil energy, integrated over all recoil angles.

The differential rates thus calculated are shown in Figures 4.9, 4.10, 4.11, and 4.12. The
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Figure 4.14: Differential rate per unit recoil energy as a function of recoil energy for
a silicon detector and a reactor antineutrino source given the defect creation energy loss
discussed in § 4.2. The Stiller-Weber potential energy model is used for calculating the
energy loss. The blue curves show the differential rate without the energy loss, the orange
curves show the differential rate with the energy loss included, and the green curves show
the relative difference between the orange and blue curves as a function of recoil energy.
The plots are for a detector with [left] 1 eV energy resolution and 3 eV energy threshold
and [right] 3 eV energy resolution and 10 eV energy threshold. The relative difference is
computed up to 170 eV.

differential rate spectra are found using 109 events total for each curve, and the spectra

are normalized with respect to this quantity. 1 eV bins are used for the histograms for

each curve. For the simulations, the neutron source is assumed to be in the (001) crystal

direction. The plots at left use the leftmost spectrum in Fig. 4.8 as the input, and the plots

at right use the rightmost spectrum. Additionally, the upper plots assume a detector with 1

eV resolution and 3 eV energy threshold, and the bottom plots assume a detector with 3 eV

resolution and 10 eV threshold, as indicated by the difference in the range for the x-axes.

All plots assume a maximum recoil energy of 155 eV to best show the main energy loss

features.

These plots show how the defect creation energy loss can change the expected re-
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Figure 4.15: Differential rate per unit recoil energy as a function of recoil energy for a
diamond detector and a reactor antineutrino source given the defect creation energy loss
discussed in § 4.2. The Erhart potential energy model is used for calculating the energy
loss. The blue curves show the differential rate without the energy loss, the orange curves
show the differential rate with the energy loss included, and the green curves show the
relative difference between the orange and blue curves as a function of recoil energy.
The plots are for a detector with [left] 1 eV energy resolution and 3 eV energy threshold
and [right] 3 eV energy resolution and 10 eV energy threshold. The relative difference is
computed up to 170 eV.

actor neutron spectrum. Additionally, they show that the strength of the effect changes

depending on the material used and that the features are largest for both diamond models

compared to silicon or germanium. In the next portion of the dissertation, I discuss how

the same defect creation energy loss models can affect the reactor neutrino spectrum.

4.3.2 Reactor Antineutrino CENNS

This analysis follows the same reasoning used for the results in § 3.4.2. However, in

this case, one applies the energy loss values calculated in § 4.2 to the antineutrino spec-

trum rather than the energy thresholds. Similar to the dark matter calculation, the energy

loss introduces peaks in an otherwise featureless spectrum that may help discriminate an-

tineutrino signal from backgrounds.
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Figure 4.16: Differential rate per unit recoil energy as a function of recoil energy for a
diamond detector and a reactor antineutrino source given the defect creation energy loss
discussed in § 4.2. The Tersoff-Nordlund potential energy model is used for calculating the
energy loss. The blue curves show the differential rate without the energy loss, the orange
curves show the differential rate with the energy loss included, and the green curves show
the relative difference between the orange and blue curves as a function of recoil energy.
The plots are for a detector with [left] 1 eV energy resolution and 3 eV energy threshold
and [right] 3 eV energy resolution and 10 eV energy threshold. The relative difference is
computed up to 170 eV.

The expected change in the differential rate given the energy loss effect for different

detector materials are shown in Figures 4.13, 4.14, 4.15, and 4.16. The blue curve is the

differential rate given a certain detector resolution and threshold, the orange curve shows

the effect of the energy loss, and the green curve is the relative difference between the

orange and blue curves. The differential rate spectra are found using 2 × 108 events total

for each curve, and 1 eV bins are used for the histograms for each. For each Figure, the

plot at left assumes a detector with 1 eV resolution and 3 eV energy threshold, and the

plot at right assumes a detector with 3 eV resolution and 10 eV threshold, as indicated

by the difference in the range for the x-axes. 1 eV bins are used for the histograms. The

energy loss data are used as given to calculate the energy loss effect on the spectrum for
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energies less than 200 eV. As discussed in § 4.3.1, a linear extrapolation using the energy

loss data from 170 eV recoil energy and higher is used to model the defect creation energy

loss effect for recoil energies greater than 200 eV.

Consistent with the results shown elsewhere in this dissertation, the change in differ-

ential energy per unit recoil energy is greatest for diamond, regardless of model, and the

effect seems to be preserved as long as the detector has energy resolution close to the eV-

scale. Hence, the energy loss could be observed with reactor CENNS given a high enough

event rate and good enough detector resolution.
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5. CONCLUSION AND PERSPECTIVE

There are many research areas where the effects of defect creation in solid-state de-

tectors can be applied that range far beyond simply dark matter signal-background dis-

crimination. For example, since this effect is independent of the charge signal, this method

opens up many kinds of detector materials to use for detecting dark matter via athermal

particle-interaction phonons, such as sapphire. Additionally, if materials exist that have an

even larger range of energy losses depending on direction, it might be possible to have

directional detectors utilizing this method via energy binning. This idea would then syn-

ergize with many current CENNS experiments that expect much larger event rates than

dark matter, such as the MINER experiment at Texas A&M University, which is poised

to use the semiconductor detectors considered in this work. This method could even act

as a cross-disciplinary probe of DFT calculations since, at the moment, there is no strong

experimental evidence at the atomic level to support their results, which are crucial for

developing materials resistant to high radiation levels.

In the more distant future, it may even be possible, via sophisticated simulations and

very high resolution detectors, to investigate the origin of the leakage current directly by

using a potential anisotropy in the band gap for semiconductors, which has already been

demonstrated in other materials [184]. Since all SuperCDMS-style detectors have readout

circuitry printed on faces in the [100] crystal direction, there may be a measureable dif-

ference in the energy from leakage current events if the leakage current is coming from

the contacts compared to if it is coming from the bulk. The results addressed in this dis-

sertation could set the stage for such future detectors and simulations, thereby increasing

our understanding of defect creation in materials and possibly even paving the way for

next-generation dark matter detectors.
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APPENDIX A

4 K HEATSINK HEAT TRANSFER CALCULATIONS

A.1 Synopsis

I present calculations to find the optimal material for constructing the heat contact on

the new 4 K can for the Kelvinox-400 Dilution Refrigerator in the B09 Lab at the ENPH

building at Texas A&M University.

A.2 Heat Conduction Theory

In the realm of cryogenics, all three forms of heat transfer (conduction, convection,

and radiation) are relevant in different contexts. In the case of constructing the new 4 K

can, the most important is heat transfer via conduction. This is governed by Fourier’s Law,

which is most conveniently written in its differential form as

q = −k∇T (A.1)

where q is the local heat flux density, k is the thermal conductivity, and T is the temper-

ature. The negative sign comes from the fact that heat flow is from a higher to a lower

temperature.

This result can be integrated to yield

dQ

dt
= −k

∮
S

∇T · dS. (A.2)

In the case of 1-D geometry and a single, continuous material, Eq. A.2 can be rewritten as

∆Q

∆t
= −kA∆T

∆x
(A.3)
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where
∆Q

∆t
= P is the rate of heat flow (or cooling power in this context), k is the thermal

conductivity, A is the cross-sectional area, ∆T is the temperature difference between the

two sides of the material, and ∆x is the distance between the two sides.

One can rearrange Equation A.3 to give

∆T =
P∆x

kA
(A.4)

In this form, one can see that to minimize the temperature gradient across some material,

one can either decrease the heat load provided by the device under test (DUT), decrease

the distance between the cold and hot end, increase the thermal conductivity, or increase

the area. Since this dilution refrigerator will be running FET cards that have a relatively

constant heat load and the shape of the final can remains constant, I will group all such

constant terms into a factor σ defined as

σ ≡ P∆x

A
(A.5)

so that A.4 can be rewritten as

∆T =
σ

k
(A.6)

Due to symmetry considerations, there is a large class of problems that can be solved

using the simplified form A.4. It turns out that some more complicated problems, even

though they cannot be written simply as A.4, can be turned into a form resembling A.6.

Thus, in the next section I proceed to solve for σ for three geometries relevant to this

refrigerator - a cylinder of constant cross-sectional area, a cube heated from the bottom

and heatsunk on the side, and a quarter-disk heated on one flat side and heatsunk on the

other. The cube and quarter-disk are meant to approximate a toroid heated unevenly from

the bottom. I finish with the experimental data used to derive the temperature gradients.
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A.3 σ for Relevant Geometries

A.3.1 Cylindrical Rod

Table A.1: Calculated thermal gradient across a 2 mm diameter wire that is 2 inches long

Material Thermal Conductivity (W/m K) Temperature Gradient (K)
Copper (RRR = 100) 400 0.404
Copper (RRR = 20) 100 1.62
Aluminum (6063-T5) 30 5.39
Brass 4 40.4
Stainless Steel 0.272 594

For the case of a cylindrical rod with radius r and length L, it is most prudent to solve

for σ using A.5. The cross-sectional area A is given by

A = πr2 (A.7)

and ∆x is just given by

∆x = L. (A.8)

Putting this into A.5 yields

σ =
PL

πr2
, (A.9)

and the thermal gradient for a 2 mm diameter wire that is 2 inches (5 cm) long are shown

in Table A.1.

A.3.2 Rectangular Prism Heated at Bottom Face and Heatsunk on Side Face

The rectangular prism is the simplest approximation to the toroid geometry that will

be implemented in the new fridge design. In this case, one can again employ A.5 if one is
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careful about selecting the distance ∆x.

The problem can be solved most straightforwardly if one assumes that the prism has

two dimensions of length s and a third of length L with the condition that the edge con-

necting the heated and cooled face has dimension L. Thus, the area for heat transfer is

given approximately by

A = Ls. (A.10)

We note that far away from the edge where the heatsunk and heated face meet ∆x is much

greater than closer to that edge. Thus, we approximate ∆x by taking the average between

the two sides. Since each side has length s and this is an isosceles right triangle, ∆x is

given by

∆x =
√

2
s

2
=

x√
2

(A.11)

Combining A.10 with A.11 in Equation A.5 yields

σ =
P∆x

A
= P

s√
2

1

Ls
=

P√
2L

(A.12)

This result shows that, at least in this simple approximation, the thermal gradient across

the toroid is independent of its thickness.

Table A.2: Temperature gradient from the bottom to the side face of a 2 mm thick prism.

Material Thermal Conductivity (W/m K) Temperature Gradient (mK)
Copper (RRR = 100) 400 0.696
Copper (RRR = 20) 100 2.784
Aluminum (6063-T5) 30 9.28
Brass 4 69.6
Stainless Steel 0.272 1023
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A.3.3 Thin Quarter-Disk

Figure A.1: Schematic showing the geometry for the quarter-disc approximation. The
lower side has 10 mW of heat applied, and the right side is heatsunk to the 4 K bath.

The cube result, however, is only a first-order approximation because the heat conduc-

tion surface area is not constant from the heated to the cooled face. This can be problematic

considering that the thermal connection between the TES and toroid is via relatively thin

wires (see § A.3.1). In this subsection we consider a quarter-disk with a specified small

thickness since this should give a much better approximation to the highest temperature

gradient possible with heatsinking thin wires. A schematic is shown in Figure A.1.

Since this is a more complex geometry than that considered in previous sections, we

will need to invoke the full one-dimensional result A.3 with some careful caveats. Rear-

ranging the terms and considering differentials gives

dP (r) = −kA(r)
dT (r)

dx
(A.13)
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We now consider a differential volume element on the disk and calculate the relevant

quantities in A.13. The orthogonal area element for heat transfer, assuming the disc has a

uniform thickness L, is given by

A(r) = Ldr. (A.14)

The differential length element in the angular direction parallel to the heat propagation is

given by

dx =
π

2
r (A.15)

where azimuthal symmetry has been assumed since the heat is only added to one side of

the quarter-disc. Plugging A.14 and A.15 into A.13 yields

dP (r) = −2kL

πr
∆T (r)dr (A.16)

where, again, azimuthal symmetry has been assumed. ∆T (r) represents thus the difference

in temperature between the heated face at θ = 0 and the cooled one at θ =
π

2
. Since we

are attempting to solve for the temperature gradient ∆T , we can rewrite A.16 to yield

∆T = − π

2kL
r

dP

dr
. (A.17)

One might naïvely assume that since we have derived Equation A.17 that we are now

done since we can just integrate this result over the radius of the quarter-circle. However,

this is not the case since it could lead to asymptotic behavior at r = 0 where the two

heatsunk planes meet. To avoid this, we will instead integrate A.17 from R′ to R and

take the limit as R′ goes to 0. By being careful about P (r) at the origin, this asymptotic

behavior can be avoided.
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Thus, integrating A.17 yields

∫ R

R′
∆T (r)dr = − π

2kL

∫ R

R′
r

dP

dr
dr (A.18)

Using integration by parts, the integral on the right-hand side can be rewritten as

∫ R

R′
r

dP

dr
dr =

[
rP −

∫
P dr

]R
R′

= R′P (R′)−RP (R)−
∫ R

R′
P dr. (A.19)

Plugging A.19 into A.18 yields

∫ R

R′
∆T (r) dr =

π

2kL

[
RP (R)−R′P (R′) +

∫ R

R′
P dr

]
(A.20)

The result A.20 is very difficult to interpret in the context of the refrigerator setup

because it is difficult to measure the temperature and power precisely as a function of

position, both because of time and the physical size of standard cryogenic thermometers.

Average temperatures and powers over some surface are thus more relevant properties,

which can be obtained by dividing A.20 by R−R′. This yields

∆T =
π

2kL

[
RP (R)−R′P (R′)

R−R′
+ P

]
(A.21)

where P is the average input power over the heated surface.

We complete this derivation by taking the limit of A.21 as R′ goes to 0. The aver-

aged temperature and pressure terms remained unchanged. The fractional term becomes,

assuming the power is bounded over its domain,

lim
R′→0

RP (R)−R′P (R′)

R−R′
=
RP (R)

R
= P (R) (A.22)
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and plugging A.22 into A.21 gives

∆T =
π

2kL

[
P + P (R)

]
(A.23)

Since the power source will be concentrated at the center of the toroidal piece because of

the heatsinking wires, one can argue that P (R) is negligible compared to P since R marks

the outer edge of the quarter-disk. This simplifies A.23 to give

∆T =
π

2kL
P (A.24)

so that σ is given by

σ =
π

2L
P. (A.25)

The temperature gradient for a 2 mm thick quarter disc is shown for different materials in

Table A.3.

Table A.3: Temperature gradient from the one flat face to the other of a 2 mm thick quarter-
disk of arbitrary radius

Material Thermal Conductivity (W/m K) Temperature Gradient (K)
Copper (RRR = 100) 400 0.0196
Copper (RRR = 20) 100 0.0785
Aluminum (6063-T5) 30 0.262
Brass 4 1.96
Stainless Steel 0.272 28.9

A.4 Interfacial Thermal Conductivity of Thermometer Heatsinks

In addition to the shape of the heatsinks, the interfacial heat conduction between the

heatsink and the experimental apparatus is relevant when designing heatsinks for cryo-
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genic environments. This calculation, and all of the source material used, is directly from

Jack Ekin’s Experimental Techniques for Low Temperature Measurements [125].

Due to the availability of a relatively cheap, electroless gold-plating solution, I assume

that every type of heatsink used will be completely electroplated. However, due to the

physical size of the piece to which it is meant to attach to, I assume that the surface to

which it makes contact is copper. Thus, the interfacial thermal conductivity is

2× 10−1 + 1× 10−2

2
W/K = 0.105 W/K (A.26)

Based on the drawings provided by Joel Larakers, one can calculate the surface area of

the surface on the heatsink making contact with the copper substrate. The heatsink is in the

shape of a rectangular prism that has two through holes. The larger of the two is to press

the other half of the heatsink into. The smaller is for a screw to hold the heatsink securely

fastened. Since both of these holes have circular cross sections, their areas are given by

A = πr2 (A.27)

so that, using diameters of 0.125 inch and 0.082 inch,

Apress hole = 0.07917cm2, Ascrew hole = 0.0.03407cm2. (A.28)

The area of the rectangular piece that makes is given by

Arect = lw = 0.340′′ × 0.600′′ = 1.32cm2 (A.29)
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so that the total area making contact is given by

AT = Arect − Apress hole − Ascrew hole = 1.207cm2 (A.30)

Following the calculation in Ref. [125], using Apiezon grease, the interfacial thermal

conductivity is given by

q̇

T
= (0.1 W/K)

1.207cm2

1cm2
= 0.1207 W/K. (A.31)

On the other hand, using an M2 stainless steel screw, for which one can apply a maximum

of 157 lb of force, and with a gold on copper interface,

q̇

T
= (0.105 W/K)

(
157 lb
100 lb

)
= 0.165 W/K. (A.32)

Using a safety factor of 2 (a half-tight screw), the interfacial thermal conductivity becomes

0.0824 W/K.

A similar calculation for an M3 screw yields

q̇

T
= (0.105 W/K)

(
362 lb
100 lb

)
= 0.380 W/K, (A.33)

which, with a safety factor of 2, yields 0.190 W/K. Thus, it can be concluded that an M3

screw provides the best thermal conductivity by far. However, an M2 screw will do almost

as well (depending on whether the the gold-on-copper interfacial thermal conductivity is

performed correctly), and, if that is not sufficient, the application of Apiezon grease will

help get the thermal conductivity closer to that for M3 screws.
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A.5 Conclusions and Future Directions

From these calculations, one can conclude that the type of approximation used to cal-

culate the thermal gradient across a material has a significant effect on the resulting thermal

gradient, as seen by the large differences in temperature gradients between the results in

Table A.3.3 and Table A.3. With this in mind, thermal conduction calculations should be

verified computationally by a partial differential equation solving utility, like that used by

Matlab, or with similar simulation software. This type of program could also be made

in-house using free-to-use software like Python in case of licensing concerns.

Regardless of the approximation used, the fact remains that one side of the heat-sinking

flange is heat-sunk to a large thermal bath, whereas the other is connected to compara-

tively thin wires. This means that the biggest potential thermal bottleneck will be with

the heatsinking wires, so these wires need to be made of a high-thermal-conductivity ma-

terial like copper. However, because of the much larger surface area associated with the

heatsinking flange, it could even be made out of brass.

Nonetheless, due to the difference in thermal expansion coefficients between the heatsink-

ing brass flange and the stainless steel 4 K can, a leak formed whenever the 4 K can was

cooled to cryogenic temperature. Additionally, the screws on one of the two bolt circles

was stretched relative to the other, which was observed after a cryogenic test of the can.

Replacing the two bolt circles in the original design with one bolt circle and replacing the

brass flange with a copper one fortunately resolved these two concerns, which allowed

the detector research and development facility to be used for testing SuperCDMS-style

detectors for future dark matter and similar experiments.
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APPENDIX B

INFRARED NOISE IN SUPERCDMS GERMANIUM DETECTORS

B.1 Introduction

It has recently been proposed that room temperature infrared (IR) radiation could be a

significant noise source for SuperCDMS germanium (Ge) detectors. In this document we

explain how large that effect could be by calculating the power spectrum of the infrared

radiation shot noise. To better estimate the effect, we calculate equations describing the

noise in the general, temperature-dependent case and when we assume the contribution is

only coming from a 300 K source.

B.2 Infrared Photon Power Absorbed

B.2.1 Area Term

The problem comes from the fact that, if there is an opening that allows room-temperature

photons into a dilution refrigerator, there is no surface inside that can absorb the photons

before they make their way to the Ge detectors. Additionally, because light moves so

quickly relative to the size of the refrigerator, the light cannot equilibrate itself with the

outer layers of the refrigerator. Thus, the only "protection" that the detectors have from the

room-temperature light comes from the innermost can.

Mathematically, what we are concerned with is the solid angle from which the IR

photons enter multiplied by the surface area of the detectors. This so-called area term,

which we will denote with Γ, is given by

Γ =
AIR

Atot − AIR
AGe (B.1)
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where AIR is the area of the opening in the innermost can that allows room-temperature

photons to enter, Atot is the total area of all surfaces within the inner can, and AGe is

the surface area of the Ge detectors. This simple result assumes that each Ge detector

absorbs 100% of the radiation that strikes it. In reality, each detector only absorbs α(ν) of

the radiation that strikes it, which can have a large frequency dependence. The combined

result for the Γ term is thus

Γ(ν) =
AIRAGe
Atot − AIR

α(ν) (B.2)

B.2.2 Simple Calculation

If we assume that the IR photons are produced by a blackbody distribution all of whose

photons are absorbed by the Ge, then we can use the result

j = σT 4 (B.3)

where j is the power emitted per unit area, T is the temperature of the blackbody, and σ is

the Stefan-Boltzmann constant. For this blackbody, the peak wavelength is given by

λ =
b

T
(B.4)

where T is the temperature and b is Wien’s displacement constant. If we also assume that

all of the photons have comparable energy, then

E = hν =
hc

λ
, (B.5)

which, when combined with B.4, yields

E =
hcT

b
. (B.6)
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Combining this result with B.3 yields the flux of photons per unit time per unit area f

given by

f =
j

E
=
σbT 4

hcT
=
σb

hc
T 3 (B.7)

Taking into the area term Γ given by B.1 gives the average photon number incident per

unit time n given by

n = Γf =
σb

hc

AIRAGe
Atot − AIR

T 3 (B.8)

If we assume that the area of the opening is about 1 mm2, the area of a Ge detector is

about 100 cm2, and the total area inside the inner can is about 1 m2, we find that n is about

equal to

n = 8.272× 106 ≈ 107 (B.9)

photons per second.

B.3 Power Spectrum

The noise due to the IR photons will be given by a Poisson distribution, for which the

mean and variance are equal. Mathematically,

µ = σ2 (B.10)

Additionally, since we know that a very large number of photons are hitting the detector

over a given time interval of interest, we can assume that the Poisson distribution ap-

proaches a Gaussian distribution, which is given by

f(t | µ, σ) =
1

σ
√

2π
e
−

(t− µ)2

2σ2 . (B.11)
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Combining this result with B.10 and using the result B.8 as the mean, we get

f(t) =
1√
2πn

e
−

(x− n)2

2σ2 (B.12)

B.4 Noise Spectral Density

The noise spectral density for shot noise is flat and equal to the average rate. In other

words, the noise spectral density is just given by

Snn(ω) = nhν300K (B.13)

where n is given by B.8 and ν300K is the frequency of a 300 K photon.
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APPENDIX C

KELVINOX 400 FRIDGE WIRING LEAKAGE CURRENT MEASUREMENT

C.1 Synopsis

In this document, I present the results of leakage current measurements on the wiring

coming to and from the Kelvinox 400 dilution refrigerator in the B09 laboratory of the

Texas A&M Engineering and Physics Building. For self-consistency, the results are pre-

sented in the order they were acquired and/or analyzed from August 18, 2015 to October 2,

2015. I conclude that the wiring is sufficient for leakage current measurements on DUT’s

down to the 10 pA/V level and that the devices used can measure the leakage, with aver-

aging, down to hundreds of fA.

C.2 Introduction

In recent years, there has been much interest from the SuperCDMS collaboration to

explore the low-threshold region of parameter space in search of the particle responsible

for dark matter. Using detectors that are biased at hundreds of volts to take advantage of

Luke-Neganov gain, CDMS High-Purity Germanium (HPGe) detectors can measure down

to eV-level thresholds. One of the main hurdles facing this design is the high leakage

current associated with current SuperCDMS detectors run even at a few tens of volts.

Using point-contact and vacuum-gap detectors, it has recently been demonstrated that such

detectors are practically realizable and yield the predicted low-threshold results [97].

To further push the boundaries of this detector design, it is necessary to run them at

ever-higher voltages approaching the kV range for future designs. Additionally, neither the

point-contact nor vacuum-gap detectors can have both sides utilized for phonon readout

because of either the very large electric field near the point contact or because of the
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physical gap in the vacuum-gap detector. An alternative is to use some other low-leakage

material as the interface over which the voltage is applied.

Any test for low currents cannot be limited by the leakage current of the wiring uti-

lized for the measurement. In the case of the cryogenic setup at the Kelvinox 400, this

is especially important, not just for these particular samples but also for future detectors

that could reach the eV threshold. Additionally, the AC noise on the lines determines the

noise limit on any leakage current measurement that is made. Thus, it is pertinent to prop-

erly characterize the leakage current and noise on the refrigerator wiring to determine the

leakage current on future high-voltage detector designs.

C.3 Instrumentation

During initial measurements, the HP 3457A Digital Multimeter (DMM) was used for

taking voltage and resistance (V and R) measurements in conjunction with the HP 34401A

DMM for less critical data. Upon finding a large DC offset with the 3457A, all subsequent

V and R measurements were taken with the HP 34401A. To supply power to the circuits

being measured with the above instruments, an HP 6236B Triple Output Power Supply

was used. Late in the experimental process, following Professor Agnolet’s suggestion,

the EG&G Princeton Applied Research Model 124A Lock-In Amplifier with an EG&G

Princeton Applied Research Model 184 Current Sensitive Preamplifier was used for pre-

cision measurements. The Agilent / HP 3325A Synthesizer/Function Generator was used

to supply the low-frequency AC voltage for later leakage current measurements.

C.4 Experimental Setup

For most of the data-taking, the experimental setup is shown in C.1. In this case, the

power supply or battery was used to supply a constant DC voltage to the wiring "resistor"

and a voltage is measured across the 1 GΩ resistor. For very low leakages, batteries are

recommended since, even without data averaging, a leakage current of ∼100 fA can be
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recorded using them.

Figure C.1: Circuit used for data-taking using a battery or DC power supply source and a
DMM.

Figure C.2: Recommended circuit for future measurements using function generator
source and current preamp to make measurements.
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For future experimentation, however, it is recommended that the scientist use the cir-

cuit C.2. Using the large frequency range of the function generator (down to 10−6 Hz), one

can generate AC square waves that are very close to the pure DC signal desired to measure

leakage current while maintaining precise control of the signal amplitude. Additionally,

preliminary measurements indicate that the AC noise from the current preamp is smaller

than with a standard power supply but larger than when using batteries. However, these

results need to be confirmed with more precise future measurements.

C.5 Results

C.5.1 Twisted Pairs Versus Coaxial Cables

There are two sets of wires in this refrigerator that can be used for cryogenic measure-

ments. One is a large collection (16 4-wire sets) of twisted pairs, and the other is ∼20

coaxial cables. The twisted pairs are useful when the device under test (DUT) needs to

have a large number of leads going into it and if one desires to quickly switch between

measuring different sets since the wires are connected to a logic box. The coaxes are most

useful when one needs to minimize AC noise when making the measurement.

Figure C.3 shows the leakage current versus applied voltage for the coaxial cables and

twisted wire pairs. As expected, there is a significantly higher leakage when using the

twisted pairs compared to the coaxial cables. Although only one set of wires is shown in

this comparison, this behavior is consistent for all of the "useful" (not shorted) twisted

pairs and coaxes in the fridge. Additionally, both wire sets show a linear response even at

the moderately high 30 V maximum, which is useful to know for testing devices for which

a linear response is not expected such as the HPGe samples discussed in § C.2. The linear

fit to the coax cable data gives a leakage current of 1.7 pA/V, so that one can make leakage

current measurements on a DUT down to the level of ∼10 pA/V with a signal-to-noise

ratio of∼5. Thus, assuming no additions to the fridge wiring, the coax cables are the most
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useful for making low-current measurements.

Figure C.3: Comparison between leakage current measurements for the refrigerator
twisted pair wiring and the coaxial cables.

C.5.2 Leakage Current at Multiple Connection Points

Because of the physical distance between the refrigerator and the electronics rack con-

nected to it, there isn’t one coax that connects from the rack input to the top of the fridge.

Additionally, since room-temperature coaxes do not operate well at cryogenic tempera-

tures, there is a microdot connector at the top of the fridge that connects the room temper-
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ature coaxes to the cryogenic ones that go to the cold stage. The leakage current at each

of these locations was measured separately to determine where the majority of the leakage

occurs.

Figure C.4: Leakage current at multiple connections for the coax cables. The largest con-
tribution is from the wiring within the fridge itself.

Figure C.4 shows the result of measuring the leakage current between two pairs of coax

cables. As can be seen, the leakage current is very small (or, alternatively, the resistance

is very large) regardless across which point it is measured, but it gets significantly higher

when the wiring within the fridge is connected. This indicates that the largest contribution

to the leakage current is from the cold wiring itself. A possible explanation for this phe-

nomenon is that to heatsink the cryogenic coaxes there is a place inside the fridge where

significant pressure is applied to them. The leakage current contribution could then be the

small amount of current flowing in the compressing brass block between the wires.

C.5.3 Time Dependence

A complication in measuring the wire leakage current comes from the very long 1/RC

time constant associated with the ∼1 TΩ wiring resistance. Figure C.5 shows the leakage

current of one of the wires that has been biased at the highest voltage possible with the

batteries (∼27 V). Using the fit for the exponential, one finds that the capacitance between

the two ends of the cable is ∼2 nF. Although this result is somewhat expected, it is impor-

tant to note that for any measurements in the future approaching leakages as small as the
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Figure C.5: Current versus time for one of the coax cables biased at 27 V. The fit is an
exponential decay that agrees with the RC circuit expected of the cable.

ones measured in this study a large time-limiting factor will be the amount of time needed

for the system to equilibrate.

C.5.4 Liquid Nitrogen and Vacuum Environments

Due to time limitations, it was difficult to collect copious amounts of quantitative data

as was done at room temperature. However, initial measurements indicate that the wiring

does at least as well, if not better, when submerged in liquid nitrogen and when it is in an

evacuated environment.

Since previous measurements indicate that the largest source of leakage is within the

refrigerator itself, the liquid nitrogen test was performed on a section of wire, an example

of which is shown in Figure C.6. The test procedure was performed by simply inserting the

wire section connected to the measuring circuit into a liquid nitrogen bath and measuring
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leakage before and after. Qualitative measurements indicate what could be a twofold drop

in leakage when submerged in nitrogen. However, inconsistencies in the data taken most

likely due to noise mean that more data needs to be taken to confirm this.

The fact that the liquid nitrogen tests were carried out on a wire independent of the

refrigerator means that it was also a useful test for the AC noise inside the fridge room.

Even though this is a radio-shielded copper-clad room, there is still a gradient in the AC

noise measured on the wire as a function of position in the room. Since this alternating

current noise could not have come from outside, it must be either produced by one of

the instruments or be somehow present on the shielding itself (ground loops). These two

suppositions are corroborated by the fact that the noise seemed to be 60 Hz modulating

higher frequencies. Since no change was noticed when turning on and off instruments

within the room and the least noisy part of the room was as far away as possible from

the room walls, steel instrument rack, and refrigerator, the reason for the AC noise could

be from ground loops most likely due to bad noise filtering on the AC line. Although not

exactly in line with the leakage current this work attempts to address, this is still a relevant

result that needs to be considered for future fridge upgrades.

The vacuum measurement was carried out by pumping on the vacuum can surround-

ing the cold plate and redoing the leakage current measurements for some of the coaxes.

There seems to be a slight decrease in leakage current when the wires are in a vacuum

environment, but more data needs to be taken to corroborate this.

C.6 Conclusions and Future Directions

I have shown that the coax cables the fridge is already equipped with in their current

configuration can be used to measure leakage currents down to the 10 pA/V level, or

resistances up to 100 GΩ. Additionally, most of the leakage current in the wires comes

from the wiring within the fridge itself, which means that any electronics system that might
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be implemented in the future to measure lower leakages would first require an upgrade to

the fridge wiring. One possibility for doing so would be cryogenic coax cables.

Another possibility for future measurements would be using a parametric analyzer

since this device has the low-noise capabilities of batteries coupled with the precise volt-

age control of the function generator discussed earlier. Additionally, the fact that it can

automatically save the data it collects means that the large time constant described earlier

could be less of a problem if the system is set to take data for the first part of the exponen-

tial curve. One can then fit an exponential function to this raw data, thereby computing the

final current at which the system would settle.

Future directions for continuing this study include more measurements at vacuum and

cryogenic environments since, due to time limitations, these measurements could only

qualitatively confirm an improvement in the wiring in these environments. Additionally,

more data could be taken on all of the wiring not only to qualitatively confirm the similar

behavior of each but also to determine which individual sets of wires are best-suited for

high-precision measurements.

184



Figure C.6: Example of cryogenic coaxial cable with microdot connector attached as used
inside the refrigerator. 185



APPENDIX D

MICRODOT CONNECTOR CONSTRUCTION INSTRUCTIONS

Microdot connectors were used for the thermometry wiring readout for the detector

research and development facility. The instructions below outline the process used.

1. Removing steel braid. Microdot connectors are made using a special wire that has

three layers: an outer braided steel wire, a central Teflon insulator, and an inner

superconducting wire.

(a) Remove the steel braiding carefully by pulling the wires back with tweezers

and clipping the excess with small scissors.

(b) Repeat this process until about a centimeter of insulation has been completely

exposed.

(c) Cut off the excess to minimize the steel wires catching wire bonds on experi-

ment. It is useful to make the steel wire region as rounded as possible.

2. Removing insulation.

(a) Tape the end with removed insulation to some hard surface.

(b) With a razor remove the Teflon insulation leaving ∼1-2 mm left in front of the

steel.

3. Crimping wire tube onto superconductor. One needs to remove a small section of

CuNi capillary tubing (∼0.030 inch OD with ∼0.005 inch ID) and crimp it onto the

superconducting layer on the microdot wire.
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(a) Select a wire whose outer sheath is just wide enough for the microdot super-

conducting wire to slide into. A microscope is useful for making the distinc-

tion.

(b) Using a small file, saw a section ∼5-7 mm long. Make sure the section is as

straight as possible.

(c) Using needle-nose pliers, grab metal piece and bend back and forth until it

breaks.

(d) Use pliers to remove piece.

(e) Inspect the cut section. If it is not a clean cut (small hole partially covered

over), repeat process for another section.

(f) Carefully slide metal sheath onto exposed superconducting wire

i. Be careful not to break superconducting wire.

ii. If wire breaks inside metal sheath, make new sheath and remove more

insulation and/or braided steel if necessary.

(g) Using large pliers that have a, preferably, grooved tip, crimp metal sheath onto

wire.

4. Tinning the steel braid. This can be accomplished using Stay-Clean Acid Flux (con-

tains hydrochloric acid [HCl]), the specially marked “Acid only” soldering iron,

and the specially-marked silver solder. CAUTION: THIS STEP MUST BE DONE

UNDER FUME HOOD TO AVOID BREATHING IN TOXIC HCL AND CL2 VA-

PORS.

(a) Pour a few mL of acid flux into small glass vial.

(b) Using a small piece of wood (or similar instrument that is not soluble in HCl),

place a small drop of the solution onto steel braid.
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(c) Tin section with drop on it.

i. Important: Hold solder just long enough for solder to bond, not longer.

Otherwise the Teflon insulation will melt. This shows up later as an elec-

trical short to ground.

ii. Do not worry if wire is not completely covered. Even partial covering is

good enough. Electrical shorts are more serious than not enough solder

because they require a complete wire remake.

iii. Inspect under microscope or strong magnifying lens to see if wire is tinned.

Solder is more silver in color and shinier than steel.

5. Clean the wires

(a) Submerge wires in large container in a water-detergent mixture and clean in

ultrasonic cleaner for 15 minutes.

(b) Wash off wires and container in tap water.

(c) Submerge wires in large container in isopropanol and clean in ultrasonic cleaner

for 15 minutes.

6. Air drying the wires.

(a) Leave to air dry for several hours or overnight.

i. After the wires have air-dried for a few minutes so that they are not damp,

if one is making more than one wire, it is useful to tape all the wires to a

piece of cardboard. The next step becomes easier.

(b) Using a multimeter, check for continuity between central signal wires and for

shorts between central conductor and steel braid.
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7. Heat-drying the wires. If there are shorts to ground, it may be necessary to evaporate

any leftover alcohol from the wires.

(a) Place the large incandescent lamp onto flat surface or table.

(b) Make small container (referred to as dish) out of aluminum foil and place wires

needing drying into dish.

(c) Place thermocouple wire with microdot wires.

(d) By controlling the height of the lamp above the wires, one can control the

temperature of the wires. Keep the temperature at ∼90 ◦C. Do not allow it to

go over 100 ◦C.

(e) Dry for several hours or overnight.

(f) Redo continuity and shorts check.

8. Making connector. A vertically-oriented vice is necessary, and a binocular micro-

scope is helpful.

(a) Remove connector pieces from bag.

(b) Separate out cylindrical piece since it is most likely not needed.

(c) Assemble pieces and place in vice.

(d) Cut crimped wire until it is the same size as fork-shaped piece at center of

connector.

(e) Slide wire through side hole until crimped section rests completely inside fork.

(f) Place a small solder blob at center and add solder until the fork is completely

filled and the solder bulges up slightly.

(g) Important: do not get solder onto the sides during this process. If you acciden-

tally do, the excess can be removed with a sharp steel pick.
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(h) Check for shorts and continuity.

i. If there is a short, desolder and remove wire from fork. Recheck for shorts.

ii. If there is still a short in the connector, remove excess. If this does not fix

it, get a new connector.

iii. If the short is on the wire, get a new wire. This was most likely due to

over-tinning in step 4.c.

(i) Solder steel braid to outside of side-tube.

(j) Although not as important as for 4.c., it is still advisable not to overheat the

steel braid to avoid melting the insulation.

(k) Check for shorts and continuity.

(l) Most likely cause for short is melting of Teflon insulation.

(m) Place cap on top of connector. Solder cap to top of connector. Once enough

solder has been applied (slightly convex solder), remove iron by sliding to

side.

9. Final check for continuity and shorts.

(a) Connect microdot-coax adapter to multimeter.

(b) Connect completed microdot connector to adapter.

(c) Check for shorts by measuring resistance between center conductor and ground.

i. Values over tens of GΩ are acceptable.

(d) Check for continuity by holding other end of microdot wire between two fin-

gers such that your fingers make contact with the central conductor and steel

braid simultaneously. Continue measuring the resistance.
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i. Depending on the person making the wires, resistances of ∼1-10 MΩ are

acceptable.

(e) By this point, assuming there were no other problems in previous parts, the

only short that could occur is if the bottom of the cap is touching the top of the

fork solder. To fix this, one needs to remove the cap, remove the excess solder,

and repeat adding the cap.

10. Notes for future

(a) The bit about the IPA not drying may not be 100% true. After I tinned a wire

and dried it with the dry nitrogen gas, I noticed the ∼100 MΩ from the inner

conductor to the shield characteristic of it “needing more drying.” I put the

wire back into the IPA for another ∼30 minutes, thinking that maybe not all

of the soapy water came off. Sure enough, after removing the coax cable and

redrying, the conductance was at the level of ∼0.1 nS.
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APPENDIX E

DERIVATIVE ANALYSIS: POSSIBLE NOVEL ANALYSIS TECHNIQUE

Among the first steps in performing detector event analysis is removing the contribu-

tion of the nonzero baseline. Since some of the traces have changing baselines, an example

of which is shown in the upper left plot of Fig. E.1, the author needed to implement a linear

baseline subtraction, which may not be useful for very short subtraces. For comparison,

all of the subtrace analysis codes included separate calculations with and without filtering.

With this many variables, the code had become extremely time-intensive since analyzing

the entire data once could take several weeks. Even optimizations of the built-in Numerical

Python (numpy) library commands to perform the analysis only improved performance by

about a factor of two.

Despite all of these parameters, however, there is an electronics noise source in the

data that cannot be addressed easily with this kind of analysis. The upper right plot in Fig.

E.1 shows an example of box-shaped electronics noise present in a large percentage, if not

all, of the data. A very small size of the subtraces introduces significant noise, whereas

subtraces too large start to include one or both of the edges of the box distribution. The

only way to correct for this kind of effect is via a nonlinear baseline fit, which would

significantly increase the already long computation time for the code. Even with this kind

of correction, it would take a long time to tune the parameters so that the code subtracts the

box distributions rather than, say, low-energy peaks or the noise fluctuations themselves.

For these reasons, the author devised a novel data analysis technique that addresses

these concerns and could also help calibrate the energy measured by the detector down to

the level of the baseline noise. An illustration of how this method addresses the concerns

raised in the previous two paragraphs is shown in Fig. E.1. In this Figure, the upper plots
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Figure E.1: Plots showing the sum of the four channels in scaled ADC counts for a trace
with an event pulse on a falling baseline (upper left), untriggered trace with a box-shaped
electronic noise present in a large fraction of the data (upper right), the time derivative of
the event pulse (lower left), and time derivative of the noise trace (lower right). These plots
illustrate the two main advantages of using the trace time derivative rather than the original
values themselves for analyzing noise, namely that changing baselines become constant
offsets (to first order) that do not affect the time-dependent noise analysis appreciably and
that box-shaped baseline fluctuations produce a pair of peaks whose contribution is small
compared to that of the rest of the noise. All traces are filtered using a running-average
filter of window size 9 time bins and order 50.

show representative traces and the lower plots show the time derivatives of these traces.

Both traces are filtered using a running-average filter of window size 9 time bins and order

50. The time derivative causes the slope in the baseline for the trace with the event to

appear as a small constant offset, and the box-shaped noise now appears as two new peaks
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out of about one hundred, which means its effect is diminished to the point that it should

not significantly affect the time-dependent calculations any more.

Notwithstanding these positive results, there is still the question of whether the peak

slope is a good indicator of energy. According to Ref. [96], the peak values for each event

are very close to linear indicators of the energy deposited in a channel, down to energy

depositions of a few electron-hole pairs. Nonetheless, the author hypothesized that it still

might be useful since event pulses have a characteristic shape - for the first few microsec-

onds there is an almost exponential rise, a linear rise for the next few tens of microseconds,

an approximately parabolic, but asymmetric top, and a slow, approximately exponential

decay with a characteristic fall time of a few hundred microseconds. Additionally, prelim-

inary tests indicated that the peak slope seemed to scale with the peak height of the event.

Consequently, the author calculated the time derivative using the scheme in the previous

paragraph for the entire dataset to test the linearity since it could prove very useful for

future noise analyses.

A sample of the results of the time derivative analysis are shown in Fig. E.2. The left

column shows Am-241 spectra of the SuperCDMS-style analysis peak heights, whereas

the right plots show the results of the time derivative peak analysis using the same events

as those used to generate the plots on the left. These plots make it clear that both methods

not only show the expected Am-241 spectra but also that both the peak height and peak

slope scale with voltage in accordance with Luke-Neganov gain.

These results indicate that the time derivative is effective at mitigating the effects of

baseline fluctuations and that it has a very linear response as a function of input energy,

at least for the energies of the Am-241 peaks. This means that a combination of the peak

height, which has been shown to have a very close to linear response with respect to energy,

and derivative peak height, which has been shown to be immune to baseline fluctuations,

could be used to calibrate the baseline noise resolution to high accuracy. The derivative
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Figure E.2: Plots showing the Am-241 event spectra at several voltages for the data with
dilution refrigerator cold stage thermometry recorded. Histograms with the peak heights
are in the left column and the heights of the positive time derivative peaks are in the right
column. Both methods show the expected Am-241 spectrum and both show peak positions
that scale close to linearly as a function of voltage, as expected of Luke-Neganov gain.
Both plots are generated using the sum of the peak heights from all four channels.

could also serve as an alternative method for selecting real events from the “glitch” events

[44] since there could be a strong relation between these two parameters. Other directions

in which such an analysis could go is to determine how the derivative minimum (down-

ward facing peak after the maximum in the lower-left plot in Fig. E.1), the time delay

between the maximum and minimum, and the slope of the line between the maximum and
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minimum relate to the event energy.

All of these possibilities offer potentially strong alternate handles to analyze the data

measured by phonon-mediated charge detectors that could be very relevant for experiments

employing them, such as the SuperCDMS experiment and MINER. Such analyses could

also pave the way for understanding defect creation in phonon detectors, which could be

very relevant for not only dark matter searches [102] but also for developing materials

resistant to radiation since it is difficult to verify the computations that simulate defect

creation without detectors sensitive to electron-hole pair creation.
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APPENDIX F

TIME-DEPENDENCE CORRECTION

The following algorithm is used to take into account the time dependence in the energy

measured for the Am-241 calibration peaks. This represents a portion of the data analyses

performed with the data from detector S17B taken late March 2018. Since this is a multi-

step process, the algorithm not only represents the analysis steps taken but also the order

that they should be performed to get the final result, which is a time-dependent calibration

of the energy peaks. In this section, an ntuple refers to a data structure that contains the

relevant information for each trace. The main components of the process are illustrated in

Fig. F.1.

F.1 Correction Process

One starts with an ntuple containing relevant information about the entire dataset and

removes all of the traces from the ntuple for which the voltage changes during data taking.

The ntuple data from the previous cut is combined into one ntuple and is sorted based on

the arrival time of each trace. A text file is generated that contains the start and end times of

the traces within each directory with raw data stored. This step is critical as a preliminary

time cut for defining the end of one dataset and the beginning of the next, which is crucial

for correctly implementing the time-dependent correction.

The data, which are now divided roughly based on the directory they were saved under,

are then further divided based on the fluctuations within the data in each directory. This is

a manual process that results in about a hundred separate ntuple arrays, one for each time

the data changes. This final list of ntuples is used to generate start and end times for each

dataset that can then be used for a timing cut for a single ntuple with all of the data.
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Figure F.1: Flow chart illustrating the steps used to calibrate all of the data taken with
S17B as a function of time.

At this point, several sets of plots to check the results of the previous steps are gen-

erated. Scatter plots of all of the data solely organized by bias voltage show how strong

the time dependence is in the data. All of the scatter plots show the sum of the peak val-

ues for all four channels for each Am-241 event on the y-axis and the time-sorted event

index on the x-axis for each portion of the entire dataset. This is prior to applying any

time-dependent corrections. Scatter plots of all of the data divided by the dataset are gen-

erated to check whether the dataset divisions were correctly applied. Since the scatter plots

confirm how strong the effect of detector channel saturation on Channel D is, the analysis

following this point is performed on the sum of Channels A, B, and C, excluding Channel

D. Finally, one generates histograms of all of the data divided by the dataset to show the

locations of the peaks from one dataset to the next. This result is used to manually select

only the data with a high enough number of statistics to clearly resolve the 17 keV peak.
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It is also used to save the data in the histograms for use in the next step, which is the main

part of the time-dependence correction.

The peak position of the 17 keV peak are determined empirically from the ∼100 his-

tograms in the previous step. A start and end position for each peak for each dataset are

recorded as well since a Gaussian distribution needs to be fit to the location of each peak

to accurately determine its position. This information along with the histogram counts

from the histogram plots are used to select only those counts representative of the 17 keV

events for each dataset. A Gaussian fit is performed for the selected distribution, and the

dataset index, fit parameters, and a χ2 parameter are saved. Plots showing the peaks with

the Gaussian fit are saved to empirically verify that the Gaussian fit is performing well.

This is crucial since different initial parameters for the Gaussian fit may not fit all of the

data correctly.

Finally, one uses the peak position of the Gaussian fits in the previous step to scale the

17 keV events to correct for their positions as a function of time. All of the positive voltage

data are scaled to the events for a dataset taken while maintaining as close to a constant

cold plate temperature as possible. Since no negative voltage bias data were taken during

this time, these data were normalized to the location of the 17 keV peak.

Similar to the previous scatter plots, one checks the result by generating a scatter plot

of all of the events at a particular voltage after applying the time-dependent scaling fac-

tor. This shows how well the time-dependent correction worked. It also indicates that the

time-dependent correction, although helpful, was not perfect since some of the other non-

60-keV peaks do still fluctuate with time. Similar to the previous histograms, one also

generates histograms of all of the data at a particular voltage after the time-dependent

correction has been applied. This is useful for illustrating that, even solely using a multi-

plicative constant for rescaling the data, the data can be combined to make histograms of

the entire dataset.
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F.2 Analysis Results and Discussion

The data for this experimental run were taken over several days. This includes data

for which the data-collection software only captured a trace if a pulse is present as well

as traces taken at specified times. These are referred to as triggered and untriggered data,

respectively. Voltages ranging from -400 to 400 V were applied to the electrode. Higher

voltages were not used to mitigate the risk of a short-circuit at the vacuum fitting, which

may cause a leak to air at a cryogenic temperature that could incapacitate the entire dilution

refrigerator.

Dilution refrigerators, like the one used to cool down the detector for this run, employ

a pump on the still, a portion of the dilution refrigerator at a temperature of ∼600 mK, to

cool down the mixing chamber, which can in principle be cooled to ∼10 mK. A powerful

mechanical pump should be sufficient to cool the mixing chamber, via the still, down to

a sufficiently low temperature to run small-scale experiments. However, the mechanical

pump did not provide enough pumping speed when the detector for this cooling run was

tested. Thus, a turbopump was needed in series with the mechanical pump to decrease the

pressure on the still to lower the still temperature. This allowed the dilution refrigerator to

achieve a lower base temperature, which may make it possible to cool lower TC samples

for better signal to noise since signal to noise improves as T−3
C [185]. Running the tur-

bopump also helps pre-cool the mix at the same circulation rate. Running the turbopump,

on the other hand, introduced so much electronic noise that triggering on the pulses was

difficult while the turbopump was on. For this reason, triggered data with the turbopump

off, untriggered data with the turbopump on, and untriggered data with the turbopump off

were taken.

Because there are close to a million events taken over the entire experimental run, the

data were recalibrated over time using the peak closest to 50,000 scaled ADC counts in the
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lower-left plot in Fig. F.3, which is most likely the 17.8 keV x-ray peak from the Am-241

source. From this point forward, this peak is referred to as the “calibration peak”. Despite

having the largest number of counts, the 59.5 keV peak is not used for this analysis to

mitigate the effects of saturation, among other potential concerns. Saturation is any effect

that causes the peaks in the data acquisition to have flattened tops. It can be caused by

either the digitizer saturating, which means the event is such a high energy the digitizer

cannot read out its peak height, or by the event causing a large number of TESs to enter

the nonlinear performance regime. The latter effect happens when the TESs are driven

past their nominal operating range near their transition temperatures to the region where

the change in resistance versus temperature is much smaller than nearer the transition.

Hence, the peak appears to have a flat top once a large fraction of the TESs measuring it

reach that region in their performance curves.

To improve the signal-to-noise of each trace, the sum of the peak maxima in channels

A, B, and C were used to measure the energy of each event. Channel D was not used

because high-energy calibration events saturate it (peak has a flat top) and because the po-

sitions of the calibration peaks in the Channel D data change significantly more than those

of the other channels as a function of time. The positions on the detector corresponding to

each of those channels are shown in the photograph of the detector at the upper left of Fig.

2.19. Channel A wraps around the outside edge of the detector, and channels B, C, and D

are in the middle. The relative signal strengths between the four channels, combined with

the arrival time of the event at each channel, can be used to determine the location of an

event in two dimensions.

The saturation effect mentioned earlier is illustrated in Fig. F.2, which shows the Am-

241 event spectrum at 100 V DC power supply bias generated from the peak maxima

values for each event measured on each channel. The data for this plot was taken when

the temperature of the dilution refrigerator was carefully monitored and kept as close to
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Figure F.2: Histogram showing the sum of the signal from each channel for the dataset
from the evening of March 28, 2018. The spectra includes only the events from the Am-241
source, selected via energy and timing cuts. The temperature of the dilution refrigerator
was carefully monitored and kept as close to constant as possible for these data.

constant as possible. Nonetheless, the 59.5 keV peak appears shifted towards the peaks

near 20 keV compared to the data taken with a silicon drift detector shown in Fig. 2.24,

which demonstrates the saturation effect since the sum of all the channels includes Channel

D, the channel closest to the Am-241 source. In other words, because of the location of the

source, the largest energy for each event from the Am-241 source is deposited on Channel

D compared to the other channels, which makes Channel D the most susceptible of the

four to saturation when measuring events from the Am-241 source.

Comparing Fig. F.2 to the plots in Fig. F.3 also shows how integrating over the pulse,

rather than measuring the peak value as a proxy for energy, seems to be unaffected by

saturation. This is also the reason for the significant difference in the x-axes of the plots in

the two figures. The reason why the pulse integral is a better energy estimator than simply

taking the peak has to do with the electrothermal feedback that permits negative feedback

202



Figure F.3: Spectra showing events from the calibration source only for channel D for
different voltages and datasets. All spectra, except that at the lower right, are from the data
during which the turbopump was off and the temperature of the dilution refrigerator was
carefully monitored. The spectrum at the lower right is from a different dataset with many
triggered events at 100 V.

TES operation. Following Ref. [186] in Ref. [187] and Ref. [188], the power-to-current

transfer function for a TES is given as

∂P

∂I
(ω) =

[
I0

(
1− 1

L

)(
1 +

iωτ0

1−L

)]
R` +R0 (1 + β) + iωL+

R0L (2 + β)

(1−L )

(
1 +

iωτ0

1−L

)
 , (F.1)

which can be rewritten as

∂P

∂I
(ω) =

I0

L
(L − 1− iωτ0)

[
R` +R0 (1 + β) + iωL+

R0L (2 + β)

1−L + iωτ0

]
(F.2)

where i is the imaginary unit, ω is the angular frequency, L is the loop gain, L is the
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inductance of the TES input coil, R` = RSH + RPAR, the sum of the shunt and parasitic

resistances, R0 is the steady-state resistance of the TES, I0 is the steady-state current of

the TES, τ0 is a time constant, and

β ≡ I0

R0

∂R

∂I

∣∣∣∣
T0

. (F.3)

When L tends to infinity, which is a good approximation when the TES is low in the

transition, the zero-frequency component of ∂P/∂I becomes

∂P

∂I
(0) = I0 (R` −R0) , (F.4)

or

dP0 = I0 (R` −R0) . (F.5)

Substituting R0 = Vb/I0 −R` gives

dP0 = I0 (2I0R` − Vb) . (F.6)

By energy conservation, dPabs = −dP0, which implies

∆Pabs = −∆P0 = −
∫ P ′

0+∆P0

P ′
0

dP0 (F.7)

=

∫ I′0+∆I

I′0

(Vb − 2I0R`) dI0, (F.8)

or

∆Pabs = (Vb − 2I0R`) ∆I −∆I2R`. (F.9)
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Hence, the total energy absorbed is the total time integral of Eq. F.9 given by

Eabs =

∫ ∞
0

[
(Vb − 2I0R`) ∆I −∆I2R`

]
dt. (F.10)

For this reason, the pulse integral is a better energy estimator than the pulse height, and,

because of Eq. F.10 derived from electrothermal feedback, the pulse integral should also

be independent of saturation [185].

Hence, to elaborate, the plots in Fig. F.3 are generated by integrating the entire peak

for Channel D for datasets biased at different voltages by the high-voltage DC power

supply. Only traces that had maximal energy on channel D and were within the regions

on the timing parameter cuts similar to those in Fig. F.6 were included since these cuts

include events from the Am-241 source and exclude events from the background. For

these plots, data traces were filtered via a moving average with a window of 9 time steps,

each of which is 1.28 µs long, with order 100. On the other hand, Fig. F.2 was made by

summing the peak values of all four channels. The raw data traces were filtered with the

same moving average algorithm as those used to generate Fig. F.3, except with window

size 5 and order 5. The same cuts, defined using the timing parameter and energy deposited

on each channel, were utilized. However, the energy cut was made using the peak maxima,

not the integrated values for each channel.

Since it is more difficult to identify the location of the 17.8 keV calibration peak in

the plots used for illustrating the time dependence, such as Fig. F.4, the integrated value

of pulses is used rather than the peak maxima. Thus, the sum of the peak maxima for

Channels A, B, and C is used to simultaneously mitigate saturation effects while allowing

one to correct for the time dependence in the data from the calibration source.

The 758,851 events in the entire run were sorted and divided based on the time the

event happened, as recorded by the digitizer. In other words, continuous data were treated
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Figure F.4: Scatter plot showing all of the events passing the calibration cut prior to the
time-dependent correction. Every event is a single point, and the amplitude for each point
is found using the sum of channels A, B, and C. The plot shows the scaled ADC counts
as a function of time index, which contracts the data taken over several days into a scatter
plot that displays all of the data. The peak used for calibration is the most prominent line
near 250 ADC counts. The voltage is that supplied by the DC power supply.

as one “dataset.” Time gaps larger than a few seconds were counted as separate datasets.

Any changes in amplifier gain or voltage were also counted as dataset divisions. Since

datasets with less than a hundred or so events have too few events to easily discern the

calibration peaks, the data were divided by hand based on the time each data file was taken,

the folders into which the data were divided during acquisition, the ADC gain information

recorded with each trace, and the DC power supply voltage bias applied. For example, if

there is a jump of several minutes or a change in the ADC gain from one set of data files

to another, then the next set of files is considered a new dataset.

Once each dataset was defined using the procedure in the previous paragraph, the raw

traces were filtered using a moving average filter with a window size of 5 time bins, or 6.4

µs, and an order of 5. The peak value is found by evaluating the global maximum for each

trace and channel. The baseline is found by calculating the median of the first 30% of the
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Figure F.5: Scatter plot showing all of the events from datasets with enough events for
time-dependent calibration. Every event is a single point, and the amplitude for each point
is found using the sum of channels A, B, and C. All of the lines close to the main calibration
line are now much more aligned than prior to calibration. The position of the highest-
energy line, although much improved compared to prior to this calibration, still fluctuates
significantly with time. Additionally, there are small time-dependent fluctuations in the
low-energy peaks, especially near time indices of 1800, 2800, 3200, and 4200. The voltage
is that supplied by the DC power supply.

trace for each channel and is subtracted from the global maximum to find the maximum

height of the peak for each channel. The start time of the pulse, necessary for the timing

cut, is found by fitting a line to values from 20% to 60% of the peak height for each channel

and finding the point where the line intersects the baseline. The x-coordinate of this point

gives the start time of the pulse. After the raw data is processed, the timing cut selects

the population of events localized on Channel D and the energy cut selects events with

maximal energy deposition on channel D. Example plots showing the timing parameter

and the timing parameter cut are shown in Fig. F.6. ∼100 histograms were generated via

bin sizes calculated using a modified Freedman-Diaconis relation [189]. The modification

used a larger scaling factor than 2, which is the standard Freedman-Diaconis rule, due to
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Figure F.6: Time delay partition plots showing the large discrepancy in time delay between
data at 0 V bias (left) and that with voltage applied (right, 100 V DC power supply bias).
The Am-241 source events are circled.

the multi-valued nature of the data distributions. For the data at 0 volts the factor was 4, for

that at ±10 volts it was 10, and it was 24 for that at the other voltages. For each histogram

a window for the calibration peak was selected by hand, and a Gaussian fit was applied to

the points within the window. A χ2 statistic was calculated for each fit, and each fit was

manually inspected for quality.

The positions of the calibration peak in each dataset was used as a multiplicative scal-

ing factor for all of the data as a function of time. Since the dilution refrigerator tem-

perature was kept as close to constant as possible for this dataset, the data with zero or

positive bias voltage applied was rescaled to those data. Data taken with negative volt-

age bias, since there is no clear reference dataset, were kept unscaled. In other words,

dividing by the time-dependent calibration factor from the calibration peak preserves the

Luke-Neganov gain effect at positive voltages after the correction but does not for negative

voltage bias data.
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Figure F.7: Spectrum of all data taken during Run 7 at 100 V. The amplitude for each point
is found using the sum of channels A, B, and C. The data were combined by calibrating
for any time-dependent detector performance using the location of the peak between 200
and 250 ADC counts. Any datasets with too few events to distinguish that peak are ex-
cluded. The locations of three of the more prominent peaks are indicated (13.9 keV, 17
keV and 59.5 keV). The secondary peak next to the 59.5 keV peak is from events that
have Compton-scattered with materials outside the detector and were then measured by
the detector. The voltage is that supplied by the DC power supply.

The results of the calibrations are best illustrated by the scatter plots in Fig. F.4 and

Fig. F.5, which represent data before and after the time-dependent calibration, respec-

tively. These scatter plots show the Channels A, B, and C summed peak values for each

event as a function of time index, which is the index position of each event sorted with

respect to time, within the set of data at 100 volts bias. This representation shows how

variations in detector performance can have an effect even on events at energies too small

to saturate the channel. The time-dependent calibration significantly reduces the variation

in peak position due to the variation in detector performance with time. However, the ben-

efit is much less pronounced for the 59.5 keV peak than it is for the peaks near 20 keV.

Additionally, even the low-energy calibration is not perfect since there are nontrivial vari-
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ations within each dataset, especially near time indices of 1800, 2800, 3200, and 4200 in

Fig. F.5. These variations could be caused by subtle changes in electronics amplifier gain

during a data-taking session, which would shift the line but make it difficult to correct for,

charge accumulation on the detector that would slowly drift the calibration lines because

of the changing electric field inside the detector, or detector heating the higher the applied

voltage, which would affect TES performance, and hence shift the location of the lines

over time, among other possible reasons. For this reason, a future time-dependent cali-

bration based on each channel separately rather than the sum that takes into account the

sub-dataset variation should significantly improve the quality of this data.

With the time-dependent correction applied, histograms of the calibration source data,

selected via energy and timing parameter cuts, at each voltage over the entire run time were

generated. These cuts are implemented so that particle interaction event analyses select a

particular population of events, in this case the x-rays originating from the Am-241 source.

The energy cut is such that the energy of the event measured by channel D must be greater

than the energy measured in any other channel. The timing parameter cut uses the relative

start time of the pulse on each channel to localize where in the detector the event takes

place. The cut using the timing parameter selects events from the population on Channel

D, as shown in Fig. F.6. A representative histogram for 100 volts bias, for which there is

by far the most data, is shown in Fig. F.7.

In the future, an analysis such as this could be used for calibrating contact-free high-

voltage detectors over long time periods. Doing so could improve detector resolution at

the high voltages needed to reach single-electron resolution.
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