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ABSTRACT 

 

Nearly every mammalian cell exhibits daily rhythms in gene expression, 

which guide the activation of tissue-specific processes across the day. Rhythms in 

peripheral tissues are synchronized by neuronal and hormonal rhythmic signals as 

well as rhythms of body temperature and food intake, all of which originate from the 

master circadian clock located in the suprachiasmatic nucleus (SCN) of the 

hypothalamus. However, how these rhythmic signals contribute to the oscillations of 

gene expression and biological functions remains unknown. Increasing evidence 

suggests that systemic signals, and more specifically rhythmic food intake (RFI), 

can regulate rhythmic gene expression independently of the circadian clock. 

Additionally, experiments have shown that anywhere from 15-30% of the mouse 

hepatic transcriptome is rhythmic. However, these experiments only look at 

expression on an overall gene level, and so the importance of rhythmic gene 

expression may be understated as certain isoforms of arrhythmic genes may be 

rhythmic. 

To determine the relative contribution of cell autonomous clocks versus RFI 

in the regulation of rhythmic gene expression, we developed a system that allows 

long-term manipulation of the daily rhythm of food intake in the mouse, and 

analyzed liver gene expression by RNA-Seq in mice fed ad libitum, only at night, or 

arrhythmically (mouse eating 1/8th of their daily food intake every 3 hours). We show 

that 70% of the cycling mouse liver transcriptome loses rhythmicity under 
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arrhythmic feeding. Remarkably, this loss of rhythmic gene expression under 

arrhythmic feeding is independent of the liver circadian clock, which continues to 

exhibit normal oscillations in core clock gene expression. Together, these results 

demonstrate that systemic signals driven by rhythmic food intake play a more 

important role than the cell-autonomous circadian clock in driving rhythms in liver 

gene expression. 

 Next, to determine if alternative polyadenylation results in differential 

rhythmic expression of transcripts, we performed 3‟-end mRNA-Seq and found that 

15% of mouse hepatic transcriptome with more than one PAS exhibits differential 

rhythmic expression. Importantly, the major cause for this differential expression 

was found to be strongly related to co-transcriptional processes vs. transcriptional 

or post-transcriptional, and indicates that gene isoforms are independently 

regulated.  
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CHAPTER I  

INTRODUCTION  

 

The circadian clock 

Circadian clocks have been observed throughout a broad range of organisms 

including insects, plants, fungi, and cyanobacteria1. Nearly all of the circadian 

clocks through the different phyla contain a core set of genes that act in a similar 

manner in a transcriptional / translational feedback loop, where a positive element 

activates transcription of the negative elements that eventually turn off the positive 

element and close the loop. The positive elements also activate the expression of 

clock-controlled genes, resulting in circadian expression of those genes. They 

govern a wide variety of biological processes that result in peaks and troughs in 

patterns of behavior, metabolism, physiology, gene processing, and so on. In most 

circumstances, the circadian clock is entrained to the daily 24-hour rhythm in light 

exposure experienced on Earth. In order to standardize timekeeping measurements 

across phyla, the concept of Zeitgeber Time (ZT) arose, where (for example) in a 

system with 12 hours of light followed by 12 hours of dark (LD), ZT0 would indicate 

time at the start of lights-on and ZT12 would indicate the start of lights-off. In 

constant darkness (DD), the timekeeping mechanisms continue in a free-running 

manner in its last entrained phase, and time is indicated in Circadian Time (CT).  
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The mammalian circadian clock 

Nearly every cell in mammals contains the molecular components of the 

circadian clock. These cells are synchronized by signals coming from the master 

circadian clock located in the suprachiasmatic nucleus (SCN) in the hypothalamus 

region of the brain, which is entrained primarily by light:dark cycles received through 

the optic nerve1-3. The SCN then regulates multiple pathways and processes, such 

as body temperature, hormones, feeding behavior, and autonomic nervous 

signaling in order to entrain peripheral clocks in other tissues, ensuring that 

rhythmic gene and protein expression is synchronized across all tissues throughout 

the mammalian body2,4. These specific pathways and events that interact and result 

in setting the phase of the circadian clock in every tissue are known as Zeitgebers 

(German: time-givers). 

 On a molecular level, the circadian clock is composed of multiple proteins 

that form a transcriptional-translational negative feedback loop5. The positive arm in 

mammals is composed of the two genes Clock and Bmal1, whose proteins 

heterodimerize to form CLOCK:BMAL1, a bHLH transcription factor6. 

CLOCK:BMAL1 binds at canonical e-boxes composed of the nucleotide motif 

CACGTG during the day in order to help activate transcription of its target genes7 

(Figure I-1). Two such target genes are the Period family (Per1, Per2, Per3) and the 

Cryptochrome family (Cry1, Cry2). After the Per and Cry mRNA is exported outside 

the nucleus and translated, PER and CRY proteins form a heterodimer that 

translocates back inside the nucleus during the end of the day, bind to 
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CLOCK:BMAL1 and repress its ability to bind DNA, resulting in removal of 

CLOCK:BMAL1 from the DNA8. As more and more of CLOCK:BMAL1 is bound by 

the PER:CRY complex, eventually all daytime-phased transcription is turned off 

including the transcription of Per and Cry, which are slowly degraded. By the end of 

the night, most of the PER:CRY complexes have been degraded, leading to 

CLOCK:BMAL1 once again being able to bind DNA and re-initiating daytime-

phased transcription. 

 Two other transcription factors, the Ror family (Rorα, Rorβ, Rorγ) and Rev-

erb family (Rev-erbα, Rev-erbβ) are also part of the molecular circadian clock, and 

act as transcriptional activators and repressors, respectively. They both bind to 

ROR/REV-ERB response elements (ROREs) near their own target genes, which 

include Bmal1 itself as well as many CLOCK:BMAL1 target genes, in order to 

modulate gene expression (Figure I-1). Double knockout (DKO) of both Rev-erbs 

strongly affects both circadian gene expression as well as lipid homeostasis9. 

 Much of the control of the circadian clock is exerted at the transcriptional 

level, as the core clock TF CLOCK:BMAL1 as well as the secondary TFs RORα and 

REV-ERBα rhythmically activate transcription of clock-controlled genes through 

both direct and indirect methods. Activation of biochemical pathways at certain 

times of the day through transcription of the corresponding genes separates 

opposing processes such that cellular energy is utilized in an efficient manner10. 
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Figure I-1 The core mammalian clock genes 
 

 

Regulation of gene expression and alternative polyadenylation in eukaryotes 

 In eukaryotes, transcription begins with the enzyme RNA Polymerase II 

binding to a promoter and starting transcribing at the transcription start site (TSS), 

which continues through the end of the gene and past the transcription termination 

site (TTS) until it is removed, releasing the nascent RNA transcript11. Cleavage and 

polyadenylation specificity factors (CPSF) loaded onto the C-terminal domain (CTD) 
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of Pol II detect the motif AAUAAA in the 3‟ UTR and cleave off any extraneous 

nucleotides approximately 15-35nt downstream at the polyadenylation site (PAS), 

which sometimes overlaps with the TTS12,13. Multiple potential PAS may be present 

in a gene, leading to the phenomenon known as alternative polyadenylation (APA), 

detailed below14,15. The enzyme poly(A) polymerase, part of the 

cleave/polyadenylation complex, then begins to synthesize a poly(A) tail onto the 

end of the transcript16. Finally, the 5‟ guanosine cap is added, introns are spliced 

out, and the now-mature mRNA is exported outside the nucleus in order to be 

translated or degraded17. 

 Initiation of transcription is a complicated process involving many different 

proteins and several DNA elements, including promoters and enhancers. 

Enhancers are short DNA elements of approximately 50-1500 base pairs18 that 

increase the likelihood of transcription occurring of their target genes. They serve as 

binding locations for at least 98.5% of all transcription factors19, and so are major 

targets to study in order to understand transcription initiation. During the early steps 

of transcription initiation, the Mediator complex binds the gene promoter, growing 

PIC complex, and enhancers related to the target gene, bringing them into close 

proximity and allowing the enhancers to direct transcription. However, it is not 

currently well understood exactly how enhancers instruct Pol II through the Mediator 

complex, or potentially other genes or complexes, that results in changes in the 

transcription process20.  
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 Most mammalian genes harbor multiple polyadenylation sites, whose 

alternative usage increases the number of possible transcript isoforms15,21,22. The 

position of these alternative polyadenylation sites (APAS) can have large effects on 

3‟ UTR length and/or protein sequence, leading to transcripts being truncated or 

containing additional exonic or intronic sequences14,23. The length of the 3‟ UTR tail 

has implications on stability, as it is targeted by RNA binding proteins (RBP), 

miRNA, and lncRNA in order to be regulated24-27. Moreover, recent evidence 

proposes that differences in the RNA transcript 3‟ UTR lengths can lead to profound 

differences in the resulting protein localization28. APA has also been shown to 

regulate processes like pluripotency29,30, and defects in APAS can lead to a 

multitude of health effects including cancer31-34, indicating that is it not an 

insignificant phenomenon. 

 The process by which APAS transcripts are chosen to be expressed both 

within a single tissue, as well as between different tissues, is yet to be well 

understood. Certain genes may choose to always express the longer isoform in one 

tissue, and other genes the shorter isoform, with few observable reasons as to 

why35. One emerging model on the tissue-specificity front involves using differing 

amounts of polyadenylation proteins during transcription, however this has yet to be 

shown experimentally36. Previous studies have suggested that APAS isoforms 

within tissues are co-regulated, where an increase in proximal PAS usage will lead 

to an equivalent decrease in distal PAS usage33,37. Furthermore, the binding of 3‟ 

UTRs by RBPs plays a large role in how a transcript is expressed26,30,38,39. Overall, 



 

7 

 

the process by which genes are individually regulated is an extensive, multifactorial 

issue that remains poorly understood. A number of different mechanisms mentioned 

here interact in order to activate transcription, all of which contain the potential for 

modifications leading to alternative regulation. 

 

Circadian and tissue-specific expression 

 Rhythmic gene expression is a hallmark of circadian rhythms, and is found in 

any organisms having a circadian clock. In mice, genes are rhythmically expressed 

across a 24-hour period in almost every tissue, with the liver containing the highest 

number of rhythmically expressed genes (REG)40. Estimates for the number of REG 

in the liver under ad libitum conditions range from 10-20% of the transcriptome, with 

parts of the brain being the least rhythmic. Interestingly, this trend appears to 

reverse for primates, where the liver has very few REG, and the brain systems are 

among the most rhythmic41,42. While approximately 50% of the transcriptome is 

rhythmically expressed in at least one tissue, most genes are only rhythmically 

expressed in only a few (or just one) tissue.  

The molecular circadian clock has multiple transcription factors (TFs) that 

have both unique and overlapping target genes9,43,44. Additionally, these TFs all 

have different peak and trough binding times, leading to modulation of gene 

expression in a circadian manner. The prevailing model in the field has been that 

once entrained, each peripheral clock then regulates its own tissue-specific 

rhythmic gene expression in a cell-autonomous manner; for example, the hepatic 
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liver clock should be driving most if not all of the rhythmic gene expression in the 

liver. However, recent papers are starting to challenge this model. One study 

discovered that, despite CLOCK:BMAL1 always binding to all of its target genes in 

the same small window of time every day, its target genes have a large amount of 

heterogeneity in their rhythmic expression45. The same circadian machinery leads 

to differing outputs within the liver, indicating that the clock in its transcriptional 

capacity cannot be the sole determinant of rhythmic gene expression46. 

Tissues may express large numbers of tissue-specific genes that are 

responsible for the unique characteristics and processes of each tissue47. In 

addition, not only does each tissue have shared vs. uniquely expressed genes, it 

also has shared vs. uniquely rhythmically expressed genes. A gene that is not 

expressed in one tissue may be expressed and arrhythmic in another tissue, and 

expressed and rhythmic in yet another tissue. As the molecular circadian 

components are the same between tissues8, how the clock drives rhythmic gene 

expression differently between tissues is not yet well understood. However, it 

appears that chromatin accessibility and enhancer interactions appear to play a 

large role48. Thus, recent studies have made an effort to distinguish how the same 

molecular clock mechanism can result in both differential circadian expression 

within tissues45 as well as between tissues48 and have found a large number of 

correlations, but the true mechanisms have yet to be discovered.  

 Disruptions in the circadian clock have been linked to a wide variety of 

pathological disorders49-54. Additionally, a large number of biological processes 
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have been shown to interact with the circadian clock55-60, where the resulting 

phenotype may not be immediately obvious, yet many pathways would be 

interrupted. Finally, the degree to which certain drugs may be metabolized or 

present risks of toxicity across the 24-hour day is an aspect of circadian metabolism 

and the control of which is an emerging field (chronotherapeutics)40,61,62. Therefore, 

disruptions in the functioning of the circadian machinery can have large downstream 

implications on health.  

 

Role of rhythmic food intake in the regulation of rhythmic gene expression 

 The circadian clock plays an extensive role in metabolism, where it 

temporally regulates catabolic and anabolic processes in a manner that is believed 

to maximize the potential energy output from food intake and metabolism63-65. 

Multiple pathways and genes have been shown that implicate the circadian clock in 

the liver and its response to current nutrient status66-69. Additionally, 

desynchronization between the SCN and peripheral clocks is shown to be 

significantly related to the development of metabolic disorders10,70. 

Feeding in the form of feeding/fasting cycles has been extensively studied for 

its ability to act as a Zeitgeber and entrain the phase of the circadian clock in 

peripheral tissues by somehow bypassing the control of the SCN. Under ad libitum 

conditions, the SCN through its multiple pathways entices mice to eat at roughly the 

same time every day, resulting in the typical 75%:25% night:day breakdown of food 

intake as well as the SCN and liver maintaining the same phase of rhythmic gene 
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expression4,71. Under a time-restricted feeding schedule during the day (tRF-day), 

core clock genes in the liver, but not the SCN, will shift by up to 12 hours72. Further 

studies extended this by performing a genome-wide approach and showing that 

tRF-day synchronizes the rhythmic expression of many genes to be day-phased, 

mimicking what is seen in the core clock genes73. This also occurs in a clock-

deficient cry1-/-;cry2-/- double knockout, indicating that both the clock and feeding 

can act as synchronizing cues. Importantly, under fasting the expression of many 

genes that are rhythmic under ad libitum conditions is lost, raising the question of 

whether feeding status or rhythmic food intake is required for rhythmic expression of 

these genes. Further studies have shown that there appear to be a divide in gene 

expression in the liver, and potentially other tissues, where rhythmic gene 

expression of some genes is driven more by systemic signaling coming from the 

SCN, and for other genes is driven by a combination of feeding and systemic 

signals74-76. Finally, both circadian expression and RFI modify transcription and 

translation efficiency, lending support to the separation of these two effects in 

driving gene expression77,78. 

 Some aspects of rhythmic food intake have been shown to have a large 

effect on the health of the organism. Restricting time of feeding to the night (tRF-

night), the active phase for mice, improves health both in wild-type mice and in 

those with a dysfunctional circadian clock79. Furthermore, a nutritional challenge 

such as high-fat diet (HFD) or a ketogenic diet under ad libitum conditions results in 

results in obesity, diabetes, and metabolic syndromes, as well as affecting clock 
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gene expression80-82. However, under tRF-night, many of the negative effects are 

either negated or dampened, suggesting that tRF may be a potential tool for 

translational health83.  

 

Project aims 

As described above, the role of feeding rhythms in the regulation of rhythmic 

gene expression was poorly understood. In particular, it was unknown whether the 

expression of genes controlled by feeding was due to a simple feeding/fasting 

switch, or if it was actually the rhythmic component of rhythmic food intake (RFI) 

that was driving rhythmic gene expression. Therefore, the first aim of my Ph.D. 

(Chapter II) was to determine if amplitude of RFI can regulate rhythmic gene 

expression without affecting oscillations in the molecular circadian clock. Previous 

studies examining feeding/fasting cycles had already determined that food intake is 

necessary for promoting rhythmic expression of many genes, even before the point 

where mice would die from starvation. However, little was known about the actual 

effect of a highly rhythmic (night-restricted) feeding schedule versus that of an 

arrhythmic feeding schedule, where mice had to eat an equal amount across 24 

hour periods. To that end, we designed a system by which we could feed mice on 

custom feeding schedules and maintained them on arrhythmic, ad libitum, and 

night-restricted feeding schedules for 5 consecutive weeks. We discovered that RFI 

was positively correlated to the number of rhythmic genes in the mouse liver, which 

we designated as feeding-controlled genes. Furthermore, there was a class of 
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genes that does not respond at all to feeding status, which we termed clock-

controlled. We concluded that approximately 70% of the cycling hepatic 

transcriptome depends at least partly on RFI for dictating gene expression.  

The second aim of my Ph.D. (Chapter III) was to examine the rhythmicity 

of different 3‟ isoforms, as measured by polyadenylation site (PAS) usage, and 

determine if there was differential rhythmic expression between isoforms of the 

same genes. Studies which investigate gene expression often do so at a whole-

gene level, where expression across all isoforms is summed and a single value is 

reported for each gene. However, how each specific isoform is regulated is not yet 

well understood, and thus the potential exists for many of these projects to leave 

key information undiscovered if isoforms are differentially regulated, instead of 

regulated as a whole unit as is otherwise expected. We investigated three avenues 

that could potentially explain the differences in rhythmic expression between the 

isoforms of these genes, and overall found that approximately 10% of the entire 

hepatic mouse transcriptome contains PAS that are differentially regulated in a 

rhythmic manner.  
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CHAPTER II  

RHYTHMIC FOOD INTAKE DRIVES RHYTHMIC GENE EXPRESSION MORE 

POTENTLY THAN THE HEPATIC CIRCADIAN CLOCK IN MICE* 

 

Overview 

Every mammalian tissue exhibits daily rhythms in gene expression to control 

the activation of tissue-specific processes at the most appropriate time of the day. 

Much of this rhythmic expression is thought to be driven cell-autonomously by 

molecular circadian clocks present throughout the body. By manipulating the daily 

rhythm of food intake in the mouse, we here show that more than 70% of the cycling 

mouse liver transcriptome loses rhythmicity under arrhythmic feeding. Remarkably, 

core clock genes are not among the 70% of genes losing rhythmic expression, and 

their expression continues to exhibit normal oscillations in arrhythmically-fed mice. 

Manipulation of rhythmic food intake also alters the timing of key signaling and 

metabolic pathways without altering the hepatic clock oscillations. Our findings thus 

demonstrate that systemic signals driven by rhythmic food intake significantly 

contribute to driving rhythms in liver gene expression and metabolic functions 

independently of the cell-autonomous hepatic clock. 

  

                                            

*Reprinted with permission from “Rhythmic Food Intake Drives Rhythmic Gene Expression More 
Potently than the Hepatic Circadian Clock in Mice”, Greenwell, B J et al. 2019. Cell Reports, 27, 649-
657. Copyright 2019 by Elsevier.  
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Introduction 

Nearly every mammalian cell harbors a molecular circadian clock that drives 

rhythmic gene expression to coordinate daily cycles in metabolism, physiology and 

behavior. These clocks are synchronized to the daily environmental variation by the 

master circadian pacemaker located in the suprachiasmatic nucleus (SCN) of the 

hypothalamus, which is itself entrained to the light:dark cycle via direct retinal 

innervation 1,2. The SCN utilizes multiple cues to synchronize peripheral clocks, 

including rhythms in neuronal signaling, hormones secretion, body temperature, and 

food intake 2. The hierarchical organization of the circadian system positions the 

SCN as the master coordinator of all peripheral clocks, ensuring that they are all 

properly entrained to the environment and synchronized throughout the body. 

Entrained peripheral clocks are thought to then regulate rhythmic gene expression 

in a cell-autonomous manner to initiate tissue-specific circadian transcriptional 

programs that control the rhythmicity of biological processes 3-5. Experiments using 

temporal-restricted feeding paradigms demonstrated that the daily rhythm of food 

intake is a major synchronizing cue for the circadian clock and circadian 

transcriptional programs in the liver and other peripheral tissues 6-13. However, 

recent evidence suggests that SCN-driven cues, in particular the rhythm of food 

intake, can also drive rhythmic gene expression in peripheral tissues without 

involving cell-autonomous molecular clocks 9,14-17. In this study, we investigated this 

possibility by analyzing the role of the daily rhythm of food intake in driving circadian 

hepatic functions in the mouse. We found that, contrary to current models, rhythmic 
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food intake drives the majority of rhythmic gene expression independently of the 

cell-autonomous hepatic clock. 

 

Results and discussion 

To characterize the contribution of rhythmic food intake (RFI) to circadian 

biology and rhythmic gene expression, we developed a feeding system that allows 

for the long-term manipulation of RFI in the mouse (Figure II-A). This system 

exposes each mouse to a new feeding compartment every 3 hours. We fed mice 

under 3 feeding paradigms: 1/8th of the daily food intake every 3 h (arrhythmic 

feeding, AR), only at night (i.e., night-restricted feeding, NR), or ad libitum (LB) 

(Figure II-A, Figure II-2A-B). As previously shown, mice fed ad libitum in a 12:12 

light:dark (LD12:12) cycle exhibit robust rhythms of food intake and eat 75% of their 

daily food intake at night (Figure II- B-C, Figure II-2B). Change to the NR or AR 

paradigms profoundly affects the daily profile of RFI. While all mice still eat the 

majority of their food at night, the amount of chow eaten during the light phase 

varied considerably from 48.9% in AR-fed mice to 0% in NR-fed mice (and 23.8% in 

LB-fed mice; Figures 1B, 1C). Because AR-fed mice displayed difficulties in 

adapting fully to the AR-feeding paradigm and ate less from ZT6 to ZT12, we 

doubled the number of mice and separated them after 5 weeks into an AR group 

(robust dampening of RFI) and DR group (less robust dampening of RFI) (Figure 

II- B-C). 
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Figure II-1 Mice fed arrhythmically remain behaviorally rhythmic 
(A) Overview of the feeding system. An 8-compartment food dispenser is placed on a 24 h 
timer and capped by a lid such that only one compartment is accessible at a time. (B) 
Average food eaten from each of the eight compartments for seven consecutive days in 
mice acclimated to their feeding paradigm for 4 weeks (mean ± s.e.m; n = 18 per 
paradigm). AR: arrhythmic feeding (red); DR: dampened feeding rhythm (orange); LB: ad 
libitum feeding (black); NR: night-restricted feeding (gray) (C) Quantification of the food 
eaten during the day and night. # indicates a significant difference in food eaten during the 
day vs. night before and after adaptation to feeding paradigms (p-value < 0.05, repeated 
measures two-way ANOVA). (D-F) Rhythms of body temperature (D), physical activity (E), 
and lick counts (drinking behavior) (F) for seven consecutive days (n=7-8 per feeding 
paradigm). The yellow bar indicates time of dispenser change-out at ZT8. Shading 
represents the s.e.m. 
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To determine if RFI manipulation alters other physiological and behavioral 

rhythms, we implanted mice with telemeters and tracked the body temperature, 

physical activity, and number of water bottle licks (interpreted as drinking behavior) 

(Figure II- D-F, Figure II-2 C-E). Body temperature continued to exhibit normal daily 

oscillations in AR mice and LB mice, and was significantly decreased by ~1ºC 

during the day in NR mice, potentially due to the lack of feeding during the rest 

phase as shown in other studies6,13 (Figure II-D, Figure II-2C). Physical activity and 

drinking behavior were not affected by changes in RFI, and continued to exhibit 

robust oscillations across the 24-hour day (Figure II- E-F, Figure II-2 D-E). Thus, 

mice fed arrhythmically remain behaviorally rhythmic and still exhibit a rhythmic 

drive to feed when active at night, indicating that we uncoupled the rhythm of food 

intake from other rhythmic behaviors in AR-fed mice. 
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Figure II-2 (Supplement) Mice fed arrhythmically remain behaviorally rhythmic 
(A) Pictures of the feeding system. Note that the lid blocks the access to 7 out of the 8 food 
compartments such that only 3 hours of food is available at one time. (B) Food eaten from 
each of the eight compartments for the first seven consecutive days of feeding while mice 
are all on ad libitum feeding, n=18 per feeding paradigm. AR: arrhythmic feeding (red); DR: 
dampened feeding rhythm (orange); LB: ad libitum feeding (black); NR: night-restricted 
feeding (gray) (C-E) Seven consecutive days of body temperature, physical activity, and lick 
counts that are averaged in Figure II- D-F (n=7-8 per feeding paradigm). (C‟-E‟) 
Quantification of the seven consecutive days represented in (C-E), with empty bars 
corresponding to the data recorded during daytime, and solid bars to data recorded during 
nighttime.  
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RFI is a potent cue for synchronizing circadian rhythms in peripheral 

tissues4,6,9,12,14. To determine if manipulation of RFI alters the rhythmic hepatic 

transcriptome, we collected the livers of mice fed for 5 weeks under the three 

different feeding paradigms in LD12:12 every 4 hours for 24 hours, and sequenced 

3‟-mRNA (n = 3 per paradigm and timepoint). Genome-wide analysis of rhythmic 

gene expression, performed using four independent statistical programs (see 

Methods for details), revealed that the number of rhythmically expressed genes 

under each feeding paradigm correlates with the amplitude of RFI (Figure II-3A, 

Table II-1, Table II-2). However, rhythmically expressed genes exhibit a relatively 

poor overlap between each feeding paradigm, with approximately 1600 and 500 

genes found to be uniquely rhythmically expressed under NR and AR feeding, 

respectively (Figure II-3B). 
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Program AR LB NR 

Harmonic regression 390 800 1814 

Metacycle 1345 1630 3103 

F24 417 880 1874 

RAIN 1527 2287 3344 

Table II-1 Statistical analysis of rhythmic gene expression 
A: Number of rhythmically expressed genes in the mouse liver based on the feeding 

paradigm and the statistical program (q-value 0.05). AR: arrhythmic feeding; LB: ad libitum 
feeding; NR: night-restricted feeding. 

 
 
 

Number of 
programs AR LB NR 

1 1811 2473 3767 

2 1061 1454 2718 

3 448 912 1926 

4 359 758 1724 

Table II-2 Number of rhythmically expressed genes based on the feeding 
paradigm 

Number of rhythmically expressed genes based on the feeding paradigm (AR: arrhythmic 
feeding; LB: ad libitum feeding; NR: night-restricted feeding) and the number of programs 

that classify a gene as rhythmically expressed (q-value 0.05). The four programs used 
were Harmonic regression18, Metacycle19, F2420, and RAIN21. 
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Figure II-3 Manipulation of rhythmic food intake impairs rhythmic gene 
expression in the mouse liver 

(A) Number of rhythmically expressed genes in the liver of mice fed arrhythmically (AR; 
red), ad libitum (LB; black) or only at night (NR; gray). See STAR methods for details about 
the statistical analysis. (B) Overlap of rhythmically expressed genes between the three 
feeding paradigms. (C) Above: averaged food eaten profile. Shading represents the s.e.m. 
Below: heatmap of standardized expression for four categories: RRR (genes rhythmic in 
NR-, LB-, and AR-fed mice; 324 genes), RRA (genes rhythmic in NR- and LB-fed mice, and 
arrhythmic in AR-fed mice; 555 genes), RAA (genes rhythmic in NR-fed mice only; 1674 
genes), and AAR (genes rhythmic in AR-fed mice only; 495 genes).  
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Figure II-3 Continued  
Data for each column are grouped by timepoint (n = 3 per timepoint) and plotted from left to 
right by increasing timepoint starting at ZT2. Rows are sorted according to the peak phase 
in LB (RRR, RRA), NR (RAA), or AR (AAR). Expression and averaged feeding data for the 
DR mice (dampened-rhythm of food intake; orange) are shown for comparison, but were 

not considered for analysis. 

 

To characterize the contribution of RFI to the regulation of rhythmic gene 

expression in the mouse liver, we focused our analysis on the three major feeding 

paradigms (NR, LB, and AR; see methods for details). Genes were categorized into 

several groups: genes rhythmic in all three feeding paradigms (named RRR for 

rhythmic in NR, LB, and AR), genes whose decreased rhythmicity in gene 

expression parallels the decreased amplitude in RFI (genes rhythmically expressed 

in NR and LB but not in AR, as well as genes rhythmic in NR only; named 

respectively RRA and RAA), and genes that are rhythmic in AR-fed mice only 

(named AAR). Genes rhythmic under all three feeding paradigms (RRR genes) 

maintained a similar phase of expression and only exhibited a small decrease in 

amplitude, suggesting that RFI does not contribute much to their transcription 

(Figure II-3C, Figure II-4 A-C). In contrast, genes in the RRA and RAA categories, 

which represent a large fraction of the expressed mouse liver transcriptome (n = 

2,229 genes), showed a significant dampening in gene expression with a robust 

decrease in amplitude that parallels the decrease in RFI oscillation (Figure II-3C, 

Figure II-4C). Phase analysis revealed that rhythmically expressed RRR, RRA, and 

RAA genes maintained a well-correlated phase of expression across the 24-hour 

day, yet most rhythmic genes were consistently phase-advanced by 1-2 hours in 
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NR- and AR-fed mice when compared to LB-fed mice (Figure II-4 A-B). Genes in 

the AAR category displayed an increased rhythmicity and amplitude in gene 

expression that is inversely correlated with the amplitude of RFI oscillation. Many of 

the AAR genes peak at a uniform phase at the end of the night / beginning of the 

day in AR-fed mice, potentially indicating activation by a single pathway and/or 

transcription factor (Figure II-4D). Pathway enrichment analysis indicate that AAR 

genes are involved in xenobiotic metabolism, response to infection, and protein 

processing in the endoplasmic reticulum (Figure II-4E). While the mechanisms 

underlying their rhythmic expression are unclear, we suspect that most AAR genes 

exhibit a peak of expression at the end of the night / beginning of the day in AR-fed 

mice in response to insufficient food intake at night compared to the physiological 

drive to feed. Taken together, these data indicate that the amplitude of RFI 

significantly contributes to the genome-wide oscillation in gene expression, and that 

more than 70% of the cycling hepatic transcriptome under ad libitum feeding lose 

rhythmicity in mice fed arrhythmically.  

Rhythmic gene expression in the mouse liver is thought to be mostly driven 

by the hepatic circadian clock in a cell-autonomous manner3,4,9. To determine if the 

hepatic molecular clock is responsible for the RFI-dependent decrease in rhythmic 

gene expression, we examined the expression of core clock genes. We found that 

all core clock genes were in the RRR category (Figure II-5A, Figure II-6A), thus 

suggesting that the core molecular clock in the liver is not affected by RFI  
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Figure II-4 (Supplement) Manipulation of rhythmic food intake impairs 
rhythmic gene expression in the mouse liver 

(A) Phase of the 324 and 555 rhythmic genes within the RRR (genes rhythmic in NR-, LB-, 
and AR-fed mice) and RRA (genes rhythmic in NR- and LB-fed mice, and arrhythmic in AR-
fed mice) categories for each feeding paradigm, respectively, organized by increasing 
phase in LB. (B) Phase difference of rhythmic expression between NR-, LB-, and AR-fed 
mice for the 324 and 555 rhythmic genes within the RRR and RRA categories, respectively. 
(C) Relative amplitude (rAMP) as reported by MetaCycle for all genes within each of the 
four categories, and sorted by feeding paradigm. (D) Rose plots of the phase of rhythmic 
genes within each category. Phases are taken such that LB is used whenever possible; 
otherwise, the phase from the most rhythmic feeding paradigm expressed in that category 
is used. Categories shown are RRR (genes rhythmic in NR-, LB-, and AR-fed mice; 324 
genes), RRA (genes rhythmic in NR- and LB-fed mice, and arrhythmic in AR-fed mice; 555 
genes), RAA (genes rhythmic in NR-fed mice only; 1674 genes), and AAR (genes rhythmic 
in AR-fed mice only; 495 genes). (E) Pathway enrichment for the AAR genes. 
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manipulation and that it does not significantly contribute to the RFI-mediated 

changes in RRA and RAA gene expression. 

Based on these results, we hypothesized that the rhythmic expression of 

RRA/RAA genes is mostly driven by RFI, and that the 324 RRR genes are the only 

genes predominantly regulated by the hepatic clock. To test this hypothesis, we 

determined if clock-deficient mice fed only at night could maintain the rhythmic 

expression of RRA/RAA genes, but not RRR genes. To this end, we analyzed a 

public mouse liver RNA-Seq dataset in which wild-type and Bmal1-/- mice were fed 

only at night 15. Visualization of gene expression revealed that most RRR genes 

lose rhythmicity in Bmal1-/- mice, confirming that RRR genes rely on a functional 

clock for rhythmic expression (Figure II-5B). Interestingly, RRR genes peaking at 

the end-of-night/beginning-of-day in wild-type mice become constitutively expressed 

at high levels in Bmal1-/- mice, whereas those peaking at the end-of-day/beginning-

of-night become constitutively expressed at low levels (Figure II-5B, Figure II-6B). 

These results are consistent with direct transcriptional control by CLOCK:BMAL1, 

which binds DNA more potently in the middle of the day and whose direct target 

genes exhibit a similar pattern of expression in Bmal1-/- mice22. On the other hand, 

visualization of RRA/RAA genes in the liver of Bmal1-/- mice fed only at night 

revealed that most of these genes are expressed rhythmically, indicating that their 

rhythmic expression is driven by RFI and not by the hepatic clock (Figure II-5 B-C). 

Quantification of standardized gene expression binned by phase confirmed these 

results; RRR genes exhibit strong effects in median gene expression in response to 
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Bmal1 knockout but not to changes in RFI amplitude, whereas, conversely, RAA 

genes – and to a lesser extent RRA genes – show little to no response in Bmal1-/- 

mice but exhibit strong effects under manipulation of RFI (Figure II-5, Figure II-6B). 

 

Figure II-5 Rhythmic food intake drives most hepatic rhythmic gene 
expression independently of the hepatic clock 

(A) Expression of the core clock genes Bmal1, Clock, Cry1 and Per1 in the liver of mice fed 
arrhythmically (AR; red), ad libitum (LB; black), and only at night (NR; gray) (mean ± s.e.m; 
n = 3 per timepoint). (B) Standardized mouse liver gene expression for wild-type and 
Bmal1-/- mice fed only at night, derived from a public dataset15.  
 



 

35 

 

Figure II-5 Continued 
The RRR, RRA, and RRA categories are represented as in Figure II-3C with the same 
number and ordering of genes (n = 4 per timepoint for wild-type mice, n = 2 per timepoint 
for Bmal1-/- mice). (C) Quantification of the median standardized expression for the RRR, 
RRA, and RAA categories at each timepoint, binned by 4 h windows of phase and shown 
for the ZT20-24 bin. Error bars represent the 95% confidence interval. A figure including 
bins covering the 24 h day is provided as Figure II-6B. (D) Cumulative distributions of log-
transformed p-values for differential rhythmicity in gene expression between AR and NR 
feeding paradigms (left) and between WT and Bmal1-/- backgrounds. p-values were 
obtained from the HANOVA metric of DODR analysis 23. The category AAA (arrhythmic 
gene expression in NR-, LB-, and AR-fed mice) is shown as background. The percentage of 
differentially rhythmic genes is displayed for each category to the right. Groups with 
different letters are significantly different (p<0.05; Kolmogorov-Smirnov test). (E-F) Gene 
expression of four Bmal1 target genes rhythmically expressed in ad libitum conditions, yet 
showing differences in rhythmic expression in response to both feeding and clock function 
(E) or changes in feeding only (F). 

 

 

To further unveil the relative contribution of the hepatic clock vs. RFI in 

initiating rhythmic gene expression in the mouse liver, we performed a statistical 

analysis of differential rhythmicity using the program DODR 23. Comparison of 

rhythmic expression between NR-fed and AR-fed mice revealed that most genes in 

the RRA and RAA categories are affected by RFI manipulation, and that the RRR 

genes were less affected (Figure II-5D). However, the effects of RFI on RRR genes 

were significantly higher than background (calculated using genes arrhythmically 

expressed in all three feeding paradigms, AAA), indicating that rhythmic expression 

of clock-controlled genes is still partially affected by RFI. Analysis of differential 

rhythmicity between wild-type and Bmal1-/- mice fed only at night also confirmed 

that genes in the RRR category were more affected by the disruption of molecular 

clock than genes in the RRA and RAA categories, which are at a level very close to 

that of the background and barely affected by Bmal1 knockout. Interestingly, genes 
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whose rhythmic expression is preferentially regulated by RFI rather than by the 

clock (DODR NR- vs. AR-fed mice, p  0.05; DODR wild-type vs. Bmal1-/- mice, p > 

0.05) exhibit a phase distribution in NR-fed Bmal1-/- mice that is well correlated with 

the phase distribution in NR-fed wild-type mice, yet globally phase-advanced by 1-2 

hours (Figure II-6C). This suggests that feeding time alone can set the phase 

distribution of a large fraction of the cycling transcriptome in a clock-deficient mouse 

similarly to the phase distribution observed in a wild-type mouse, and that the 

circadian clock delays the RFI-driven distribution of rhythmic gene expression by 1-

2 hours. Taken together, our data demonstrate that the rhythmicity of most genes in 

the mouse liver is predominantly driven by the rhythm of food intake, and that the 

rhythmicity of only a few hundred genes is directly controlled by the cell-

autonomous hepatic clock. 

Results from the analyses of differential rhythmicity prompted us to identify 

rhythmic genes regulated by RFI, by the hepatic clock, or by both. As expected, 

almost all core clock genes were affected by Bmal1 knockout but not by RFI 

manipulation, confirming that the molecular clock oscillations are resilient to 

changes in RFI amplitude (Figure II-5D, Figure II-6A). However, this was not the 

case for Per1 and Per2, which are the entry point for the entrainment of mammalian 

circadian clocks24-26. Per1 rhythmic expression was not affected by the molecular 

clock disruption or RFI manipulation, and continued to oscillate normally in both NR-

fed Bmal1-/- mice and AR-fed wild-type mice (Figure II-5A, Figure II-6A). Per2 

rhythmic expression was only affected by RFI manipulation, with decreased 
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amplitude and a phase advance of 2.8 h from LB (Figure II-6A), which is consistent 

with reports showing that Per2 expression is driven by systemic signals and not by 

the hepatic clock4. In addition, examination of four known BMAL1 target genes 

encoding rate-limiting enzymes showed that their rhythmic expression in the liver, 

which is assumed to driven by the hepatic clock, relies on RFI27-30 (Figure II-5 E-F). 

Interestingly, the rhythmic expression of Gys2 and Nampt is also impaired in NR-fed 

Bmal1-/- mice, indicating that their rhythmic expression is controlled by both the 

hepatic clock and RFI (Figure II-5E). However, Cpt1a and Alas1 continue to cycle 

with similar phases and amplitudes in NR-fed Bmal1-/- mice, suggesting that their 

rhythmic expression is driven by RFI and not the hepatic clock despite being 

CLOCK:BMAL1 target genes (Figure II-5F).  
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Figure II-6 (Supplement) Rhythmic food intake drives most hepatic rhythmic 
gene expression independently of the hepatic clock 

(A) Clock gene mRNA expression in the mouse liver. Left: expression in the liver of mice 
fed arrhythmically (AR; red), ad libitum (LB; black), and only at night (NR; gray); datasets 
from this study. Right: expression in the liver of wild-type and Bmal1-/- mice fed only at 
night; dataset from Atger et al., 2015.  
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Figure II-6 Continued 
(B) Genes within the RRR, RRA, RAA, and AAR categories (see description below) were 
binned by phase into 4-hour groups and their expression in both the RFI manipulation 
datasets and Bmal1-/- datasets (from 15) were standardized separately. The standardized 
median value ± 95% confidence interval for each timepoint, binned group, and rhythmic 
category were then plotted for both datasets. RRR (genes rhythmic in NR-, LB-, and AR-fed 
mice; 324 genes), RRA (genes rhythmic in NR- and LB-fed mice, and arrhythmic in AR-fed 
mice; 555 genes), RAA (genes rhythmic in NR-fed mice only; 1674 genes), and AAR 
(genes rhythmic in AR-fed mice only; 495 genes). (C) Phase distribution and phase 
difference between wild-type vs. Bmal1-/- mice for genes significantly affected by rhythmic 

food intake (NR-fed vs. AR-fed gene expression; DODR p-value  0.05) but not affected by 
circadian clock disruption (wild-type vs. Bmal1-/- mice; DODR p-value > 0.05). Left: analysis 
on genes from the RRR, RRA, and RAA categories. Right: analysis on all genes expressed 
in the mouse liver. Mouse liver gene expression in wild-type and Bmal1-/- mice were 
retrieved from a public dataset15. 

 

The cell-autonomous hepatic clock is thought to drive rhythmic gene 

expression to temporally separate incompatible biochemical and metabolic 

processes31. Our findings that the rhythmic expression of several rate-limiting 

enzymes, which were thought to be directly regulated by the hepatic clock, actually 

relies on the rhythm of food intake prompted us to examine at the genome-wide 

level the genes and pathways that are regulated by RFI, the hepatic clock, or both. 

Remarkably, many metabolic pathways known to be rhythmic in the mouse liver 

were found to be regulated by RFI32,33 (Figure II-7A). Many of them are involved in 

the regulation of carbohydrate and lipid metabolism, and include for example 

cholesterol and glycogen synthesis. This therefore suggests that RFI may contribute 

to the temporal coordination of metabolic pathways in the mouse liver without 

affecting the hepatic clock. 
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Figure II-7 Rhythmic food intake contributes to the timing of metabolic and 
signaling pathways independently of the hepatic clock 

(A) Pathway enrichment for the RRR, RRA, and RAA genes (see Figure II-3C) based on 
whether their rhythmic expression is significantly affected by Bmal1 knockout, RFI 
manipulation, or both.  
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Figure II-7 Continued 
(B) Blood glucose levels at 6 timepoints (n = 12 mice per feeding paradigm; mean  s.e.m). 
(C) Blood glucose levels before injection of insulin (t=0) and every 30 minutes after injection 
(n = 12 per feeding paradigm). Ten out of the twelve AR-fed mice were catatonic at t=90 
and rescued with an injection of 20% glucose (see Methods). (D) Hepatic glycogen levels (n 

= 3 per feeding paradigm and timepoint; mean  s.e.m; two-way ANOVA interaction p-
value). The asterisks indicate p < 0.05 (one-way ANOVA) (E) Schematic of the 
glycogenesis and lipogenesis pathways in mammals. Rate-limiting enzymes and key genes 
are displayed. (F-J) Liver mRNA expression in AR-, LB-, and NR-fed mice for (F) glycogen 
phosphorylase Pygl, (G) the glucose transporters Glut2 and Glut4, (H) the rate-limiting 
enzymes for lipogenesis and cholesterol biosynthesis, (I) the lipogenic transcription factor 
Srebf1 and its co-regulator Insig1, and (J) paralog genes involved in glycogenesis and 
lipogenesis, but showing a different response to RFI manipulation. For each gene, the 
DODR p-value for AR vs. NR analysis and the rhythmic category are shown. (K) Protein 
expression in the liver of AR-, LB-, and NR-fed mice for phosphorylated and total mTOR 
and Erk1/2. (L) Graphical model showing that RFI drives upwards of 70% of the cycling 
transcripts in the mouse liver. 

 

Based on the pathways influenced by RFI, we first examined if RFI 

manipulation impairs circulating blood glucose level, which is circadian and at 

trough levels at the dark:light transition in rodents34. We found that AR-fed mice 

exhibit an inverted rhythm in blood glucose levels when compared to NR-fed mice 

(Figure II-7B). Since responses to boluses of insulin or glucose are also clock-

controlled35, we performed an insulin tolerance test (ITT) at ZT2, i.e., when blood 

glucose levels are similar between the 3 groups and differences between groups 

cannot be confounded by differences in blood glucose levels prior to insulin 

injection. Surprisingly, AR-fed mice were insulin hypersensitive. 83% (10 of 12) 

mice displayed hypoglycemia and catatonia 90 min post insulin injection and had to 

be rescued by a glucose injection, whereas LB- and NR-fed mice recovered with 

minimal problems (Figure II-7C). Because the rate-limiting enzyme for glycogen 

synthesis (glycogen synthase or Gys2) is arrhythmically expressed in AR-fed 
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mice36,37 (Figure II-5F), we examined whether the hypersensitivity to insulin in AR-

fed mice may be due to abnormal reserves of glycogen, resulting in impaired 

restoration of circulating blood glucose levels following insulin injection. 

Quantification of hepatic glycogen revealed that the rhythm of glycogen levels in the 

liver is dampened in AR-fed mice (Figure II-7D). Examination of the rhythmic 

expression of glycogen phosphorylase (Pygl), which codes for the enzyme 

responsible for glycogen breakdown in the liver, revealed that both catabolism and 

anabolism of glycogen is affected by RFI (Figure II-7 E-F). In addition, the 

expression of Glut2 (aka Slc2a2), the main glucose transporter in hepatocytes, also 

shows a phase advance of 5.2 h from LB, suggesting that the availability of cellular 

glucose is shifted under AR-feeding38 (Figure II-7G). The expression of the glucose 

transporter Glut4 (aka Slc2a4), which is found primarily in adipose tissues and 

striated muscle, is also strongly up-regulated at the light:dark transition in the liver of 

AR-fed mice39 (Figure II-7G). 

Considering the possibility that intracellular glucose may be repurposed 

through lipogenesis instead of glycogenesis, we inspected the expression of rate-

limiting lipogenic enzymes (Figure II-7E) and found that their expression was 

strongly impaired under arrhythmic feeding. While they are rhythmically transcribed 

with a peak at the end of the night in LB- and NR-fed mice, their expression is 

arrhythmic and almost out-of-phase in AR-fed mice (Figure II-7H). Importantly, 

expression of the master lipogenic transcription factor Srebf1 and its co-regulator 

Insig1 is also phase-advanced in AR-fed mice, suggesting that glycogenesis and 
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lipogenesis occur simultaneously in AR-fed mice whereas they normally occur 

sequentially in the liver of rhythmically-fed mice (Figure II-7I). Further investigation 

of the glycogenesis and lipogenesis pathways also revealed that paralog genes with 

similar rhythmic expression profiles in ad libitum fed mice exhibit a different 

response to RFI manipulation, i.e., only one of the two paralogs becomes 

arrhythmically expressed in AR-fed mice (Figure II-7J, Figure II-8A). This feature, 

which includes genes involved in fatty acid elongation (Elovl3 and Elovl6), 

regulation of glycogen synthesis (Ppp1r3b and Ppp1r3c), and response to insulin 

(Insig1 and Insig2), further suggests that disruption of rhythmic food intake can 

strongly impair the temporal organization of metabolic processes despite a 

functional cell-autonomous hepatic clock (Figure II-7J, Figure II-8A). 
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Figure II-8 (Supplement) Rhythmic food intake contributes to the timing of 
metabolic and signaling pathways independently of the hepatic clock 

(A) Mouse liver mRNA expression for genes involved in glycogenesis, lipogenesis, and 
cholesterol biosynthesis in wild-type (green) and Bmal1-/- (cyan) mice fed only at night 
(datasets from Atger, et al. 2015). Effect of RFI manipulation on the expression of these 15 
genes in the mouse liver is shown in Figure II-7 F-J. 

 

To get insights into the mechanisms underlying the loss of rhythmic gene 

expression in AR-fed mice, we investigated the rhythmic activity of two major 

signaling pathways implicated in metabolism, mTOR and ERK1/2. While the total 

levels of mTOR and ERK1/2 proteins remains constant under all three feeding 

paradigms, we found that the rhythmic activation of these proteins via 

phosphorylation is strongly impaired in AR-fed mice (Figure II-7K). Specifically, 

while the activity of ERK1/2 and mTOR pathways are almost antiphasic in LB- and 

NR-fed mice, they occur coincidently throughout the 24-hr day in AR-fed mice 

(Figure II-7K). This suggests that the downstream targets of the mTOR and ERK1/2 

pathways, which include several metabolic transcription factors, may contribute to 
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the loss of rhythmic gene expression in the livers of AR-fed mice. Taken together, 

our findings thus indicate that alteration in the rhythm of feeding can lead to 

observable changes in signaling and metabolic pathways without affecting the 

circadian clock (Figure II-7L). 

We have demonstrated that RFI drives the majority of rhythms in hepatic 

gene expression, and contributes to the timing of signaling and metabolic pathways 

independently of the cell-autonomous molecular clock. It remains unknown, 

however, if the effects mediated by AR-feeding on glucose metabolism and 

lipogenesis are independent from the hepatic circadian clock, or if they originate 

from a desynchronization between clock-driven and RFI-driven rhythmic gene 

expression. Nevertheless, our findings that most of the rhythmic hepatic 

transcriptome is controlled by signals that originate from the SCN-driven rhythm of 

food intake rather than by the cell-autonomous hepatic clock raise the possibility 

that the contribution of RFI to rhythmic gene expression extends to other tissues, 

and that other SCN-driven cues may also participate in driving peripheral rhythmic 

gene expression. Our data also suggest that the master circadian clock in the SCN 

does not act solely to synchronize peripheral circadian clocks, but instead 

contributes more generally to circadian transcriptional programs body-wide. 

Reports that liver- and other tissue-specific clock-deficient mice exhibit substantial 

dysregulation of rhythmic gene expression and recapitulate some of the phenotypes 

observed in whole-body clock-deficient mice, yet continue to eat rhythmically, 

indicate that clock-driven and RFI-driven transcriptional programs are likely 
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intertwined. While the underlying mechanisms remain unclear, they may include the 

regulation of nutrients uptake from the portal vein or secretion of metabolites by the 

hepatic clock, further leading to an interdependent relationship between RFI and the 

cell-autonomous clock that helps maintain organismal health3,4. Finally, disruption of 

the clock has been shown to have far-reaching effects on aging and response to 

therapeutics, amongst others40,41. Our findings indicate that these effects could 

potentially be ameliorated through control of RFI, introducing an aspect of 

chronotherapy not yet explored. 
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Methods 

Resources 

Reagent or Resource Source Identifier 

Antibodies 

Rabbit anti-mTOR 
Cell Signaling 
Technology Cat #2972 

Rabbit anti-phospho-mTOR Ser2448 
Cell Signaling 
Technology Cat #2971 

Rabbit anti-p44/42 MAPK 
Cell Signaling 
Technology Cat #9102 

Rabbit anti-phospho-p44/42 MAPK 
Thr202/Tyr204 

Cell Signaling 
Technology Cat #4376 

Donkey anti-Rabbit IgG secondary GE Healthcare NA934V 

Chemicals, Peptides, and Recombinant Proteins 

TRIzol reagent ThermoFisher 
Cat 
#15596026 

Isopropanol EMD Millipore 
Cat #PX1835-
2  

Ethanol VWR 
Cat #89125-
176 

Acid-Phenol/Chloroform, ph 4.5 ThermoFisher Cat #AM9722 

Chloroform ThermoFisher 
Cat 
#BP11451 

Sodium acetate ThermoFisher Cat #AM9740 

HEPES Acros 
Cat #75227-
39-3 

Glycerol Sigma Cat #G5516 

EDTA Sigma Cat #E9884 

Triton X-100 Sigma Cat #T8787 

NP-40 ThermoFisher Cat #85124 

DTT Sigma Cat #D9779 

Phosphatase Inhibitor Cocktail ThermoFisher Cat #PI88266 

Protease Inhibitor Cocktail ThermoFisher Cat #A32965 

Sodium lauryl sulfate ThermoFisher 
Cat #S529-
500 

D-(+)-Glucose Sigma Cat #50-99-7   

Table II-3 Reagents and resources 
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Reagent or Resource Source Identifier 

Critical Commercial Assays 

Glucose Assay Reagent Sigma Cat #G3293 

QuantSeq 3' mRNA-Seq Library 
Prep Kit Lexogen Cat #015.2X96 

Glucometer CVS Cat #968574 

BCA1 Kit Sigma Cat #B9643 

QuantiFluor ssRNA Promega Cat #E3310 

Deposited Data 

3' mRNA-Seq Feeding Data This paper GSE118967 

RNA-Seq Bmal1-/- Data 15 GSE73554 

Raw data: Mendeley This paper 
http://dx.doi.org/10.17632/t7
gnz745kw.1 

Experimental Models: Organisms/Strains 

Mouse: C57BL/6NCrl 
Charles River 
Laboratories Strain #027 

Software and Algorithms 

ShortRead 42 NA 

STAR 43 NA 

GenomicRanges 44 NA 

F24 20 NA 

HarmonicRegression 18 NA 

MetaCycle 19 NA 

RAIN 21 NA 

DODR 23 NA 

HOMER 45 NA 

Other 

Disposable Pellet Mixers and 
Cordless Motor VWR Cat #47747-358 

Nitrocellulose Blotting 
Membrane GE Healthcare Cat #10600001 

45mg dustless precision pellet Bio-Serv Cat F0165 

G2 E-Mitter Starr Life Sciences NA 

PVC Sheet USPlastic Cat #45095 

Feeding Container JewelrySupply Cat #PB8301 

24-hour Timer General Electric Cat #15119 

4" PVC Tube Home Depot Cat #531103 

4" Cap Home Depot Cat #39103/33463 

Table II-3 Continued 
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Animals 

C57BL/6 male mice were ordered from Charles River Laboratories (ages 

ranging from 43 to 49 days old), and maintained in individual cages on a 12 h 

light:12 h dark cycle (LD12:12) with a room temperature of 22 ± 1ºC. Animals were 

semi-randomly assigned to feeding groups such that starting body weight between 

all 3 feeding groups (NR, LB, AR) was not significantly different by one-way ANOVA 

(n = 20 mice per group). All animals were used in accordance with the guidelines 

set forth by the Institutional Animal Care and Use Committee of Texas A&M 

University (AUP #2016-0199).  

 

Design of the feeding system 

The feeding system we developed relies on an 8-compartment clear plastic 

round organizer (# PB8301, JewelrySupply) that is positioned on the top of a 24-

hour timer (# 15119, General Electric), and stabilized by four screws drilled on the 

top of the timer and which get inserted between the organizer‟s compartments. The 

timer and food dispenser are inserted in a 4” PVC pipe (# 531103, Home Depot), 

and capped such that mice have access to one compartment every 3 hours (4” ABS 

Insert Test Cap with Knockout, #39103/33463, Home Depot). The whole system is 

then inserted in a standard mouse cage (N10 mouse cage, 7 1⁄2” x 11 1⁄2” x 5”, 

#N10PLF, Ancare) drilled to accommodate the 4” PVC pipe. The entire 

cage/timer/pipe system is further stabilized by a custom-made support made of 1/4" 
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gray PVC (USPlastic), and connected to electric power using an extension cord 

(#145-017, Home Depot). 

Pilot experiments were performed to ensure that the timer was effectively 

doing one full rotation every 24 hours, and that mice were not hoarding food pellets. 

We found that putting an excess of food in each compartment (typically at the 

beginning of the experiment to habituate mouse to the feeding system) was 

associated with increased hoarding behavior, and that decreasing amounts of food 

to 1.5 grams or less in each compartment extinguished the hoarding behavior.  

 

Manipulation of the rhythm of food intake 

Mice were fed with dustless precision pellets of 45 mg/pellet (# F0165 

BioServ). Pellets are composed of 21.3% protein, 3.8% fat, 4% fibers, 8.1% ash, 

54% carbohydrates, and <10% moisture. One gram of pellet is equivalent to 3.35 

kcal. 

Upon arrival, mice were randomly assigned to their final feeding paradigm 

(ad libitum, arrhythmic, or night-restricted feeding), and housed individually in their 

cages with ad libitum access to food and water for one week without using the 

feeding system to allow them to acclimate to their new surroundings (excess of food 

in one compartment, timer unplugged). After one week, all mice were fed with ad 

libitum access to food using the rotating food compartments (1.5 g per 

compartment) to allow them to acclimate to the feeding mechanism and to calculate 

the daily amount of food eaten for each mouse (baseline level of food intake). After 
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this full week under ad libitum feeding, we progressively adjusted the amounts of 

food available in each compartment for the arrhythmically-fed (AR) and night-

restricted-fed (NR) mice every few days such that, after 2 weeks, all mice were on 

their final feeding paradigms (considered as week 0 for time of exposure to the 

feeding paradigm). We subjected mice to this progressive transition because sharp 

transition to AR- or NR-feeding paradigm results in a transitory decrease in the daily 

amount of food ingested per day, and a decrease in body weight. For all 

experiments, ad libitum (LB) mice had an excess of food placed within each 

compartment of the container (1.5 g), such that they never lacked for food. AR-fed 

mice had their daily food intake split evenly amongst the 8 compartments. NR-fed 

mice had their daily food split evenly amongst the 4 compartments corresponding to 

the night. All mice had ad libitum access to water.  

Food containers were changed every day at ZT8 (3pm). Records of food 

placed within each compartment for each mouse, as well as food remaining after 

retrieving the container, were made to keep track of how much each mouse ate 

every 3 hours. Every 2 days, the total amount of food eaten by each mouse was 

assessed and potentially increased or decreased in order to maintain mice on their 

feeding paradigms. For example, mice on controlled feeding (AR or NR) that ate all 

pellets for two consecutive days were given two more pellets in opposite 

compartments such that their daily profile of food eaten did not change in 

rhythmicity. Similarly, mice that consistently had 4 or more pellets remaining for two 

consecutive days were given two less pellets, one each in opposite compartments. 
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The intent was to end each day with 1-2 pellets remaining in total for each mouse, 

indicating that the mouse was calorically satisfied without either a suspicion of 

starvation or an excess of food available.  

 

Behavioral analysis 

Mice aged 43-49 days were implanted with a sterile G2 E-Mitter (Starr Life 

Sciences) into the peritoneal cavity while anesthetized under a steady flow of 2% 

isoflurane in 100% O2. Slow release Buprenorphine (1mg/kg) was injected 

intraperitoneally beforehand for pain relief. Mice were allowed to recover for 2 

weeks before testing of the data collection system. Final data shown in the 

manuscript were collected for 1 week 3 months post-surgery. Data were collected 

over 10-minute intervals and binned into 30 minute intervals for analysis. Data 

collected during the first hour of recording was discarded to avoid bias from system 

initialization. 

 

RNA extraction and processing 

After 5 weeks of exposure to AR-, LB-, or NR-feeding paradigm, mice were 

anesthetized with isoflurane, decapitated, and the liver collected. The left lateral 

lobe was cut into three equivalent-sized pieces for RNA processing, with the 

remainder of the liver stored together. All collected tissues were flash-frozen in 

liquid nitrogen and stored at -80°C. One third of the left lateral lobe of the liver was 

used for RNA extraction and purification. RNA was extracted from frozen tissue 
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using TRIzol and following manufacturer‟s recommendations. Briefly, the frozen 

tissue was mixed with 300µL of TRIzol reagent, homogenized using a pellet mixer, 

and the volume brought to 1mL with 700µL of TRIzol reagent. 200µL chloroform 

was added, and the solution shaken and centrifuged at 12,000g for 15 minutes at 

4°C. The aqueous phase was extracted and added to an equivalent amount of 

isopropanol. The resulting solution was that centrifuged at 12,000g for 10 minutes at 

4°C, and the RNA pellet was washed with 1mL of 75% ethanol before being 

resuspended with 25µL RNase-free deionized water. Total RNA was then purified 

with an acid phenol/chloroform extraction, and precipitated by ethanol precipitation. 

The RNA pellet was then washed with 75% ethanol as described above, and finally 

resuspended in 25µL. Samples were quantified with a NanoDrop-1000 and with the 

Promega QuantiFluor ssRNA system, and quality / integrity of total RNA was 

assessed by gel electrophoresis. 

 

Library generation and sequencing 

RNA-Seq libraries were generated using the Lexogen QuantSeq 3‟mRNA-

Seq Library Prep Kit following manufacturer instructions, with 2μg of total RNA used 

as starting material. cDNA was PCR-amplified for 12 cycles following manufacturer 

recommendations for mouse liver tissue. Libraries were multiplexed in equimolar 

concentrations and sequenced in two runs using an Illumina NextSeq 500 platform 

(Brandeis University, USA).  
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Data processing 

Sequenced reads were pre-processed with the R package ShortRead42 to 

remove the first 12nt, remove low-quality bases at the 3‟ end, trim poly-A tails and 

embedded poly-A sequences, and remove all reads under 36nt in length. Reads 

were aligned to the mm10 transcriptome, assembly GRCm38.p4, with the STAR 

aligner43 version 2.5.2b with options --outSAMstrandField intronMotif --quantMode 

GeneCounts --outFilterIntronMotifs RemoveNoncanonical. Secondary alignments 

were removed with samtools view -F 0x100. Read counts were summarized with 

the function countOverlaps from the R package GenomicRanges44 and normalized 

by library size to a total of 1 million reads per library, resulting in a matrix of 

transcripts per million (TPM). Normalization to gene size was not performed, as we 

performed 3‟-mRNA sequencing. Finally, only genes with greater than 1 TPM in at 

least 36 of the 72 samples were kept to form the final count matrix with 11536 

genes. 

To ensure quantification of the same transcriptome annotations between our 

dataset and that of 15, RNASeq data were downloaded from GEO, accession ID 

GSE73552. Reads were mapped to the mm10 transcriptome, assembly 

GRCm38.p4, using the STAR aligner version 2.5.2b with options --

outSAMstrandField intronMotif --quantMode GeneCounts --outFilterIntronMotifs 

RemoveNoncanonical --outSAMtype BAM SortedByCoordinate --

seedSearchStartLmax 15 --clip3pAdapterSeq 

TGGAATTCTCGGGTGCCAAGGAACTCCAGTCAC --outReadsUnmapped Fastx, 
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to replicate the original mapping procedure. Secondary alignments were removed 

with samtools view -F 0x100. Read counts were summarized with countOverlaps 

from GenomicRanges and normalized to FPKM values using DESeq246.  

 

Rhythmicity analysis 

Rhythmic analysis of the three major feeding paradigms (NR, LB, and AR) 

was performed with four programs: F2420, MetaCycle19, HarmonicRegression18, and 

RAIN21. DR was not included in rhythmic analysis or used to form categories, but is 

shown in Figure II-3C to examine the effects of a feeding rhythm intermediate 

between LB and AR on rhythmic gene expression. Program-specific settings were 

as follows: 

 F24: iterations = 10000 

 MetaCycle: adjustPhase = 'predictedPer', combinePvalue = 'fisher' 

 HarmonicRegression: normalize = FALSE 

 RAIN: period = 24, deltat = 4, nr.series = 3, peak.border = c(0.2, 0.8), method 

= 'independent' 

Resulting p-values were adjusted using the Benjamini-Hochberg method within the 

p.adjust function available in base R 47 to control for the false-discovery rate (FDR). 

Genes that were found to be rhythmic (BH-adjusted p-value –aka q-value– ≤ 0.05) 

in at least 2 of the 4 rhythmic programs per feeding paradigm were considered as 

rhythmic for that feeding paradigm (Table II-1). The rhythmic amplitude (rAMP) as 
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reported by MetaCycle was taken for all genes within each category and feeding 

paradigm. 

 

Western blotting 

Frozen liver tissue was incubated in 300μL of ice-cold RBS buffer (20mM 

HEPES, 50mM KCl, 10% glycerol, 2mM EDTA, 1% Triton X-100, 0.4% NP-40, 1X 

phosphatase inhibitor cocktail, 1mM DTT, and 1X Protease inhibitor cocktail) and 

homogenized on ice. Homogenate was centrifuged at 4°C for 10 minutes at high 

speed and the supernatant extracted. Protein abundance was quantified with the 

BCA1 kit (Sigma-Aldrich #B9643) following manufacturer instructions. Samples 

were run on SDS-PAGE gels and semi-dry transferred to a nitrocellulose 

membrane. Antibody information can be found in the Methods section. All of them 

were used at a concentration of 1:1000. 

 

Glycogen assay 

Hepatic glycogen was quantified through a method modified from Zhang, et 

al. 201748. In brief, measured amounts of crushed frozen tissue were placed into 

tubes containing 500μL of 2M HCl (sample) or 2M NaOH (control) and heated on a 

hot block set to 95°C for one hour, shaken at 10 minute intervals. An equivalent 

amount of 2M NaOH (for samples) or 2M HCl (for controls) was added to neutralize 

the acidic and basic conditions, followed by centrifugation at 20000g for 10 minutes. 

10μL was used for quantification with the Glucose Assay Reagent, following 
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manufacturer specifications, with a 0.5mM solution of dextrose used as a standard. 

Total glycogen was quantified by subtracting the signal of the undigested control 

from the digested sample and normalizing to the standard signal and tissue weight. 

Each batch (1 rhythm of each feeding paradigm) was normalized such that the total 

signal was equivalent between batches. 

 

Blood glucose assay 

0.5 mm of the tail tip of each mouse was removed and blood collected in a 

25μL capillary until approximately half full. Each timepoint was spaced 3 days apart 

to avoid causing anemia from blood loss. Collected blood was expelled into a 

sodium heparin-coated microfuge tube, sealed, and shaken in order to coat the 

blood with heparin and prevent congealing. Samples were centrifuged at 10000g for 

5 minutes and blood plasma collected from the upper layer. Plasma glucose was 

measured using a glucometer (CVS Health #968574). The lowest value that the 

glucometer could report was 20mg/dL (anything under this was reported as „Low‟), 

and so samples under this threshold were recorded as 20. 

 

Insulin tolerance test 

Food containers and water bottles were removed from each cage at ZT22, 

i.e., 4 hours before insulin injection. 5IU/kg body weight of insulin (Novalin R) was 

injected at ZT2. Blood was collected from the tail tip of each mouse just prior to 

injection and every 30 minutes afterwards for 2 hours, and glucose measured as 
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described for the blood glucose assay. 83% (10 of 12) of AR-fed mice were 

catatonic and unresponsive at the 90-minute collection time (responsiveness 

determined by testing the toe pinch reflex), and were rescued after blood collection 

at that time with an injection of 20% glucose at 0.1mL/10g mouse. As a result, blood 

from AR-fed mice was not collected at the 120-minute mark.  

 

Quantification and statistical analysis 

Statistical analyses were performed using core R functions. Plots of feeding-

related gene expression (Figure II-5 A, E, F, Figure II-7 F-J, Figure II-6A) are 

displayed as mean TPM ± s.e.m, n = 3 mice per timepoint and feeding paradigm. 

Plots of gene expression profiles originating from the Atger, et al. 2015 datasets 

(Figure II-5 E-F, Figure II-6A, Figure II-8A) are displayed as mean FPKM ± s.e.m., n 

= 4 mice per timepoint for wild-type mice and n = 2 mice per timepoint for Bmal1-/- 

mice. Differences between groups (n = 18) in Figure II-C were analyzed with a 

repeated-measures two-way ANOVA, with Before|After and Day|Night as factors. # 

denotes a significant interaction (p-value < 0.05). Quantification of physiological 

data (Figure II- D-F) was performed by binning data into 30 minute intervals and is 

represented as mean ± s.e.m. with n = 7-8 mice per feeding paradigm. Differences 

between the three physiological measurements were determined through pairwise t-

tests between matching measurements (e.g., the body temperature during the day 

in NR-fed mice was only compared to the body temperature during the day in AR- 

and LB-fed mice).  
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Comparisons of rhythmic amplitude between feeding paradigms and 

rhythmic categories (Figure II-3B) was performed by taking the relative amplitude 

(rAMP) reported by MetaCycle19 for all genes within each of the four categories, and 

sorted by feeding paradigm. Differences in rAMP between groups were determined 

by a Kruskal-Wallis test within each rhythmic category followed by a post-hoc 

Wilcoxon pairwise test with the Bonferroni correction. 

Differential rhythmicity, detected as changes in peak phase and/or rhythmic 

amplitude, was tested within the two different datasets using DODR23. In the 

rhythmic feeding dataset, AR was tested against NR. In the dataset from Atger, et 

al. 2015, wild-type was tested against Bmal1-/-. In both cases, genes were 

considered significant if the p-value of the resulting HANOVA test was less than or 

equal to 0.05. Differences in response to AR vs. NR and WT vs. Bmal1-/- between 

rhythmic categories were compared with pairwise Kolmogorov-Smirnov tests and 

are plotted as the log10-transformed p-values vs. the cumulative distribution of p-

values within each group (Figure II-5D). 

Comparisons between the feeding dataset and the dataset from Atger, et al. 

2015 (Figure II-5C, Figure II-6B) were performed by binning all genes within the 

RRR, RRA, RAA, and AAR categories by phase into 6 bins representing 4 hours 

each, starting with ZT0. Expression data for each gene within both datasets was 

standardized to z-scores, and plotted as the median within each bin ± 95% 

confidence interval.  
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Blood glucose levels (Figure II-7B) and insulin tolerance blood glucose levels 

(Figure II-7C) were tested with a repeated measures two-way ANOVA (Paradigm × 

Timepoint). Individual timepoints are analyzed with a one-way ANOVA on 

paradigms. Hepatic glycogen (Figure II-7D) was analyzed for overall differences 

with a two-way ANOVA (Paradigm × Timepoint), with individual timepoints analyzed 

with a one-way ANOVA on paradigms. 

 

Data and software availability 

The RNA-Seq datasets generated in this paper are available at Gene 

Expression Omnibus (GEO) under the accession number GSE118967. Raw data 

for the western blot analysis are freely accessible via the following link: 

http://dx.doi.org/10.17632/t7gnz745kw.1 (Mendeley). 
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CHAPTER III  

INVESTIGATION OF DIURNAL POLYADENYLATION SITE USAGE REVEALS 

DIFFERENTIAL REGULATION IN THE TRANSCRIPTION OF GENE ISOFORMS 

 

Overview 

Gene isoforms are mRNAs produced from the same locus, but that differ in their 

transcription start sites, protein coding DNA sequences, and/or untranslated 

regions. Consequently, different isoforms of the same gene can have altered gene 

function or even serve different biological functions. Conventional RNA-Seq 

strategies cannot accurately distinguish expression levels between distinct isoforms, 

and differences in gene expression studies almost always report total gene 

expression. However, increasing evidence indicates that differences in isoform 

usage may be important for the regulation of biological functions and for 

development of diseases such as cancer. Here, we aimed to define whether gene 

isoforms are subjected to differential regulation and expression by characterizing 

24-hour rhythms in polyadenylation site (PAS) usage over the course of the day in 

the mouse liver. Conventional RNA-Seq experiments have shown that 15-30% of 

genes in the mouse liver are rhythmically expressed, and it is assumed that the 

comprising isoforms are expressed in a similar pattern. By performing 3‟-end 

mRNA-Seq and using stringent criteria for defining differential rhythmic expression, 

we show that 15% of the genes with more than one PAS exhibit differential rhythmic 

expression. In particular, many genes known to be rhythmic in the mouse liver 
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harbor at least one constitutively expressed isoform, while several hundred genes 

characterized as arrhythmically expressed also exhibit a rhythmic isoform. Analysis 

of PAS usage in nuclear mRNA and single-cell data reveals that the vast majority of 

isoform-specific regulation does not involve post-transcriptional regulation (e.g., 

miRNA targeting, RNA half-life) or cell subtype-specific differences in expression. 

Finally, characterization of PAS usage in Bmal1-/- mice revealed that co-

transcriptional regulation plays a large role in the expression of specific gene 

isoforms. Taken together, our results indicate that gene isoforms can be 

differentially regulated, and imply that gene isoforms can behave as distinct 

transcriptional units. Furthermore, our data suggest that conventional RNA-Seq 

strategies are not the most appropriate choice for detecting changes in gene 

isoform expression.  

 

Introduction 

 The majority of genes in higher eukaryotes contain multiple sites at which 

RNA can be cleaved and polyadenylated, leading to the expression of distinct 

transcript isoforms1,2. The position of these alternative polyadenylation sites (APAS) 

can have large effects on 3‟ UTR length and/or protein sequence, and lead to 

transcripts being truncated or containing additional exonic or intronic sequences3,4. 

The length of the 3‟ UTR tail itself has large implications on RNA stability, mostly 

because it defines the probability for a 3‟UTR to be targeted by RNA binding 

proteins (RBP), miRNA, or long non-coding RNA5-7. Importantly, it has recently 
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been shown that differences in the RNA transcript 3‟ UTR lengths can lead to 

profound differences in the resulting protein localization, suggesting crucial role for 

UTRs in the function of the protein they encode8.  

 Investigation of gene expression at the genome-wide level is commonly 

achieved through the use of massively parallel RNA-Seq libraries, where analysis 

frequently quantifies expression across all potential isoforms and reports a single 

value for each gene. Thus, RNA-Seq analysis commonly relies on the assumption 

that all distinct isoforms of each gene are regulated in a similar manner. However, it 

remains unclear whether APAS transcript isoforms are for the most part regulated in 

a similar manner, or whether differential regulation of APAS isoform expression can 

occur, and how this may affect downstream biological functions. Recent evidence 

has shown that biological processes like pluripotency are regulated by APA9,10, and 

that defects in APAS can lead to health defects including cancer11-14. The 

underlying mechanisms involve co-transcriptional loading of RBP, which promote 

cleavage and polyadenylation at proximal APAS to lead to increased expression of 

APAS isoforms with shorter 3‟ UTRs and decreased expression of isoforms with 

long 3‟UTR. Thus, APA seem to mostly involve changes in the relative ratio of short 

vs. long APAS isoforms without affecting the overall level of transcription13,15. 

 Regulation of rhythmic gene expression by the circadian clock has been 

described in numerous species and tissues, and about half of the transcriptome is 

rhythmically expressed in at least one tissue in mammals16. This widespread 

rhythmic expression is maintained by a transcriptional/translational negative 
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feedback loop, which in mammals is initiated by the heterodimeric transcription 

factor CLOCK:BMAL117. In addition to transcription regulation, the steady-state 

rhythmic levels of transcripts are regulated post-transcriptionally18,19. Circadian 

rhythms are fundamental to the temporal organization of biological functions over 

the course of the day and night, and their dysregulation by genetic or environmental 

cues leads to a wide range of pathological disorders including metabolic 

syndromes, cancer, and cardiovascular disorders20-23. As with most RNA-Seq 

analysis, cycling transcriptomes have been reported at the gene level, and it 

remains unknown whether every APAS isoform of a rhythmically expressed gene is 

also rhythmically regulated. Moreover, the possibility remains that genes 

characterized as arrhythmically expressed may contain one or more cycling APAS 

isoform. In this study, we addressed whether APA can lead to widespread 

differential expression of distinct transcript isoforms by performing a comprehensive 

analysis of the diurnal mouse liver transcriptome using 3‟ mRNA-Seq and 

determining whether APAS isoforms from the same gene can exhibit differential 

rhythmic gene expression. Our results indicate that >10% of the expressed liver 

genes exhibit differential APAS transcript rhythmicity, and that the underlying 

mechanisms involve differential co-transcriptional APA, as well as to a lesser extent 

differential post-transcriptional regulation between APAS isoforms and cellular 

subtype expression of specific APAS isoforms. 
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Results 

APAS isoforms exhibit differential rhythmicity in mouse liver 

To determine if APA can lead to isoforms having different expression profiles, 

we investigated diurnal APAS usage using 3‟mRNA-Seq in the liver of mice 

collected across the 24-hour day (Figure III-A). As previously reported16, 

quantification of steady-state expression levels of unique reads across gene models 

revealed that almost 30% of the expressed mouse liver transcriptome is rhythmic 

(Figure III-2 A-B). To assay whether some genes exhibit rhythmic or arrhythmic 

expression of APAS isoforms, we first generated a database of PAS in mouse liver 

using 3‟mRNA-Seq reads from over 100 biologically distinct libraries and compiling 

for more than one billion uniquely mapped reads. This process, which is detailed in 

the Methods section, identified 29,199 high-confidence PAS located in 10,160 

genes (Figure III-B). Among these genes, 7693 (75.7%) had 2 or more PAS (Figure 

III-2C).  
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Figure III-1 APAS isoforms exhibit differential rhythmicity in mouse liver 
(A) Diagram of how the expression of a gene may be decomposed into expression from 
multiple PAS. (B) Correlation between the expression of a gene and the sum of expression 
from its constituent PAS. PAS that were excluded (see Methods) are shaded gray. (C-D) 
Breakdown of number of PAS per gene by the rhythmicity of the gene and the number of 
rhythmic PAS per gene (C) or number of differentially rhythmic PAS per gene (D). (E) 
Breakdown of the number of PAS per gene, sorted into bins of 1 or 2+ PAS. Genes that will 
be considered for further analysis are labeled as Group 1 or Group 2.  



 

72 

 

Figure III-1 Continued 
(F) Heatmaps of G1 and G2. Values are plotted in order of increasing phase down the y 
axis, and in order of increasing timepoint across the x axis, starting at ZT2. Each datapoint 
is colored according to standardized expression. (G) Gene model, PAS location, gene 
expression, and PAS expression of Col18a1 and Neu1 in total RNA. (H) KEGG pathway 
and Gene Ontology – Cellular Compartment analysis of G1 and G2.  

 

 We then used this PAS database and combined two stringent statistical 

analyses to determine if APAS isoforms from the same gene can exhibit differences 

in rhythmic expression. First, we compared the rhythmic expression, as assayed by 

combining four different statistical tools for rhythmicity (see Methods for details), 

between each gene and their respective APAS isoforms (Figure III-C). We found 

that PAS rhythmicity followed for the most part gene rhythmicity, with the majority of 

arrhythmic genes containing arrhythmic APAS isoforms and the majority of rhythmic 

genes containing rhythmic APAS transcripts (Figure III-C). However, PAS 

rhythmicity did not consistently match the rhythmicity of its corresponding gene, and 

many rhythmic genes harbored a combination of both rhythmic and arrhythmic PAS. 

Because this comparative analysis of rhythmicity only relies on thresholds and 

returns differences in rhythmicity between genes and APAS isoform profiles even 

for q-values being just below and above threshold, respectively, we performed a 

second analysis of differential rhythmicity between every APAS isoforms and their 

corresponding gene using the program DODR24. Using this second analysis, about 

20% of the genes with 2 or more PAS displayed an APAS isoform being 

differentially rhythmic from gene signal (1,556 out of 7,693 genes), while no 

difference was found between PAS and gene rhythmicity for genes with one PAS 
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(Figure III-D). We combined the results of these two analyses to identify two groups 

of differentially expressed APAS isoforms (Figure III-E, Figure III-2D). The first 

group (Group 1) consists of 522 APAS isoforms representing 481 genes that are 

arrhythmic yet have a rhythmic PAS, while the second group (Group 2) consists of 

699 PAS representing 537 genes that are rhythmic yet have an arrhythmic PAS 

(Figure III-E, Figure III-2C). Visualization of the differences between gene and PAS 

signals for these two groups with heatmaps (Figure III-F, Figure III-2D), along with 

IGV browser signals for two representative genes (Col18a1 and Neu1; Figure III-G), 

illustrate our findings that APAS isoforms from a same gene can exhibit striking 

differences in their rhythmic expression. Based on our stringent analysis, these 

differences of rhythmic expression between APAS isoforms are widespread, and 

account for at least 10% of the genes expressed in mouse liver (1,018 out of 

10,160), and 13.2% of the expressed genes with two or more PASs (1,018 out of 

7,693).  
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Figure III-2 (Supplement) APAS isoforms exhibit differential rhythmicity in 
mouse liver 

(A) Heatmap of the 2880 genes found to be rhythmic in total RNA. Columns represent 
timepoints, starting at ZT2 and increasing left to right. Genes are sorted vertically by phase 
of expression. (B) Rose plot of the distribution of phases of the genes rhythmic in total 
RNA, in 1-hour bins. (C) Breakdown of the number of PAS per gene, sorted into bins of 1 or 
2+ PAS. (D) Analysis of rhythmic expression identifies 4 groups of genes (G1a, G1b, G2a, 
G2b) that were combined into G1 and G2 (see Methods). (E) Heatmap of expression of 
G1a, G1b, G2a, G2b. 
 
 

 Previous studies have demonstrated that the products of APAS isoforms 

differing in their 3‟ UTR length but not in their coding sequence can be located in 

different cellular membrane compartment, e.g., endoplasmic reticulum (ER) 

membrane vs. plasma membrane8. Interestingly, KEGG pathways and cellular 
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compartment ontology analyses revealed that genes in both groups 1 and 2 were 

significantly enriched for genes associated with membrane compartments, including 

lysosome, ER-Golgi, endocytic vesicle, autophagosome, endosome, and plasma 

membrane (Figure III-H). This suggests that differences in the rhythmicity between 

APAS isoforms may generate differences in the temporal control of intracellular 

functions.  

 

Differentially expressed APAS isoforms are enriched for distal and proximal PASs, 

and are better associated with polysomes  

Transcripts with longer 3‟UTR have been shown to be under higher post-

transcriptional regulation due to increased targeting by miRNA and RBP25. To get 

insights into the mechanisms that underlie differential APAS isoform expression, we 

mapped all PASs considered in our analyses and categorized them as distal 3‟UTR, 

middle 3‟UTR, and proximal 3‟UTR based on their relative location across the 

3‟UTR (Figure III-3A). We also included a category labeled truncated for APAS 

located upstream the last exon and which generate a truncated protein upon 

translation. Finally, 1,051 PAS located up to 1 kb downstream the farthest 

annotated transcription termination site (TTS) were categorized as downstream 

(Figure III-3A).    

Mouse liver genes exhibit a roughly equal distribution of proximal, middle, 

distal, and truncated PASs, with the remaining 3% being located downstream the 

annotated TTS (Figure III-3B). Genes with differential APA isoform expression 
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(groups 1 and 2) were enriched for PAS located in the middle 3‟UTR, mostly 

because they have on average a higher number of PAS per gene (Figure III-3B). 

While differentially rhythmic APA isoforms were found for every category of PAS, 

those in group 1 (rhythmic APA isoform with arrhythmic gene signal) were enriched 

for proximal, distal and downstream PAS, thus suggesting that longer 3‟UTR is not 

the sole factor contributing to rhythmic APA expression (Figure III-3C). On the other 

hand, differentially rhythmic APA isoforms in group 2 were enriched for distal and 

downstream PAS, suggesting that longer 3‟UTR may contribute to isoform 

arrhythmic expression in rhythmically expressed genes (Figure III-3C). While not 

enriched compared to the global distribution, 253 genes exhibit a truncated APA 

isoform that is differentially rhythmic than the gene signal (109 in group 1, 144 in 

group 2). As many truncated transcripts result in incomplete proteins missing 

potential key regulatory domains, these truncated APAS can thus potentially 

represent dominant negative forms of proteins. We identified APAS for several 

genes in G1 and G2 that clearly demonstrate expression of an incomplete 

transcript, as illustrated with the gene Stbd1 (Figure III-3 D-F).  
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Figure III-3 Differentially expressed APA isoforms are enriched for distal and 
proximal PASs, and are better associated with polysomes 

(A) Diagram of the different transcriptional outcomes of APAS. (B) Breakdown of the PAS 
location by for all genes, only those with 2 or more PAS, and G1 and G2. (C) Enrichment of 
each PAS location for differentially rhythmic PAS within G1 and G2, using the 
hypergeometric test. (D-E) Gene model, PAS location (D), gene expression, and PAS 
expression (E) of Stbd1. (F) The three known isoforms of Stbd1. (G) Overview of polysomal 
RNA. (H) Volcano plot for the log2 fold change of polysomal RNA over total RNA against 
the DESeq2-reported adjusted p-value (n=36). (I) Polysomal:total RNA ratios by sample 
(n=36) for all PAS, genes with only 1 PAS, genes with 2 or more PAS, differentially 
expressed G1 and G2, and the non-differentially rhythmic PAS for the same genes 
represented in G1 and G2. (J-K) Gene model, PAS location, gene expression, and PAS 
expression of Col18a1 (J) and Neu1 (K) in polysomal RNA. 
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To determine if the different APAS isoforms are actively translated, we 

performed 3‟ end RNA sequencing on polysomal RNA (Figure III-3G, Figure III-4A). 

We found that 13,687 (46.9%) of all PAS show a significant decrease in expression 

in polysomal RNA against total RNA (8,896 with log2 fold-change > 1), indicating 

that many APAS isoforms are translated less efficiently than suggested by their 

abundance in total RNA (Figure III-3H). On the other hand, 6,928 (23.7%) of all PAS 

are significantly increased in polysomal RNA (2,512 with log2 fold-change > 1) 

(Figure III-3H). As expected, non-coding RNA (ncRNA) such as Malat1 and Neat1 

are among the least abundant RNA in polysomes (Figure III-4 B-D). Differentially 

expressed APAS isoforms in groups 1 (p = 3.11E-12) and 2 (p = 6.09E-5) are both 

significantly enriched in polysomes when compared to the other APAS isoforms of 

their parent genes, suggesting that their products are expressed and contribute to 

differential regulation in their rhythmic function (Figure III-3I). Interestingly, we 

observed differences in isoform translation for both Col18a1 and Neu1, where one 

isoform is represented in polysomal RNA at a level similar to that of total RNA, 

whereas another isoform is far less abundant in polysomal RNA than total (Figure 

III-3J, Figure III-4E). 
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Figure III-4 (Supplement) Differentially expressed APA isoforms are enriched 
for distal and proximal PASs, and are better associated with polysomes 

(A) Average profile of the polysomal RNA at each timepoint (n=6 by timepoint). Shaded 
area indicates s.e.m. (B-C) Gene model and PAS location and expression of two ncRNA, 
Malat1 and Neat1, in total RNA and polysomal RNA. Very little expression is detected for 
these two genes in polysomal RNA. (D) Gene expression of Malat1 and Neat1. (E) 
Polysomal/total RNA ratios for G1 and G2, the other non-differentially rhythmic PAS for the 
same genes represented in G1 and G2, and all PAS, separated by outcome of PAS 
location. (F) Gene model and PAS location and expression for Clock, which has an intronic 
PAS that could potentially lead to a dominant negative protein with no binding activity. 
However, expression of this PAS in polysomes is nonexistent, indicating the protein is not 
produced. 

 

 



 

80 

 

Post-transcriptional regulation significantly contributes to differential APAS isoform 

expression 

While sequencing of total RNA is commonly used of as a snapshot of 

transcription, there are a large number of events that occur as an RNA transcript 

transitions between being transcribed in the nucleus to being available for 

translation in the cytoplasm. These post-transcriptional modifications represent 

potential events where differential regulation of transcripts can take place. To 

determine the contribution of post-transcriptional regulation to differential APAS 

isoform expression, we performed 3‟ end RNA-Seq of mouse liver nuclear RNA 

using the same mice as those used for total 3‟end RNA-Seq, and compared nuclear 

RNA profiles and expression to those originating from total RNA sequencing (Figure 

III-5A). Comparison of the number of intronic reads between total RNA and nuclear 

RNA, which mostly originate from intronic polyA stretch being primed by the oligo-

dT primer during library first strand synthesis, confirmed that 3‟end RNA-Seq of 

nuclear RNA significantly increased the number of intronic reads (Figure III-6A). The 

rate at which transcripts are transcribed and degraded differs between transcripts, 

and differences in the relative amount of RNA transcript present in the nucleus vs. 

that of the cytoplasm can be used as a proxy for RNA half-life, with high 

nuclear/total RNA ratio indicating shorter half-life. Differential analysis of this ratio 

with DESeq2 for all mouse liver APAS isoforms revealed widespread differences, 

with 28.5% PAS (8,328 of 29,199) having a high nuclear/total RNA ratio and 49.4% 

PAS (14,428 of 29,199) with a low nuclear/total ratio (Figure III-5B). 
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Figure III-5 Post-transcriptional regulation significantly contributes to 
differential APA isoform expression 

(A) Diagram of nuclear RNA against total RNA. (B) Volcano plot for the log2 fold change of 
nuclear RNA over total RNA against the DESeq2-reported adjusted p-value (n=36). (C) 
Stacked bar graphs for the % PAS differentially rhythmic between nuclear RNA and total 
RNA for the 7 groups. (D) Breakdown of the PAS location for G1 and G2, separated by 
whether or not they are differentially rhythmic between total and nuclear RNA. (E) Gene 
model, PAS location, gene expression, and PAS expression of Col18a1 and Neu1 in 
nuclear RNA. 

 

To determine if post-transcriptional regulation contributes to the differences 

in APAS isoform rhythmicity, we performed the same two-step rhythmicity analysis 

with nuclear RNA as that for total RNA (see Methods and above), and compared 

the nuclear RNA profiles with those of total RNA. We found that differentially 

rhythmic APAS isoforms in both groups 1 and 2 exhibit more differences in their 
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rhythmicity between nuclear and total RNA when compared to all APAS isoforms, 

indicating that post-transcriptional events likely contribute to the differential 

expression of these transcripts (Figure III-5C). For example, 17.5% of the rhythmic 

APAS isoforms in group 1 (rhythmic APAS isoform with arrhythmic gene signal) are 

arrhythmic at the nuclear RNA level, indicating that the rhythmicity of these APAS 

isoforms at the total RNA level is likely mediated post-transcriptionally. However, 

the vast majority of APAS isoforms did not display any significant differences in their 

rhythmicity between nuclear RNA and total RNA, pointing towards other 

mechanisms that might explain these differences (Figure III-5C). Rhythmic nuclear 

APAS isoforms exhibiting differences in their rhythmicity between nuclear and total 

RNA were enriched for distal PAS, whereas arrhythmic nuclear APAS isoforms 

being rhythmic in the total RNA fraction were enriched for middle PAS (Figure 

III-5D). Finally, no significant differences in rhythmic expression for any APAS 

isoforms were observed for the two genes Col18a1 (p = 0.23, 0.91; DODR analysis) 

and Neu1 (p = 0.64, 0.045, 0.88; DODR analysis) used as examples above, 

indicating that post-transcriptional modifications are not responsible for the 

differential expression of their APAS isoforms (Figure III-5E). 
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Figure III-6 (Supplement) Post-transcriptional regulation significantly 
contributes to differential APA isoform expression 

(A) Percent of reads aligning to exons, introns, or intergenic for the four types of libraries 
sequenced in this study. (B) Correlation between the phases of rhythmically expressed 
PAS in total RNA and nuclear RNA. 

 

Cellular subtype specificity contributes to differential APAS isoform expression 

Another mechanism that may explain the differences in APAS isoform 

expression involves cell subtype specificity and cellular environment. While 

generally considered as a homogenous tissue, the liver is composed of epithelial 

cells and Kupffer cells in addition to the dominant population of hepatocytes. 

Moreover, the liver organization into lobules generates a gradient of high oxygen 

and nutrient conditions (pericentral) to low oxygen and nutrient conditions 

(periportal), which contributes to hepatocyte subtypes specialized in specific 

metabolic functions (Figure III-7A)26,27. To determine if the differentially expressed 

APAS isoforms are expressed in a cell subtype specific manner, we utilized a 

published mouse liver single-cell RNA-Seq dataset that explored differences in 

gene expression between cell subtypes28. This dataset was generated using 

MARS-Seq and thus sequenced 3‟ mRNA reads similar to our 3‟mRNA-Seq, 
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thereby enabling the analysis of APAS isoform expression across the different liver 

cell subtypes.  

 

Figure III-7 Cellular subtype specificity also contributes to differential APA 
isoform expression 

(A) Overview of the compartments of the liver, the liver lobules. High oxygen and nutrient 
blood flows from a triad of the bile duct, hepatic portal vein, and hepatic artery to the central 
vein leading to the heart. Hepatocytes take up oxygen and nutrients as the blood flows 
past, leading to a gradient in oxygenation and nutrient status in the blood and surrounding 
hepatocytes. (B)  PCA plot of the distribution of single cells based on gene expression, 
using marker genes for hepatocytes, endothelial, and Kupffer cells. Cells are shaded 
according to their expression of Cyp2f2 (left) and Cyp2e1 (right). (C) The same PCA plot, 
shaded according to assigned group. Hepatocyte group H1 is enriched for periportal 
hepatocytes, while hepatocyte group H3 is enriched for pericentral hepatocytes. (D) PAS 
expression of the 6 genes used in the single-cell dataset study in hepatocyte subgroups 
H1-3, matching what was seen on a gene level. (E) Percent expression of each PAS in the 
3 hepatocyte subgroups, endothelial, and Kupffer cells, such that each row adds up to 
100% expression.  
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Figure III-7 Continued 
The Gini coefficient for each PAS is shown on the right. PAS are sorted according to Gini 
coefficient and which of the 5 subgroups they have the highest expression in. (F) Boxplot of 
the Gini coefficient for all PAS, PAS for genes with only one PAS, PAS for genes with 2 or 
more PAS, and G1 and G2. (G) Percentage of the 7 groups with a Gini coefficient over 
0.65.  (H) Gene model and PAS position for Col18a1 and Neu1, showing expression in the 
5 subgroups. 

 

Several genes known to be preferentially expressed at opposing ends of the 

liver lobules are commonly used to differentiate hepatocyte subtypes. Using these 

hepatocyte marker genes along with marker genes for Kupffer and endothelial cells, 

we spatially reconstructed by principal component analysis the liver subtypes to 

spread out the hepatocytes and identify cell subtypes. Expression analysis of two 

hepatocyte markers, the cytochrome P450 genes Cyp2f2 and Cyp2e1, across more 

than 1,000 single cells showed biased expression towards the periportal and 

pericentral ends of liver lobules, respectively (Figure III-7B). Using this hepatocyte 

subtype zonation, we then split the hepatocyte population into 3 major groups, 

resulting in 5 total groups with the identified Kupffer and endothelial cells (Figure 

III-7C). Subsequent analysis of the APAS isoforms for six known hepatocyte marker 

genes (Cyp2f2, Cyp2e1, Alb, Asl, Ass1, Glul) confirmed that their expression was 

correctly partitioned across the liver lobule, indicating that our spatial reconstruction 

of the liver using single-cell data was successful (Figure III-7D). 
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Figure III-8 (Supplement) Cellular subtype specificity also contributes to 
differential APA isoform expression 

(A) Gini coefficient for the original groups 1A, 1B, 2A, and 2B, as well as all PAS. (B) 
Percentage of PAS with a Gini coefficient greater than 0.65, separated by the location of 
the APAS. 
 
 

 To determine whether APAS isoforms are expressed in specific cell subtypes 

or not, we sought to use a quantitative measurement that could be applied to the 

expression of each APAS isoform in all 5 liver subtypes. Several papers have 

extensively compared many different methods29,30, yet no strong conclusions were 

reached on the most appropriate choice. Therefore, based on our own comparison 

of a few methods, we selected the Gini coefficient method as the most appropriate 

unbiased method for determining cell subtype specificity in mouse liver30,31 

Unsurprisingly, many APAS isoforms were expressed evenly with some small 

biases across the 5 groups, resulting in Gini coefficients around 0.5 (Figure III-7E). 

Quantification of the Gini coefficient for each APAS isoforms revealed that 

differentially rhythmic APAS isoforms in both group 1 and 2 exhibit significantly 

higher Gini coefficients than other transcripts, indicating that subtype specific 

expression contributes to differential rhythmic expression of APAS isoforms (Figure 

III-7F). To extend this finding, we set a Gini coefficient of 0.65 as the cutoff to 
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consider an APAS isoform as being expressed in specific cell subtypes or 

ubiquitously, based on the profile of Gini coefficients across all APAS isoforms, and 

the Gini coefficient for the different marker genes (Figure III-7E). Using this cut-off, 

28% of the differentially rhythmic APAS isoforms in group 1 and 2 were expressed 

in a cell subtype-specific manner, whereas 22% of the other G1 and G2 APAS 

isoforms have a Gini coefficient higher than 0.65 (Figure III-7G). This suggests that 

specific subtype expression may contribute to about 6% of the differential rhythmic 

expression of APAS isoforms. Gini coefficient for Col18a1 and Neu1 APAS 

isoforms, along with heatmap visualization of their expression across mouse liver 

subtypes, revealed liver subtype specific expression was unlikely to be involved in 

the differential rhythmic expression of APAS isoforms (Figure III-7H). 

 

Co-transcriptional regulation of differential APAS isoform expression in mouse liver 

Because differential expression between APAS isoforms could not be solely 

explained by post-transcriptional regulation and cell subtype specific expression, we 

then examined if co-transcriptional events may contribute to differential APAS 

isoform expression. Increasing evidence indicates that many factors/proteins loaded 

onto the C-terminal domain (CTD) of RNA Polymerase II (Pol II) significantly 

influence the behavior of Pol II, e.g., Pol II pausing and elongation rate 25,32. These 

factors, which regulate 5‟ end RNA capping, RNA splicing, and 3‟ RNA cleavage 

and polyadenylation, have all been described to regulate mRNA synthesis and 

processing, and ultimately to contribute to RNA isoform diversity. For these 
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reasons, we hypothesized that the expression of APAS isoforms may be co-

transcriptionally regulated, with the potential combination of initiating TFs, 

enhancer(s), and promoter usage influencing the loading of PAS-specific cleavage 

and polyadenylation factors, and eventually resulting in multiple APAS isoforms 

exhibiting differences in their relative expression (Figure III-10A). A corollary of this 

hypothesis implies that knocking out a TF can generate widespread changes in 

PAS usage by altering promoter events and co-transcriptional loading of RNA 

processing factors (Figure III-10A). To test this hypothesis, we sequenced the liver 

transcriptome over the 24-hour day using 3‟mRNA-Seq of clock-deficient Bmal1-/- 

mice fed ad libitum (n = 36; n = 6 per timepoint), and quantified the expression of 

APAS isoforms.  
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Figure III-9 Co-transcriptional regulation of differential APAS isoform 
expression in mouse liver 

(A) Venn diagram of the PAS rhythmic only in WT total RNA (4722), only in Bmal1-/- total 
RNA (120), or both (37). (B) Volcano plot for the log2 fold change of Bmal1-/- total RNA over 
WT against the DESeq2-reported adjusted p-value (n=36). (C) The breakdown of genes up-
regulated, down-regulated, or not changed from WT to Bmal1-/-, separated by PAS 
rhythmicity. Those affected by the KO are enriched for rhythmic PAS (p = 1.38E-55, 
hypergeometric test). (D) Phases of rhythmic PAS significantly down- or up-regulated in 
Bmal1-/-. (E) Breakdown of genes by how their PAS are affected by Bmal1-/- KO. Differential 
regulation indicates a mixture of effects, between not affected, down-regulated, or up-
regulated. (F) Breakdown of PAS location for G1 and G2, separated by response to Bmal1-/-

. (G) Gene model, PAS location, gene expression, and PAS expression of Col18a1 and 
Neu1 in WT and Bmal1-/- total RNA. (H) Gene model and PAS signal for Col18a1 and Neu1 
in arrhythmically fed, ad libitum, and night-restricted fed mice33.  
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Bmal1 is a core component of the mammalian circadian clock, and its 

knockout in mouse abolishes molecular, physiological and behavioral rhythms. Not 

surprisingly, analysis of the rhythmic transcriptome in the liver of ad libitum fed 

Bmal1-/- mice revealed that almost all APAS isoforms are arrhythmically expressed 

(Figure III-9A). However, analysis of differential expression with DESeq2 revealed a 

profound effect of Bmal1 knockout on the steady-state expression levels of APAS 

transcripts (Figure III-9B). About 28.1% of APAS isoforms (8,197 of 29,199) are 

significantly affected in Bmal1-/- mice, with a roughly event split between up- and 

down-regulation (47.5% vs. 52.5%, respectively; Figure III-9C). Interestingly, APAS 

isoforms misregulated in Bmal1-/- mice were enriched for rhythmic APAS isoforms 

(37.6% vs. 26.2% between rhythmic vs. arrhythmic APAS isoforms; p = 6.09×10-55, 

hypergeometric test; Figure III-9C). Consistent with the daytime binding of 

CLOCK:BMAL1 to DNA34,35 and a direct effect of Bmal1-/- on APAS isoform 

differential expression, APAS isoforms down-regulated in Bmal1-/- mice were 

enriched in transcripts peaking around the day:night transition (ZT12), whereas 

APAS isoforms up-regulated in Bmal1-/- mice were enriched in transcripts peaking 

at the night:day transition (ZT0) (Figure III-9D).  

 



 

91 

 

 

Figure III-10 (Supplement) Co-transcriptional regulation of differential APAS 
isoform expression in mouse liver 

(A) Schematic of the process by which different promoter events may be co-
transcriptionally loading elements onto the CTD arm of RNA Polymerase II, resulting in the 
independent production of different length transcripts and differential regulation of APAS 
isoforms.  

 

To determine if Bmal1 knockout consistently up- or down-regulate all APAS 

isoforms of a gene or if it can differentially affect the expression of APAS isoforms, 

we examined the 8,197 APAS isoforms misregulated in Bmal1-/- mice at a gene 

level. Of the genes affected in Bmal1-/- mice and containing 2 or more PAS, only a 

minority (10%) are regulated in a similar manner (Figure III-9F). Indeed, most of the 

genes containing an isoform affected by Bmal1 knockout exhibit differential APAS 

isoform expression, i.e., most genes harbored APAS isforms that are either up-, 

down-, or unchanged in Bmal1-/- mice. Importantly, this differential APAS isoform 

expression is predominant even for genes harboring only two PAS, indicating that 

this effect is not specific to genes containing a large number of PAS (Figure III-9E). 

This result thus indicates that knockout of a TF can affect the expression of specific 

APAS isoforms within a gene. This applies to the gene Col18a1 (but not Neu1), 
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where one APAS isoform is expressed constitutively higher in Bmal1-/- mice than in 

wild-type mice, while the other isoform is expressed at a level similar between the 

two strains (Figure III-9G). Whether this effect of Bmal1-/- occurs directly, i.e., co-

transcriptionally in cis, or indirectly, i.e., in trans with Bmal1-/- misregulating the 

expression of RBP or miRNA that regulate APA, remains to be determined. 

However, our findings that Bmal1 knockout preferentially affects rhythmic APAS 

isoforms and that down-regulated isoforms peak a few hours after CLOCK:BMAL1 

maximal DNA binding in wild-type mice, strongly suggest that some of the effects 

occur directly in cis and are co-transcriptional. 

 Taken together, our findings therefore suggest that changes of TF activity in 

vivo may differentially affect the expression of specific APAS isoforms. Moreover, 

they also suggest that conventional RNA-Seq analysis may underestimate how 

gene expression is affected by a particular treatment. To test this possibility, we 

used one of our publicly available 3‟ mRNA-Seq dataset that examined how the 

amplitude of feeding rhythms regulates rhythmic gene expression in mouse liver33, 

and examined whether APAS isoforms may be differentially regulated by rhythmic 

food intake. Col18a1, and to a lesser extent Neu1, both show clear differential 

expression of their APAS isoforms depending on feeding rhythms, with one APAS 

isoform being expressed at a similar level across all feeding profiles, while the 

others show enhanced rhythmic expression in response to increasing amplitude of 

rhythmic food intake (Figure III-9H). Interestingly, these genes are not regulated in a 

similar manner. For example, the rhythmic APAS isoform for Col18a1 is the distal 
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PAS, whereas it is the proximal PAS for Neu1. Thus, environmental factors may 

play a role in PAS usage, potentially by affecting how TFs are recruited to the 

chromatin and how they co-transcriptionally regulate PAS usage along with post-

transcriptional regulation and cell subtype specific expression. 

 

Discussion 

Characterization of the rhythmic transcriptome in multiple tissues and 

species uncovered the pervasiveness of the circadian system on rhythmic gene 

expression. More than half of the genome in mammals is rhythmically expressed in 

at least one tissue, and virtually every biological function is under some sort of 

circadian regulation. As in other fields, analyses of RNA-Seq datasets have been 

predominantly performed by concatenating the different transcript variants in a 

single gene model, thereby assuming that the expression of all isoforms that form a 

gene is under similar transcriptional control. By analyzing the rhythmic 3‟end 

transcriptome in mouse liver, we found that at least 10% of the genes have APAS 

isoforms exhibiting differential rhythmic expression. More than 500 rhythmically 

expressed genes harbor at least one arrhythmically expressed APAS isoform. 

Importantly, 481 genes analyzed as arrhythmically expressed exhibit a rhythmic 

APAS isoform, suggesting that these genes may contribute to circadian physiology 

despite overall gene signal suggesting otherwise. The majority of differential 

rhythmicity in APAS isoform expression appears to be regulated by co-

transcriptional regulation of PAS usage, and to a lesser extent by post-
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transcriptional events and cell subtype-specific expression. Importantly, our data 

also indicate that alteration of the environment, i.e., amplitude of feeding rhythms, 

can differentially impact APAS isoform expression, suggesting that conventional 

RNA-Seq analysis may not fully unravel the differences in gene expression between 

samples.  

 It remains unclear how PAS are selectively cleaved and polyadenylated. Our 

data indicate that knocking out a single transcription factor can misregulate the 

expression of over a quarter of all APAS isoforms. A comprehensive analysis 

focusing on the PAS-specific effects of TF knockouts would enlighten the molecular 

processes by which TFs regulate the transcription of specific APAS isoforms. As 

shown in Figure III-9, the APAS transcripts of some genes are wholly affected by 

Bmal1 knockout and either up- or down-regulated, while the majority of genes are 

differentially affected. Therefore, it is conceivable that Bmal1 is required for the 

transcription of all APAS transcripts in the former class, whereas it is required for 

only some of the APAS transcripts for the latter class. Interestingly, the recent 

findings that rhythmic transcription is associated with rhythmic interactions between 

CLOCK:BMAL1 enhancers and promoters36,37 may provide a template for how 

specific cleavage and polyadenylation factors are loaded onto Pol II C-terminal 

domain and command termination of specific PAS at specific time of the day. The 

question also remains as to the combinations of factors required for proper 

transcription of each APAS isoforms. While our investigation has focused on TFs, 
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there are still many other factors that play a role in initiating and driving the 

expression of specific APAS isoforms such as RBPs, miRNAs, and lncRNAs38-40.  

 An emerging aspect of APA resides in its drastic effects on protein 

localization, as exemplified by Cd47 APAS isoforms where the protein encoded by 

the short 3‟ UTR isoform is located in the endoplasmic reticulum while long 3‟UTR 

isoform encode for proteins located in the plasma membrane 8. Our finding that 

differentially expressed APAS isoforms are enriched in membrane-associated 

proteins may indicate a more general role of 3‟UTR length in protein subcellular 

localization. Future experiments investigating the role of our identified APAS 

isoforms (e.g., Col18a1 and Neu1) and the localization of their protein products 

could yield exciting prospects for not just regulation of APA, but also cell 

homeostasis and organismal health. 

 Finally, it is tempting to imply that our results also have deep implications on 

future studies looking into genome-wide regulation of gene expression. As 

mentioned above, APA can play a large role in understanding health risks and 

diseases 13,41. However, the vast majority of RNA-Seq based gene expression 

studies have ignored isoform-specific information. As shown in the present study, a 

sizeable fraction of transcript isoforms can be differentially regulated, shedding light 

on the notion that not all gene isoforms behave in a similar manner. Since the vast 

majority of mammalian genes contain some form of APA 42, these studies may 

therefore miss crucial aspects in their analysis and results.  
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Methods 

Animals 

C57BL6/J and Bmal1-/- mice were raised in-house on a 12 hour light : 12 

hour dark cycle (LD12:12), and maintained on ad libitum water and food. Mice were 

anesthetized with isoflurane, decapitated, and the liver collected. The left lateral 

lobe was cut into three equivalent-sized pieces for RNA processing, with the 

remainder stored together. All collected tissues were flash-frozen in liquid nitrogen 

and stored at -80°C. All animals were used in accordance with the guidelines set 

forth by the Institutional Animal Care and Use Committee (IACUC) of Texas A&M 

University (AUP #2019-0222).  

 

Nuclear RNA isolation 

 50 to 100mg of previously frozen mouse liver tissue was suspended in 1X 

PBS and transferred to a 2mL glass homogenizer. Tissues were homogenized with 

pestle A 6 times and pestle B 4 times and then aliquoted into 2mL Eppendorf tubes 

containing 1mL homogenate solution (). Nuclei were washed twice with the 

hypotonic buffer, separated by centrifugation at 1500 g for 2 minutes at 4°C. Nuclei 

were then resuspended in hypotonic buffer, added to a sucrose cushion, and 

centrifuged at 20000 g for 10 minutes at 4°C. The supernatant was carefully 

removed and the nuclei washed twice with resuspension buffer, centrifuging at 1500 

g for 2 minutes at 4°C, before being used in RNA extraction. 
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Polysomal RNA isolation 

50 to 100 mg of previously frozen mouse liver (crudely ground) tissue was 

manually ground under LN2 with a mortar and pestle to a fine powder with 8 

volumes of polysome buffer (20 mM HEPES pH 7.5, 250 mM NaCl, 10 mM MgCl2, 

1% Triton X-100, 10 mM DTT, 10% glycerol, 100 µg/ml cycloheximide, 0.15 mg/ml 

PMSF, 0.2 mg/ml heparin, 1 µg/ml each of pepstatin, leupeptin and aprotinin). 

Ground tissue was thawed on ice and cellular debris was pelleted by centrifugation 

at 10,000 g for 10 m at 4 C. The cleared supernatant was measured for RNA 

content (Nanodrop) and 12-15 A260 units were loaded on a 13 ml sucrose density 

gradient (10 to 50% sucrose in 10 mM HEPES pH 7.5, 70 mM ammonium acetate, 

5 mM magnesium acetate buffer prepared on a Biocomp Gradient Station) and 

spun for 2 hours in a pre-cooled SW-41 rotor in a Beckman Coulter Optima XE-90 

ultracentrifuge at 41,000 rpm followed by approximately 1hr of a no-brake slow to 

stop. Gradient fractions were then collected in 14 tubes from the top (low density) to 

the bottom (high density) on a Biocomp fraction collector with continuous A260 

monitoring for RNA content with a Triax flow cell (Biocomp).  

 

RNA extraction and processing 

 RNA from all sources (total, nuclear, or polysomal) was extracted in the 

same manner. Total RNA for both WT and BMAL1-/- mice was generated from one-

third of the left lateral lobe of the liver flash-frozen in liquid nitrogen and stored at -

80°C and crushed using a mortar and pestle. Nuclear and polysomal RNA were 
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extracted from solution from their respective isolations. Briefly, either crushed frozen 

tissue or solution was mixed with 300µL of TRIzol reagent, homogenized with a 

pellet mixer, and the volume brought to 1mL with 700mL of TRIzol reagent. 200mL 

chloroform was added, and the solution shaken and centrifuged at 12,000 g for 15 

minutes at 4C. The aqueous phase was extracted and added to an equivalent 

amount of isopropanol. The resulting solution was that centrifuged at 12,000 g for 

10 minutes at 4C, and the RNA pellet was washed with 1mL of 75% ethanol before 

being resuspended with 25mL RNase-free deionized water. Total RNA was then 

purified with an acid phenol/chloroform extraction, and precipitated by ethanol 

precipitation. The RNA pellet was then washed with 75% ethanol as described 

above, and finally resuspended in 25mL. Samples were quantified with a 

NanoDrop-1000 and with the Promega QuantiFluor ssRNA system, and quality / 

integrity of total RNA was assessed by gel electrophoresis. 

 

Library generation and sequencing 

RNA-Seq libraries were generated using the Lexogen QuantSeq 3‟ mRNA-

Seq Library Prep Kit following manufacturer instructions, beginning with 2µg of total 

RNA as starting material. cDNA was PCR-amplified for 12 cycles following 

manufacturer recommendations for mouse liver tissue. Libraries were multiplexed in 

equimolar concentrations and sequenced across multiple runs using an Illumina 

NextSeq 500 (Molecular Genomics Workspace, Texas A&M University, USA).  
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Data processing 

Sequenced reads were pre-processed with the R package ShortRead 43  to 

remove the first 12nt, remove low quality bases at the 30 end, trim poly-A tails and 

embedded poly-A sequences, and remove all reads under 36nt in length. Reads 

were aligned to the mm10 transcriptome, assembly GRCm38.p4, with the STAR 

aligner 44 version 2.5.2b with options  

--outSAMstrandField intronMotif–quantMode GeneCounts –

outFilterIntronMotifs RemoveNoncanonical 

Secondary alignments were removed with samtools view -F 0x100. Read counts 

were summarized with the function summarizeOverlaps from the R package 

GenomicRanges 45 using options  

mode=IntersectionStrict inter.feature=FALSE 

Libraries were filtered and normalized by library size using the Trimmed Mean of M-

values (TMM) normalization 46  within edgeR 47 using default settings.  

 

PAS mapping  

 Initial PAS definition was performed through the combination of two separate 

analyses. First, all total RNA reads as well as the reads from the 72 samples from 33 

(=108 separate libraries) were trimmed to their 3' most mapped nucleotide, taking 

into account the CIGAR string. In the first analysis, the 3‟ nucleotides were 

immediately put through peak calling by HOMER 48 to find a broad range of 

potential APAS using the following options: 
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makeTagDirectory -precision 3 -totalReads all -fragLength 1 -keepAll 

findPeaks -strand separate -tbp 0 -fragLength 1 -size 10 -minDist 25 -

ntagThreshold 2 –region 

resulting in 76018 prospective PAS. In the second analysis we attempted to define 

all APAS that represented the exact end of transcripts. Therefore, all 3‟ most 

nucleotide reads were filtered to only those containing at least 6 consecutive 

adenine residues at the 3‟ end in the original unmodified read, indicating that these 

reads are directly against the poly(A) tail. Next, we scanned the genome 20nt 

downstream of the mapped 3‟ end of these reads and removed those with 12 or 

more adenine residues in those 20nt, indicating that they existed due to internal 

priming events. Reads in both steps were filtered out using custom Perl scripts. 

Finally, PAS were defined through HOMER using the following options: 

makeTagDirectory -precision 3 -totalReads all -fragLength 1 -keepAll 

findPeaks -strand separate -tbp 0 -fragLength 1 -size 10 -minDist 25 -

ntagThreshold 5 –region 

resulting in 31837 prospective APAS. The two sets of APAS were then 

concatenated and combined to yield a single list using the reduce function from 

GenomicRanges45. Finally, any APAS that were found to overlap with the mm10 

blacklisted regions generated by ENCODE were removed49,50. A total of 86780 

possible APAS resulted from these steps. 
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PAS filtering 

 PAS were annotated to genes using their overlaps with each gene part with 

summarizeOverlaps from GenomicRanges 45, with a final annotation performed 

using a priority list. TSS were defined as the region +0 to +100nt from the annotated 

TSS. TTS were defined as the region -20nt to +20nt from the annotated TTS. 

Finally, downstream regions were defined as up to 2kb from the end of the TTS 

above. Next, we removed all PAS that contained genomic poly(A) stretches that 

escaped detection in the previous steps. The region from -15 to +5 of the 3‟ end of 

every PAS was analyzed, and those with 12 or more adenine residues were 

removed. Since the downstream annotation can potentially result in ascribing APAS 

of a downstream gene to the upstream and unrelated gene, we removed all PAS 

that were annotated as downstream yet interior of another gene. Raw count values 

were then normalized by library size using the Trimmed Mean of M-values (TMM) 

normalization46  within edgeR47 using default settings. 

 We next looked at how well all of the PAS of each gene accounted for the 

gene expression seen in total RNA on a log2-scale. Any genes where the sum of 

expression of its PAS that overlap the CDS was less than half of its total expression 

or more than the total expression + 0.5 were removed (Figure III-B). Finally, we 

looked at the expression of each PAS and auto-included them if their contribution to 

any transcript was more than 10% of total, or if it had a mean TMM value over 5. 

Any PAS that had a maximum contribution to any transcript under 0.5% of total as 

well as a mean TMM value under 0.5 was automatically discarded. All PAS leftover 
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between these two ranges were tested for overlap with a publicly available 

database of APAS51. APAS from PolyA_DB were extended upstream to a total of 

75nt, and any of our APAS that overlapped with those from PolyA_DB were kept. 

After filtering, a total of 29199 high-confidence APAS remained. 

 

Rhythmicity and differential rhythmicity analysis 

Rhythmicity analysis for every gene and PAS in the 4 paradigms was 

performed with four algorithms from three programs: F2452,53, JTK_CYCLE and LS 

from MetaCycle54, and HarmonicRegression55. The resulting p-values from all 4 

algorithms were combined using Fisher‟s method into one p-value, all of which were 

then adjusted using the Benjamini-Hochberg method56 within the p.adjust function 

available in base R to control for the false-discovery rate (FDR). Genes with a q-

value under 0.05 were considered rhythmic for that paradigm. 

Differential rhythmicity analysis was performed with the robustDODR 

algorithm within DODR24. Genes and PAS with a p-value less than 0.05 were 

considered as differentially rhythmic. 

 

Differential expression analysis 

 All differential expression analysis was performed using DESeq257 using 

default settings.  
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Single cell reconstruction 

 All methods indicated in the original paper28 were attempted to be followed 

as closely as possible. Single-cell data were downloaded from GEO and aligned to 

the mm10 transcriptome as above. Gene expression for all genes as well as the 

ERCC92 spike-in was performed using summarizeOverlaps from the 

GenomicRanges package45 with the following options: 

mode = "IntersectionStrict", singleEnd = TRUE, ignore.strand = FALSE, 

inter.feature = FALSE 

Cells were removed if the total of their reads mapping to ERCC92 was greater than 

4% of the total of reads mapping to the genome58. Genes were removed from 

consideration if the total number of reads mapping to them was 0. All libraries were 

then normalized to library depth using the TMM normalization as above. Next, we 

summed the expression of markers for hepatocytes (Apoa1, Apob, Pck1, G6pc, 

Ttr), endothelial cells (Kdr, Egf17, Igfbp7, Aqp1), and Kupffer cells (Clec4f, Csf1r, 

C1qc, C1qa, C1qb). Cells with a greater total for the endothelial or Kupffer marker 

genes were labeled as endothelial or Kupffer cells, respectively. Cells that had a 

higher total for both over the hepatocyte marker genes were discarded. All 

remaining cells were labeled as hepatocytes. Any hepatocyte cell with less than 1% 

of total expression coming from albumin (Alb) was discarded. In order to separate 

hepatocytes by their zonation profile, PCA analysis was performed on all 

hepatocytes using their expression for the 20 marker genes indicated in27, and 

hepatocytes were split into three even groups (H1, H2, H3) based on their PC1 
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value. Finally, another PCA analysis was performed on all cells using a combination 

of the Braeuning hepatocyte, Kupffer, and endothelial marker genes (Figure III-7C). 

 For PAS expression in the single-cell data, the 3‟ end of all reads was taken 

and quantified across all accepted PAS (see PAS generation and filtering). The raw 

reads for all 5 groups (H1, H2, H3, Kupffer, and endothelial) were summed up. Due 

to the differing chemistries between 3‟ QuantSeq and MARS-Seq, some PAS did 

not match well, and so any PAS with fewer than 5 reads in total was removed. The 

remaining PAS were then TMM-normalized as above. 

 

KEGG and GO analyses 

 All KEGG and GO analyses were performed using the kegga and goana 

functions available within limma59. Gene symbols were converted to Entrez IDs with 

AnnotationDbi60. 

 

Polysomal/total ratio 

 The polysomal/total RNA ratio was calculated by dividing expression in 

polysomal RNA by its expression in the equivalent sample from total RNA for every 

sample (n=36) and PAS. The resulting ratios were then grouped according to the 7 

groups (Figure III-3I) and the median taken for every group by sample. The resulting 

36 medians per group were then used for plotting and statistics. 
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CHAPTER IV  

CONCLUSIONS, DISCUSSION, AND FUTURE DIRECTIONS 

 

Rhythmic food intake and rhythmic gene expression 

In Chapter II, I showed that mice fed on an arrhythmic schedule do not 

exhibit a shift in the phase of the circadian clock in the liver. The same also occurs 

under night-restricted feeding (NRF), where the phase of the clock does not shift. 

However, the amplitude of expression of many rhythmic genes increases, resulting 

in strongly rhythmic gene expression. Under day-restricted feeding (DRF), the 

phase of both the clock and many rhythmic genes shifts by up to 12 hours in the 

mouse liver1,2. Interestingly, the effects of NRF vs. DRF on rhythmic expression in 

clock deficient mice are not equal. NRF in clock-deficient mice results in many 

genes gaining or maintaining rhythmicity3, while DRF results in far fewer 

rhythmically expressed genes than NRF2. If a clock-deficient mouse is completely 

devoid of rhythms, then there should be no functional difference between the two 

feeding paradigms. However, one additional factor is that the DRF clock-deficient 

mice were in constant darkness (DD), while the NRF clock-deficient mice were 

under 12 hours light:12 hours dark (LD). Recent studies have shown that light itself 

can have effects on tissues other than the SCN in systemic signals directing 

rhythmic gene expression4. Therefore, this discrepancy is potentially due to 

systemic signals from elsewhere in the body that maintain rhythmicity under clock 
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deficiency, such as body temperature or light, interacting with RFI-dependent gene 

expression.  

It is unclear how the phase of core clock gene expression is shifted under 

DRF in response to rhythmic food intake (RFI). One possible avenue is that Per2, 

known for mediating some interactions between the circadian clock and nutrient 

status5, may be initiating a reset of the circadian clock in response to feeding 

exclusively during the resting phase. A recent paper6 explored this avenue and 

found that DRF increased levels of corticosterone at the end of the night, resulting 

in a cascade that ultimately delays the activation of Rev-erbα. Interestingly, this 

change happens quickly within the liver, but takes several days longer in the heart 

and muscle. Furthermore, this change has been shown to be dependent on 

glucocorticoids, where changing from NRF to DRF changes peripheral clock gene 

expression slowly, but the opposite happens rapidly7. 

The vast majority of studies into circadian rhythms and their relationship with 

feeding have been studied in the liver, which is extensively influenced by feeding, 

as nutrient-laden blood enters the liver via the portal vein. As such, the liver is in a 

unique position amongst tissues where much of the body‟s metabolism takes place. 

Previous papers have performed a cursory analysis into the rhythmicity of 

transcripts in other tissues8,9. However, it is relatively unknown how rhythmic food 

intake affects these other tissues, as well as what signal is thus synchronizing the 

response of these tissues to feeding. Some efforts have been made previously to 

identify metabolites that act upon the liver clock in response to food intake10, but it is 
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unknown if these metabolites will have the same effect upon other tissues given the 

liver‟s unique position11. Therefore, I would like to investigate the response of an 

extensive list of tissues to rhythmic food intake. I would expect to see that tissues 

upstream as far as nutrient flow such as the liver and kidneys would contain more 

genes that depend on RFI for rhythmic gene expression, whereas tissues 

downstream would contain few, if any, genes that depend on RFI for expression. 

Instead, I would expect those tissues to contain primarily clock-controlled genes that 

will not deviate in rhythmic expression in response to RFI. Part of this work has 

already been completed in our lab in the heart, kidneys, and lungs, but an in-depth 

analysis of rhythmic gene expression has not yet been performed. Furthermore, 

similar to Chapter II, rhythmic gene expression in a NRF Bmal1-/- mouse would 

need to be assayed to identify those genes that are solely dependent on the clock 

for their expression. To add to this, I would like to investigate the synchronizing 

metabolite(s) that are responsible for driving rhythmic gene expression in other 

tissues in response to RFI. This would be performed by acute injection of potential 

metabolites using metabolite libraries or a vehicle, and assaying for changes in the 

expression of genes shown to be affected by RFI in the previous genome-wide 

analysis.  

 

Pathways interacting with rhythmic food intake 

As part of our conclusions for Chapter II (Figure II-7K), we noted that while 

total levels of mTOR, ERK1, and ERK2 are relatively consistent amongst all feeding 
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paradigms, levels of p-mTOR, p-ERK1, and p-ERK2 are rhythmic under NRF, and 

arrhythmic under arrhythmic feeding, suggesting that these pathways play a role in 

regulating the livers response to RFI. As discussed above, NRF (and DRF, to a 

lesser extent) have the ability to synchronize rhythmic gene expression, even in a 

clock-deficient mouse. However, NRF after an adrenalectomy does not provide the 

same synchronizing effect, indicating that systemic signals such as the hormone 

corticosterone must still be playing a role in the response to rhythmic food intake12. 

Therefore, one potential future direction would be to feed mice under the three 

feeding paradigms (AR, LB, NRF) while they are under the effects of antagonists for 

the mTOR (e.g., rapamycin) or ERK1/2 pathways13. If either of these pathways are 

directly or indirectly involved in mediating the response of rhythmic gene expression 

to RFI, then feeding mice under a NRF or ad libitum schedule will result in a 

phenotype and gene expression profile similar to that of arrhythmically-fed mice. 

Knowledge of the pathway involved in the body‟s response to RFI could pave the 

way to gaining the health benefits of time-restricted feeding, or “intermittent fasting” 

as the diet is publicly known14, without requiring the use of the diet.  

 These experiments could also be repeated in clock-deficient mice. This 

should result in mice that contain very few rhythmic genes, as they cannot entrain 

gene expression to both clock-controlled signaling and RFI signaling, leaving only 

those genes that are sensitive to the remaining rhythmic systemic signals.  
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Directing polyadenylation events via co-transcriptional loading  

In Chapter III, I found that many APAS transcripts are differentially expressed 

from their sibling transcripts, i.e., from APAS transcripts belonging to the same gene 

that are not differentially expressed. We then investigated the underlying 

mechanisms, and examined APA using nuclear RNA as a proxy for post-

transcriptional modifications (Figure III-5), as well as across different tissue sub-

types in a single-cell RNA-Seq dataset (Figure III-7). We did not find strong 

evidence indicating these two possible mechanisms are the main causes for the 

differential expression of APAS transcripts. Next, we examined expression of these 

APAS transcripts in a Bmal1 KO strain (Figure III-9) to determine if the differences 

in transcript expression were due to co-transcriptional regulation, and noted over a 

quarter of our APAS were significantly up- or down-regulated upon Bmal1 KO. The 

vast majority of these changes do not occur across all APAS transcripts of each 

gene, i.e. genes contain APAS that are differently regulated from each other in 

response to Bmal1 KO. Thus, co-transcriptional factors influence the usage of 

APAS, resulting in differential expression between isoforms. These experiments 

could be repeated on a larger scale, involving many more transcription factor 

knockouts, to build a greater picture of the TF network that combine to activate 

transcription for each PAS.  

 Studies have shown that pausing of RNA Pol II is correlated with an increase 

in production of proximal PAS transcripts, likely due to the CPSF proteins on the 

CTD domain of Pol II being in close proximity to the PAS for longer periods of 
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time15,16. It has been hypothesized that certain transcription factors may be 

responsible for the usage of certain polyadenylation proteins during transcription17. 

Additionally, between initiation of transcription and elongation, Pol II pauses as it 

disengages from the promoter. During this time, the CTD domain of Pol II is 

available for CPSFs18, as well as other factors such as RBPs, to be loaded onto the 

domain to aid in the process of transcription. In our model, we hypothesize that 

certain factors that are co-transcriptionally loaded onto the CTD arm are what 

actually direct Pol II cleavage and polyadenylation at certain APAS over other PAS 

(Figure IV-). In support of our hypothesis, a recent genome-wide survey of 

chromatin associated RBP found that many (but not all) RBPs are recruited at TSS 

and enhancers, that RBP binding to DNA is likely mediated by TFs, and thus occur 

at specific enhancers/promoters19. 
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Figure IV-1 Postulated model for regulated of alternative PAS usage by co-
transcriptional loading 

 

Therefore, there are a number of directions that could be further investigated 

regarding Chapter III and our proposed model. The first involves exploring the 

Bmal1 KO dataset in greater scope to ascertain whether these transcripts that gain 

or lose gene expression under BMAL1 KO have similarities in BMAL1 ChIP-Seq 

binding sites, protein domains, RBP binding sites, or MNase (chromatin) signal. The 

second involves analyzing the 3‟ UTR of differentially expressed APAS transcripts 
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and their sibling transcripts. If the 3‟ UTR length is playing a role in selection of 

these specific transcripts over others, I would predict to observe significant 

differences in the length of isoforms depending on the co-transcriptional proteins 

that are either used to initiate transcription or are loaded onto the CTD domain of 

Pol II. For example, Bmal1 may be selecting for transcription of more proximal PAS 

over distal PAS, or vice versa, and this bias is then lost in Bmal1 KO. In the third, I 

will investigate the 3‟ UTR RNA sequence to determine if there are any RBP motifs, 

or potentially use ChIP-Seq or PAR-CLIP evidence of RBP binding in order to 

determine if these transcripts are different due to binding of a rhythmically 

expressed RBP.  

Finally, our model (Figure IV-) indicates there must be some form of 

combinatorial logic between TFs in determining PAS usage. This is further 

supported by the results from Col18a1 expression in Bmal1 KO (Figure III-9), where 

PAS 1 is expressed at a level identical to that in WT, whereas PAS2 is significantly 

upregulated in Bmal1 KO. This therefore indicates that Bmal1 is responsible for 

reducing the expression of PAS2, yet has no relation in determining the average 

expression of PAS1. The opposite case, where a TF acts concordantly to increase 

the usage of certain PAS, is not shown but is also a potential occurrence. Thus, we 

will perform a genome-wide analysis in order to test this model by examining the 

binding of many TFs to enhancers within each topologically associating domain 

(TAD) using ChIP-Seq. A database of published ChIP-Seq studies has been made 

available20, and so can be used to perform a highly-dimensional analysis of which 
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TFs may be interacting with the promoters of differentially regulated genes. In the 

next step, we will examine publicly available datasets in the mouse liver of 

knockouts that use 3‟ end RNA sequencing to identify how PAS. If any strong 

candidates from the previous step do not already have usable datasets, we will 

generate our own knockouts and sequence their resulting PAS expression. If those 

TFs directly or indirectly act upon our genes found to be significantly differentially 

expressed under Bmal1 KO, then they are co-transcriptional regulators with Bmal1. 

From here, we can use co-IP/MS on Bmal1 and those TFs during the day 

timepoints to identify the recruited co-transcriptional elements that influence PAS 

usage.  
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