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ABSTRACT 

 

This thesis documents the process by which a single-user geomagnetic disturbance 

simulation scenario was designed. This includes modifications to the user interface designed to 

decrease human error factors such as change blindness and make the controls as intuitive and 

accessible as possible. It also shows the tools provided to the user during the simulation to help 

them operate the system such as frequency and voltage plots as well as voltage contours. 

Additions to the generator dynamics models including minimum power outputs and over-

excitation limiters that are designed to make the case as realistic as possible are also discussed. 

The e-field inputs used to simulate the geomagnetic storm were taken directly from the North 

American Electric Reliability Corporation geomagnetic benchmark file. Finally, this thesis 

details the formulation of key performance metrics used to evaluate user performance, as well as 

associated visual representations. Some of these metrics are derived from the operational guide 

of the Electric Reliability Corporation of Texas and utilize the time series data of the system 

frequency and bus voltages. Other metrics include unserved load and generator MVAR reserve 

capacity. Finally, an evaluation from three different simulation runs, including a base case and an 

experienced operator case are included in the appendix along with the exact script used to 

calculate these metrics. As expected, the experienced operator had significantly better scores that 

the base case in which no control actions are taken before or during the geomagnetic disturbance 

event.  
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NOMENCLATURE 

 

 

A Amp 

AC  Alternating Current 

DC Direct Current 

DS PowerWorld Dynamic Studio 

E-field Electric Field 

GIC Geomagnetically Induced Current 

GMD Geomagnetic Disturbance  

NERC North American Electric Reliability Corporation 

PC  Personal Computer 

PF  Power Factor 

p.u. per unit 

RMSD Root Mean Squared Deviation 

RVC Rapid Voltage Changes 

SCADA Supervisory Control and Data Acquisition 

TSR Transient Stability Results (file) 

V Volts 

V/km Volts per Kilometer 
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1. INTRODUCTION  

 

Geomagnetic disturbances (GMD’s), which are often caused by solar flares, have the 

potential to create large quasi-DC currents in today’s power systems. These currents especially 

impact transformers where they can cause excessive heating, as well as half cycle core saturation 

which can increase reactive losses [1]. While large GMD events are rare, studying them has 

become a major area of power system research, and regulations now require that utility 

companies study the effects such an event would have on their system [2]. Some utilities have 

procedural documents describing pre-emptive measures to take in the event of a GMD warning 

but very few people have ever gotten to experience operating a power system in real-time during 

a significant GMD event.  

To solve this problem, a GMD scenario has now been developed for use in PowerWorld 

Dynamics Studio (DS). This will allow power engineers, students, and operators among others to 

get hands-on experience with GMD’s. Using this fully dynamic simulation allows users to take 

actions in real-time during the event and then using logs of the simulation we can evaluate their 

performance after the fact. This allows us to compare their performance to previous runs to 

gauge learning curves and measure the effectiveness of new tools such as visual aids. Users 

implementing the pre-emptive actions described in untouched emergency procedures and 

reacting to voltage fluctuations and GIC current measurements during the event itself will give 

us valuable insight into what can be expected of human-in-the-loop systems during such an 

event.  

 In addition to the benefits for researchers, this simulation will help give users an intuitive 

feel for the controls available to them as well as the speed with which GMD’s occur. Ideally with 
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future implementations, this experience and intuition would help pull operator responses out of 

rule and knowledge-based behavior and perhaps more into the skill-based domain. While 

extensive training for these events may sound unrealistic given the infrequency of significant 

GMD’s, with the help of space weather forecasts, targeted training sessions could make a real 

difference for operators if such a rare event were to occur.  

The scenario developed here is not meant to model any real-world power system, nor is it 

intended to emulate any particular SCADA control system. Rather this case in particular is meant 

purely for informational, experimental, and educational purposes to expose first time users to all 

the control actions available to them in a typical power system. It is designed in such a way that 

anyone should be able to effectively interact with the system with minimal training on the 

software package itself.  
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2. 39-BUS ISLAND CASE AND CONTROLS 

 

The case used in this scenario is based off of a 39-bus “Island” case originally developed 

by Komal Shetye. The smaller size allows the simulation to run smoothly on most PC’s even 

those with relatively limited resources and can also be opened using the educational version of 

PowerWorld. To ensure realistic dynamic responses to the GMD scenario, over excitation 

limiters as well as more governor limits were added to the case. Additionally, to make this 

simulator as user friendly as possible and prevent the effects of change blindness associated with 

having to open a dialog box, more controls were added directly to the one-line. These include 

controls for transformer tap ratios, generator MW setpoints, as well as generator voltage 

setpoints. Finally, a series capacitor was added on one transmission line to demonstrate how 

these devices behave in a GMD event.  

2.1. Governor and Over Excitation Limits 

One of the main goals of this simulation is for the user to gain a better understanding of 

the issues that arise during a GMD event and how the pre-emptive measures can help mitigate 

those problems before they arise. A major one of these issues is the potential for a voltage 

collapse. In real life, system generators have upper limits to the reactive power they can supply, 

this limits their ability to regulate terminal voltages during a severe GMD event. This is 

demonstrated in Figure 2-1 using the Cardinal generator. In this case the limit was set at 150 

MVAR, and for demonstration purposes a short time delay was used so the limit would be more 

strictly enforced. Approximately one second after the 150 MVAR limit is hit, the over-excitation 

limiter cuts in, this causes the bus voltage to eventually drop to 0.98 pu. Without these limiters in 

place the generator would produce unlimited MVAR’s and keep the terminal voltage constant 
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under any severity of GMD event which is inaccurate. To prevent this, over excitation limiters 

were added to this dynamics case to emulate those limits set in PowerWorld and create limited 

reactive power reserves, these limits are also later used in the evaluation stage when calculating 

MVAR reserve capacity. 

 

Figure 2-1: Cardinal Generator Reaching MVAR Limit 

 

 

As mentioned earlier, part of the recommended preemptive actions for a GMD is bringing 

equipment that is out of service online if at all possible. In the case used here, the generator at 

Crow is initially offline for a “scheduled outage”. As part of the experience the user should put 

this generator into service to provide additional reactive power support/reserves. In practice 

many generators would never be run purely for reactive power support, rather they would have 

some minimum MW rating. These lower limits were already provided in the PowerWorld case, 

however these minimum ratings had not been accounted for in the dynamics system. To make 

the process of bringing generators on-line more realistic and make the PowerWorld and DS 

limits match up, min gate openings were added to the governors of these generators. Before these 

settings were added, closing the circuit breaker on a generator would bring that generator online 
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but the MW output would stay at 0, now with the minimum gate values added, the DS will 

automatically ramp up the real power output of the generator to the minimum limit regardless of 

the MW setpoint. In practice, this means that the user will need to redispatch other units when 

bringing new units online to balance out load and generation to keep the system frequency in 

check. This helps to create a more realistic simulation and deepens the user experience 

significantly. It is important to note that droop control is enabled so the system will stay stable no 

matter what, however, frequency drift is accounted for in the user evaluation at the end so it is 

still important. Table 2-1 below lists all the generators in the system along with their min/max 

MW/MVAR setting in both PowerWorld and DS as well as their initial setpoints.  

 

Table 2-1: Generator Properties 

Generator: Crow Hen Condor Piper Eagle Pheasant Cardinal 

PW MW Max 800 800 1300 1350 700 450 350 

DS MW Max 800 800 1400 1350 800 350 400 

PW MW Min 300 300 300 0 0 0 0 

DS MW Min 300 300 323 0 0 0 0 

PW MVAR Max 350 350 600 600 250 180 150 

DS MVAR Max 350 350 600 600 250 180 150 

PW MVAR MIN -250 -250 -300 -400 -280 -130 -198 

Voltage Setpoint N/A 1.024 1.023 1.021 1.019 1.019 1.013 

MW Setpoint 0 800 1120 495 505 300 350 

Initial State Offline Online Online Online Online Online Online 
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2.2. User Controls 

During the ride, the user has a wide range of controls available to them, both those that 

work as well as those that don’t. These include: line switching, transformer switching, 

transformer tap changes, bringing generators on/off line, shunt switching, generator voltage and 

power set points, and the ability to shed load among others. Given the smaller size of this power 

system, all of these controls are available to the operator on the oneline, and for standard screen 

sizes no scrolling or zooming is required. This is important for two reasons. First, it makes 

controlling the case very intuitive, even to people that have never used PowerWorld. This allows 

people to focus on the task at hand rather than using significant cognitive resources just 

navigating the dialog boxes.  Second and perhaps most importantly, putting all the controls on 

the oneline removes the potential for change blindness. Change blindness occurs when there is a 

disruption in the visual field causing large changes to go unnoticed. This is exactly what happens 

when a generator dialog box must be opened to adjust the voltage/MW set point or a table must 

be referenced to switch a shunt. Putting these controls on the oneline allows the users visual field 

to be uninterrupted during the control action and therefore it is easier for them to detect the effect 

of their control input on something like a voltage contour. The exact oneline used for this case is 

shown below.  
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Figure 2-2: Oneline with Initial Conditions 

 

 

2.3. User Tools 

The default tools given to the user to operate this system consist primarily of the voltage 

contour seen in above in Figure 2-2, animated arrows showing the GICS flowing on the 

transmission lines/transformers and finally the three strip charts shown below in Figure 2-3. 

These strip charts show the system frequency, voltage profile of all the busses and the GIC 

related losses.  
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Figure 2-3: Default Strip Charts 

 

 

 The chart on the left, system frequency, should be used to balance system generation and 

load to keep the frequency near 60 Hz. Because there are no load changes (unless the user sheds 

load) this will primarily be used when generators are taken on or offline. The middle chart is a 

graph of all the bus voltages with the line thickness weighted proportionally from 1-4 based on 

the size of the load present at that bus. This is useful because in some of the final performance 

evaluations this load weighting is also taken into account. Finally, the chart of the right depicts 

the MVAR Losses associated with GIC’s. This helps the user see the impact of various control 

elements, such as line switching, on these losses. More advanced users can access additional 

information such as individual generator MVAR output if they so choose and in the future 

additional graphic displays can be developed and their effectiveness evaluated using this case.   
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3. GEOMAGNETIC DISTURBANCE SCENARIO 

The geomagnetic disturbance input in this scenario is modeled using a time varying series 

of voltage inputs. These were generated using the geographical coordinates of all the busses 

assuming a uniform electric field across the entire system. Given the size of this system this isn’t 

a wild assumption, however if this is to be expanded to larger systems more complex modeling 

may be required. The magnitude and direction of the electric field used is taken directly from a 

contiguous segment of the NERC benchmark GMD scenario [2]. The simulation was designed to 

run for 16 minutes real time and includes the peak intensity from the benchmark scenario. For 

the purposes of this simulation the exact magnitude of the e-field in V/m was scaled somewhat 

from an 8 V/km peak to 13 V/km from the benchmark file but it remains a realistic example of 

how fast GMD’s change both magnitude and direction. The magnitude and direction profile can 

be seen in Figures 3-1 and 3-2 below. Note linear interpolation is used between points.  

 

Figure 3-1: GMD E-Field Voltage Magnitude 
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Figure 3-2: GMD E-Field Orientation 

 
 

 Figures 3-3 and 3-4 below show the case with and without any line switching at peak e-

field intensity. In this case, switching one line reduced GIC losses by 72.73 MVAR. 

 

Figure 3-3: Peak E-Field Voltage Contour without/with Line Switch 

 

 

Figure 3-4: Peak E-Field GIC Contour without/with Line Switch 
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4. PERFORMANCE EVALUATION METRICS 

 

4.1. Overview 

Performance evaluation is a key part of this scenario. While in some cases the system 

may “blackout”, this only happened once during testing thus far. However just because a system 

did not blackout does not mean the user could not have done a “better” job of managing the 

system during the simulation. Luckily, PowerWorld allows the logging of system states 

throughout the simulation into a TSR file. In this case, the states are logged every 6 time steps or 

every 0.025 seconds of simulation time. These states can then be input into an algorithm 

designed to condense that information down into either one overall score or several specific 

scores such as an aggregate voltage profile. These metrics give the users a more accurate idea of 

how they performed compared to their peers as well as their own previous runs. These can also 

help when evaluating the effectiveness of any new operator tools or visual aids. Following the 

findings of Don Morrow, some of these metrics can be assessed using a penalty factor [3]. This 

penalty factor can be compared to other runs on the same case to give the user a more 

meaningful score such was which percentile of users they fall within. In this section, methods of 

evaluating different aspects of performance are discussed as well as other visual interpretations 

of that data that can be useful to the user.  

4.2. Key Metrics 

The key metrics that will be evaluated are things like: system frequency, bus/load 

voltage, MVAR reserves, and load shedding if applicable. Weighting these metrics appropriately 

as well quantitating the frequency of switching related ‘flicker’ or rapid voltage changes will also 

be evaluated.  In addition to these, one metric that isn’t captured in the TSR file is whether the 
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system is N-1 reliable. This becomes important because in some cases, disconnecting one 

transformer can drastically reduce system losses and improve the voltage profile, but depending 

on the generator dispatch this may create a system that is no longer N-1 reliable. To test this a 

contingency analysis can be run in PowerWorld with all the elements in their final state, but 

continuous evaluation of reliably will be left for future work.  

4.2.1. System Frequency Metrics 

 The simplest metric to evaluate is the system frequency so we will start here.  Since this 

system is relatively small, we are using the frequency of one of the central busses as an 

approximation of the average system frequency. From this we develop three metrics stemming 

from the ERCOT Nodal Operating Guide [4].  

4.2.1.1.1. Time in Violation 

The first metric focuses on the extreme frequency deviations outside of the designated 

operating range known as violations. For this metric, we really don’t care what the exact 

frequency is, but rather the length of time it is outside of this acceptable range. Based on the 

ERCOT guide, 59.7 is the lowest frequency which Responsive Reserve Providers can set their 

under-frequency relays to drop load and 60.6 is the lowest allowable setting for automatic 

generator tripping [4]. Therefore 59.7-60.6 was chosen as the acceptable frequency range.  

 

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑇𝑖𝑚𝑒𝐼𝑛𝑉𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 = (# 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 < 59.7 𝑜𝑟 > 60.6) ∗ (0.025 𝑠𝑒𝑐. ) 

 

4.2.1.1.2. Frequency Root Mean Squared Deviation 

 The second metric offers a more quantitative measure of the user’s performance by 

accounting for all frequency deviations, even if they are not a violation. The nominal system 
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voltage is 60 Hz and the RMSD formula is shown below.  The RMSD will likely never be 0 in a 

GMD scenario, but the closer to 0 the better the user performed. Additionally, for more 

granularity the a FrequencyErrorSquared penalty factor is also calculated, however this is not 

normalized to the length of the simulation. It will be more useful when calculating performance 

percentile rankings for a specific scenario.  

 

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑅𝑀𝑆𝐷 = √
1

𝑁
∑(60 − 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑖))2

𝑁

𝑖=1

 

 

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝐸𝑟𝑟𝑜𝑟𝑆𝑞𝑢𝑎𝑟𝑒𝑑 = ∑(60 − 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑖))2

𝑁

𝑖=1

 

 

4.2.1.1.3. Time Error 

 The final frequency metric calculated is time error and is based on Section 2.2.9.1 of the 

ERCOT operational guide [4]. In practice it is integral of the frequency deviation and is 

equivalent to the time error that would occur on an analog clock connected to the power system 

in question. The limit of time error before ERCOT would make a correction is 30 secs [4]. This 

limit would never be reached in a 16-minute scenario like this one, however it still offers insight 

into how the user performed.   

 

𝑇𝑖𝑚𝑒𝐸𝑟𝑟𝑜𝑟 = ∑
(𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑖) − 60)

60

𝑁

𝑖=1

∗ 0.025  (𝑠𝑒𝑐𝑜𝑛𝑑𝑠) 
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 To give the user a visual feel for their frequency performance a plot of the frequency as 

well as the time error throughout the simulation is provided and can be seen in Figure 4-1 below. 

 

Figure 4-1: Time Error and Frequency Plots Example 

 

 

4.2.2. Bus Voltage Metrics 

The metrics calculations on bus voltage deviations are similar to system frequency. 

However, since voltage magnitudes can vary significantly from bus to bus, not only must the 

algorithm iterate through the length of the simulation but also through each bus at every timestep 

to get an accurate picture of the system performance as a whole. Additionally, in one of the 

voltage deviation metrics the penalty factor is weighted by the amount of load at that bus. This 

takes into account of the customer impact of poor service quality.  

4.2.2.1.1. Time in Violation 

The first metric focuses on the extreme bus voltage violations which are outside of the 

designated operating range. For this metric, we really don’t care what the exact voltage is, but 

rather the length of time it is outside of this acceptable range. Based on the ERCOT guide, 

Section 2.7.3 the typical voltage limits are 0.95 to 1.05 per unit [4]. The time in violation 

calculates the total time of violations in bus-seconds. In other words, if two busses our outside of 
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their limit for 1 second the time in violation is 2 seconds. Again, in most cases there should be no 

violations.  

 

𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑇𝑖𝑚𝑒𝐼𝑛𝑉𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 = (#𝐵𝑢𝑠 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 < 0.95 𝑜𝑟 > 1.05) ∗ (0.025 𝑠𝑒𝑐. ) 

 

4.2.2.1.2. Voltage Root Mean Squared Deviation 

 The second metric offers a more quantitative measure of the user’s performance by 

accounting for all voltage deviations, even if they are not a violation. The nominal system 

voltage is 1 pu and the RMSD formula is shown below.  The RMSD will likely never be 0, but 

the closer to 0 the better the user performed. Additionally, for more granularity the 

WeightedVoltageErrorSquared penalty factor is also calculated. It factors in the amount of load 

at the bus when determining the bus voltage deviation penalty. This weighting factor ranges from 

1-4 depending on the real power delivered at that bus. This metric is also not normalized and will 

be more useful when calculating performance percentile rankings for a specific scenario.  

 

𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑅𝑀𝑆𝐷 = √
1

39 ∗ 𝑁
∑ ∑ (1 − 𝑉𝑜𝑙𝑡𝑎𝑔𝑒(𝑏𝑢𝑠, 𝑡𝑖𝑚𝑒))2

𝑁

𝑡𝑖𝑚𝑒=1

39

𝑏𝑢𝑠=1

 

 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝐸𝑟𝑟𝑜𝑟𝑆𝑞𝑢𝑎𝑟𝑒𝑑

= ∑ ∑ 𝑊𝑒𝑖𝑔ℎ𝑡𝐹𝑎𝑐𝑡𝑜𝑟(𝑏𝑢𝑠, 𝑡𝑖𝑚𝑒) ∗ (1 − 𝑉𝑜𝑙𝑡𝑎𝑔𝑒(𝑏𝑢𝑠, 𝑡𝑖𝑚𝑒))2

𝑁

𝑡𝑖𝑚𝑒=1

39

𝑏𝑢𝑠=1
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4.2.2.1.3. Voltage Flicker Metrics 

 The third voltage metric considered is called voltage flicker. This is a metric that can be 

used to evaluate the frequency of control inputs that cause rapid voltage changes (RVC’s) such 

as the switching of transmission lines, transformers, and shunts. This is useful for a few reasons. 

First, frequent switching can decrease the life of system components and increase the probability 

of a fault or failure, so a good operator would minimize switching as much as possible. 

Secondly, and perhaps most visibly is the power quality concerns for customers. The ideal utility 

would always provide 1.0 pu voltage but beyond that most would agree that consistency is also 

important so a steady 1.02 is better than switching from 0.98 to 1.02 every two minutes. The 

larger the RVC the lower the acceptable frequency of such a change is and this can be seen in 

Figure 4-2 below taken from IEEE Std 1453-2015 which was originally developed by GE [5]. 

This standard also includes “Indicative planning levels for rapid voltage changes” which states 

the acceptable frequency of RVC’s given their magnitude and can also be seen below in Table 4-

1.  
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Figure 4-2: GE Flicker Curve [5] 

 

Table 4-1: Indicative Planning Levels for Rapid Voltage Changes (IEC 61000-3-7) [5] 

    

 

 To evaluate this flicker, each bus voltage measurement is compared to the last saved 

value, and if their difference (Δ𝑉)  is more than 1% it is logged. This data is then plot into a 

histogram to sort them by magnitude and act as a visual representation of how often they 

occurred. An example of this histogram can be seen below in Figure 4-3.   

Δ𝑉 = 𝑉𝑜𝑙𝑡𝑎𝑔𝑒(𝑏𝑢𝑠, 𝑡𝑖𝑚𝑒) − 𝑉𝑜𝑙𝑡𝑎𝑔𝑒(𝑏𝑢𝑠, 𝑡𝑖𝑚𝑒 − 1) 
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Figure 4-3: Voltage Flicker Histogram Example 

 

 

4.2.3. Load Shedding Metrics 

This metric is relatively simple and should not be used all that often but is required to 

prevent the user from solving all their voltage problems by simply shedding load. This looks at 

the bus load status throughout the simulation and calculates the total load that goes unserved in 

kWh. In most cases this should be 0 because load shedding should always be a last resort. 

𝑈𝑛𝑠𝑒𝑟𝑣𝑒𝑑𝐿𝑜𝑎𝑑 (𝑘𝑊ℎ) = ∑ 𝑂𝑝𝑒𝑛𝐿𝑜𝑎𝑑𝐴𝑚𝑜𝑢𝑛𝑡𝑀𝑊(𝑖) ∗ 0.025
1000

60 ∗ 60

𝑁

𝑖=1

 

 

4.2.4. Generator MVAR Reserve Metrics 

 The final metric discussed here is the generator MVAR reserves. As seen earlier in 

Figure 2-1, when a generator hits it’s MVAR limits, it loses its ability to regulate its terminal 

voltage. Ideally a generator would not come near this limit, however, because of the increased 

MVAR losses during GMD’s this can become an issue if operators do not take the necessary 

preemptive measures such as bringing additional generation online and switching in additional 
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capacitors. To evaluate this, the MVAR reserves of each generator are calculated throughout the 

simulation and eventually plotted as seen in Figure 4-4. In addition, a MVARTimeInViolation is 

also calculated, similar to what was done for frequency and voltage. This serves as an easy way 

to tell if and for how long the generators were operating within 15% of their MVAR limits.  

𝐺𝑒𝑛𝑀𝑉𝐴𝑅𝑅𝑒𝑠𝑒𝑟𝑣𝑒

= 𝐺𝑒𝑛𝑆𝑡𝑎𝑡𝑢𝑠(𝑔𝑒𝑛, 𝑡𝑖𝑚𝑒) ∗ 𝐺𝑒𝑛𝑀𝑉𝐴𝑅𝐿𝑖𝑚𝑖𝑡(𝑔𝑒𝑛)

− 𝐺𝑒𝑛𝑀𝑉𝐴𝑅𝑂𝑢𝑡𝑝𝑢𝑡(𝑔𝑒𝑛, 𝑡𝑖𝑚𝑒) 

𝑀𝑉𝐴𝑅𝑇𝑖𝑚𝑒𝐼𝑛𝑉𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 = (#𝑜𝑓 𝐺𝑒𝑛𝑀𝑉𝐴𝑅𝑅𝑒𝑠𝑒𝑟𝑣𝑒𝑠 < 15% 𝑜𝑓 𝑙𝑖𝑚𝑖𝑡) ∗ (0.025 𝑠𝑒𝑐. ) 

 

Figure 4-4: Generator Reactive Power Reserves Example (with violation) 

 

 

4.2.5. Metrics Conclusion   

These are the metrics that are currently used to evaluate user performance. Some will 

only be meaningful when compared to other users scores, while others, such as the violations, 

provide instant feedback as a rough gauge of how well a first-time user may have performed. In 
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addition to the numerical metrics mentioned, some of the qualities can provide meaningful plots 

and examples of these can be seen in Figure 4-5 below. The MatLab code used to produce these 

metrics is included in Appendix A. As mentioned earlier, one final test that can be run is a 

contingency analysis of the system in its final state to test for N-1 reliability. This will help the 

user understand if any of their line switching actions that appeared to have helped actually made 

the system less reliable.  

 

Figure 4-5: Evaluation Metric Graphs Example 
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5. EVALUATION METRIC RESULTS 

Testing these evaluation metrics was done using three TSR files. The first is the Baseline 

results if no user action is taken, the second is an example of a typical “experienced operator”, in 

this case the author, and the last example is a test case that shows what happens if the only action 

taken is some load shedding early on in the simulation. A summary of these results is shown in 

Table 5-1 below. The exact output script can be seen in Appendix B through D.  

 

Table 5-1: Evaluation Metrics Results Summary 

Metric Baseline Experienced Operator Load Shedding 

Frequency RMSD (Hz) 0.01 0.02 0.14 

Frequency Penalty 2.94 24.18 780.85 

Frequency Violations (secs) 0 0 0 

Time Error 0.11 0.04 2.2 

Bus Voltage RMSD (pu) 0.01 0.01 0.01 

Load-Weighted Bus Voltage Penalty 559.14 252.88 456.68 

Voltage Violations (secs) 67.23 0 29.25 

Total Voltage Flicker 0 17 9 

Unserved Load (kWh) 0 0 53,792 

MVAR Limit Violations (secs) 20.90 0 19.27 

  

 

5.1. Baseline Results  

As expected, the bus voltage penalty for the baseline case in which no control actions 

were performed is the highest of the three files. Additionally, there are both voltage violations 

and MVAR limit violations. These are beneficial because they prove that control actions must be 

taken during the simulation to avoid these violations. Additionally, this is the only case in which 

no switching-related RVC’s or flicker events were recorded. This makes sense because no 

control actions were taken so all voltage changes would’ve been gradual from the GMD event 

and not met the criteria to be counted in the voltage flicker histogram shown in Figure 5-1.  
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Figure 5-1: Evaluation Graphs Baseline 

 

 

 It can also be seen why there are MVAR violations. It is clear that one of the generators 

reactive power reserves nears 0 around 700 seconds and this is near the peak of the GMD storm. 

The Reactive Power Reserves graph is very useful, and while not currently possible, a similar 

graph updating in real-time throughout the simulation experience would likely be very beneficial 

to the operator as an added visual aid.  

5.2. Experienced Operator Results  

The experienced operator results are also very pleasing. In this case there were no 

violations which proves this is an attainable goal. Additionally, the voltage penalty factor was 
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reduced by over 50%. This was all done without shedding any load which can be seen from the 

Unserved Load statistic. This case also provides a good example of what the voltage flicker 

histogram would typically look like and can be seen in Figure 5-2. 

 

Figure 5-2: Evaluation Graphs Experienced Operator 

 

 

 The initial spike in system frequency was the result of bringing one of the offline 

generators online, but this was corrected by adjusting the setpoints of the other generators. The 

reactive support provided by this additional generator is seen in yellow. These additional 

reserves are what help prevent the MVAR violations seen in the baseline results above.  
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5.3. Load Shedding Results 

The final TSR file evaluated was a case in which 200 MW of load was shed early on in 

the simulation with very few other control actions. As expected, this significantly reduced the 

voltage violations, however it makes this the only case to have unserved load, approximately 

50MWh in this case.  This is also the case with the largest frequency penalty and this is due to 

there being no generator re-dispatch after the load is shed. This causes the frequency to settle to a 

higher value once droop control takes effect. This can be seen below in Figure 5-3. The total 

flicker is also lower because throughout most of the simulation no control actions are taken. 

 

Figure 5-3: Evaluation Graphs Load Shedding 
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5.4. Percentile Ranking  

 While the goal of having no violations is a good goal for first time users, distinguishing 

between violation free results is more challenging. Effectively comparing these results is what 

will allow us to evaluate learning curves as well as quantitate the effectiveness of new operator 

displays and tools. Once we get a substantial library of TSR files, we can add additional metrics 

such as performance percentile rank similar to what is used on SAT scores.  This will give users 

and researchers a better feel for how someone performed in relation to their peers. This 

percentile rankings could also be divided into categories such as first-time operators, experienced 

operators, and all operators to allow for a fair evaluation. Analyzing the apparent trade-off 

between the different penalty factors and metrics like voltage flicker will make it easier to 

develop a single overall user performance score later on that is an aggregate of the current 

metrics.   
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6. CONCLUSION 

This scenario gives users the one-of-a-kind experience of operating a power system 

during a GMD event that even most real-life operators will likely never get to experience. It 

allows users to get a more intuitive feel for all the controls available to them and learn for 

themselves what works and what doesn’t via the innately human method of trial and error. It also 

gives them a chance to gain familiarity with procedural documentation including what pre-

emptive measures to take in the event of an advanced GMD warning. They can see for 

themselves what all is involved in implementing those changes and what can happen if those 

measures are not taken in advance. 

The evaluation metrics provide a good source of feedback to the user. These metrics can 

be used to effectively compare the system performance between multiple runs. This allows users 

to “compete” against themselves and other users making the simulation more engaging and 

interactive. In addition, perhaps the most valuable usage of these performance metrics will be to 

evaluate the effectiveness of changes to the user interface as well as the tools provided to them.  

The ultimate goal would be to expand these simulations to larger systems which would 

allow for multi-user scenarios. This would help better explore and study the fast communication 

and coordination required during a real-life large GMD event. Other things to consider for longer 

more realistic simulations would be non-uniform electric fields and earth resistivity models as 

well as the addition of time varying loads and more accurate load dynamics models.  
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APPENDIX A 

MATLAB TSR EVALUATION CODE 
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APPENDIX B 

BASELINE EVALUATION RESULTS 
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APPENDIX C 

TYPICAL EXPERIENCED OPERATOR EVALUATION RESULTS 
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APPENDIX D 

LOAD SHED EXAMPLE EVALUATION RESULTS 

 


