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ABSTRACT

Evapotranspiration (ET ) drives the energy and mass exchanges between ground and atmo-

sphere. Partitioning of ET into evaporation from both bare soil (E) and vegetation interception (I)

and plant transpiration (T ) is essential for quantifying water use efficiency and evaluating ecosys-

tem functioning under climate change and land cover change.

First, we carried out a worldwide meta-analysis on 31 in situ ET–partitioning studies reported

in drylands. Over the long-term scale, E and T are roughly equivalent for most natural ecosystems,

while T/ET is relatively higher for irrigated agroecosystems. Leaf area index is a significant

variable than fractional cover to explain T/ET variations across dryland ecosystems.

Secondly, a paired treatment-control configuration was set up in tallgrass prairie, with the

treated denuded of vegetation, while the adjacent, control site kept undisturbed. Results showed

that the incorporation of the soil heat storage (within 8 cm-depth) was indispensable for energy

balance closure analysis. The yearly ET was 728 ± 3 mm and 547 ± 2 mm for the control and

treated site, respectively.

Thirdly, we applied a two-source isotopic mixing model to partition the ET flux. Two field

campaigns were carried out to sample waters in various ecohydrologic pools during two wet-

ting–drying episodes, with high antecedent soil moisture across the profile for Campaign 1, but

soil moisture was only partially replenished in shallow layers prior to Campaign 2. We found that

deuterium (2H) is preferable to 18O for Keeling-plot regression analysis. The mean ± standard

deviation of T/ET was 0.80 ± 0.06 and 0.90 ± 0.06 during Campaign 1 and 2, respectively. When

shallow soil moisture (especially within 10-cm depth) had been substantially depleted, the deep

soil layer (up to 1 m) increasingly became the major source.

Lastly, we investigated the effects of woody plants encroachment on the ET fluxes and isotopic

processes. An intensive field campaign was carried out with rotatory isotopic sampling among

tallgrass prairie grassland, oak woodland, and eastern redcedar woodland. The dual-isotope plots

revealed that the trees had access to deeper soil moisture than grass did. During the peak growing

ii



season, ET and xylem water had similar isotopic composition across all these three ecosystems,

indicating a convergent dominance of T in ET flux regardless of ecosystem types.
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NOMENCLATURE

Rg Wm−2 Incoming global radiation

Re Wm−2 Reflectance and emittance

Rn Wm−2 Net radiation

H Wm−2 Sensible heat flux

LE Wm−2 Latent heat flux

Sabove Wm−2 Heat storage above ground

G0 Wm−2 Ground surface heat flux

Ssoil Wm−2 Soil heat storage above the heat-flux plates

Gs Wm−2 Soil heat flux through the heat-flux plates

Ad Wm−2 Advective heat flux below the anemometer

e Pa Ambient water vapor partial pressure

es Pa Saturated water vapor partial pressure

u ms−1 Mean wind speed

u∗ ms−1 Friction velocity

β Bowen ratio

xi m Along-wind distance contributing to i of turbulent fluxes

xpeak m Along-wind distance with the highest contribution

∆Ts
◦C Change in soil temperature

Cs J kg−1K−1 Heat capacity of moist soil

ρa kgm−3 Air density

cp J kg−1K−1 Specific heat of air at constant pressure

γ kPaK−1 Psychrometric constant
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ga ms−1 Aerodynamic conductance of the air layer

gs ms−1 Surface conductance to water vapor

Ω Decoupling factor

E mm Bare soil evaporation

T mm Plant transpiration

ET mm Bulk evapotranspiration

δ ‰ Stable isotopic composition of water (δ2H and δ18O)

δE ‰ δ of E

δT ‰ δ of T

δET ‰ δ of bulk ET

δsoil ‰ δ of soil water in the top 15 cm layer

δSe ‰ δ of liquid soil water at the evaporating site

δLe ‰ δ of liquid water at the evaporating site under ISS

δleaf ‰ δ of bulk leaf water

δV ‰ δ of atmospheric water vapor

δX ‰ δ of xylem water

δa ‰ δ of ambient water vapor

w mmolmol−1 Water vapor mixing ratio

R2
Keeling R2 for Keeling-plot regression

RH , h % Relative humidity or normalized relative humidity

VPD kPa Water vapor pressure deficit

αeq Equilibrium isotopic fractionation factor (>1)

αk Kinetic isotopic fractionation factor

ϵeq ‰ Equilibrium isotopic fractionation

ϵk ‰ Kinetic isotopic fractionation
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T
′

soil K Soil temperature at the evaporating front (5 cm)

Tsoil
◦C Soil temperature at the evaporating front

Tair
◦C or K Air temperature at measuring height (3 m)

D m2 s−1 Diffusion coefficient for the common isotopologue

Di m2 s−1 Diffusion coefficient for the rarer isotopologue

n Aerodynamic parameter for adjusting diffusivity ratios

θsoil m3m−3 Volumetric water content at the evaporating front

θsat m3m−3 Saturated volumetric water contents

θres m3m−3 Residual volumetric water contents
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1. INTRODUCTION ON EVAPOTRANSPIRATION PARTITIONING IN DRYLAND

ECOSYSTEMS *

1.1 Introduction

Drylands cover about 40% of the global landmass and up to 44% of cultivated lands, support-

ing 35% of the global population [1]. Drylands can be grouped into four categories, according to

level of aridity: hyper-arid, arid, semiarid, and (dry) subhumid [2]. Sustainable and efficient man-

agement of these ecosystems requires an in-depth understanding of the water cycle, and especially

of the evapotranspiration (ET ) component, which typically accounts for 90%–95% of annual pre-

cipitation [3, 4, 5]. The bulk ET flux consists of interception evaporation (I), soil evaporation

(E), and plant transpiration (T ). Partitioning of ET—determination of the relative importance of

these constituent fluxes, usually expressed as a ratio (T/ET or E/ET )—is a challenging exercise

but is essential for understanding dryland ecohydrology [6, 7, 8]. This rationale is well supported,

considering the following facts:

• Partitioning of ET is critical for quantifying (1) water-use efficiency [9, 10], (2) ecosystem

productivity [11, 12] and sustainability [13], (3) biological water demand and its influence

on the hydrologic cycle [7], and (4) the coupling of hydrologic and biogeochemical cycles

[14, 15, 16].

• Partitioning of ET is essential for calibrating and validating surface–plant–atmosphere trans-

fer models [17, 18, 19], land surface models [20, 21], and the land –atmosphere interaction

in climate models [22, 23].

• The processes of I , E, and T differ not only in timing and duration [24] but also with respect

to the mechanisms involved in phase changethe latter differences being responsible for the

dissimilarities in stable isotope composition among these constituent fluxes [25].
*A version of this chapter has been published as: Sun, X., Wilcox, B.P. and Zou, C.B., 2019. Evapotranspiration 

partitioning in dryland ecosystems: a global meta-analysis of in situ studies. Journal of Hydrology 576:123-136. 
Adapted with permission. Copyright 2019 Elsevier B.V. 
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A clear understanding of ET partitioning is especially crucial for sustainable management of

water resources in drylands, which are expected to be increasingly limited under climate change,

mounting demographic pressures, and competition from many other socio-economic sectors. A

fundamental strategy for reaching a sustainable level of agricultural water consumption is that of

enhancing the productive component (T ) and curtailing the unproductive component (E) [26].

Topics on ET partitioning have been summarized in a few studies: a comprehensive review on

methodologies available for ET partitioning, including both in situ measurement and modeling,

on the basis of 52 publications [6]; a review on the isotopic approach for measuring gas exchange

at the ecosystem level [27]; based on 81 ecosystem–scale studies worldwide, a compiled ET

partitioning study found that T/ET is relatively lower in semiarid ecosystems (51 ± 15% for

steppe, desert, and shrublands) than in wet climates (e.g., 70 ± 14% for tropical forests) [28]; on the

basis of 48 published studies, a synthesis study investifgated the relationship between T/ET and

leaf area index (LAI) at a global scale [29]; and this relationship was further refined for different

vegetation types [30].

To our knowledge, however, there has been no synthesis of what is known about ET partition-

ing particularly in drylands. In this paper, on the basis of a meta-analysis of the pertinent in situ

studies, we discuss four topics relevant to ET partitioning: (1) the approaches and methodologies

commonly used for field studies; (2) the general trends in ET partitioning in dryland ecosystems;

(3) emerging themes from the literature; and (4) challenges and opportunities for future investiga-

tions.

1.2 Literature collection

Using the Web of Science Core Collection (http://apps.webofknowledge.com), we searched for

relevant peer-reviewed journal articles published in English from 1987 to June of 2018. We used

mutated combinations of the following inquiry terms: “evapotranspiration” AND “partition*”),

(“evaporation” AND “transpiration”), (“dryland” OR “water-limited”), and (“semiarid” OR “semi-

arid” OR “arid”). We filtered the retrieved raw records (∼ 200) with the following criteria: (1)

quantitative separation of the ET flux, whether into two constituents (E and T ) or three (E, T ,

2



and I); (2) major results obtained from in situ studies at the site or plot scale, rather than from

modeling or remote sensing at the regional scale; and (3) at least two independent measurements,

in parallel, of the three variables ET , E, and T .

The outcome was the selection of 31 in situ studies from drylands across the world (Fig. 1.1),

which yielded 38 datasets (Tables 1.1 and 1.2). Some studies [31, 32] encompassed multiple

ecosystems and/or different treatments, in which case we labeled each ecosystem/treatment as a

separate dataset. If exact numeric values relevant to ET partitioning were given only in graphs,

we extracted those values with Engauge Digitizer (10.4, Mark Mitchell, Engauge Digitizer,

https://github.com/markummitchell/engauge-digitizer).

As shown in Figs. 1.1 and 1.2, the great majority (about 80%) of the retrieved studies were

conducted in semiarid climates, whereas those done in hyper-arid and subhumid climates account

for only about 10% ( 5% each category). On the basis of the information provided in the original

records, we grouped the dryland ecosystems into the following eight types: grassland, savanna,

shrubland, open woodland, forest, orchard, cropland, and marshland. Semiarid-climate grasslands

and shrublands are the two most common natural ecosystems (each representing more than 15%).

Agro-ecosystems (including croplands and orchards, usually irrigated) are also well represented

(38%) across the spectrum of climatic aridity. The most common crops were winter wheat and

maize (Table 1.2).
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Figure 1.1: Distribution of drylands and locations of study sites.
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Table 1.1: Results of ET partitioning via the hydrometric approach (15 studies)

Location Climate MAP1 Ecosystem
Plant Canopy

Soil Study Period
Measuring methods2

T/ET
3 Source

Cover% LAI ET E T I

Texas,

USA
semiarid

cotton

cropland
2.39

sandy

clay

loam

Aug.

8–15,

1989

BREB lysimeter sap 0.57 [33]

Arizona,

USA
subhumid 322

Chihuahuan

desert

shrubland

51%

gravelly

–sandy

loams

summer

growing

season,

2003

BREB sap 0.58 [34]

Southwestern

Australia
semiarid 361

open

eucalyptus

woodland

0.66

sandy

loams

to clay

Nov. 2005

—

Mar. 2007

chamber sap

rain

gauge

&

stem

collars

(0.22

–0.53)
[35]

Southern

Israel
semiarid 285

open

forest
60% 1.5 clay-loam 2003–2007 EC

soil

chambers
sap empirical 0.45 [36]

Southern

Israel
semiarid 285

open

forest
65% 1.5 clay–loam

Oct.2004

—

May 2007

EC chamber sap empirical (0.49) [13]

Continued on next page
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Table 1.1  Continued 

Location Climate MAP1 Ecosystem
Plant Canopy

Soil Period
Measuring methods2

T/ET
3 Source

Cover% LAI ET E T I

Southeastern

Arizona,

USA

semiarid 340–345 shrublands 24–27%
0.45

–0.46

sandy

loam

summer

2008
EC sap 0.42–0.47 [37]

Oklahoma,

USA
subhumid 880 cropland 0–95% loam

growing

seasons

of

2011–2013

Mass

(soil)
FAO-56 tray

(0.72

vs 0.58)
[32]

Central

Spain
semiarid 320

grape

vineyard

1.4

–2
2011–2014 lysimeter lysimeter

0.19

–0.69
[38]

Region

del Maule,

Chile

semiarid 602

olive

orchard

(irrigated)

30% 1.32
clay

loam

growing

seasons

of 2009

–2011

EC lysimeter sap 0.64–0.74 [39]

Negev

highlands,

Israel

hyper-arid <100

wine

grape

vineyard

<1.71

growing

season

2012

EC

energy

balance

&

lysimeter

0.89–0.91 [40]

Continued on next page
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Table 1.1  Continued 

Location Climate MAP1 Ecosystem
Plant Canopy

Soil Period
Measuring methods2

T/ET
3 Source

Cover% LAI ET E T I

Northwestern

China
arid 117

desert

shrub
15–20% 1.0

unconsolidated

sand

growing

seasons

of

2008–2010

BREB lysimeter sap

Stemflow

funnel

&

throughfall

container

-0.639 [41]

Inner

Mongolia,

China

semiarid 286
steppe

grassland

0

–1.2

growing

seasons

of

2005–2008

EC
Flux variance

— similarity —
0.50–0.74 [42]

Spain semiarid 586
open

woodland
7% sandy

dry

summers

of

2009–2010

EC HYDRUS1D sap 0.06 [43]

Southern

Arizona,

USA

semiarid

shrubland,

savanna,

grasslands

0.2

–0.8

summer

growing

seasons

of

2004–2015

EC —– ET/GEP regression —– 0.44 [31]

Continued on next page
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Table 1.1  Continued 

Location Climate MAP1 Ecosystem
Plant Canopy

Soil Period
Measuring methods2

T/ET
3 Source

Cover% LAI ET E T I

Northwest

China
semiarid 584

orchard

(apple)

1.4

–2.2

May–

Sept.

2012–2014

lysimeter sap

throughfall

&

stemflow

collector

(0.39–0.49) [44]

1 Mean annual precipitation (mm);

2 The ET flux and its constituents can be measured with the following methods: eddy covariance (EC), Bowen Ratio Energy Balance (BREB), soil moisture

mass balance [Mass (Soil)], micro-lysimeter (lysimeter), simulation with the HYDRUS1D model, sap flow meter (sap), the Food and Agriculture Organization

crop ET formula (FAO-56). The flux variance similarity method and regression analysis using ET and Gross Ecosystem Production (GEP) are used to partition

ET for EC measurement.

3 Numbers in parentheses indicate measurement of T/(E + T + I) including measured or calculated interception (I); numbers without parentheses indicate

measurement of T/(E + T ) without explicit consideration of interception (I).
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Table 1.2: Results of ET partitioning via the isotopic approach (16 studies)

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

Niger,

West

Africa

semiarid 550

bushland,

woody

shrubs

20% sand

Early

in the

rainy

season

0-12

m(c)
twigs

3–12

m(c)

iso-

mass
CG ISS 0.21 [45]

South-

eastern

Arizona,

USA

semiarid 343
savanna

woodland
70% 1.6[o]1

Jul.

&

Sep.,

2001

0-0.1

m

0.1-1

m,

3-14

m(c)

EC
Keel-

ing
CG ISS 0.85 [12]

North-

eastern

Colorado,

USA

semiarid 320
shortgrass

steppe

sandy

loam

May

1999

—

Oct.

2001

0.03

–

0.5 m

BREB

&

Mass

—- iso-mass (soil) —- 0.93 [46]

Continued on next page
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Table 1.2  Continued

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

Marrakech,

Morocco
semiarid 253

olive

orchard

Oct.27

–

Nov.11,

2002

0-0.3

m
twigs

0.1-8.9

m(c)
EC sap

Keel-

ing
CG ISS

1.00

–

0.69

[10]

South-

eastern

Arizona,

USA

semiarid grassland

0.66

–

0.37

loamy

sand

Jun.

12–27,

2003

0-0.3

m

shoot

bases

chamber

(c)
Mass photo

Keel-

ing
CG NSS

0.33

–

0.18

[47]

Western

China
semiarid 710

subalpine

shrubland
>90% 2.05[o]

sandy

loam

June

21,24,

25,

2006

0-0.1

m

oak

branches

&

grass

stems

0.1

–

3

m(c)

Keel-

ing
CG ISS

0.66

–

0.97

[48]

Continued on next page
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Table 1.2  Continued 

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

Northern

China
semiarid 480

winter

wheat

2.6

(we-

ll–

water-

ed)

loam

grow-

ing

season,

2009

0.05

-1m
stem

0.1

–

10

m(c)

EC
lysi-

meter

Keel-

ing
CG ISS >0.70 [5]

Central

Kenya
arid 600

perennial

grass

field

0

–

10%

≤ 0.1
sandy

loam

Feb.

7–21,

2011

0.01

–

0.2

m

0.1

–

10

m(l)

EC

&

lysi-

meter

photo
Keel-

ing
CG

cham-

ber
0.29 [49]

Inner

Mongolia,

China

semiarid 383
temperate

grassland
≤ 0.5 sandy

DOY

178-224,

2009

0.05

–

0.25

m

leaf

&

stem

0.7

–

1.7

m(l)

EC FG CG
iso-

mass
0.83 [50]

Continued on next page
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Table 1.2  Continued 

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

Northern

-central

Namibia

semiarid

250

–

600

forest sandy

Jun.

9-15,

Nov.

15-22,

2014

0.02

–

1 m

within

the

vadose

zone

(l)

EC – iso-mass (soil) – 0.81 [51]

Morocco semiarid 240
winter

wheat
85% 0-4

clayey

to

loamy

5

days

in

2011

–

2013

0-0.7

m
stem

0

–

3

m

(c)

EC
Keel-

ing
CG ISS

0.69

–

0.80

[20]

Continued on next page
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Table 1.2  Continued 

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

North-

western

China

arid 129
spring

maize
5.6

May 27

–

Sep. 22,

2012

0-0.8

m

leaf

&

root

crown

0.6

–

3.6

m

(l)

EC
lysi-

meter
FG CG

iso-

mass

&

ISS

0.87 [52]

Southern

California,

USA

hyper–

arid
80

forage

sorghum

0.5

–

1.9

silty

clay

Jul. 24

–

Aug. 20,

2014

Cham-

ber

(l)

– Keeling & iso-mass – 0.46 [9]

North-

western

China

arid 164 maize 0-4.1

loam

&

sandy

loam

Grow-

ing

season

2015

0-0.1

m
stem

1

–

4

m (c)

EC
lysi-

meter

Keel-

ing

CG

&

cham-

ber

cham-

ber
0.78 [53]

Continued on next page
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Table 1.2  Continued 

Location Climate MAP Ecosystem
Plant Canopy

Soil Period
Sampling Calculation methods3

T/ET Source

Cover% LAI
Soil

depth
Plant Air2 ET E T δET δE δT

Tibetan

Plateau,

China

arid 82

catchment

dominated

by bare

soil or

grassland

11%

2012

–

2015

GL-

DAS
–

iso-mass

(watershed)
–

0.41

(ann-

ual)

[54]

North-

eastern

China

semiarid 392 marshland 1.02

Jun.

18-19,

2013

0

–

0.1

m

stem

and

leaf

0.2

–

1.9

m(c)

EC
lysi-

meter

Keel-

ing
CG

NSS

&

ISS

0.41 [55]

1 For LAI (m2 m−2), o in brackets stands for overstory or upper canopy.

2 (c) = cryogenic vapor trapping method (cold bath); (l) = laser spectrometer (direct in situ measurement).

3 ET fluxes can be measured via a remote sensing data (GLDAS) or a mass balance (mass) method. Leaf-level transpiration can be measured with a

portable photosynthesis system (photo). Isotopic compositions of δET , δE , and δT can be analyzed via two major methods: (1) the isotopic mass balance

(iso-mass), either at the soil column scale (soil) or at the watershed scale (watershed); and (2) the two-source mixing model, utilizing the Keeling-plot

method (Keeling), the flux-gradient method (FG), the Craig-Gordon (CG) model, or the chamber method (chamber). For δT , two hypotheses have been

developed: the isotopic steady state (ISS) assumption and non-isotopic steady state (NSS) assumption.
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Figure 1.2: Dryland climate categories and ecosystem types represented by the retrieved studies.
The number following each climate category and ecosystem type indicates the number of studies
from which data was drawn, and the number in parentheses indicates the corresponding percentage
of the retrieved 37 records from the 30 studies done at the ecosystem level (the study done on a
regional watershed [54] is not included).
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1.3 Approaches and methods used in the ET partitioning studies

Following the practice of previous studies [56, 19], we grouped the widely used in situ mea-

surement methods for ET partitioning into two overarching approaches: hydrometric and isotopic 

(Fig. 1.3). Of the 31 published studies in our meta-analysis, 15 used mainly the hydrometric ap-

proach (Table 1.1) and 16 used mainly the isotopic approach (Table 1.2). However, these two 

approaches are usually integrated for ET partitioning, especially at the ecosystem or larger scales 

[49, 10, 57].

Figure 1.3: Hydrometric and isotopic approaches for partitioning of ET.
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1.3.1 Hydrometric approach

Multiple hydrometric methods are available for measuring the bulk ET flux or its constituents

individually. Micro-meteorological techniques—such as Bowen ratio energy budget and eddy co-

variance—provide only an aggregate of ET fluxes based on energy balance. However, multiple

algebraic methods have been proposed that are capable of partitioning ET via additional measure-

ments, such as ground surface temperature [58] or gross ecosystem photosynthesis [31]. Another

recently proposed method for partitioning ET is based on the assumption of flux variance similar-

ity in high-frequency eddy covariance data [59, 60, 61]. In addition, a concept called underlying

water use efficiency (uWUE) have been proposed [62]. This concept estimates T/ET as a ratio

of average over potential uWUE, by assuming that potential uWUE is related to T and average

uWUE is related to ET .

To obtain transpiration (T ), xylem sap flow is commonly measured by various thermic tech-

niques [63, 64, 65, 66]. Gas-exchange chambers are also widely used to measure transpiration at

smaller scales, such as leaf or stem [67, 68, 47]. For soil evaporation (E), the micro-lysimeter is

an inexpensive and reliable tool when roots are excluded from the sampling soil column [49]; this

tool is especially popular and convenient for loose and shallow soils in irrigated croplands.

Evaporation from canopy interception (I) is obtained by subtracting the sum of throughfall and

stemflow from the measured above-canopy precipitation. Five of our retrieved studies explicitly

included measurements or calculations of interception [49, 35, 69, 44, 36, 32]. These hydrometric

methods are often used in combination to measure different constituents of the ET flux at the site

or plot scale (Table 1.1) or used for comparison with and validation of other methods [70, 71].

1.3.2 Isotopic approach

Water vapor from soil evaporation is usually lighter in isotopic composition than that from

transpiration, because during soil evaporation, the liquid–vapor phase change involves a strong

fractionation process. Being a substantial factor in dryland ecosystems, the isotopically lighter

soil evaporation contrasts strongly with the isotopically heavier transpiration, which facilitates the
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practical application of the isotopic approach [49].

There are two major methodologies by which the isotopic approach is used. One is the two-

source mixing model, expressed as

T

ET
=

δET − δE
δT − δE

, (1.1)

where δET is the isotopic composition of the aggregated ET flux, and δE and δT are the isotopic

compositions of evaporation and transpiration, respectively. Various techniques and measuring

methods have been developed to quantify these three isotopic values (Table 1.2) and (Fig. 1.3). For

δET , the Keeling plot method [72, 27] and the flux-gradient method [73], both based on isotopic

sampling of atmospheric water vapor within the ecosystem boundary layer, are widely used. For

δE , the Craig–Gordon method [74, 75] has become a quasi-standard method. For δT , both steady-

state theory and non-steady-state theory are often used, depending on the temporal resolution [76,

77, 78].

The second methodology is isotopic mass balance. Under steady-state conditions, it can be

simplified as

PδP = Q δQ + E δE + T δT , (1.2)

where P and δP represent precipitation and its isotopic composition, while Q and δQ represent

runoff and its isotopic composition. This method has been applied at scales ranging from that of

soil profile [46, 51] to that of regional watershed [54]. The development of the isotopic approach

has been thoroughly discussed elsewhere [6, 19, 16, 57, 27, 79].

The isotopic approach requires extensive sampling of water from different reservoirs within

the ecohydrologic cycle. To study the isotopic dynamics of atmospheric water vapor, cryogenic

trapping systems [80, 81, 82, 5] have often been used; however, the trapping method involves a

slow (a few hours) and laborious process of sample collection, resulting in low temporal resolution

and discreteness of the data series. In contrast to such discrete snapshots, field-deployable laser

spectroscopy has become increasingly popular for its ability to directly sample atmospheric wa-
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ter vapor and to measure its isotopic composition with high temporal resolution and an accuracy 

comparable with that of traditional isotope ratio mass spectroscopy [83]. These laser instruments 

greatly expand the applicability of stable water isotopologues in ecohydrologic studies [16].

For the 16 studies using the isotopic approach (Table 1.2), seven used the single-isotope method 

(either 2H or 18O) and only two [51, 12] used the double-single isotope method (2H and 18O 

simultaneously). The 2H method is preferable for estimating δET , owing to its high sensitivity 

[20]. In terms of labeling, two studies used artificially labeled water for ET partitioning [49, 47], 

and one used injection of deuterated water into the groundwater to separate the sourcing depths for 

transpiration [43].

1.3.3 Application of the hydrometric and isotopic approaches in dryland ecosystems

The in situ studies reported on in our 31 retrieved publications made extensive use of the hydro-

metric and isotopic approaches (Fig. 1.4a). The measurement periods vary dramatically from one 

study to anotherranging from one day [12, 5] to the length of the growing season or even a full year 

(Tables 1.1 and 1.2). The shorter-term investigations (most not exceeding 10 days) were classified 

as intermittent studies; these typically were carried out with the isotopic approach, owing to the 

need for extensive sampling and close human monitoring. In only two isotopic studies (in crop-

lands) were measurements taken throughout the growing season [9, 52]. Long-term investigations, 

at either the growing season or the annual scale, are typically carried out with the hydrometric 

approach. One hydrometric study even used climatic records covering more than a decade [31].

1.4 General trends in ET partitioning in dryland ecosystems

Comparison of long-term annual mean precipitation (Fig. 1.4b), soil texture (Fig. 1.4c), and 

ecosystem types (Fig. 1.5a) reveals no clear trends in ET partitioning. Results from longer-term 

investigations (growing season or annual scale) show that in natural ecosystems, evaporation and 

transpiration are largely equivalent, whereas in agro-ecosystems (usually irrigated) the transpira-

tion fraction is relatively higher (Fig. 1.5a). Results for T/ET from the longer-term studies in 

natural ecosystems showed less variability (0.37–0.84 [mean value ± standard deviation of 0.52 ±
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0.13, n = 13]) than those from the intermittent studies (0.06–0.85 [mean value ± standard deviation

of 0.47 ± 0.34, n = 9]). The 0.06 minimum value for one of the intermittent studies was observed in

an open woodland (7% plant coverage) under dry summer conditions [43], indicating that T/ET

is lower for woodlands with sparse vegetation canopies. Agro-ecosystems showed higher T/ET ,

with intermittent measurements ranging from 0.46 to 0.78 (mean value of 0.65 ± 0.13, n = 5) and

longer-term measurements from 0.44 to 0.90 (mean value of 0.66 ± 0.17, n = 9). Maximum T/ET

values are similar for natural ecosystems and agro-ecosystems (with the exception of open wood-

lands)—namely, around 0.75–0.85, which agree with the maximum values of 0.72–0.90 found at

the global scale for natural and agricultural systems characterized by low LAI [29].
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Figure 1.4: Approaches used and results of the retrieved studies on ET partitioning: (a) hydromet-
ric vs isotopic approach; (b) and (c) dependency of T/ET on long-term annual precipitation and
soil texture, respectively. Mean values are used for results reported as ranges in Tables 1.1 and 1.2.

No general trends were identified in the relationship between plant fractional cover and ecosys-

tem type (Fig. 1.5b), whereas LAI (means and maximums) showed higher values in agro-ecosystems

than in natural ones (Fig. 1.5c). The linear regression between converted T/ET and plant canopy

characteristics revealed that mean and maximum LAI values explained 45% and 37%, respectively,

of the variations in T/ET , whereas plant fractional cover failed to be an effective explanatory vari-

able (Fig. 1.6). (All values in Fig. 1.6 are log-transformed because of the power-law relationship
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between T/ET and the vegetation-canopy parameters—see Eq. 1.3 in Section 1.5.6.) Statistically,

the regression was strongly significant for mean LAI (p-value ≤ 0.01) and significant for maximum

LAI (p-value ≤ 0.05). However, the coefficient of determination (R2) reported in this analysis is

relatively low (Table 1.3), implying that the explanatory power of LAI for T/ET variability is

constrained in dryland ecosystems.
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Table 1.3: Results of regression analyses for T/ET and LAI .

Ecosystem Type Regression Note Citation

Winter wheat T/ET = 1− e−0.3442LAI R2 = 0.7879 [84]

Summer corn T/ET = 1− e−0.4046LAI R2 = 0.7444 [84]

Cotton and grain sorghum T/ET = −0.21 + 0.70LAI0.5 0.1 ≤ LAI ≤ 2.7 [85]

Cowpeas T/ET = 1− e−0.79LAI — [86]

Maize T/ET = 0.71LAI0.14 R2 = 0.868 [53]

Forage sorghum T/ET = 0.45LAI0.19 — [9]

Desert ecosystems* T/ET = 0.76LAI0.70 R2 = 0.75 [31]

Global agricultural systems T/ET = 0.91LAI0.07 95% quantile regression [29]

Global natural systems T/ET = 0.77LAI0.10 Same as above [29]

Global (overall) T/ET = 0.91LAI0.08 Same as above [29]

Drylands (this review) T/ET = 0.46LAI0.60 R2 = 0.45

⋆ Desert ecosystems in southern Arizona, USA, including shrubland, savanna, and grassland.
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1.5 Major themes identified via the meta-analysis

1.5.1 ET partitioning during dynamic wetting–drying episodes

The pattern of rare and irregular precipitation events that characterizes dryland ecosystems 

creates pulses of high and low biotic activity [87]. Consequently, during the dynamic wetting 

and drying cycles, both plant transpiration and soil evaporation can undergo rapid changes [47]. 

Soil evaporation is negligible when soils are dry, but after precipitation it becomes significant 

within a short period (usually a few days) [50, 42, 88]; then, once it has peaked, evaporation 

declines rapidly. Transpiration, which is suppressed during rainfall [89], peaks more slowly and 

also declines more gradually after precipitation [34].

Because of the differences in temporal dynamics between soil evaporation and transpiration, 

the pattern of ET partitioning varies significantly during these wetting–drying episodes. As ex-

amples, a study of a semiarid forest found that soil evaporation dominated ET shortly after a rain 

event, with E/ET ranging between 49% and 65% [51]; a study of a semiarid shrubland with more 

than 90% coverage showed that daily average E/ET decreased from 34% to 3% during the first 

two sunny days after precipitation [48]; and in a Chihuahuan desert, evaporation dominated ET at 

the onset of summer rains, but 2–4 weeks after the occurrence of large precipitation events, shrub 

vegetation recovered and began to transpire at peak rates [37, 31, 34].

Similar phenomena were often observed for irrigated agro-ecosystems. Examples include a 

winter wheat field, where E/ET was 0.20 before irrigation and 0.31 after irrigation [20]; an olive 

(Olea europaea L.) orchard, where E/ET was nearly 0 prior to irrigation, then reached 0.31 by 

midday on the sixth day following irrigation [10]; and a cotton cropland, where E/ET equaled or 

exceeded T/ET for four days after irrigation, but began a dramatic decrease from the fifth day [33]. 

In contrast to this trend of increasing E/ET shortly after irrigation, an exception was reported for a 

semiarid sparse grassland (Eragrostis lehmanniana) with loamy-sandy soil, where E/ET dropped 

following the irrigation pulse. In such environments, soil evaporation is typically the dominant 

flux and transpiration the minor flux; but with the rapid infiltration of irrigation water, causing a
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short period of plant-available soil water in the rooting zone, transpiration increased briefly. The

corresponding decrease in E/ET , to 0.57–0.65, occurred within three days after irrigation. By

day 7, E/ET had again risen, to 0.78 [47].

1.5.2 Factors controlling evaporation and transpiration are different

Evaporation and transpiration are controlled by different factors. Soil evaporation is a physical

process, mostly affected by abiotic factors, including vapor pressure deficit (VPD), water avail-

ability in the surface soil, and the shading effect of the vegetation canopy. Plant transpiration,

on the other hand, takes place through the soil–plant–atmosphere continuum and is controlled by

both abiotic and biotic factors—including plant-available soil water in the rooting zone, VPD, and

physiological regulation of leaf stomata.

A study of an olive orchard (Olea europaea L.) showed that during wetting–drying cycles,

daily rates of soil evaporation correlated positively with daily VPD, but transpiration did not [10].

Seasonal-scale investigations in a semiarid eucalyptus woodland found that daily rates of tran-

spiration tracked seasonal changes in radiation and drainage, whereas daily rates of evaporation

correlated positively with surface soil moisture content [35]. Similar results were found in a semi-

arid shrubland [37] and a pine forest [13], where soil evaporation was closely correlated with solar

radiation and surface soil moisture, whereas transpiration was correlated with soil moisture in the

deeper layers. This differencethe dependence of evaporation on shallow soil moisture and of tran-

spiration on deeper soil moisturewas also observed in agro-ecosystems [5].

1.5.3 Controlling factors differ according to temporal scale

The factors controlling ET partitioning vary at different temporal scales. Ambient atmospheric

conditions show high variability at the diurnal scale, whereas plant phenology exhibits great vari-

ations across the growing season, especially with changes in the precipitation pattern (dry vs wet).

For example, in a study of a semiarid grassland, VPD was a significant factor at the diurnal scale,

resulting in a U-shaped diurnal pattern of T/ET [50]. A similar diurnal T/ET pattern was found

in another dryland grassland, but over the longer timescale of a two-week period of green-up and
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senescence, green LAI and available soil water were the controlling factors for T/ET dynamics 

[49]. For semiarid sites characterized by summer rainfall, T/ET reached a peak coincident with 

the maximum LAI , suggesting the strong effect of plant phenology and precipitation pattern on 

ET partitioning [31]. Similarly, a modeling study in grassland ecosystems concluded that T/ET 

was controlled by canopy stomatal conductance at the diurnal scale, and by LAI at the seasonal 

and annual scales [90].

1.5.4 Effects of precipitation and soil moisture dynamics on ET partitioning

How ET is partitioned in a given ecosystem depends on the temporal pattern of precipita-

tion distributionwhether precipitation is concentrated into a few big events or scattered among 

many smaller ones [91, 31]. For example, a study conducted in a semiarid forest found that an-

nual T/ET was more influenced by large storms (>30 mm) than by the annual precipitation totals 

[13]—probably because only intense storms can result in deep inltration and thus plant–available 

soil moisture for trees. A similar phenomenon was observed in semiarid grasslands and shrublands 

in Arizona, USA, where seasonal T/ET was found to be relatively insensitive to precipitation pat-

terns when precipitation was near- to below-normal [58] —conditions under which deep soil water 

infiltration probably rarely occurred.

1.5.5 Effects of interception on ET partitioning

Uncertainty concerning the contribution of interception is the largest source of bias in ET par-

titioning [30]. The amount of rainfall intercepted by the vegetation canopy and the debris layer 

depends on rainfall frequency and the structural characteristics and physiological properties of the 

vegetation. In arid and semiarid climates, sporadic and short precipitation events coupled with high 

VPD could result in a substantial amount of evaporation via interception [92]. Examples include a 

semiarid eucalyptus (E. capillosa) woodland, where 8%–15% of the rainfall was intercepted—of 

which 69% evaporated and 31% was yielded as stem flow [35]; and a semiarid pine forest, where 

interception accounted for 10%–12% of annual precipitation and more than 20% during the rainy 

season [69, 13]. In contrast, interception could be negligible in sparsely vegetated dryland ecosys-
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tems, such as a desert shrubland in northern China, where interception accounted for only 3.2% of 

precipitation during the growing season [41].

1.5.6 Effects of vegetation canopy on ET partitioning

Several researchers noted that patterns of ET partitioning are influenced by the various charac-

teristics of the vegetation canopy, such as LAI and fractional cover [8], phenological development 

during the growing season [38], and tree age [44]. Studies of the relationship between LAI and 

T/ET at the global scale [29, 30] suggest that LAI can be the first-order controlling factor for 

T/ET , as expressed in the following power-law function:

T/(E + T ) = aLAIb, (1.3)

where coefficients a and b are specific to vegetation types (see Table 1.3) for results from the

retrieved studies and several other pertinent investigations). It has been argued that this power-law

function applies only to situations in which LAI is below a certain threshold (below that threshold,

T/ET increases quickly and proportionally in response to increases in LAI; but above it, T/ET

is no longer sensitive to changes in LAI). For example, an LAI threshold of 4 was found for

a cropland of winter wheat and summer corn [84], and a threshold of approximately 2.7 for a

cotton and sorghum site [85]. This threshold phenomenon may be attributable to suppression of

transpiration per unit of LAI for well-developed or thickened plant canopy. A simulation based on

tree mosaics also revealed that as LAI increased, T/ET gradually fell below a 1:1 proportionality

[93].

The retrieved datasets show a high variability in T/ET—a range of 0.06–0.90 (Figs. 1.4 b &

c and Fig. 1.5 a). Wide variations in T/ET were also reported at a global scale for ecosystems

with low LAI (e.g. ≤ 0.5), indicating the possibility of high T/ET even under low LAI conditions

[29]. A modeling study of grassland ecosystems also revealed that the relationship between T/ET

and LAI is more erratic in semiarid and subhumid sites than in humid sites [90]. This greater

variation in T/ET for low-LAI ecosystems implies that other biological or meteorological factors
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might play a substantial role. For example, in a semiarid steppe region of Inner Mongolia, China, 

in a year with normal precipitation, T/ET decreased under grazing because of the reduction in 

LAI [42]. In contrast, in a dry year the grazing-induced reduction in LAI did not influence T/ET 

because plant physiological functions were suppressed by the drought conditions.

1.5.7 Effects of groundwater on ET partitioning

For sites with shallow groundwater (depths of 0–10 m), groundwater evaporation and root 

water uptake should be explicitly considered. For example, in an oak savanna, groundwater uptake 

by blue oak accounted for 70%–90% of total ET during the dry summer [94]. In a semiarid 

floodplain woodland, the ability of the dominant deep-rooted velvet mesquite (Prosopis velutina) 

to access groundwater contributed to an unusually high T/ET ratio (0.90) for the duration of the 

growing season [95]. Similarly, in a desert shrubland, groundwater lying some 5.7 m below the 

surface became the main source for both evaporation and transpiration [41]. And in a semiarid 

open woodland, evaporation of shallow groundwater accounted for up to one-third of total ET , but 

only after soil moisture in the vadose zone had been depleted [43].

1.6 Emerging technologies, challenges, and opportunities

Our understanding of ET fluxes and partitioning of ET in drylands has advanced dramati-

cally in the past few decades, owing to enhanced capabilities in measurement technologies, data 

availability, and numerical modeling. At the same time, the particular nature of ecohydrologic 

processes in drylandsespecially the heterogeneity in spatial–temporal scalesmeans that ET parti-

tioning in these regions remains challenging.

1.6.1 Field-deployable isotopic laser spectroscopy for water vapor analysis

The isotopic approach for ET partitioning is continuing to evolve. The methods traditionally 

used for sampling water from soils and plants have major limitations, such as (1) the destructive 

nature of sampling and (2) the laborious and time-consuming procedure of cryogenic vacuum 

distillation. In addition, the isotopic representativeness of plant samples remains debatable [96, 97, 

98]. For drylands, a special challenge is that under very dry conditions, the negligible flux of soil
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evaporation might prevent reliable calculation of δET , because of the absence of detectable vertical

gradients in vapor concentrations and in the isotopic compositions of water vapor [47]. Extreme

conditions of heat and aridity will decrease the equilibrium fractionation factor [75], rendering the

end-members (δE and δT ) insufficiently distinguishable [9], which translates to a high degree of

uncertainty for the isotopic approach.

A critical question in quantifying the isotopic composition of soil evaporation is how frac-

tionation processes affect the isotopic composition of soil water [51]—which, under conditions of

intense evaporation, exhibits high variability across the profile [50]. During the dry season, vapor

transport can dominate water diffusion in the vadose zone and plays a key role in mass and energy

transfer within soils [99, 100]. To determine the effects of fractionation processes, then, isotopic

sampling of water vapor across the soil profile is essential [43].

A promising tool for sampling of soil water vapor in the vadose zone is field-deployable

laser isotope spectroscopy, which enables direct, continuous, and non-destructive measurement

[51, 101, 102]. In situ sampling of soil water vapor has been performed both to study water vapor

dynamics [51, 102, 103, 104] and to derive the isotopic composition of liquid soil water based on

the water–vapor equilibrium assumption [101]. This assumption is supported by a case study in

a semiarid African savanna, where the liquid–vapor interface was measured from the in situ soil

profile [103]. The major concern during sampling of soil water vapor for isotopic analysis is frac-

tionation caused by either inducing evaporation of liquid soil water or condensation of vapor inside

the sampling apparatus [103]. At present, standard sampling protocols with wide applicability are

still under development [105].

1.6.2 Water diffusion pathways from ground to atmosphere

To be consistent and comparable, in situ studies on ET partitioning must identify and take into

account the various diffusive pathways by which water moves from terrestrial ecosystems to the

near-surface atmosphere. In the past, many field studies ignored the role of evaporation underneath

the canopy, considering it to be negligible because of the shading effect [43]. An accurate quantifi-

cation of under-canopy evaporation necessitates the application of either an extinction coefficient
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for radiation diffusion or a threshold LAI value [84]. For two-layered ecosystems (e.g., savan-

nas and shrublands), even though transpiration fluxes can be combined to simplify analysis [48],

transpiration from the upper tree/shrub layer and from the understory herbaceous layer should be

measured separately [30]. Such detailed in situ studies are essential for quantifying the different

diffusive pathways for plant transpiration and for identifying the biophysical factors that control

transpiration from different functional types [106].

1.6.3 Scaling and modeling

Dryland ecosystems, characterized by scarce and sporadic precipitation as well as low vege-

tation coverage, exhibit considerable spatial heterogeneity along with high temporal variability in

plant physiological activity [107, 13, 108]. For these reasons, upscaling of measurements from the

stand or plot scale is quite challenging. For example, upscaling of sap flow is highly uncertain and

error-prone—first, because the scaling relationships for different parameters (basal area, plant den-

sity, canopy height, canopy coverage, sapwood area, LAI) vary widely [66]; and second, because

plants of different functional types have different phenological stages [29, 12]. When sap flow is

being compared with ET fluxes obtained by eddy-covariance measurement, the upscaling needs

to be confined to the contributing footprints of the turbulent fluxes [10].

Coupling of the eddy-covariance method with laser isotope spectroscopy could make it possible

for ecosystem-level ET partitioning to be accomplished without the need for scaling [46, 10, 57].

In addition, this combined methodology can be expanded to measurement of carbon isotopes,

thereby enabling the partition of CO2 dynamics and calculation of water-use efficiency [49], both

of which are essential for parameterizing and validating physical-based ecosystem models [109].

1.7 Conclusions

In dryland ecosystems, although ET is the largest water-loss flux, it is poorly quantifiedespe-

cially at fine temporal scales. Despite the importance of accurately quantifying ET , its partition-

ing remains a major challenge for ecohydrologic studies in drylands. To review and summarize

the current state of knowledge on this topic, we retrieved 31 publications on in situ studies of ET
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partitioning covering the past nearly three decades. We classified these studies by the length of

time over which measurements were taken, ranging from intermittent (typically less than 10 days,

and usually done with the isotopic approach) to long-term (done at the growing season or annual

scale, and usually with the hydrometric approach). For natural ecosystems, results from the in-

termittent studies showed higher variability than those from the longer-term studies. Longer-term

T/ET varied over a narrow range, with a mean value of 0.52—implying that soil evaporation and

plant transpiration are largely equivalent in natural drylands over the long term. Agro-ecosystems

(usually irrigated) exhibited a relatively higher T/ET and showed greater variability in the longer-

term measurements. Maximum values of T/ET were roughly similar for natural ecosystems and

agro-ecosystems. Soil evaporation and plant transpiration responded differently during dynamic

wetting–drying episodes, both in timing and duration. Soil evaporation is more controlled by me-

teorological processes and shallow soil water, whereas transpiration is more controlled by plant

phenology and water availability in the rooting zone.

The patterns of ET partitioning in drylands are influenced by multiple biometeorological

factors, including the temporal distribution of precipitation, rainfall interception, soil moisture

recharging, groundwater depth, and vegetation development. Atmospheric conditions and stom-

atal conductance dominate ET partitioning at diurnal scales, while canopy phenology (or LAI) and

soil moisture dominate over longer timescales. Our regression analyses revealed that LAI (espe-

cially its mean values) is an essential factor controlling T/ET variability in dryland ecosystems,

but its explanatory power might be curtailed by stomatal control under dry climatic conditions.

On the basis of our findings, we suggest three promising areas of investigation to help meet

the challenges of ET partitioning in drylands: (1) employment of laser spectroscopy for intensive

isotopic sampling of water vapor in the vadose zone; (2) improved identification and accurate

quantification of the various pathways of water diffusion; and (3) development of methods for

upscaling measurements taken at incongruent spatial/temporal scales owing to different research

approaches (hydrometric vs isotopic).
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2. EFFECT OF VEGETATION ON THE ENERGY BALANCE AND

EVAPOTRANSPIRATION IN TALLGRASS PRAIRIE *

2.1 Introduction

Covering 37% of the Earth’s surface, the grassland biome is a key component of the terres-

trial biosphere, and is crucial for agriculture production, biodiversity conservation, and climate 

regulation [110, 111]. In the Southern Great Plains of the USA, tallgrass prairie is the major 

type of grassland, especially in the state of Oklahoma [112], but this prairie is considered a glob-

ally endangered resource [113], with agricultural conversion having consumed all but about 13%

of its historical extent [114]. Recently, this endangered prairie has been threatened by the rapid 

encroachment of woody plants, particularly juniper (Juniperus virginiana L.) [115, 116], owing 

mainly to changes in land-use practices that have led to altered fire regimes [117]. Further en-

croachment by woody plants could substantially affect the water cycle, primarily through altering 

evapotranspiration (ET ), which is the largest component of the water budget in this region [116]. 

Understanding ET and the underlying ecohydrologic responses of grassland to extreme events in 

a changing climate, such as during drought, is an essential consideration for studies of ecosystem 

services, the management of water resources, and the understanding of climate change [118].

Energy and water are tightly coupled. A major portion of the incoming solar radiation is con-

verted to fluxes of sensible (H) and latent heat [LE, where E (kg m−2 s−1) is evaporation from 

the surface and L (J kg−1] is the latent heat of vaporization, which determine the energy exchange 

and water-vapor flux of the near-surface atmosphere, respectively, and the partitioning between H 

and LE determines many climatological processes and physical properties of the planetary bound-

ary layer, with the latent heat flux also affecting the soil moisture, runoff, and biogeochemical 

cycles [119]. The most direct method of measuring these vertical turbulent fluxes is through the 

eddy-covariance (EC) method [120], which is widely used in micrometeorology [121].

*A version of this chapter has been published as: Sun, X., Zou, C.B., Wilcox, B. and Stebler, E., 2019. Effect of 
vegetation on the energy balance and evapotranspiration in tallgrass prairie: A paired study using the eddy-covariance 
method. Boundary-layer meteorology, 170(1), pp.127-160. Adapted with permission. Copyright 2018 Springer Nature.
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However, the energy imbalance or closure problem remains an unsolved problem with the use

of the EC method, namely the available energy is 10%–30% larger than the sum of the H and

LE fluxes over various vegetation types [122, 123, 124, 125, 126, 127, 128, 129, 130, 131]. Cor-

recting for these discrepancies is challenging because many of the involved causes are difficult

to quantify [122, 123, 124], including the energy storage [132, 127, 128, 130], energy advection

and mesoscale eddies generated in heterogeneous landscapes [133, 124, 126, 134, 135], and mea-

surement uncertainties related to sonic anemometers [136, 137, 138]. For low canopies such as

grassland, studies have found that the degree of energy-balance discrepancy differs between sites

with high vegetation coverage and those having a greater exposure of soils, owing to the effects of

the heat storage in the upper soil layer and the fractional coverage of vegetation [123, 139]. For

a semi-arid grassland, integration of the soil heat storage (Ssoil) measured above heat-flux plates

significantly improves the surface-energy balance [140]. In contrast, an analysis on a subset of Eu-

ropean FLUXNET stations indicated that the storage terms do not play a major role in the overall

closure of the energy balance [125]. Given these uncertainties, experiments using two collocated

plots, one of them denuded of vegetation, could help disentangle the influences of vegetation and

soil heat storage on the closure problem.

The low measurement height and associated relatively small fetch of grassland flux towers

facilitate the design of classical, paired ecological experiments, which combine the strength of

near-continuous, spatially-integrated, EC monitoring with the explanatory power of causal analysis

[141]. With the use of identical equipment on sites having similar land-use histories and nearly

identical environmental conditions, confounding factors are minimized, increasing the confidence

in the results of different treatments of the vegetation [142, 141]. Collocated measurements for

contrasting vegetation types in tallgrass prairie region include burning versus no burning [143,

144], cultivation versus natural cover [145, 146], shrub versus grassland [147, 148, 149], and well-

watered versus drought conditions [150]. The energy balance has been investigated in a boreal

jack pine forest with clearcutting versus no treatment [151] but, to our knowledge, no one has

experimentally compared treated and untreated sites in grasslands to examine the difference in
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energy balance. The high variability of precipitation in grasslands and the resultant high intra-

annual variations in primary production [152, 153] make these ecosystems a prime setting for the

study of ecosystem physiology and ET through the experimental manipulation of the vegetation

cover [154]. To accurately quantify the effects of vegetation canopy on surface energy fluxes, the

best methodology would be to remove the vegetation from one of two sites, with the second one

serving as a control site.

We have selected a pair of collocated tallgrass prairie sites having similar soil, topographic,

and vegetation conditions. One site was treated with herbicide and subject to mowing early in the

growing season, with the control site left undisturbed. Using one year of continuous EC measure-

ments, we investigated and compared the energy balance, energy partitioning, diurnal and seasonal

patterns of ET , and the key meteorological or biological factors controlling ET for the two sites.

Specifically, our objectives were to answer the following questions:

• Influence of the soil heat storage (Ssoil) on the energy-balance closure: how do the values of

Ssoil and the sub-surface soil heat flux (Gs as measured by heat-flux plates) compare under

two different vegetation coverages? If the value of Ssoil is integrated into the ground surface

heat flux (G0), does the degree of energy-balance closure differ between the two sites?

• Influence of photosynthetically active vegetation on energy partitioning: how different are

the seasonal and diurnal patterns of energy partitioning between the two sites, owing to the

presence of active vegetation at the control site and its absence at the treated site?

• Evapotranspiration variation and the key controlling factors: how does ET vary, temporally

and in magnitude, under contrasting vegetation coverages? How does the cumulative ET

compare with the precipitation? Does the difference in vegetation cover between the paired

sites translate to a difference in controlling factors for ET ?

2.2 Study Sites

   The study was conducted at the Range Research Station (36°3′24.6′′N, 97°11′28.3′′W,

elevation  about 330  m above sea level),  which is a research and extension facility administered
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by the Oklahoma Agricultural Experiment Station, Oklahoma State University, and is located

about 11 km south-west of Stillwater in Payne County, Oklahoma, USA. The terrain is mostly

flat, with slopes of 3%–8%, and the soil type is mainly Stephenville–Darnell complex [155]. This

tallgrass prairie is dominated by perennial, warm-season (C4) grasses, including little bluestem

(Schizachyrium scoparium [Michx.] Nash), big bluestem (Andropogon gerardii Vitman), Indi-

angrass (Sorghastrum nutans [L.] Nash), switchgrass (Panicum virgatum L.), and tall dropseed

(Sporobolus asper [Michx.] Kunth) [156]. According to Mesonet long-term average climate data

(2002–2015), this site has a sub-humid climate with an average air temperature of 15.5 ◦C, a mean

annual precipitation of 852mm, an average wind speed of 4m s−1 (maximum gusts of 7.6m s−1),

an average relative humidity of 66%, an average atmospheric pressure of 97.7 kPa, an average daily

global radiation of 192Wm−2, and an average daily net radiation of 98Wm−2 [157, 158, 159].

2.3 Materials and Methods

From 2014–2015, two EC towers separated by a distance of 250m were installed in the Range

Research Station, with one in the north of the grassland tract, and the other in the south. In 2016,

we delineated two collocated experimental sites, with one surrounding the northern EC tower, and

the other surrounding the southern tower (Fig.2.1). The northern site was sprayed with herbicide

on May 12, 2016, mowed on May 29. A large amount of the remaining cover of dried standing

stems was left, so that little bare ground was visible. And we sprayed herbicide again on July 20.

Having been thus treated for vegetation removal, this site is hereafter referred to as Site T. The

southern site was left as natural, undisturbed grassland, to serve as a control, and thus is hereafter

referred to as Site C. At each of the two sites, the EC tower was located at the north-western or

northern end, facing the greatest fetch as determined by the prevailing wind direction (south or

south-south-east; see Fig. 2.2).
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Figure 2.1: Configuration of the study sites with superimpositions of the flux-footprint climatology. 
Except for the space immediately surrounding each EC tower, the contour lines from inner to outer 
are the yearly cumulative footprint climatology boundaries from 10% to 80%, with an interval of 
10%. The EC devices were mounted 3 m above the ground.
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Figure 2.2: Wind rose maps for the two sites.

2.3.1 Eddy-Covariance Systems and Biometeorological Sensors

Each EC tower was equipped with an integrated CO2 and H2O open-path gas analyzer and

three-dimensional sonic anemometer (EC100, IRGASON, Campbell Scientific Inc., Logan, Utah)

mounted 3m above the ground. A standard set of sensors for measuring biometeorological vari-

ables was also installed at each tower, including two heat-flux plates (HFP01, Hukseflux, Delft,

Netherlands) set 8 cm below the ground, one averaging soil thermocouple (TCAV, Campbell Scien-
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tific Inc., Logan, Utah), with the two members of each pair set at 2 cm and 6 cm below the ground,

with a distance of 1m between the two pairs, one water-content reflectometer (CS616, Campbell

Scientific Inc., Logan, Utah) set 2.5 cm below the ground, a net radiometer (NR-Lite2, Kipp and

Zonen, Delft, Netherlands), and a temperature probe for the ambient air (107, Campbell Scientific

Inc., Logan, Utah) with a solar radiation shield. All the biometeorological sensors sampled every

5 s, and 30-min averages were calculated and stored with a datalogger (CR3000, Campbell Sci-

entific Inc., Logan, Utah). To measure the normalized difference vegetation (NDVI), we installed

spectral reflectance sensors (SRS, Decagon Inc., Pullman, Washington) in close proximity to the

two EC towers. The pair mounted Site T was operational only for 24 days (May 12 to June 4)

following the initial herbicide spraying, while the other pair, in Site C, was operational beginning

in February. A rain gauge (HOBO RG3, Onset Inc., Bourne, Massachusetts) was mounted above

the canopy at Site C to record precipitation (precipitation events were assumed to be the same for

both sites). Finally, soil-moisture probes (ECH2O EC-5, Decagon, Pullman, Washington) were

inserted at two soil-moisture stations at each site at depths of 0.05m, 0.2m, 0.45m, and 0.8m, to

measure the volumetric soil water content (θ) of four depth intervals across the soil profile: 0–0.1

m, 0.1–0.3 m, 0.3–0.6 m, and 0.6–1.0 m (Fig. 2.1). All the measurements described above were

recorded in terms of the local time (LT = UTC –6 h; no daylight saving time).

Surface turbulent-flux measurements were collected at a frequency of 10Hz, and computed

for an average of 30min with biometeorological data via the EddyPro software (version 6.2.1,

LI-COR Biosciences, Lincoln, Nebraska). We adopted dynamic canopy heights from previous

observational results [160]. The key processing steps included despiking and the statistical screen-

ing of raw data [161], tilt correction with the double rotation method [162], spectral corrections

[163, 164, 165], and the compensation for density fluctuations [166]. Subsequently, EddyPro qual-

ity flags were calculated for all fluxes on the basis of the steady state test and the test for developed

turbulent conditions, and combined into a 0–1–2 system [167].
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2.3.2 Footprint Analysis, Quality Control, and Gap Filling

To determine whether the flux footprints of the two sites overlapped spatially, we estimated

the climatology boundaries of the two-dimensional footprint with yearly cumulative contributions

from 10% to 80% (with an interval of 10%) to the measured turbulent fluxes (Fig. 2.1). We used the

Flux Footprint Prediction model [168] for these estimates, because of its ability to accurately pre-

dict the maximum footprint boundary [169]. The planetary boundary-layer height, which is used by

the Flux Footprint Prediction model for crosswind-integrated scaling, was obtained from the North

American Regional Reanalysis data provided by the National Oceanic and Atmospheric Admin-

istrations Physical Sciences Division, Boulder, Colorado, USA (https://www.esrl.noaa.gov/psd/).

The sample code employed for extracting time series of the planetary boundary-layer height based

on the geographical location is provided in Appendix A. As for the footprint analysis, we calcu-

lated two matrices along the wind direction [170] (Kljun et al., 2004): Xi (i = 10%–90%, with an

interval of 20%), provided by the along-wind distance contributing i cumulative turbulent fluxes,

and Xpeak, which is the upwind distance providing the highest contribution. Fetches extending

beyond the boundaries of the two sites (as defined by the X70%) footprint criterion) were discarded

after the first treatment (May 12, 2016). Following footprint filtering, the median values of X70%

and Xpeak were 92.5m and 48.6m for Site T, and 88.9m and 39.2m for Site C.

The EC results produced by the EddyPro software were subject to further filtering and quality

testing. Under conditions of stable stratification and low turbulent mixing (primarily during the

night), a routine filtering criterion for the friction velocity u∗ was applied on a monthly basis (with

thresholds ranging between 0.06 and 0.18 ms−1 for Site T, and between 0.09 and 0.25 ms−1 for

Site C) via the moving-point test [171]. Poor-quality data (those having quality flags = 2) and

outliers (values beyond three times of the standard deviations) were screened for values of the H

and LE fluxes. The FREddyPro package (https://cran.r-project.org/web/

packages/FREddyPro/index.html) was employed for all despiking, the filtering of monthly u∗, and

other general post-processing of EddyPro output files.

After all the filtering operations, data coverage for the remaining 30-min H and LE fluxes are
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55.3% and 46.5%, respectively, for Site T, and 72.6% and 59.5%, respectively, for Site C. Gap-

filling [172, 173] was implemented with the R package REddyProc developed at the Max Planck

Institute of Biogeochemistry (https://www.bgc-jena.mpg.de/bgi/index.php/Services-

/REddyProcWebRPackage). Records of ancillary environmental factors, such as global radiation

and air temperature, were used to separately fill gaps in the time series of the sensible and latent

heat fluxes via the default routines of the gap filling algorithm after u∗ filtering within seasons, with

the u∗ thresholds based on 50% of the bootstrap re-sampling. Bowen ratios calculated during the

night (for global radiation <20Wm−2) were filtered, and Bowen-ratio outliers during the daytime

were removed (outside the range 5 to 15, which accounted for less than 1% at each site), and then

filled by the linear method [174] with the imputeTS package

(https://cran.r-project.org/web/packages/imputeTS/index.html).

Uncertainties in H and LE fluxes were integrated from 30-min random errors of fluxes [175],

including the errors in gap-filling estimates. The uncertainty in the 30-min ET propagates from

that in the 30-min LE flux, and uncertainties in yearly budgets and monthly averaged values of ET

were calculated by integrating the additive variance of random measurement errors and gap-filling

uncertainties. We present aggregated uncertainty estimates with 95% confidence intervals.

2.3.3 Energy-Balance Closure

Whether the EC method has underestimated the surface turbulent fluxes is usually assessed by

checking the energy-balance closure [176, 131]. As shown in Fig. 2.3, the surface energy budget

can be formulated as

Rn −G0 − Sabove = LE +H + Ad, (2.1)

with all terms having units of Wm−2, where Rn is the net radiation (the balance between incoming

global radiation and outgoing reflection and thermal radiation), Sabove is the above-ground heat

storage, consisting of heat stored in the above-ground biomass and photosynthetic heat storage

flux, Ad is the advective heat flux beneath the EC sensors, G0 is the ground surface heat flux,

consisting of sub-surface heat flux (Gs) measured by heat-flux plates at a depth of 0.08m in this
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study, and the soil heat storage (Ssoil) above the plates [177],

Ssoil =
∆TsCsd

t
, (2.2)

where ∆Ts is the change in soil temperature above the fixed depth d (0.08m) during the mea-

suring time interval t (30min), and Cs is the heat capacity of moist soil (J kg−1K−1). More details

on the value of Cs can be found in Campbell Scientific (https://s.campbellsci.com/documents/us/-

miscellaneous/old-manuals/HFP01%20Soil%20Heat%20Flux%20Plate.pdf, page 5-6, accessed in

2016).

In calculating the energy-balance closure, we have omitted the above-ground heat storage be-

cause, in the case of a low vegetation canopy, the magnitude of the photosynthetic flux is small

[178], and the storage in the above-ground biomass is insignificant [131]. Advection was omit-

ted as well, not only because it is considered to be insignificant over flat terrain [179], but also

because its direct measurement is technically challenging [124, 171]. Thus, the calculation of the

energy balance (at yearly and monthly scales) involves the linear regression between the instan-

taneous turbulent-flux measurements [H + LE (before gap-filling)] from the EC method, and the

measurements of the available energy (Rn –G0) from the independent biometeorological sensors,

assuming

Rn −G0 = LE +H (2.3)

Lastly, we coerced the energy-balance closure using the Bowen ratio method [178].
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Figure 2.3: Diagram of surface-energy budget and energy-balance closure. The net radiation (Rn)
is the source of all energy fluxes within the boundary layer, including the latent heat flux (LE)
consumed in the process of evapotranspiration (ET ), the sensible heat flux (H) associated with
temperature variations, the below-ground heat flux (G0), consisting of the soil heat storage above
the heat-flux plate (Ssoil), the sub-surface soil heat flux at the measurement depth (Gs), the above-
ground heat storage (Sabove), and the advective heat flux from all directions (Ad).

2.3.4 Parametrization of the Bulk Surface Characteristics

To interpret the influence of meteorological and biological factors on the ET variations, we

calculated the surface conductance to water vapor (gs, ms−1) during daytime periods (a global

radiation > 20Wm−2) based on the inversion of the Penman–Monteith equation [180],

gs =
ga

∆(Rn−G)+ρacpV PDga
γLE

− ∆
γ
− 1

(2.4)
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where ga (ms−1, described below) is the aerodynamic conductance of the air layer between the

canopy top and the measurement height, ∆ (kPaK−1) is the slope of the saturation vapor pressure

versus air temperature, ρa (kgm−3) is the air density, cp (J kg−1K−1) is the specific heat of air at

constant pressure, V PD (kPa) is the vapor pressure deficit, and γ (kPaK−1) is the psychrometric

constant,

γ = 0.665× 10−3P (2.5)

where P (kPa) is the atmospheric pressure. The aerodynamic conductance ga (ms−1) is defined as

1

ga
=

u

µ2
∗
+ 6.2µ−0.67

∗ (2.6)

where u (ms−1) is the wind speed [181]. Leaf stomata and soil spaces are the major paths for

surface water-vapor conductance, and thus the value of gs is proportional to the leaf area index or

the NDVI and water-vapor conductance through the soil profile. The main factors controlling the

value of ga are the surface characteristics and the wind speed u.

The Penman–Monteith model [181] includes the effects of surface resistance (rs = g−1
s ) and

the above-canopy aerodynamic resistance (ra = g−1
a ) on the potential ET ,

LE =
∆(Rn −G) + ρcpVPD

ra

∆+ γ(1 + rs
ra
)

(2.7)

As ra → inf or zero, the latent heat flux can be converted to either the equilibrium latent heat

flux (LEeq) or the imposed latent heat flux (LEim) [182], which implies that the Penman–Monteith

equation can be transformed as

LE = ΩLEeq + (1− Ω)LEim (2.8)

where Ω is the decoupling factor,

Ω =
∆+ γ

∆+ γ(1 + ga
gs
)

(2.9)
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These calculations show that the latent heat flux lies between the two limits defined by the values

of LEeq and LEim. When the energy budget is dominated by a diabatic process or available energy,

Ω approaches unity, so that the ET rate is then effectively independent of the value of gs and the

vapor pressure deficit VPD, and may thus be viewed as decoupled from the prevailing weather

conditions [181]. Conversely, Ω approaches zero when the ET is controlled by gs and VPD,

indicating greater coupling between the surface and near-surface atmosphere.

2.4 Results

2.4.1 Comparison of Environmental Conditions

While our paired adjacent sites exhibited similar meteorological conditions in general, there

were differences in the net radiation and wind speed. Total rainfall for the year was 721mm,

amounting to 85% of the 15-year mean (Mesonet, https://www.mesonet.org/index.php/weather/-

mesonet_averages_maps#y=average&m=ann&p=rnet_sm&d=false, accessed in 2016), with 604mm

(84%) received during the growing season (April through October). However, during those months

there were several dry intervals, including June 1–17 and August 1–24 with rainfall <10mm

(Fig. 2.4a). In late May (about one week after the first herbicide application to Site T), the daily

mean Rn began to diverge between the two sites. The difference in daily mean Rn for the period

June–October was 13 ± 1 Wm−2 (Fig. 2.4b), where, unless explicitly stated otherwise, mean val-

ues are expressed as ± the 95% confidence interval hereafter. The daily mean air temperature Tair

and the VPD at the two sites were nearly identical, and showed the same seasonal patterns, reflect-

ing the general seasonal pattern in the value of Rn (Figs. 2.4c, e). The yearly mean wind speed

was 3.0m s−1 at Site T and 2.7m s−1 at Site C (Fig. 2.4d). After herbicide application at Site T, the

NDVI plummeted from 0.6 to 0.3 over the 24-day measurement period, whereas the NDVI index

at Site C varied in response to the natural leaf development (Fig. 2.4f). The vegetation removal

resulted in a decrease in the value of u∗ at Site T during the period June to October to 0.25 ms−1

(versus 0.28 ms−1 at Site C; data not shown).
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Figure 2.4: Seasonal variations in relevant environmental factors for the two experimental sites.
These environmental factors are daily precipitation sum (a) and daily mean values of net radiation
(b), air temperature (c), wind speed (d), vapor pressure deficit (e), and NDVI (f) for the two sites.
Each vertical bar in (a) represents the daily total precipitation; each point in (b–e) represents the
daily mean value observed over a 24-h period; each point in (f) represents the mean NDV index
between 1200 and 1400 LT. The smoothened curves are fitted via locally weighted regression with
a span of 0.1. The two dashed vertical lines represent the dates of the herbicide application to Site
T (May 12 and July 20, 2016).
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Before the herbicide application, soil-water dynamics across the profile (except for the lowest

depth interval) were similar for the two sites, with a substantial divergence in soil water content

θ gradually developing following the treatment. The surface and near-surface soils (to a depth of

0.3m) at both sites exhibited marked and prompt responses to the precipitation inputs, but varied

over different ranges during the greater part of the growing season. As the depth increased, these

sensitive responses gradually flattened, and the divergence in the values of θ between the two sites

progressively developed in these deeper layers until the heaviest rainfall (81mm on October 6)

when the discrepancy basically vanished (see Fig. 2.5).
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Figure 2.5: Dynamics of volumetric soil moisture (θ) across the soil profiles at the two sites as
measured at four depths—0.05 m, 0.20 m, 0.45 m, and 0.80 m—representing, respectively, the
soil-water dynamics for the four depth intervals 0–0.1 m, 0.1–0.3 m, 0.3–0.6 m, and 0.6–1.0 m.
Each point represents the daily mean value of θ from two measuring stations within each site.
Dashed lines indicate the dates of the herbicide treatment.

2.4.2 Footprint Climatology

The yearly flux-footprint climatology and contour lines (10% to 80% with an interval of 10%)

show that the flux footprints of the two EC measurements do not overlap (Fig. 2.1), with the

nearest separation of the outer boundaries (80% climatology lines) approximately 10m. The spatial
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patterns of these footprints were in line with the prevailing wind directions (Fig. 2.2). The flux

footprint of the EC tower of Site T was larger than its counterpart at Site C, coinciding with Site

Ts comparatively higher u and lower u∗.

2.4.3 Ground Surface Heat Flux and Energy Balance

The diurnal pattern of ground surface heat flux G0 has a greater seasonal variation due to the

greater difference in the soil heat storage Ssoil rather than the sub-surface heat flux Gs between

our sites (Fig. 2.6). The difference in Ssoil between the two sites was significant at midday in

spring (March 21–June 20), summer (June 21–September 20), and winter (December 21–March

20), while diurnal peaks in the values of Ssoil varied within narrow ranges at Site T, between 55 ± 5

Wm−2 (at 1100 LT in spring) and 42 ± 3 Wm−2 (at 1200 LT in summer), but varied dramatically

at Site C, between 88 ± 8 Wm−2 (at 1130 LT in spring) and 45 ± 5 Wm−2 (at 1200 LT in autumn;

September 21–December 20). Diurnal patterns of the sub-surface heat flux were subdued at both

sites, and thus comparable under the dry residual vegetation at one site, and an active canopy at the

other. Both sites exhibited a substantial phase lag between the soil heat storage (upper 0.08m of

the profile) and sub-surface heat flux (depths below 0.08m), but this lag was especially pronounced

at Site T, where Ssoil peaked between 1100 and 1200 LT, while the values of Gs peaked between

1430 and 1530 LT. The greater magnitudes and more marked variation in the value of Ssoil show

the importance of its role in quantifying G0, both temporally and in magnitude.
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Figure 2.6: Diurnal variations of the two components of ground surface heat flux (G0), namely Ssoil

in the upper 0.08m of the soil profile, and Gs in the deeper levels, for the two sites during the four
seasons. Seasons are defined according to the amount of solar radiation received: spring (March
21–June 20), summer (June 21–September 20), autumn (September 21–December 20), and winter
(December 21–March 20). Each point is a 30-min ensemble mean for its corresponding flux during
that entire season, with a 95% confidence interval. Negative values represent upwards diffusion of
heat lost from the surface, and positive values represent downwards absorption through the ground.
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Taking the value of Ssoil into account, the slope of the energy-balance regression is 0.83 for Site

T and 0.86 for Site C (Fig. 2.7), implying the measured surface turbulent fluxes are approximately

15% lower than the available energy for both sites. The monthly series of the energy-closure slopes

are found to be different between the two sites (paired t-test, p-value <0.01, Table 2.1), with the

energy balance typically lower, and intercepts typically higher at Site T, where wind speeds were

usually greater, and the friction velocity was lower as a result of the herbicide treatment. The

energy balance weakened during the growing season at Site C the control site when the photosyn-

thesis activity and energy storage within and under the developed vegetation canopy, namely the

above-ground heat storage, probably enhanced to a non-negligible amount (see Figs. 2.4b & 2.7).
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Figure 2.7: Scatter plots of the measured half-hourly series of available energy (Rn − G0) versus
the sum of the turbulent fluxes (H +LE) for the two sites. The solid line (teal) represents the best
linear regression. The numbers of data points are 7026 for Site T and 9133 for Site C.

2.4.4 Energy Partitioning under Contrasting Types of Vegetation Cover

After the vegetation removal, the net radiation Rn became lower at Site T than at Site C

(Fig. 2.8, summer and autumn graphics), but the timing of the diurnal peak values of Rn of the

two sites is similar (1230 LT during summer and autumn, and 1300 LT during winter and spring).

The diurnal patterns of the ground surface heat flux G0 has a greater seasonal fluctuation at Site

C than at Site T (Fig. 2.8), which agrees with the seasonal difference in Ssoil between the two
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Table 2.1: Monthly linear regression coefficients (slope and intercept) between the available energy
(Rn −G0) and surface energy fluxes (H + LE) for Site T and Site C.

Month
Slope Intercept R2

Site T Site C Site T Site C Site T Site C

Jan 0.814 0.920 2.96 3.23 0.951 0.967
Feb 0.821 0.927 3.63 -2.15 0.959 0.937
Mar 0.792 0.923 5.02 -1.00 0.943 0.940
Apr 0.820 0.861 6.75 1.49 0.952 0.942
May 0.856 0.865 6.37 2.28 0.953 0.953
Jun 0.871 0.841 16.4 0.83 0.961 0.972
Jul 0.823 0.866 14.0 4.08 0.975 0.976

Aug 0.822 0.860 13.3 2.77 0.965 0.969
Sep 0.835 0.866 11.9 2.49 0.969 0.969
Oct 0.847 0.897 7.53 2.34 0.966 0.974
Nov 0.818 0.879 8.17 3.58 0.965 0.968
Dec 0.823 0.914 3.55 5.12 0.945 0.958

Yearly 0.830 0.863 7.77 2.80 0.961 0.962

sites (Fig. 2.6). At both sites, the diurnal patterns of G0 are mainly controlled by the diurnal pat-

terns of Ssoil, which in turn is mainly controlled by the diurnal patterns in the value of ∆Ts (data

not shown). The generally higher midday magnitude of G0 at Site C compared with Site T is in

accordance with the contrast in the values of Rn between the two sites. When the value of Ssoil

is taken into consideration, the diurnal patterns of G0 and Rn become largely synchronous, with

phase shifts usually occurring within 30 min.
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Figure 2.8: Diurnal patterns of energy partitioning for the two sites during the different seasons.
Each point represents the ensemble mean value of that energy component during the season, with
a 95% confidence interval. The sign of the energy fluxes (Rn and G0) is positive when moving
downwards into the ground, while that of the surface turbulent fluxes (H and LE) is positive when
directed from the ground towards the atmosphere.

As shown in Fig. 2.8, the patterns of energy partitioning of the H and LE fluxes for the diurnal

processes at the two sites are generally comparable in the autumn and winter (largely matching the

non-growing season), but are dramatically different in spring and summer (roughly the growing

season), especially during the early afternoon (1200–1400 LT) when the H is consistently higher
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at Site T, whereas LE is higher at Site C. A difference in the energy partitioning at the seasonal

scale is also evident in the monthly values (Fig. 2.9). During the peak growing season (June to

July), average early-afternoon H and LE fluxes at Site C were 133 ± 6 and 280 ± 8 Wm−2,

respectively, and 246 ± 10 and 173 ± 5 Wm−2, respectively, at Site T. These differences in energy

partitioning are mirrored by the H and LE fluxes normalized by the available energy at the daily

temporal resolution (Fig. 2.10). Thus, the increase in H that resulted from the vegetation treatment

at Site T triggered a rise in the Bowen ratio (H/LE, which is a measure of energy partitioning)

during the major part of the growing season.
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Figure 2.9: Monthly means of all energy and turbulent fluxes (Rn, H , LE, and G0) for the two
sites. The bars on each column represent the 95% confidence intervals.
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Figure 2.10: Variations in daily H (a) and LE (b) fluxes normalized by the Rn − G0 and Bowen
ratios (c). Each point in the normalized value and Bowen ratio represents the daytime average
when the global radiation is higher than 20Wm−2. All three series were smoothed by a locally
weighted regression (span = 0.1). The two vertical dashed lines represent the dates of herbicide
application.

Together with the greater magnitude of LE, the soil water content θ at Site C is severely

depleted across the profile (Figs. 2.11 & 2.5), especially within the upper 0.3m (θ0.3) where there

is large evaporation from the surface layer, as well as water loss in the lower portions through

uptake by roots (transpiration). The depletion of θ0.3 below a critical threshold (0.17m3m−3) at
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Site C during the height of the drought in the period August 13–24 led to a suppression of plant

transpiration, which in turn caused a convergence in the pattern of energy partitioning between

the two sites. Namely, once the value of θ0.3 fell below this critical threshold, plant physiological

activities became under severe drought stress, and thus the normalized latent heat flux and the

Bowen ratio at Site C approached the concurrent average values at Site T (Fig. 2.10).
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Figure 2.11: Contrasts in soil water content of the upper 0.3m (θ0.3, a) and daily ET (b) between
the two sites. The lines for the daily evapotranspiration represent sums of 30min ET from ei-
ther the measurements or gap-filling in that day, surrounded by the 95% confidence interval (grey
shaded ribbons) derived from the uncertainty analysis in the random sampling and gap-filling. The
two vertical dashed lines represent the dates of herbicide application. The horizontal dotted line
represents the θ0.3 threshold at which a change in the pattern of energy partitioning is triggered.

2.4.5 Seasonal and Diurnal Variations in Evapotranspiration

The ET exhibits a clear seasonal pattern at both sites, attaining its maximum values during

the peak growing season, and generally dropping below 1mmd−1 during the winter (Fig. 2.11).
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Following the vegetation treatment, the daily ET at Site T was typically much lower than at Site

C, with the peak daily ET at Site T approaching 3.5mmd−1 on July 10, 2016, but reaching close

to 5mmd−1 from mid-June to nearly the end of July at Site C. Figure 2.12 shows that the daytime

ET was significantly lower at Site T than at Site C from May to September, which is particularly

noticeable around midday (1200–1400 LT) during the peak growing season when ET averaged

0.11mm 30 min−1 at in Site T vs 0.18mm 30 min−1 at Site C.
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Figure 2.12: Diurnal ET during each month for the two sites. The curves represent binned en-
semble means of measured ET values (without gap-filling) at that site for the entire month with
the 95% confidence interval (grey shaded ribbons) for only from the uncertainty in the random
sampling (the larger uncertainties reflect less data availability for those times).

The cumulative ET readings for the paired sites were similar prior to treatment before diverg-

ing substantially afterwards (Fig. 2.13). At Site T, the cumulative ET remained consistently lower

than the cumulative precipitation from early March, while the cumulative ET at Site C began to

exceed the cumulative precipitation on July 21, reaching 429 ± 2 mm, and remaining so until the

heaviest daily rain on October 6, 2016. The yearly cumulative ET for Site C is 728 ± 3 mm, which
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is about 181mm higher than for Site T (547 ± 2 mm), and was close to the yearly precipitation

(721mm). For Site T, the absence of active vegetation since early in the growing season resulted

in a 25% drop in yearly ET .
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Figure 2.13: Comparison of cumulative precipitation with cumulative ET for the two sites. The
two vertical dashed lines represent the dates of herbicide application. The narrow shaded areas
surrounding the cumulative evapotranspiration data represent the small 95% confidence interval
derived from random sampling error and gap-filling uncertainty.
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2.4.6 Bulk Surface Parameters and the Vegetation Index

Differences in bulk surface parameters between the two sites reveal that different factors control

the seasonal ET variations (Fig. 2.14). The aerodynamic conductance above the canopy ga was

generally lower at Site T (yearly mean of 27 ± 1 mms−1) than at Site C (yearly mean of 34

± 1 mms−1), which is consistent with the higher u values and lower u∗ values at Site T than

at Site C (Eq. 2.6), with this difference not substantially influenced by the vegetation removal.

However, the surface conductance gs, which was similar at the two sites before the treatment,

diverged substantially afterwards. From June to October, the mean values of gs were 8 ± 1 ms−1

at Site T and 22 ± 2 mms−1 at Site C. Except for some periods during the first half of the growing

season (mainly in May and June) at Site C, the value of gs was generally less than the value of ga for

both sites, with the result that ET were more constrained by gs than by ga. Consequently, during

the greater part of the growing season following treatment, the decoupling factor Ω was usually

lower at Site T than at Site C—especially during the peak growing season when the mean value of

Ω was 0.5 and 0.8 at Site T and Site C, respectively. Thus, during the greater part of the growing

season, ET at Site T was more coupled with the meteorological conditions and controlled by the

abiotic factors (gs and V PD), whereas ET at Site C was more decoupled from the near-surface

atmosphere and more controlled by vegetation physiological processes, which are regulated by the

Rn. However, during the height of the drought (August 13–24, with θ0.3 ≤ 0.17m3m−3), the mean

daytime value of gs at Site C fell below 10mms−1, approaching the concurrently low levels at Site

T, and the value of Ω fell below 0.5 for both sites, indicating a strong and similar coupling with the

ambient atmosphere for both sites during the drought stress.
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Figure 2.14: Variations in aerodynamic conductance (ga, in a), surface conductance (gs, in b),
and the decoupling factor (Ω, in c) for the two sites. Each point represents the mean daytime
(0800–1700 LT) value, and the curves are locally weighted regression regressions with a span of
0.2. The two vertical dashed lines represent the dates of herbicide application.

2.5 Discussion

2.5.1 Soil Heat Storage and Energy-Balance Closure

Because the magnitude of the soil heat storage Ssoil increases as the vegetation height (or cover)

declines [183], Ssoil is indispensable for accurate quantification of the ground surface heat flux for
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areas with low vegetation [123]. Going beyond several studies that reported the value of Ssoil could

to be as large as the sub-surface heat flux [123, 184, 130], we reveal that the magnitude of Ssoil

could be even greater than the sub-surface heat flux and could regulate the diurnal pattern of ground

surface heat flux at both our tallgrass prairie sites. The range of variation (42.2 to 87.6 Wm−2)

and typical peak times (between 1130 and 1230 LT) of Ssoil values at Site C were in reasonable

agreement with those found elsewhere. For example, data from a maize crop site in south-west

Oklahoma showed that mean value of Ssoil peaks around 0900 LT at 40Wm−2, and decreases to

−15Wm−2 at around 1700 LT [177]. In the semi-arid Loess Plateau of north-west China, the

value of Ssoil ranged from 40 to 75 Wm−2, with the peak time around 1000 LT [185], while at a

desert-edge site sparsely vegetated with desert reeds, a range of 50 to 100 Wm−2 was observed

[186]. Thus, omitting the soil heat storage would result in an underestimation of the ground surface

heat flux, which would lead to an overestimation of the available energy, and thereby weakening

the energy-balance closure [187]. Further, ignoring the soil heat storage may cause timing errors or

phase differences in the diurnal measurements, which may also reduce the energy-balance closure

based on 30-min averages [183]. Another study in rice paddy fields found similar differences

between sub-surface heat flux and the ground surface heat flux in terms of both the diurnal patterns

and phase lags, showing an 9% increase in the slope of the energy-balance closure when the value

of Ssoil was considered [128]. A study on a semi-arid grassland in the Loess Plateau also showed

that the integration of Ssoil into the calculation of the ground surface heat flux increased the budget

closure from 76% to 83% [132].

Our yearly energy-balance slopes (0.83 and 0.86) are higher than the value of 0.79 reported

by a comprehensive FLUXNET evaluation comprising 22 sites and 50 site-years [131], while the

values of the intercepts of 7.8 and 2.8 Wm−2 at Site T and Site C, respectively, are comparable to

the mean intercept of 3.7 ± 2.0 Wm−2 from that study. Another study carried out on a switchgrass

field in Chickasha, Oklahoma, during the growing season of 2011, found a closure ratio of 0.77

[188], but our closure ratios are better and comparable to the ratio of 0.83 from the same Chickasha

site during the growing seasons of 2012 and 2013 [146]. Similar closure levels were also reported
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for other grasslands [189, 190].

However, accurately determining the value of Ssoil (and thus the value of the ground surface

heat flux) at an ecosystem or field scale is problematic for the EC method as heat-flux plates are

typically 0.05–0.1 m in diameter and sample only a tiny area, making it difficult to detect the

spatial variability in the soil water content and soil heat storage across a site [127]. The high

variations in the value of Ssoil between our two sites exemplified this spatial heterogeneity, which

may not have resulted solely from the difference in vegetation coverage. Quantification of the value

of ∆Ts, which is the controlling factor in the value of Ssoil, involves consideration of the active

hydrothermal dynamics within this thin soil layer above the heat-flux plates. Many factors related

to these hydrothermal processes may contribute to the spatial heterogeneity in the value of Ssoil,

including the surface-cover conditions, the ambient atmosphere, geomorphological characteristics,

the soil-water dynamics, and biogeochemical characteristics. Thus, the fact that the measurements

of the turbulent and soil heat fluxes are based on different footprints [154] may to some degree

explain the energy imbalance at both our sites.

A dissimilar footprint is probably not the only cause for the energy imbalance, with other

factors including the unmeasured advective fluxes and stationary secondary circulations due to

landscape heterogeneity [123, 124, 126]. Landscape heterogeneity (engendered by the vegetation

treatments) and the consistently higher wind speed at Site T may facilitate the development of

strong advection and complicated circulation patterns near the ground, which is a plausible reason

for the typically lower monthly closure ratios for Site T. At most of the FLUXNET sites (including

those with flat terrain and low vegetation), the energy-balance closure is seldom achieved, but is

achievable at homogeneous sites (such as a desert) under all conditions [124].

Photosynthesis and canopy storage are consequential factors, and should be accounted for in

situations where there is a fully developed tall canopy, such as a maize field [129]. Even in situa-

tions where the canopy is typically relatively short, such as at our sites, these energy fluxes can be

substantial during the height of the growing season as evidenced by the steady decrease in monthly

energy-closure ratios observed at Site C during the middle of the growing season.
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In summary, although consideration of the value of Ssoil considerably increases the magnitude

of G0 and reduces the phase shift, it does not ensure complete energy-balance closure [191]. Other

issues, such as footprint mismatches, landscape heterogeneity, and the canopy heat storage should

also be taken into account when attempting to achieve complete energy closure.

2.5.2 Effects of Active Vegetation on Energy Partitioning

The vegetation treatment produced a divergence in the net radiation Rn between the two sites,

being significantly reduced during the summer at Site T, probably because the high reflectance of

the grass litter and dead biomass increases the albedo [192]. A similar decrease in the value of Rn

is caused by the high albedo for an overgrazed grassland with sparse vegetation coverage [193].

During the growing season, the diurnal variation in the value of G0 at Site C is positively skewed

or peaks in advance of the value of Rn, which is in good agreement with other investigations

[194, 195].

During the growing season, the dissipation pattern of available energy showed considerable

differences between the two sites as a result of the vegetation treatment. Compared with Site T, the

sensible heat flux at Site C is substantially subdued (owing to the shading effect of the leaves) and

the latent heat flux is enhanced (because of plant transpiration fed by deeper soil moisture). Similar

seasonal patterns of energy partitioning were reported for switchgrass and sorghum fields in Chick-

asha, Oklahoma [146]. At Site C during the peak growing season (June to July), the magnitude of

the latent heat flux at midday is roughly double that of the sensible heat flux. This twofold rela-

tion was also reported for a mature switchgrass stand in southern Ontario, Canada [196]. Unlike

Site T, a switch in the pattern of the energy partitioning (dominance of the sensible heat flux over

the latent heat flux) occurred at Site C during the periods of March–April and October–November

(coinciding with the leaf emergence and senescence; Fig. 2.9). A similar concurrence between

phenological cycles and a switch in the dominance of the energy fluxes has also been observed in

other grassland studies [197, 154].

The vegetation treatment at Site T also caused a substantial discrepancy between the two sites

in soil water content θ across the profiles, which may alter the divergence in the patterns of energy
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partitioning between the two sites. The differences in the values of θ0.3 were especially relevant

because the highest concentration (70%–80%) of the root biomass of these grasses is distributed

within the top 0.3m [198]. Compared with Site T, the value of θ0.3 at Site C was substantially

reduced during the peak growing season (Fig. 2.11), during which θ0.3 varied dramatically (be-

tween 0.18 and 0.32 m3m−3), but remained above the critical threshold of 0.17m3m−3. At the

same time, the normalized latent heat flux maintained a stable high level (between about 0.60

and 0.75, Fig. 2.10). This steady dominance of the latent heat flux ensured a consistently low

Bowen ratio, without regard to the fluctuations in the soil moisture, with similar findings reported

for a switchgrass stand in Canada [196], and for a temperate grassland in the northern Great Plains

[154]. However, during the severe drought (August 13–24, when the value of θ0.3 at Site C dropped

below 0.17m3m−3), the normalized latent heat flux plunged below 0.5 (between 0.33 and 0.48),

approaching the low values observed at Site T for the same period. Because the permanent wilting

point of surface soils (within 0.15m in depth) at Site C is 0.14m3m−3 given their loam texture

[199], the drought stress produced when the value of θ0.3 dropped below the critical threshold, and

approached the wilting point, substantially suppressing the plant physiological activities. During

this drought period, the sensible heat flux became the dominant flux (Fig. 2.10), which agrees with

the results from the Oklahoma switchgrass field during a severe drought [188]. Similar thresholds

were also reported from other studies, including 0.15m3m−3 for a California annual grassland

[200], 0.14m3m−3 for a Mediterranean grassland in southern Portugal [201], and 0.12m3m−3 for

a tussock grassland in New Zealand [202]. An earlier study of native tallgrass prairie in north-

central Oklahoma reported that, under conditions of abundant soil moisture, the evaporative frac-

tion (LE/Rn) was controlled by the leaf area index, but when the value of θ fell below a critical

threshold, the evaporative fraction instead became controlled by the soil moisture [145]. Our study,

therefore, has further quantified this critical threshold of soil moisture in the root zone of our study

sites.
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2.5.3 Evapotranspiration Dynamics and Soil Water Storage

The seasonal and diurnal patterns of ET were typical at both sites. Under the same cumulative

precipitation (604mm) during the growing season, the daily ET at Site T ranged between 0.65 and

3.5 mmd−1, with an accumulation of 430mm, and between 0.55 and 5 mmd−1 at Site C, with

an accumulation of 613mm. By way of comparison, a study done in the native tallgrass prairie of

north-central Oklahoma during the growing seasons of 1996–2000 [145] found comparable mag-

nitudes of ET (3.5–5 mmd−1), while the study carried out on the switchgrass field in Chickasha,

Oklahoma, during the growing seasons of 2011, 2012, and 2013 reported daily ET ranges of, re-

spectively, 0.5–4.8, 1.0–6.2, and 1.0–6.7 mmd−1, with accumulations of 450, 653, and 740 mm

under cumulative rainfall amounts of 432, 635, and 742mm [188, 146]. Additionally, the instan-

taneous maximum at Site C (0.25mm 30 min−1) lay between those of the Chickasha site in the

dry growing season of 2011 (0.18mm 30 min−1) and the wet growing season of 2013 (0.31mm

30 min−1) [188, 146]. Similar seasonal trends in ET (but lower in magnitude) were also observed

at a northern Great Plains site [154] and in a switchgrass field in Pennsylvania [203].

The difference in vegetation cover after treatment brought about dramatic differences in the

magnitudes of ET as well as differences in soil-moisture variability between the two sites, im-

plying that the presence of active vegetation strongly influences ET , and showing the importance

of deep soil moisture for plant transpiration. Cumulative ET exceeded cumulative precipitation at

Site C during the peak growing season (July 21), which was also observed in the Chickasha switch-

grass site in two of the three years [188]. Then, with the arrival of the drought, the grasses at Site

C were no longer able to reliably access deep soil water, with the bottom soil layer (0.8-m depth)

reaching a stable state of depletion between late August and early October (Fig. 2.5). Clearly, the

soil water stored and accumulated prior to the growing season served as an important reservoir for

meeting peak evapotranspiration demands during the growing season, as was also reported in other

studies [204, 205]. Once the stored soil water had been exhausted, ET became more dependent on

precipitation patterns. Because the magnitude of ET , and thus the productivity of the ecosystem,

are strongly influenced by precipitation patterns and canopy development [146], extreme hydro-
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logical events predicted by climate-change scenarios and/or woody plant encroachment threaten

the sustainability of this endangered tallgrass prairie [206, 207, 115].

2.5.4 Environmental and Biological Controls on Surface Conductance

Variations in daily ET correspond closely to those of the surface conductance gs (Figs. 2.11

& 2.14), which is more dependent on the soil conductance at Site T, and is thus controlled by the

near-surface soil moisture. As shown at Site C, with wet soils, the initial leaf expansion early in

the growing season could have contributed to an increase in the value of gs [119]. Leaf expansion

and the reliable access to deep soil moisture at Site C maintained a greater value of the NDVI and

higher gs until the end of May, consistent with that observed in the steppe ecosystems of Inner

Mongolia, China [208]. After complete leaf expansion, the value of gs becomes controlled more

by the environmental conditions [154, 119]. For example, at Site C, a lower soil moisture and a

higher vapor pressure deficit during the two dry intervals in June and August caused decreases in

gs, but of a magnitude greater than the values reported (10–25 mms−1) in tallgrass prairie [209],

which is possibly due to the wetter soils and consequently higher NDVI during late May and early

June at our sites.

The seasonal fluctuation of the decoupling factor Ω above and below 0.5 at Site C was also

reported for the steppe ecosystems in Inner Mongolia [208], as well as for the annual grassland

in California [210]. From mid-May to late August, the value of Ω at Site C gradually declined

in response to the seasonal leaf development, the reductions in soil moisture, and an increase in

the vapor pressure deficit, with similar trends reported by others [211, 154]. Furthermore, in the

same way as for the trends in the energy partitioning and the normalized latent heat flux, the

trends in the values of gs and Ω are affected by the value of the threshold of the soil-water content

θ0.3 (0.17m3m−3), which determines the controlling factors for ET flux. Above this threshold,

differences in ET between the two sites are mainly explained by the differences in vegetation

cover, whereas they are more explainable by differences in gs and the vapor pressure deficit below

the threshold.
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2.6 Summary and Conclusions

To improve understanding of the effect of active vegetation on the energy balance, soil-water

dynamics, and the water–vapor exchange between the surface and atmosphere, one year of obser-

vations of the turbulent fluxes and evapotranspiration were collected within two collocated tallgrass

prairie sites having contrasting vegetation cover, including a site treated with herbicide spraying

and mowing, and a control site left undisturbed. One striking finding of our measurements is

the greater importance of the soil heat storage above the heat-flux plates (set at 0.08m below the

ground) than the sub-surface heat flux for quantifying ground surface heat flux, both temporally

and in magnitude. Though integration of the soil heat storage is of major importance in calculat-

ing the magnitude and temporal phase of the ground surface heat flux for both our sites, the soil

heat storage is also highly variable and difficult to quantify because of the active hydro-thermal

processes within the thin soil layer above the heat-flux plates. The problem of the energy-balance

closure at short time scales remains a challenge, and the achievement of an improved closure re-

quires further work on the spatial extrapolation of the soil heat storage, as well as taking into

account the error sources due to landscape heterogeneity.

During the growing season, following the removal of active vegetation, the seasonal and diurnal

patterns of energy partitioning at the treated site diverged dramatically from those at the control site

where the vegetation remained intact. The increase in albedo after the vegetation treatment at the

treated site caused a decrease in the net radiation, while the shading effect of the vegetation canopy

substantially reduced the magnitude of the sensible heat flux at the control site, with the greater

plant transpiration (fed by soil moisture in the root zone) leading to the increase and eventual

dominance of the latent heat flux. However, during the severe dry spell in August, the soil water

content in the root zone at the control site was depleted below a critical threshold (0.17m3m−3),

resulting in a drought stress, which suppressed plant physiological activities, and brought about a

convergence in the energy-partitioning patterns between the two sites.

As for the energy partitioning, the time series of the evapotranspiration flux at the paired sites

were similar prior to the treatment, but diverged afterwards, with different meteorological and bio-
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logical controlling factors coming into play. The active vegetation and higher surface conductance

at the control site led to higher rates of evapotranspiration during the early growing season, when

net radiation was the controlling factor. With the gradual depletion of soil moisture to below the

critical threshold, the vegetation underwent drought suppression, substantially reducing the latent

heat flux and evapotranspiration, so that the vapor pressure deficit and surface conductance became

the constraining factors. Thus, the canopy growth and soil water availability are two crucial factors

in modulating the energy partitioning, surface conductance, and evapotranspiration. Clearly, any

land-cover change or vegetation-management action that alters these two factors, such as woody

plant encroachment, may significantly alter the energy and water budgets in the endangered tall-

grass prairie.

71



3. ISOTOPIC PARTITIONING OF EVAPOTRANSPIRATION IN A MESIC GRASSLAND

DURING TWO WETTING—DRYING EPISODES

3.1 Introduction

The tallgrass prairie in the Great Plains of North America is an important but endangered

ecosystem. This mesic grassland are characterized with high biodiversity [212, 213], and is central

to agronomical development and biodiversity conservation [214]. As a result of historical agri-

cultural conversion [114] and recent woody plant encroachment [117, 215, 116], tallgrass prairie

is now designated as an endangered ecosystem. Understanding the ecohydrologic processes is

fundamental for evaluating the ecophysiological properties and sustainability of this endangered

ecosystem under land use/cover change and climate change [216, 217].

A clear understanding of ecohydrologic processes in water-limited ecosystems demands accu-

rate quantification of evapotranspiration (ET ) and its partitioning [19, 6, 7]. Evapotranspiration is

the largest water-loss flux in tallgrass prairie [116, 218, 219]. The bulk ET flux consists of soil

evaporation (E) within the soil-atmosphere continuum, plant transpiration (T ) along the soil-plant-

atmosphere continuum, and direct evaporation of water intercepted within the atmosphere by the

plant canopy (I). These three components differ in their diffusive pathways, temporal dynamics,

and water use implications [220]. Because biological water use is inexorably coupled with ecosys-

tem productivity [221], ET partitioning is critical for quantifying biological water demand [7] and

water-use efficiency [62], thus contains important implication for predicting ecosystem function-

ing and sustainability in the context of changing environment [222]. The results of ET partitioning

are usually expressed as the ratio T/ET , representing the role of plant physiological processes in

the hydrologic cycle.

Soil water availability, as a key link between hydrologic and ecological processes, strongly

controls the dynamics of ET partitioning in water-limited ecosystems. Recharged by infiltrated

precipitation, soil water supplies both E and T flux, with E depletes soil water in the upper layer
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while T withdraw water across the active rooting zone [223]. The affect of total precipitation on

T/ET was found not obvious over annual or growing-season scale [224, 225, 226, 227, 28]. Be-

sides long-term (seasonal, annual, and interannual) variation, soil moisture varies over short-term

(sub-daily, daily, weekly) due to high stochastic precipitation [7, 228] and strong atmospheric wa-

ter demand. Thus ET partitioning during these dynamic wetting and drying episodes following

individual water pulses warrants more attention for a mechanistic understanding of water diffu-

sion from terrestrial ecosystems to atmosphere. A few short-term studies have investigated ET

partitioning in water-limited regions—e.g. grasslands [49, 47] and winter wheat [20] following

irrigation. But to our knowledge, no such study has been carried out in the native tallgrass prairie

grassland.

Measuring E and T fluxes separately is methodologically challenging [11]. For this reason,

the isotopic two-source mixing model, which is based on the fact that the isotopic composition of

soil-evaporation water is distinct from that of plant-transpired water, has become an indispensable

tool for ET partitioning [19, 229, 79, 88]. Because one isotope is sufficient for solving the two-

source mixing model, most studies on ET partitioning have used only one isotope: either δ2H

[47, 8, 230, 49] or δ18O [106, 52, 55, 50, 88]. Only a few studies have presented results based on

both isotopes [48, 51, 12]. In addition, the criteria for selecting one isotope over the other (e.g.

the applicability and uncertainties associated with each) have not been thoroughly investigated and

evaluated.

The overarching question of this study is, how the shallow soil moisture, recharged by pre-

cipitation events, return to the atmosphere via different pathways? Using the isotopic approach

with both δ2H and δ18O, we investigated ET partitioning during two drying episodes following

precipitation pulses. Our objectives are

• to compare the performance of δ2H with that of δ18O as a basis for isotopic ET partitioning;

• to determine the pattern of daily T/ET during the two drying episodes;

• to investigate the effects on the temporal pattern of ET partitioning of (a) soil water avail-
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ability at different depths and (b) atmospheric processes.

3.2 Materials and Methods

Our study consisted of two intensive field campaigns at a grassland site that is part of the

tallgrass prairie ecosystem. An eddy covariance (EC) system, coupled with various biometeo-

rological sensors, was set up to measure the bulk ET flux, atmospheric processes, and soil hy-

drothermal properties. In close proximity to the EC system, we also sampled waters from various

ecohydrologic pools for isotopic analysis. We assumed the same contributing footprint for the flux

turbulence measurement as for the isotopic sampling of atmospheric water vapor. All the measure-

ments were recorded in local time (LT = UTC -6 h), disregarding daylight saving time. All isotopic

data were reported in δ-notation as per mil units (‰), namely, as concentration ratios related to the

Vienna Standard Mean Ocean Water (VSMOW).

3.2.1 Study site

This study was conducted at the Range Research Station (36°3′24.6′′N,97°11′28.3′′W,

elevation about 330m above sea level) of Oklahoma State University, located in north-central

Oklahoma, USA (Fig. 3.1). Long-term climate data (1997–2016) from the nearby Marena weather

station (1.9 km from our study site) shows a subhumid climate, with an average air temperature

of 15.63 ± 0.83 ◦C (mean ± standard deviation; all mean values are expressed this way unless

otherwise specified) and mean annual precipitation of 875 ± 206 mm.
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Figure 3.1: (a) Location of study site in central Oklahoma; (b) map of contributing footprint for
flux turbulence measurements (from [218]; reprinted with permission); (c) 3- m tower equipped
with the eddy covariance system and in situ sampling of water vapor using laser spectrometer
(placed in the vehicle).

The terrain is mostly flat, with slopes ranging from 1% to 8%, and the soil type is a mosaic

of Coyle loam and Stephenville–Darnell complex (https://websoilsurvey.sc.egov.usda.gov/). Our
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analysis showed a loamy soil texture for the top 15-cm layer at our site. The grassland is dom-

inated by perennial, warm-season (C4) grasses, including little bluestem (Schizachyrium scopar-

ium [Michx.] Nash), big bluestem (Andropogon gerardii Vitman), Indiangrass (Sorghastrum nu-

tans [L.] Nash), switchgrass (Panicum virgatum L.), and tall dropseed (Sporobolus asper [Michx.]

Kunth) [156].

3.2.2 Micro–meteorological measurements

An eddy covariance system with a standard suite of biometeorological sensors was installed

to measure the energy and mass exchange between the ground surface and atmosphere (Fig. 3.1).

An integrated CO2 and H2O open-path gas analyzer and a three-dimensional sonic anemometer

(EC100, IRGASON, Campbell Scientific Inc., Logan, Utah) was mounted 3m above the ground

for high–frequency measurement on turbulence fluxes. Low–frequency measurements include net

radiation (Rn), air temperature (Tair), and relative humidity (hair) at this height. The average

soil temperature (Tsoil) for the layer above 8 cm was measured with an averaging soil thermo-

couple (TCAV, Campbell Scientific Inc., Logan, Utah). Above-canopy precipitation (P ) was also

recorded. Detailed information on the configuration of these measurement devices and on data

processing are described in Chapter 2.

In close proximity to the EC tower, an array of additional biometeorological sensors were in-

stalled on a steel post: a photo-synthetically active radiation (PAR) sensor (model QSO-S, Decagon

Devices Inc., Pullman, WA) for measuring photosynthetic photon flux density (PPFD) above the

plant canopy ( mmolm−2 s−1 at approximately 1.5 m); a pair of spectral reflectance sensors (SRS,

Decagon Devices Inc., Pullman, WA) for measuring the Normalized Difference Vegetation Index

(NDVI); and a leaf wetness sensor (model LWS, Decagon Devices Inc., Pullman, WA), positioned

30 cm above the leaf surface and at an angle of 45° to the horizontal. Data from these sensors were

stored in a datalogger (EM50, Decagon Devices Inc., Pullman, WA) with a frequency of 5min),

from which 30-min averages were subsequently calculated. In addition, the leaf area index (LAI)

was recorded with a line ceptometer (AccuPAR LP-80, Decagon Devices Inc., Pullman, WA) along

three transects under direct solar radiation (July 29, 2016).
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3.2.3 Soil moisture dynamics and soil hydraulic parameters

Two soil-moisture stations were established within the footprint of the eddy covariance tower

( Fig. 3.1b) to measure the volumetric soil water content (θsoil). Probes (ECH2O EC-5, Decagon,

Pullman, WA) were inserted at depths of 5, 20, 45, and 80 cm for four depth intervals across the

profile: 010 cm, 10–30 cm, 30–60 cm, and 60–100 cm (Fig. 1). For each depth interval, we

calculated daily changes in soil water storage (∆Si, mmd−1) as follows:

∆Si =

∫
∆θidzi = ∆θi · zi, (3.1)

where, for layer i, ∆θi is the variation in θ, and zi is depth for each interval.

Soil samples were collected from locations the soil moisture stations with coil from three depth

intervals (0–5 cm, 5–10 cm, and 10–15 cm) for analysis of soil texture and hydraulic conductivity

(such as θres and θsat).

3.2.4 Isotopic sampling

During the tallgrass prairie peak growing season, we carried out two intensive field campaigns

following precipitation events. Isotopic sampling was done at two-day intervals during Campaign

1 (June 4, 2016 —June 12, 2016), and at daily intervals for Campaign 2 (June 27, 2016 —June

30, 2016). Each sampling session, which lasted throughout most of the daylight hours, consisted

of sampling waters of different ecohydrologic pools (atmospheric vapor in the ecosystem bound-

ary layer, bulk leaf and root xylems of grasses, and shallow soil layers) for analysis. The only

exceptions wer June 4, 2016 and June 27, 2016, when for logistic reasons measurements began at

1:30pm.

3.2.4.1 Sampling of atmospheric water vapor

To determine the isotopic composition of atmospheric water vapor (δV ), we employed an in situ

high temporal-temporal-resolution (about 0.13 Hz) sampling system (Fig. 3.2). Air samples were

continuously drawn off (by means of Gelman 1-µm filters, part # 9967-008, LI-COR, Nebraska)
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through the system’s three inlets, which were located at heights of 1m, 2m, and 3m on the EC

mast. The system uses a computer-controlled, multiport rotary valve (EMT2SC10MWE, VICI,

Houston, Texas) configured to draw an air sample into the measuring system from each of the three

inlets in turn, while air from all other two inlets was pumped out as mixed exhaust via the common

outlet. This bypass configuration was designed to ensure the "freshness" of the air samples from

all inlets. A diaphragm pump (part #286-04198, LI-COR, Lincoln, Nebraska) was employed to

remove the mixed exhaust at a flow rate of < 3.5 Lmin−1. Next, each selected air sample were

routed to the sampling system for 9min. During switch between two heights, air samples from a

desiccant column was interposed for 1min as separation signal to label air samples from different

heights. Thus, each three-level sampling cycle took 30min, corresponding to the 30-min cycle of

ET data output from the eddy covariance system.
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Figure 3.2: Schematic of the field set-up for measuring the isotopic composition of atmospheric
water vapor, including automatic valve switching sources of water vapor from different heights,
water vapor concentration analyzer used for calibration, and the laser spectrometer. The three
inlets for this sampling system is positioned at the eddy covariance mast.

Each selected air sample was then drawn through a flow control unit (LI-670, LI-COR, Lincoln,

Nebraska) to an infrared gas analyzer (Li840A, LI-COR, Lincoln, Nebraska). The air sample was

then split via a three-way valve and fed into the water isotope analyzer—an infrared wavelength-

scanned cavity ring-down spectroscopy (CRDS) (L1102-i, WS-CRDS, Picarro Inc., Santa Clara,

California) at a rate of <0.4 Lmin−1 at one standard atmosphere.

High-density polytetrafluoroethylene (PTFE) tubing (1/8-in outer diameter, 1/16-in inner di-

ameter) was used for this sampling system, because of its minimal memory effect [231] and its

high thermal stability. To minimize wind distortion for the eddy covariance measurements, the
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sampling system was placed about 8m downwind along the prevailing wind direction (Fig. 3.1).

Each sampling day, after completing δV measurement, we calibrated the WS-CRDS analyzer with

the evaporator using two liquid working standards bracketing the range of the obtained δV values.

The purge carrier gas used in calibration of the laser spectrometer was supplied by a high-pressure,

zero-air gas cylinder.

The laser spectrometer measured the mixing ratio (w in mmolmol−1) and δV of atmospheric

water vapor. We selected the middle 6-min data from 10-min interval for each height because the w

signal reached high stability in two minutes after the switch from one inlet height to the next. The

w measurement from the CRDS analyzer was crosschecked and calibrated by the parallel results

of the online infrared gas analyzer. The δV data were corrected and calibrated in four steps: (1)

outliers having values two standard or more from mean values (account for ≈ 8.5%)) were removed

for each 30-min interval; (2) correction for vapor concentration effects [232]; (3) correction for

instrument drift; and (4) standardization to the international VSMOW–Standard Light Antarctic

Precipitation (SLAP) scale. For the repeated measurement of working standards, the drift was

less than 5 ‰ and 0.5 ‰ for δ2H and δ18O, respectively, and the analytical uncertainty (standard

deviation) was less than 1.74 ‰ and 0.17 ‰ for δ2H and δ18O, respectively.

3.2.4.2 Sampling of water in surface soil, vegetation, and precipitation

During the two in situ sampling campaigns, we collected soil and plant samples three times

each day (morning, noon, and afternoon) for subsequent extraction of water via cryogenic vacuum

distillation. Using a shovel, we collected soil sample from the 15–cm depth, because in loamy

soils, this depth interval usually best reflects the effect of bare-soil evaporation [233]. One study

in temperate grassland found that 15 cm is also a reasonable sampling depth for δE [50]. To better

capture the δsoil at the evaporation front, the considerably dried upper few centimeters of soil (if

present) were excluded from the samples. In addition, from areas in close proximity to the sampled

soils, we collected samples (randomly selected) of the dominant grasses—upper root crowns and

whole leaves from the upper canopy. We took samples of the thick, fleshy root crowns because

this plant tissue is the least variable and best represents isotopic values of a well-mixed root water
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uptake from different depths [76, 234]. We did not differentiate between grass species because

there is no difference in the isotopic composition of the plant-root xylem water (δX) [235] and

no complementary water use [236] among the major specifies. Finally, along with the bulk leaf

sampling, we used an infrared laser thermometer to manually measure the temperature of the leaf

surface facing sunlit.

All soil and plant samples were quickly transferred into gas-tight, screw-capped 12–mL glass

vials (Fisherbrand, catalog No. 14-955-310, Pittsburgh, PA), wrapped with Parafilm®, and stored

in a dark, cool box in the field until they could be transferred to a laboratory refrigerator (4 ◦C)

to await vacuum extraction. Because of the large number of samples and the laborious process of

cryogenic distillation, we did not collect replicates for soil and plant samples.

In addition to these intensive field campaigns, throughout 2016 we collected precipitation sam-

ples following rainfall events at the campus of Oklahoma State University (11 km from the study

site).

3.2.4.3 Analysis of water samples

Cryogenic vacuum distillation [237, 238] was used to extract water from the plant and soil sam-

ples, at the Stable Isotopes for Biosphere Science Laboratory at Texas A&M University. The soil

and plant samples were heated under vacuum (< 0.04 hPa) with water baths of 90◦C–100◦C. The

water vapor from the sample matrix was condensed and collected at the other end immersed in a

cryogenic liquid nitrogen cold trap. Any extracted water with a noticeable smell or cloudy appear-

ance was filtered through a 0.22–µm filter (Catalog No.09-720-002, Fisherbrand, Fisher Scientific,

Pittsburg, PA). The condensed water was thawed and quickly transferred into a 2–mLvial, which

was sealed with minimal air in the headspace and stored at 4 ◦C before isotopic analysis. Within 2

weeks after storage, isotopic analysis was carried out with a mass spectrometry system, consisting

of a high-temperature reactor (Temperature Conversion/Elemental Analyzer) coupled on-line to an

isotope ratio mass spectrometer (Delta VTM IRMS) via a Conflo IV interface(all components from

Thermo Fisher Scientific, Bremen, Germany). The analyzed results from this mass spectrometric

system were considered not affected by organic contaminants, and this spectral contamination, es-
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pecially by organic substances in plants, could be a serious concern for laser spectrometer analysis

[239, 240, 241]. Each batch of 30–40 samples was calibrated against accompanying three in-lab

working standards for isotope normalization and quality assurance; the standard deviations were

1.3‰ for δ2H and 0.14‰ for δ18O.

The precipitation samples were analyzed for isotopic composition (δP ) by means of the same

laser spectrometer in liquid mode. The working standards were used to cross-check the CRDS and

IRMS analyses.

3.3 The isotopic two-source mixing model for ET partitioning

The isotopic approach works on the principle that strong fractionation processes are involved

in soil evaporation, but usually not in the uptake of water by plant roots during transpiration [242,

243, 27]. If evaporation of water intercepted by the canopy is not taken into account, the isotopic

compositions of bulk ET and of its two constituents (i.e., δET , δE , and δT ) can be used to estimate

T/ET via a simple, two-source linear mixing model:

T

ET
=

δET − δE
δT − δE

. (3.2)

Of the terms in Eq. 3.2, only δET can be estimated directly via isotopic sampling of atmospheric 

water vapor (through the use of field-deployable laser spectrometer). The values of δE and δT are 

usually calculated indirectly via isotopic sampling of liquid water extracted from plant xylem and 

soil samples. We aggregated diurnal results of δET and δE to obtain a mean value for daily T/ET 

analysis (Eq. 3.2). The bulk ET flux measured by EC was used to calculate the individual fluxes 

of E and T , both of which are supplied by soil moisture dynamics across the profile.

3.3.1 δET  via the Keeling-plot method

The value of δET in an ecosystem is usually distinct from the isotopic composition of the 

ambient background air (δbg) above. The linear mixing of upward ET and downward background 

air creates a gradient in the isotopic composition of atmospheric water vapor (δV ) in the turbulent 

boundary layer [57]. This gradient can be used to extrapolate δET via the Keeling-plot method, a
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mass balance mixing equation [72]:

δV = wbg(δbg − δET )(
1

w
) + δET , (3.3)

where wbg and w are the water mixing ratios for the background air and the boundary layer, re-

spectively.

Two assumptions are involved: (1) that the values of wbg, δbg, and δET —namely, the slope 

parameter in Eq. 3.3 —remain constant during the analysis period (1 h in this study) [53]; and (2) 

that water vapor losses come only from turbulent mixing between the two source layers, and not 

from other factors (e.g. condensation). In other words, turbulent mixing is the only process in the 

upward transport of water vapor [244, 27].

To meet the first assumption, we applied the Keeling-plot method at hourly intervals, because 

Keeling-plot estimates of δET are more robust at shorter time intervals [245]. To better meet the 

second assumption, δV was obtained from three heights (see Section 3.2.4.1) close to the vegetation 

canopy, where disturbance from advection is minimal [246, 57]. We applied the ordinary least 

squares regression method for our Keeling-plot a analysis.

3.3.2  δE via the Craig–Gordon model

We quantified δE with the popular Craig–Gordon model, which takes into accounts both equi-

librium fractionation (αeq) at the liquid–vapor interface within the soil matrix and kinetic frac-

tionation (αk) along the laminar diffusion layer below the "free" atmosphere [74, 75, 247]. The 

Craig–Gordon equation is:

δE =

δSe

αeq
− hδa − εk − εeq

αeq

1− h+ εk
, (3.4)

where δSe is the isotopic composition of liquid water at the evaporation front (approximated by δsoil

of the upper 15–cm depth interval in this study), and δa is the isotopic value of the free atmospheric
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water vapor, approximated by δV measured at 1m.

3.3.2.1 Equilibrium fractionation at the liquid–vapor interface

The value of αeq (>1) at the liquid–vapor interface was calculated as a function of soil temper-

ature (T ′

soil in K) at the evaporation front [248, 249], as follows:

for δ2H, 103 lnαeq = 24.844

(
106

T
′
Soil

2

)
− 76.248

(
103

T
′
soil

)
+ 52.612 (3.5a)

for δ18O 103 lnαeq = 1.137

(
106

T
′
Soil

2

)
− 0.4156

(
103

T
′
soil

)
− 2.0667. (3.5b)

These robust empirical relationships (Eqs.3.5a and 3.5b) are still widely used after almost five

decades [57, 103, 75]. The deviation of αeq from unity, εeq, can be defined as εeq = (1− 1

αeq

)×103

‰.

3.3.2.2 Kinetic fractionation within the diffusion layer

As the only parameter in Eq. 3.4 that is not readily measurable in field, εk—the deviation of αk

from unity —can be calculated as follows [75, 250]:

εk = (1− h)
rM
r

[(
D

Di

)n

− 1

]
. (3.6)

We assumed the "weighting term" (rM/r) in Eq. 3.6 as unity because the atmospheric boundary

layer was not strongly perturbed by the soil evaporation efflux. The dominating factor for variabil-

ity in εk is relative humidity (h), which was normalized to the soil temperature (Tsoil in ◦C) at the

evaporation front [75, 103, 74] using the empirical Tetens equation [251, 252], as follows:

h = hair exp

(
17.502Tair

240.97 + Tair

− 17.502Tsoil

240.97 + Tsoil

)
, (3.7)

where hair is the relative humidity of the ambient air, and Tair is the ambient air temperature (◦C).

Both variables were obtained through biometeorological measurement from the EC system.

The diffusivity ratio of water isotopologues (D/Di in Eq. 3.6) along the laminar diffusion
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layer above the interface is 1.0251 for 2H and 1.0285 for 18O [253]. This ratio can be reduced

when the turbulent mixing layer above the laminar layer interacts strongly with the evaporation

surface [103]. The aerodynamic parameter n in Eq. 3.6 incorporates the development of laminar

flow as volumetric soil water content (θ) changes [17, 254, 245, 255], as follows:

n =
0.5(θsoil − θres) + (θsat − θsoil)

θsat − θres
, (3.8)

where θsoil, θres, and θsat are, respectively, the observed, residual, and saturated values of θ at

the evaporation front. We obtained θres and θsat from soil water characteristic curve based on two

sampled 15–cm soil columns. We approximated θsoil from the soil water content of the 0–to 10–cm

depth interval (average of measured values from the two moisture stations). Here and elsewhere in

this paper, δ, εeq, and εk are applicable to both 2H and 18O unless otherwise specified.

3.3.3 δT under the isotopic steady–state assumption

Under the isotopic steady-state (ISS) assumption, the isotopic composition of water absorbed

by plant roots equals the isotopic composition of water transpired via leaf stomata. Because no iso-

topic fractionation occurs during root water uptake and upward movement of water to the leaves

[45, 88], we were able to use δX to approximate daily δT in the early afternoon (13:00—15:00)

—when, with the stomata fully open, the ISS assumption can be met [19]. Although the isotopic

non-steady-state condition could be more accurate for sub-daily analysis in a highly variable envi-

ronment or for plants with long leaf-water turnover times [256, 47], ISS can be used to approximate

integrated daily δT [257, 256, 109]—especially for grasses, in which leaf-water turnover time is

short [27].

The validity of the ISS assumption for our site was checked in an indirect way: the isotopic

composition of leaf water at the evaporation sites (δLe) within leaf stomata was derived from δX

under the ISS assumption. Namely, we rearranged Eq. 3.4 with δT = δX , which renders the

following:

δLe = αeq [(1− h+ ϵk)δx + hδa + ϵk] + ϵeq. (3.9)
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For water in plant leaves, the exponent n originally defined in Eq. 3.6 was assumed to reach unity

[75] in Eq. 3.9. To check whether overall leaf water reached ISS, we compared sub-daily results of

δleaf with those of δLe. If ISS holds true for transpiration at noon, the isotopic enrichment of water

at the sites of evaporation should cause δLe to always be greater than total δleaf owing to leaf-water

isotope heterogeneity [258, 96].

3.3.4 Uncertainty in evapotranspiration partitioning

According to Eq. 3.2, the uncertainty in daily T/ET results obtained from the two-source

mixing model is derived from uncertainties in δE , δT , and δET . Because all three of these values

were measured independently, the variance of T/ET (σ2
T/ET ) can be calculated as follows [259]:

σ2
T/ET =

1

(δT − δE)2

[
σ2
δET

+ (
T

ET
)2σ2

δT
+ (1− T

ET
)2σ2

δE

]
, (3.10)

where δE and δT are daily mean values, and σ2
δET

, σ2
δE

, and σ2
δT

are the daily variances of δET ,

δE , and δT , respectively [259]. According to Eq. 3.10, σ2
T/ET is not only inversely proportional to

the difference between δT and δE , but is also proportional to σ2
δET

, σ2
δE

, and σ2
δT

, and these three

variables depend on the analytical precision of the isotopic analyzer and/or the errors involved

in the sampling and vacuum distillation procedures [98]. Since only one xylem sample, taken at

midday, was used for daily δT estimation, the standard error for δT was approximated by using the

standard deviation of the sample analysis. In accordance with Eq. 3.4, we propagated measurement

uncertainties in δSe and δa to σδE .

3.4 Results

3.4.1 Site environmental conditions

3.4.1.1 Long term climate

The long-term daily mean time series of climate data (from 1997–2016, 20 years) at nearby

Marena station (36°3′51′′N, 97°12′45′′W, elevation 327 mabove the sea level) exhibited noticeable

interannual variability and clear seasonality (Fig. 3.3 and 3.4). In 2016, the weather showed large
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variation—daily mean solar radiation was relatively higher during the first half year, while air

temperature showed relative higher values only in the second half of the year, and relative humidity

showed both high and low records across the year (Fig. 3.3).
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Figure 3.3: Long-term climate data (1997–2016) in Marena, includes global solar radiation (a), air
temperature at 1.5 m (b), and relative humidity at 1.5 m (c).
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Figure 3.4: Long-term monthly precipitation (1997–2016) in Marena.

In 2016, rainfall was 721mm, 18% below the long-term mean annual precipitation, with a rela-

tively dry period in early growing season, especially rainfall during June, at 47mm, was the lowest

in 20 years (Fig. 3.4).The LAI measured on July 29, 2016 ranged between 3.75 and 5.40 m2m−2.

The daily mean NDVI value was consistently high during the two field campaigns, ranging be-

tween 0.62 and 0.64. Short-term weather and soil moisture conditions during the field campaigns

were mostly controlled by precipitation and solar radiation (Fig.3.5).

3.4.1.2 Weather conditions and atmospheric processes

Very little rainfall(< 0.25mmd−1) occurred during the two field campaigns. Measured rainfall

prior to Campaign 1 (between May 29 and June 3, 2016) was 25mm; and prior to Campaign 2 (a

single event on June 26) was 13mm (Fig.3.5a). These few precipitation pulses induced an instant

response and high variations in the leaf wetness ratio (LWR, the duration time of leaf wetness as a

percentage of a 24–hour period) (Fig.3.5b). During our sampling days, except for June 30, 2016,
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leaf wetness (caused by dew or minor night precipitation) was mostly observed during predawn

and early morning hours (usually before 9am). No leaf wetness was noted during our in situ

observations. For this reason, we did not consider evaporation from canopy interception as a factor

in our T/ET analysis.
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Figure 3.5: In situ environmental conditions observed from late May to June, 2016. Except for
P and LWR, which are calculated at 24-hour intervals, each point represents the daytime mean
value between 9am and 7pm for the corresponding variable. Values for net radiation (Rn), air
temperature (Tair), wind speed (mean value u and maximum value umax), atmospheric water con-
tent (relative humidity hair, and vapor pressure deficit VPD) were obtained from eddy covariance
measurements at 3m above the ground surface. Variables related to soil processes include soil
temperature within the top 8-cm layer (Tsoil) and volumetric soil water content (θsoil) at various
depths. The red-shaded areas represent the two field campaigns.

The values of Rn and PPFD were consistently high during Campaign 1, but showed substan-

89



tial day-to-day variations during Campaign 2 —especially the low Rn reading on June 27, 2016

(Fig.3.5c). The air temperature (Tair, at 3m) and the surface soil temperature (Tsoil, in the top

8 cm), both heated by solarradiation, showed similar trends—with Tsoil averaging 2.50 ± 1.38 ◦C

lower than Tair (Fig.3.5d), owing to the shading effect of the vegetation canopy (which showed

high values of LAI and NDVI). Wind speed was low on June 8 and June 27, 2016, and was

particularly stagnant on the latter date, with a mean maximum of 3.72md−1 (Fig.3.5e). During

Campaign 1, the clear weather with high solar radiation resulted in relatively stable day-to-day hair

and VPD (Fig.3.5f). In contrast, precipitation on June 27, 2016 and June 30, 2016, accompanied

by low solar radiation, brought about high hair and low VPD (especially on June 27).

3.4.1.3 Soil moisture dynamics

Our two field campaigns were characterized with high discrepancy in soil water availability

across the profile. This substantial depletion of soil moisture across the profile was caused by

the high ET flux during June (122mm) driven by the record low precipitation and intense solar

radiation (Fig. 3.5g & 3.6). Dynamics of θsoil_5cm was exceptionally responsive to rainfall pulses.

For example, the antecedent θsoil_5cm for both campaigns were rapidly and remarkably replenished

following the preceding rainfall events, though the re-wetting was less dramatic because of the

weaker precipitation pulses prior to Campaign 2. This recharging effect substantially dampened at

20 cm, and was barely noticeable for θsoil_45cm and θsoil_80cm. As a result of the steady depletion of

θsoil_20cm, θsoil_45cm, and θsoil_80cm, the θsoil profile diverged noticeably between the two campaigns

(Fig. 3.6).
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Figure 3.6: Temporal variations in the vertical distribution of volumetric water content (θsoil) over
the two campaigns. The dots and solid lines are daily means, and error bars represent one standard
deviation.

3.4.2 Stable isotopes as tracers

The depletion of heavier isotopes (2H and 18O) in the meteoric component of ecohydrologic

processes (δP and δV ) and the enrichment of heavier isotopes in the evaporative components (δsoil

and δleaf ) are illustrated in a dual-isotope plot (Fig. 3.7). The values of δ2H and δ18O are highly

correlated (p-value < 0.001) for waters in all these ecohydrologic pools. The slope for δP , as ob-

served throughout 2016, was lower than those for the long-term local meteoric water line (LMWL)

and the global meteoric water line (GMWL), which may be attributable to strong below-cloud re-
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evaporation in this relatively dry year. The values of δP showed high storm-to-storm variability

during May and June, possibly coinciding with shifts in moisture sources and storm trajectories.

The fact that δV was more nagative than δP is evidence of isotopic fractionation during the evap-

orative phase change from liquid to vapor. Because the surface soil layer was strongly recharged by

precipitation, the distributions of δP and δsoil lies close to each other in the dual-isotope space. But

the enrichment of the evaporative component caused δsoil to lie on the right side of δP . This soil

evaporative fractionation is especially remarkable for δ18O, because kinetic fractionation is greater

for δ18O than for δ2H [260]. Because of the absence of fractionation during most root water uptake

[261], the distributions of δsoil and δX are indistinguishable—and for this reason inter-comparison

between δsoil and δX is often used to infer depths of root water uptake [98]. The overlapping ofδX

and δsoil suggests that shallow soil moisture is a major source of the water used by plants in this

grassland. The strong evaporative enrichment within the leaf stomata is the reason for the con-

siderably heavier isotopic composition of bulk leaf water (δleaf ), and the associated strong kinetic

fractionation caused the regression slope for δleaf to deviate, becoming substantially lower than

that for LMWL and δP .

The isotopic depletion of atmospheric water vapor and the isotopic enrichment of the evapo-

rative components were further revealed by obtained data series at the diurnal and daily temporal

scales (Fig. 3.8). At the daily interval, δV gradually became less negative as each campaign pro-

gressed, indicating the increasing contribution of heavier δT . An exception was noted on June 12,

2016 —a lighter δV with a noticeable diurnal variation. This exception might have been due to a

transition in the weather system caused by advection of a different air mass (Fig. 3.5c & d).
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paigns, we collected water samples from the upper 15-cm soil layer, plant leaves, root xylem, and
the near-ground atmospheric vapor; and we plotted the isotopic composition of rainfall throughout
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Figure 3.8: Time series of isotopic composition of sampled water in various ecohydrologic pools
during the two field campaigns. These pools include atmospheric water vapor (δV ), liquid water
in the surface soil layer (δsoil), plant xylem water (δX), bulk leaf water (δleaf ), and simulated leaf
water at the evaporation site (δLe). The analyses for δLe were done under the isotopic steady state
assumption.

3.4.3 Isotopic partitioning of ET flux

3.4.3.1 Determination of δET via the Keeling-plot method

The efficacy of Keeling-plot regression was low for both isotopes, especially for δ18O in Cam-

paign 2. The coefficient of determination between high-frequency δV and 1/w (R2
keeling) was 0.48

± 0.30 for δ2H and 0.27 ± 0.22 for δ18O during Campaign 1, and was 0.35 ± 0.30 for δ2H and 0.08

± 0.13 for δ18O during Campaign 2. The lowest R2
keeling values were seen on June 27, 2016 (0.05 ±

0.07 for δ2H and 0.03 ± 0.03 for δ18O). The average value of R2
keeling was significantly higher for

δ2H than for δ18O during both campaigns (one-tailed paired-sample t-test, p-value <0.001). The

percentage of significant regression (p-value from the F test ≤ 0.05) was usually high (>80%),
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except for δ18O in Campaign 2 (56.7%).

The efficacy of Keeling-plot regression for δ2H was more explainable than for δ18O by vari-

ations in both δV and w. Based on Spearmans rank correlation analysis, the correlation between

R2
keeling_2H and the standard deviation (SD) of δV _2H was strongly positive (R = 0.73, p-value ≤

0.001), and the correlation between R2
keeling_2H and the SD of w was moderately positive (R =

0.56, p-value ≤ 0.001). In contrast, the correlation between R2
keeling_18O and the SD of δV _18O was

only weakly positive (R = 0.27, p-value ≤ 0.05) and that between R2
keeling_18O and w was strong

negative (R = -0.62, p-value ≤ 0.001).

We filtered hourly δET solely based on δ2H (p-value threshold from the F test ≤ 0.05 and

R2
keeling_2H >0.40), and we removed suspicious outliers showing unusually heavy δET values (n

= 4). After filtering, 57.1% and 46.7% of raw δET data were retained for Campaigns 1 and 2,

respectively. Note that this filtering removed all raw δET data for June 27, 2016, when weather

conditions were static, cloudy, and humid; thus, no data for that date were included in the ET

partitioning analysis.

The mean (and range) values of filtered hourly δET across the two campaigns were -42.3 ± 13.1

‰ (from -69.4 ‰ to -16.5 ‰) for δ2H, and was -8.11 ± 3.00 ‰ (from -19.1 ‰ to -3.24 ‰) for

δ18O (Fig. 3.9). The standard errors inherited from the linear regression were 1.72 ± 0.84 ‰ and

0.66 ± 0.39 ‰ for 2H and 18O, respectively.
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Figure 3.9: Daily averages for δET , δE , and δT during the two field campaigns.

3.4.3.2 Determination of δE via the Craig-Gordon model

The proportions of the two fractionation factors (εeq vs εk) were different for the two isotopes

(Fig. 3.10). For δ2H, the values of εeq and εk differed by nearly one order of magnitude, whereas

for δ18O they were comparable and thus closely approached to 1:1 line. Diurnal patterns were

characterized with higher εeq in the morning due to low soil temperature (Eq. 3.5a and Eq.. 3.5b),

and with higher εk (especially for δ18O) during noontime and afternoon due to low relative humid-

ity (and high VPD). These large diurnal variations in εeq and εk resulted in considerable variations

in sub-daily δE—but the pattern of variation for δ2H was different from that for δ18O (Fig. 3.9).

The mean (and range) values of δE across the two field campaigns were -128 ± 36.4 ‰ (from

-236 ‰ to -88.2 ‰) for δ2H, and -30.9 ± 4.15 ‰ (from -39.8 ‰ to -23.7 ‰) for δ18O. The errors
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in δE—propagated only from analysis uncertainty—were 0.82 ± 0.45 ‰ for 2H and 0.16 ± 0.08 ‰

for 18O.

Figure 3.10: Equilibrium fractionation factor εeq (‰) versus kinetic fractionation factor εk (‰) for
stable water isotopes δ2H and δ18O. The confidence level for the ellipses is 0.8. Because of the
small data size, ellipses were not drawn for Campaign 2. Data for June 27, 2016 were not included.

3.4.3.3 Determination of δT under the isotopic steady state assumption

Comparison of bulk leaf water (δleaf ) and δLe at the evaporation site within leaf stomata (de-

rived from δX under the ISS assumption) indirectly confirmed the validity of our adoption of the

ISS approach at midday (Fig. 3.8 and 3.11). We adopted this indirect approach because in situ
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quantification of δT , although essential for assessment on ISS assumption, is technically challeng-

ing to obtain. The isotopic enrichment of leaf water at the evaporation site caused δLe to be heavier

than δleaf (above the 1:1 Line in Fig. 3.11); particularly at noontime, δLe was consistently heavier

than δleaf , especially for 2H. This isotopic enrichment is clearly to be expected, because the evap-

orative enrichment took place only at the evaporation sites, not in the vein ribs of leaves [264, 96].

Figure 3.11: Comparison of isotopic compositions δLe and δleaf for stable water isotopes δ2H and
δ18O during the two field campaigns.

The daily δT value was relatively stable during the two campaigns (Fig. 3.9). The mean (and

range) values of δT were -27.1 ± 6.23 ‰ (from -18.9 ‰ to -37.9 ‰) for 2H and -2.79 ± 0.82 ‰
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(from -1.72 ‰ to -4.34 ‰) for 18O. The errors in δT , propagated only from analysis uncertainty,

were 0.89 ± 0.27 ‰ for δ2H and 0.11 ± 0.08 ‰ for δ18O.

3.4.3.4 Dealing with uncertainties involved in isotopic ET partitioning

As expected from the two-source mixing model (Eq. 3.2), δET was mostly varied between the

isotopically light δE and the heavier δT at diurnal (Fig. 3.9) and daily scales (Table. 3.1). Over the

course of each campaign, daily δET values gradually approached those of δT while progressively

deviating from δE —indicating the increasing dominance of plant transpiration.

For partitioning of ET at the daily interval, we used δ2H rather than δ18O. We obtained a mean

daily T/ET value (range) of 0.80 ± 0.06 (from 0.58 to 0.98) during Campaign 1, and of 0.90 ±

0.06 (from 0.83 to 0.97) during Campaign 2. The associated uncertainty levels were 0.13 ± 0.03

and 0.11 ± 0.03 for Campaigns 1 and 2, respectively (Fig. 3.12). The fact that the mean error

value for daily δET was 1.12 ± 0.69—vs. 0.09 ± 0.09, and 0.74 ± 0.22, for δE and δT , respectively

—shows that the error in daily δET is the major source of uncertainty in T/ET results.
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Table 3.1: Mean ± standard deviation for daily δET , δE , and δT .

Campaign Date
2H 18O

δET δE δT δET δE δT

1

June 4, 2016 -50.6 ± 0.76 -89.2± 0.61 -22.6 ± 0.72 -7.65 ± 0.19 -26.8 ± 0.07 -2.97 ± 0.14
June 6, 2016 -48.6 ± 0.85 -98.7± 0.57 -23.1 ± 1.41 -8.26 ± 0.24 -28.2 ± 0.06 -2.40 ± 0.04
June 8, 2016 -35.7 ± 0.58 -119 ± 0.34 -34.2 ± 1.10 -5.80 ± 0.22 -29.2 ± 0.07 -3.45 ± 0.08
June 10, 2016 -37.9 ± 1.14 -132 ± 0.26 -18.9 ± 0.54 -8.54 ± 0.61 -30.8 ± 0.11 -2.27 ± 0.03
June 12, 2016 -30.2 ± 2.56 -106 ± 0.59 -26.3 ± 0.77 -5.48 ± 0.97 -27.8 ± 0.11 -2.89 ± 0.08

2
June 28, 2016 -48.3 ± 1.69 -141 ± 1.13 -37.9 ± 0.83 -12.4 ± 0.94 -32.6 ± 0.20 -4.34 ± 0.07
June 29, 2016 -45.8 ± 0.64 -137 ± 0.43 -27.2 ± 0.94 -8.95 ± 0.22 -34.9 ± 0.09 -1.72 ± 0.25
June 30, 2016 -30.9 ± 0.74 -176 ± 0.83 -26.9 ± 0.82 -9.45 ± 0.33 -38.7 ± 0.17 -2.31 ± 0.20

1. Values are expressed as mean ± one standard deviation.
2. The uncertainty level for δET was derived from the standard error of the OLS regression, and uncertainties in δE
and δT were propagated mainly from the analysis error.
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The actual fluxes of E and T exhibited greater variations in Campaign 1 than in Campaign

2 (Fig. 3.13). During Campaign 1, mean daily ET was 4.62 ± 0.04 mmd−1, vs. 3.98 ± 0.07

mmd−1 during Campaign 2. Within nine days following the precipitation event of June 3, 2016,

daily T increased above 4mmd−1, and by the end of Campaign 1 daily E had dropped below

0.25mmd−1. Following the relatively small rainfall events just before Campaign 2, the daily T

flux fell below 4mmd−1 and decreased steadily, while the daily E flux dropped to anegligible

level at the end of Campaign 2. The uncertainty level for daily T/ET corresponded to those of the

daily E and T fluxes, namely 0.55 ± 0.15 mmd−1.
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Figure 3.12: Temporal variations in T/ET at the daily interval during the two field campaigns.
Each error bar represents the daily standard deviation of T/ET for each sampling day.
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Figure 3.13: Variations in daily fluxes of E and T as shown by partitioning based on δ2H, and
associated variations in volumetric soil water content (∆θsoil) at different depths during the two
field campaigns. Error bars for E and T represent one standard deviation. Percentages shown for
the ∆θsoil bars represent the change in water storage change of each layer as a percentage of the
total soil column. Note that the ∆θsoil bar for June 30, 2016 is derived only from measurements
prior to a precipitation event at 5pm that day.

3.4.4 Response of ET partitioning during two drying-up episodes

The variability in daily T/ET was initially driven by an intense drying process of shallow

soil water shortly after precipitation, and thereafter was more controlled by micro-meteorological

processes. Isotopic analysis based on δ2H showed a dramatic increase in daily T/ET during

Campaign 1—from 0.58 ± 0.12 to 0.98 ± 0.12—within five days following precipitation events

(Fig. 3.12). We were unable to observe a similar pattern in daily T/ET during the early part of

Campaign 2, because δET was unavailable (owing to the low efficacy of Keeling-plot regression
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for June 27, 2016). Once the shallow soil moisture had dried up, atmospheric processes became

stronger influences on day-to-day variations in T/ET . For example, daily T/ET decreased on

both June 10 and June 29, 2016, coincident with the highest Tair level for Campaign 1 and the

highest VPD level for Campaign 2, respectively.

As shown in Fig. 3.13, the distinct temporal patterns of soil evaporation and plant transpiration

caused variations in depletion of soil water storage across the profile. At the beginning of each

campaign, soil water availability in the shallow layers was at favorable levels, but this shallow soil

moisture became depleted early on as a result of the high E flux, especially for the top 10–cm layer

(Fig. 3.6). This thinnest atop layer was the dominant source of E during the first half of Campaign

1 and most of Campaign 2. Then, as ∆θsoil for the top 10–cm layer gradually decreased and daily

E dropped, T gradually increased, fed by soil moisture from the deeper layers. In particular, the

depletion of θsoil from the bottom layer (60–100 cm) was small and intermittent during Campaign

1, but became a major source of T by the end of Campaign 2. This trend of depletion of moisture

from deeper level from one campaign to the next concurred with a divergence in the pattern of soil

moisture profiles of the two campaigns (Fig. 3.6).

3.5 Discussion

3.5.1 Analysis of uncertainties in the isotopic two-source mixing model

Accurate partitioning of ET depends on clearly distinguishing values between δE and δT on

the one hand, and accurately quantifying δET , δE , and δT on the other hand (Eq. 3.10). Because

the result of the partitioning is especially sensitive to δET , accurate quantification of this variable

is most important—but remains a key challenge [50, 49, 19, 88].

The level of error in estimation of δET is the biggest source of uncertainty in our study. The

Keeling-plot method optimally applies to sites characterized by substantial temporal variations

in δV contributed exclusively by a strong ET flux during the short regression period [50]. But

such conditions rarely exist in natural environment [246]. The relatively low efficacy shown in our

Keeling-plot regression, especially for δ18O, signified that the correlation between δV and the recip-
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rocal of the molar mixing ratio of water vapor was relatively weak. A similar case was reported for

a rice paddy field, where only 24% of the hourly δET_2H data met the filtering standards with a suf-

ficient sample size (N > 40) and a sufficiently high coefficient of determination (R2
Keeling > 0.8)

[265]. One reason for the low regression efficacy could be the existence of highly variable in situ

micro-meteorological conditions; for example, advection [246] and entrainment [266] processes

can be major causes of variations in δV at hourly to daily scales. Another reason for this low ef-

ficacy might be that the δET values are not clearly distinguishable from the isotopic composition

of the background atmosphere (δbg), resulting in a less noticeable gradient in δV among the three

measurement heights (Fig. 3.8). In particular, on June 27, 2016 characterized with a decreased

ET flux and a cloudy, stagnant, and humid weather, such a small vertical gradient in δV could

appear essentially negligible. For this reason, the Keeling-plot regression was not effective and no

satisfactory δET results were obtained for that day.

In addition to the uncertainties in estimating δET , there are uncertainties involved in the quan-

tification of δE and δT . For the Craig–Gordon model (Eq. 3.4), identification of the evaporation

front is essential for accurate measurement of δSe, Tsoil, and h [247, 57]. Substituting δsoil of the

bulk surface soil layer for δSe could introduce large uncertainties into the estimation of δE , owing

to the high temporal and spatial variability in the isotopic composition of soil water [267, 268]. For

example, in a tallgrass prairie pasture, noticeable variations in δsoil was observed in the top 20 cm

of soil [269].

The use of laser spectroscopy for direct, continuous, and non-destructive sampling of pore

water (liquid or vapor) in the vadose zone [270, 271, 104, 51, 102] is a promising technique for

locating the evaporation front [103] or for direct quantifying δE with high temporal and spatial

resolution. Although plant transpiration may violate ISS assumption in mornings and evenings

[272, 258, 47], assuming ISS are met during the midday hours and deriving δT directly from

measured δX is a widely adopted practice [10, 12, 52, 55]. Our analysis of leaf water at the

evaporation site in leaf stomata lends indirect support to our adoption of the ISS assumption for

our study.
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3.5.2 Selection of an isotope for T/ET analysis (δ2H vs δ18O)

We selected δ2H for our T/ET analysis because of its higher efficacy in the Keeling-plot re-

gression and its greater values of equilibrium fractionation involved in evaporation. The higher

efficacy we found for δ2H vs. δ18O in the Keeling-plot regression is consistent with the findings

of previous, related investigations [20, 48]. One reason might be that greater variability in the

hydrogen-related isotopologues was responsible for the more significant and stronger relationship

between R2
Keeling and variations in δV _2H that was obtained. The poorer efficacy of δ18O in the

Keeling-plot regression was particularly evident during Campaign 2, when conditions were more

humid and R2
Keeling was observed to be inversely proportional to w (possibly because εk_18O de-

clines under high humidity, resulting in smaller gradients in δV _18O during vapor diffusion). In

other words, the robustness of the Keeling-plot regression based on δ18O is jeopardized under hu-

mid conditions. The second reason for the higher efficacy of δ2H might be its lower error level with

respect to dependence on water vapor concentrations for laser spectrometer, especially when w is

either extremely low or extremely high [270, 273]. The third reason for choosing δ2H was related

to the different sensitivities of δ2H and δ18O to equilibrium and kinetic fractionation processes

[274]: the value of εeq was dramatically higher for δ2H than for δ18O, such that analysis based on

δ2H yielded a lighter more lighter δE and a pronounced distinction between δE and δT . This pro-

nounced distinction could greatly constrain the uncertainties involved in T/ET analysis (Eq. 3.10).

For example, the uncertainty levels for δ2H and δ18O in our T/ET results were comparable even

though the errors involved in δET , δE , and δT were higher for δ2H than for δ18O.

3.5.3 Pattern of ET partitioning during wetting–drying episodes

A decrease–increase in the T/ET pattern is often observed during the wetting–drying episodes

associated with water inputs. For example, a study in an olive plantation revealed that T/ET was

100% during the preceding dry periods but dropped to 0.69–0.85 at midday following precipitation

events [10]. Another study, of a semiarid winter wheat cropland, found that average T/ET was

0.80 when the soils were dry and dropped to 0.69 three days after precipitation [20]. This transient
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effect of rainfall events on ET partitioning—i.e., suppression of T and enhancement of E —were

also observed in a cornfield in the immediate aftermath of rainfall events (up to several days) [223].

During Campaign 1 of our study, the transient decrease in T/ET was followed by an increase, from

0.58 to 0.98 during the five-day drying periods. A similar trend was also observed in a semiarid

grassland in southeastern Arizona, USA, where mean daily T/ET increased from 0.35 on day 1

to 0.43 on day 3 following a 39–mm irrigation event [47]. Overall short-term T/ET results for

our study (which ranged from 0.80 to 0.90 for our two campaigns) were consistent with those of

other pertinent studies. For example, a six-day study in a temperate grassland reported an average

T/ET of 0.83 [50]. In grassland ecosystems having a dense canopy, daily T/ET can increase to

a maximum value of 0.9 (LAI > 3m2m−2) [90].

3.5.4 Soil water availability and root water uptake

in the mesic tallgrass prairie, most of the soil evaporation comes from water storage in shallow (

10–20 cm depth) soils [260], while the majority of C4 grasses roots that are functionally significant

in water uptake and leaf transpiration are distributed within the 1–m depth [198]. Though our mere

observation of changes in water storage across the profile could not discriminate between water

losses from E and those from T , the similarities in isotopic composition of plant xylem water and

soil water in the 15-cm-depth layer, as well as the great variability in availability of shallow soil

water, are evidence that the shallow soil layers (especially the top 10 cm, until depletion) were the

major sources for both E and T . As shallow soil moisture became depleted, root uptake gradually

shifted to deeper soil layers (as deep as 1m) to supply plant transpiration. A study in an irrigated

winter wheat cropland found similar deepening trend in root water uptake [275].

The mechanisms involved in root water uptake reflect the plant’s survival strategy [276]. Be-

cause of methodological limitation, our study —was not able to fully describe the dynamics and

mechanisms of root water uptake across the profile in response to changes in water availability

—which would require high-resolution probing of stable water isotopes in soil and transpiration

water using laser spectroscopy [277, 270]. Our short-term results were able to identify a certain

flexibility in root water uptake; but given that the timescales at which vegetation is observationally
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affected by drought in semiarid and subhumid biomes is relatively long [278], longer-term investi-

gations of ET partitioning and vegetation responses will be needed to assess the sustainability of

the tallgrass prairie under climate change—especially with the predicated decreases in soil water

availability [228, 279] due to precipitation changes and drier summers [280].

3.6 Conclusions

The process of evapotranspiration involves complex biophysical mechanisms that drive the en-

ergy and mass exchanges between ground and atmosphere. The partitioning of ET is critical for

elucidating these complex mechanisms, and it is also essential for assessing water use efficiency,

which enables monitoring of ecosystem functioning and of ecosystem hydrologic response to cli-

mate change and land cover change. To help advance our knowledge of ET processes, we carried

out an isotopic ET partitioning study on a mesic grassland in tallgrass prairie, during two dy-

namic wetting—drying episodes. We employed an isotopic two-source mixing model, for which

(1) δET was obtained by applying the Keeling-plot regression to high-frequency isotopic data of

atmospheric water vapor measured by a field-deployable laser spectrometer; (2) δE was calculated

by applying the Craig—Gordon model to the isotopic value of bulk surface soil water; and (3)

δT was estimated from the isotopic composition of root xylem water during midday under the

isotopic steady-state assumption. Daytime integrated values were calculated for δET , δE and δT

were calculated at daily interval. The actual fluxes of E and T was calculated on the basis of the

ET partitioning results and eddy covariance measurements of the bulk ET flux. As an additional,

parallel analysis, we examined the dynamics of changes in soil water storage for different layers

across the soil profile.

We found low efficacy in our Keeling-plot regression analysis, but this low efficacy was ex-

plainable (more so for δ2H than for δ18O) by variations in both the molar mixing ratio and the

isotopic composition of atmospheric water vapor. For δE , the equilibrium fractionation process

was dramatically stronger for δ2H and than for δ18O, resulting in greater differences between mean

values of δE and δT . For this reason, we selected δ2H for the two-source mixing model. During

Campaign 1, we observed a dramatic increase in daily T/ET (from 0.58 to 0.98) within five days
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following precipitation, but a similar pattern was not observed during Campaign 2 —probably be-

cause the initial quantification of δET was poor. The mean values of daily T/ET were 0.80 ±

0.06 and 0.09 ± 0.06 for Campaigns 1 and 2, respectively. The difference is possibly attributable

to the dissimilar soil water availability across the profile. Although our methodology was some-

what limited and our observation only short-term, our findings did reveal a certain plasticity in root

water uptake to a depth of 1m. But a more in-depth understanding of the interplay between soil

water availability and ET partitioning will require further investigations—longer term and more

detailed—to serve as a foundation for sustainable management of the endangered tallgrass prairie

and its ecosystem services under current and predicted environmental conditions.
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4. EFFECTS OF WOODY PLANT ENCROACHMENT ON ISOTOPIC COMPOSITION OF

EVAPORATIVE WATER VAPOR FLUXES IN TALLGRASS PRAIRIE

4.1 Introduction

Woody plant encroachment (WPE) —the increase in the density and cover of woody plants into

open grasslands and woodlands—is a global phenomenon over the past 100–200 years, especially

in rangelands of the Americas, Australia, and southern Africa [215, 7, 281]. Few other regions have

been altered by WPE as dramatic as in Southern Great Plains of North America [282]. The tallgrass

prairies, especially th cross timbers eco-region, occupies a tension zone between humid deciduous

forest and semiarid grassland, and has been quite sensitive to shifts in climate, land management

and fire regime historically [283, 284]. Specifically, the prime causes for WPE appear to be the

high and constant levels of grass herbivory by domestic animals with a concomitant reduction in

fire frequency in globe [285, 284].

The extensive and accelerating encroachment by eastern redcedar (Juniperus Virginiana) in

tallgrass prairie could substantially alter many ecohydrologic processes. For example, WPE could

cause rainfall redistribution [286], reduction in both stream flow [287] and deep drainage [288].

Shrub invasion might affect ET due to the change of ecosystem structure and function in four

aspects: lower LAI in shrublands than in grassland; deeper roots of shrubs; the phenology of C4

grasses only transpire during growing season while C3 shrubs transpire year wide; and soil erosion

in shrublands promotes spatially heterogeneous and deeper infiltration by altering the soil texture

[3].

The ecohydrologic implications of shrub encroachment still uncertain [289, 276]. Given that

ET is the largest water-loss flux in the endangered tallgrass prairie [218, 219], accurate quan-

tification of ET and detailed description of various diffusive pathways is one of the key topics

for investigating the water budget under woody plant encroachment. Water vapor exchange and

ecosystem water usage are mainly controlled by plant transpiration (T ) and constraint of shallow
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soil moisture. The biometeorological factors controlling ET variability, such as photosynthetic ac-

tive radiation (PAR), vapor pressure deficit (VPD), and temperature, are different from sub-daily

to inter-annual scales in tallgrass prairie [219].

The bulk ET flux during woody plant encroachment might keep constant [3, 290] (especially

in arid regions) or increase [34]. But T/ET could vary greatly among ecosystem types because of

variations in interactions among plant morphology, environmental conditions, and stomatal regula-

tion [13]. Studies are inclined to conclusion that the conversion from herbaceous-dominated range-

land to redcedar woodland enhance canopy interception and vegetation transpiration [291, 292].

The mean rooting depth or depths of active root water uptake might vary along the woody plant

encroachment, so do pattern of ET partitioning because plant available water is depended on the

soil water potential and the vertical location of water in the soil column [33, 32]. A mechanistic

understanding the controlling effects of biological and non–biological processes on ET and its

partitioning is the key to evaluate the consequences of woody plant encroachment on water and

carbon cycling [106, 39, 34].

Stable isotopologues of water (2H and 18O) at natural abundance levels has been widely used

to study plant-water relations and patterns of root water uptake, and to trace evaporative water

flux among different diffusion pathways in terrestrial ecosystems [256, 27]. The various diffusive

pathways of evaporation and plant transpiration from ecosystems are difficult to determine using

traditional hydrometric observation. While no fractionation is assumed for most root water uptake

processes for plant transpiration [261], strong fractionation effects occur during phase change in-

volved in physical soil evaporation processes. Distinction in these diffusion pathways are the basis

for using stable water isotopes to trace the different evaporative water fluxes. Recent advance-

ment in field deployable laser spectroscopy, which enables continuous measurements of δv with

high temporal resolution, providing a promising opportunity not only for determining δE [74, 75]

and δET at ecosystem level [293, 294], but also in evaluating the effect of plant transpiration on

atmospheric water vapor within the ecosystem boundary layer [295, 272, 10].

Few investigations on isotopic ecohydrologic processes have been reported in the region of
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tallgrass prairie. Using a methodology that combines micro-meteorologic measurements with in-

tensive isotopic sampling, we aimed to investigate the effects of woody plants encroachment on

the pattern of evaporative diffusion processes. Our isotopic sampling includes high-temporal res-

olution measurement on δV , accompanied by δleaf , δX , and δsoil among three ecosystems in an

Oklahoma tallgrass prairie-oak woodland mosaic undergoing eastern redcedar encroachment. We

focused on three questions:

• how the isotopic composition of water in various ecohydrologic pools effected by WPE?

• which evaporative pathways are altered by WPE from an isotopic perspective?

• What’s the implication on ET and its partitioning along WPE based upon results of δET and

δE?

4.2 Materials and Methods

4.2.1 Study area

This  study  was  conducted  at  the  Range Research Station (36°2′34.1′′N—36°4′19.1′′N,

97°9′27.9′′W—97°11′37.8′′W, elevation about 330 m above sea level) of Oklahoma State Univer-

sity in north-central Oklahoma, USA (Fig. 4.1). Located at the western edge of the Cross Timbers 

ecoregion, the landscape in our study site is characterized by a mosaic of upland deciduous forest 

dominated by blackjack (Quercus marilandica) and post oak (Quercus stellata) on coarse-textured 

soils, and tallgrass prarie occurring on fine-textured soils. Eastern redcedar started to encroach into 

this station in the 1970s and encroached shrubland or savanna patches has been formed [296].
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Figure 4.1: Study site showing the three ecosystems in a mosaic landscape in tallgrass prairie:
grassland, oak woodland, and juniper woodland. The background image in (a) was obtained by the
National Agriculture Imagery Program on June 23, 2015 (https://earthexplorer.usgs.gov/).
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Figure 4.2: Three ecosystem types.

Grassland site were dominated by big bluestem  (Andropogon  gerardii),  Little  bluestem  (Schizachyrium 

scoparium), indiangrass (Sorghastrum nutans), and switchgrass (Panicum virgatum). Oak site

were dominated by post oak (Quercus stellata) and blackjack oak (Quercus marilandica), with 

developed understory vegetation. The understory herbaceous layer was also developed in small

gaps and hardly existed under dense cedar canopy. We selected three major types of ecosystems

(Fig. 4.2)—native tallgrass prairie grassland (hereafter "Grass"), encroached redcedar woodland

("Cedar"), and oak woodland ("Oak").
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Figure 4.3: Soil texture for surface soils in 15 cm-depth for grassland, juniper woodland, and oak
woodland.

The soil texture for the shallow layer (within 15-cm) is loam in grassland and sandy loam in

two woodlands (Fig. 4.3). The terrain in grassland is mostly flat (with slopes of 1% to 8%), and the

major (74%) and minor (26%) soil type are Coylem loam and Stephenville-Darnell complex; and

in oak woodland, the dominant type of soil was Stephenville fine sandy loam, with slopes between
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3% and 5%; and in juniper woodland, the dominant soil type (93%) is also Stephenville-Darnell

complex, rocky with slopes of 3% to 8%. The minor type of soil type for oak and juniper site is

Harrah-Pulaski frequently flooded complex, very rocky with slopes between 0% and 12% [155].

4.2.2 Bio-meteorologic measurements and isotopic water sampling

Besides long-term measurement on vegetation characteristics and micro-meteorologic pro-

cesses, we carried out an intensive field campaign in July of 2016 on isotopic composition of

waters in various ecohydrologic pools among these ecosystems.

4.2.2.1 Biometeorology measurement

An arrange of micro-climate sensors were installed close or upon the towers within these three

sites. A photo-synthetically active radiation (PAR) sensor (model: QSO-S, Decagon Devices Inc.,

Pullman, WA, USA) was installed above the canopy (approximately 1.5m in grassland, and 12-

15m in woodlands) to measure photosynthetic photon flux density (PPFD, in mmolm−2 s−1) from

a field of view of 180°. At the same heights, a pair of spectral reflectance sensors (SRS, Decagon

Devices Inc., Pullman, WA) were also set up to measure the Normalized Difference Vegetation

Index (NDVI). We also positioned a leaf wetness sensor (model LWS, Decagon Devices Inc.,

Pullman, WA) close to foliage ( positioned close to foliage with a distance of about 30 cm with an

angle of 45 °to the horizontal). Micro-climate was measured at 3m at grassland (above canopy) and

about 6-8 m in woodlands (beneath the top canopy layer) with an sensor for air temperature (Tair,

in ◦C), air relative humidity, and atmospheric pressure (P in mbar) (VP-4 , Temp/RH/Barometer,

Decagon Devices, Pullman, WA, USA) with radiation shield. The saturation vapor pressure (es in

mbar) and VPD (an indicator of atmospheric evaporation demand, in mbar) were calculated based

on the air temperature (Tair, in ◦C) via the Magnus-Tetens equation [252]. Data from these sensors

were stored in a datalogger (EM50, Decagon Devices Inc., Pullman, Washington) with a frequency

of 5min), and 30-min averages were consequently calculated.
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4.2.2.2 Soil moisture measurement

Around the measurement tower within each site, volumetric water content (θ in m3m−3) of sur-

face soil layer was manually measured using a portable time-domain reflectometry (HydroSense-II

sensor paired with CS659 12 cm soil water rods, Campbell Scientific Inc., Utah, USA). The area

of the minimum convex hull for each site are 2.26 × 103, 14.0 × 103, and 30.4 × 103 for Grass,

Juniper, and Oak sites, respectively (Fig.4.1).

4.2.2.3 Intensive campaign on isotopic composition of water

In June of 2016, we carried out an intensive field campaign to sample the isotopic composition

of waters in various ecohydrological pools. The in situ sampling was rotated among the three sites

(Oak, Juniper, and Grass) from July 9, 2016 to July 24, 2016, except interruption in July 14, 2016

due to precipitation events. A field-deployable laser spectrometer was used to measure the isotopic

composition of atmospheric water vapor (δV ), from which δET can be calculated via the Keeling-

plot approach. Liquid water was sampled from surface soils (15 cm-depth) and plants, i.e., bulk

leaves (δleaf ) and xylem (δX , grass roots or tree stems).

Isotopic composition of soil water (δ2H and δ18O) across the profile were collected at the end

of our field campaigns, which was July 22, 2016 in Oak, July 23, 2016 in Cedar, and July 24, 2016

in Grass; The sampling depth was 70 cm, 120 cm, 110 cm, respectively.

Isotopic sampling of water vapor was carried out mostly between 10am and 6pm, except July

6, 2016 when the measurement only carried out after 3:30pm due to logistic issues. Isotopic

sampling of waters in grassland was same as in Section 3.2.4. Instead of root crowns in grassland,

randomly selected tree stems were sampled from the top twig under sunlit for xylem water. The

stems were immediately cut into small segments, and then placed in vials 4.3 Lmin−1 (part No.

10D1125-101-1053, Gast Inc., Benton Harbor, MI, USA) and sealed with parafilm®.

We applied same processing procedures (Section 3.2.4.1) for quality control of δV , and used

the same cryogenic method to extract water and analysis on mass spectroscopy (Section 3.2.4.2).

Calculation of δET and δE were also same as methods in Section 3.3 aforementioned.
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4.3 Results

4.3.1 Environmental factors

Within 15 days preceding to the sampling campaigns (June 24, 2016–July 8, 2016), four major

precipitation events occurred with accumulated depths around 80 mm in Grass and Cedar sites

and 99mm in Oak. During our campaign, a rainfall series mainly occurred between midnight of

July 13, 2016 and July 14, 2016 with accumulated depths of 17.3–19.8 mm among three sites

(Fig. 4.4a). This precipitation event occurred around the midnight in the two woodlands (Oak and

Cedar), and was relatively lagged behind in Grass site. Corresponding to this rainfall events were

wet leaf period, with maximum value of more than 8h in Grass and 12h in Cedar (Fig. 4.4b). One

unique phenomena in Grass is higher frequency of dew before dawn.

Solar radiation exhibited high daily variation as expected by weather change, and PPFD espe-

cially dropped at July 11, 2016 and July 14, 2016 due to cloudy weather or rainy events, respec-

tively and (Fig. 4.4c). Air temperature (Tair) was relatively stable precedent to the precipitation

events, and was gradually increased following the precipitation events (Fig. 4.4d). As expected,

daily processes of hair exhibited opposite patterns with relation to Tair (Fig. 4.4e), while daily

trends of VPD nearly mirrored the Tair patterns (Fig. 4.4f). With increasing VPD following the

precipitation, all ecosystems gradually experienced enhanced atmospheric water demand.

As anticipated, the NDVI values were dramatically higher in woodlands (about 0.80-0.85) than

in grasslands (around 0.70) (Fig. 4.2 and 4.4g), indicating higher above-ground biomass along the

woody plant encroachment. However, the shallow soil moisture in grasslands were consistently

wetter than in woodlands , while θ12 was slightly and steadily wetter in Cedar than in Oak (Fig. 4.1

and 4.4h).
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Figure 4.4: Daily processes of environmental factors measured in Grass, Oak, and Cedar sites.
Note that daily P and LWR were calculated on 24-hour period. LWR data in Oak following
July 14, 2016 were not shown due to sensor malfunctioning. PPFD, Tair, hair, and VPD were
calculated for daytime period between 10am and 6pm. Daily NDVI data were calculated based on
data series between noon and 2pm for each day. The NDVI data in July 14, 2016 was not available
due to midday raining event. θ12 was based on daytime manual sampling of surface soil moisture,
with error bar stands for one standard deviation (SD) for daily measurement.

4.3.2 Stable isotopes as tracers

As expected, the dual-isotope plot (Fig. 4.5) revealed isotopically lighter water vapor and iso-

topically heavier residual water in soils and leaves for all the three ecosystems. Especially for the
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leaf water highly enriched in heavier isotopes (2H and 18O) with deviated slopes, indicating strong

kinectic fractionation effect at the evaporation sites within the leaves. Maximum enrichment of

δ2H and δ18O in leaf water was observed in dry air and minimum enrichment occurred in wet air

after precipitation in July 14, 2016. Highly enriched leaf water relative to xylem and soil water

has been reported from various ecosystems [297]. In Fig. 4.5, δsoil and δX are closely distributed

in the grassland, while separately distributed in the two woodlands. For the oak and cedar, δX is

isotopically lighter than δsoil in the shallow layer, implying that tree had access to deeper soil water

with lighter isotopic composition. As shown in Fig. 4.6, deeper soil layers exhibited lighter iso-

topic composition while shallow soil moisture was substantially enriched in heavier isotopes due

to evaporative enrichment effect. These phenomena, including isotopically lighter δV , isotopically

heavier δleaf and δsoil, and comparison between δsoil and δX , were also displayed in time series in

δ2H of these isotopic values (Fig. 4.7).
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4.4 Discussion

In dryland ecosystems, a tight coupling exists between ecosystem productivity, surface energy

balance, biogeochemical cycles, and water resource availability [16], because temporal variation in

water availability drives pulses of high and low biotic activity in these arid and semi-arid systems

[87]. Partitioning of ET is essential for understanding how woody plant encroachment will alter

water and carbon cycling [289]. The mean rooting depth or depths of active root water uptake

might vary along the woody plant encroachment, so do ET partitioning because plant available

water is depended on the soil water potential and the vertical location of water in the soil column

[49, 103].
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4.4.1 Environment

Our results on soil moisture (Fig. 4.1 and 4.4h) echoed the widely reported depletion of soil

moisture under WPE, especially the subsurface soil layer [298, 292]. This difference in soil mois-

ture is mainly resulted by high interception at the canopy layer [286] and litter layer [299] with

comparison to grassland. Juniper forests were mainly distributed in sandy and loamy soils with

low top soil water availability [300].

4.4.2 Two-layer hypothesis and niche complementary

Competition between different functional types (such as shrubs and grasses) can be avoided

vertically by different rooting depths of plants, namely two-layer hypothesis [301], or by keying

on particular window of moisture availability via difference in phenologies [302], namely tempo-

ral partitioning. Two-layer hypothesis proposes that differences in rooting depth (thus root water

uptakes) between trees and grasses result in niche partitioning (and therefore tree-grass coexis-

tence), with grasses exploiting soil moisture in shallow layers while trees have exclusive access

to deep water [301]. This hypothesis was developed for drier savannas (i.e., ≤ 500mm annual

precipitation), but it is often applied to a wide range of arid and semi-arid ecosystems [303]. Based

on an analysis of a global dataset of more than 1300 observations for individual plants for deserts,

scrublands, grasslands and savannas with annual precipitation (MAP) less than 1000 mm mean, the

twolayer hypothesis might be most appropriate in drier regimes (≤ 500mm MAP) and in regions

with substantial winter precipitation [304].

Stable isotopes of soil water across the profile and vegetation (xylem) water can be used to test

these hypothesis. For a subalpine shrubland, stem waters of the dominated Quercus aquifolioides

in shrub layer and dominated Cystopteris montana in herbage layer show different isotopic compo-

sition, indicating different depths of root water uptake [48]. Study with stable isotopes of water in

semi-arid grassland revealed that two C4 grasses extracted most of their water from the upper soil

profile (0.05-0.5 m), Pinus ponderosa acquired a large fraction of water from both the 0.050.5 and

0.50.9 m soil layer, while J. virginiana showed more plasticity in tracking the general increase in
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soil water content within the 0.50.9 meter profile and was less responsive to growing season pre-

cipitation events [235]. Studies using the isotopic composition of xylem water of C4 grasses, C3

forbs and C3 shrubs in tallgrass prairie support soil water partitioning as a mechanism for species

coexistence, as C4 species is consistently rely on shallow soil water, while C3 species show niche

differentiation in water use strategies across the soil profile to avoid competition with C4 grasses

[305]. Woody plant encroachment may continue in the future should precipitation intensity in-

crease, because increase in precipitation intensity can push soil water deeper [306]. In addition,

the sandy soil in many dryland ecosystems has good infiltration conditions, which is favorable

for deep-rooted shrubs than herbaceous layer. Shrubs are also more resistant to high temperature

[307].

Rooting depth in grassland and shrubland is usually shallower than depth in cropland and

woodland based on results retrieved in synthesis, so does root water uptake. 70% of the total fine

root mass is confined within 0.15m of the surface for Chihuahuan Desert shrubland [34], 87%

of the root are distributed within 20 cm of soil for a typical dry land perennial grass eld with a

sparse cover of a C4 herbaceous layer dominated by species from the Cynodon genus [49], more

than 80% root biomass is distributed in the first 30 cm soil layer at fenced temperate grassland

dominated with C3 species [50], the main root zone of was reported to be between 20 cm and 40

cm for an open semi-arid forest dominated with Aleppo pine (Pinus halepensis Mill.) [36], the

active rooting depth for wheat can reaches its maximum of 50 cm at maturity stage [46] and much

more concentrated above 40 cm [5]. The Root Water Uptake model should be parameterized with

isotopic composition of xylem water during labeling experiments, and the incorporation of isotopic

transport through soils and roots could provide insights into the existence of niche complementarity

between tree and grass species [98]. More knowledge of how roots grow and function for different

functional groups of vegetation is needed to predict how woody plant encroachment involves under

climate change, because soil moisture and belowground nutrient resources become more limiting

to plant groowpth in dryland ecosystems.
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4.4.3 Evapotranspiration partitioning under woody plant encroachment

Woody plant encroachment often results in a decrease in vegetation cover and increase in bare-

soil surfaces [34], and the fractional contribution of bare soil evaporation might increase in semi-

arid ecosystems but is negligible in sub-humid and arid ecosystems [289]. Modeling results from

experimental tree mosaics showed that total ET increased with woody cover, but T/ET deviated

below 1:1 proportionality due to suppression in transpiration with increasing tree cover but not due

to differences in soil evaporation [93]. The small precipitation events (ranging from 5 cm to 15

cm) in arid savannas only wet the upper centimeters of the soil and inaccessible to the shrub roots

[235], thus grasses are showed much more effective in water uptake from the uppermost centime-

ters of the topsoil [305]. For example, T/ET was higher for the grass-dominated site than for the

shrub-dominated site in southeast Arizona, USA, may related to the higher water use efficacy for

grasses [58].

On the other side, woody vegetation showed strong tolerance to long droughts, transpiring at

rates close to potential even during the driest conditions, while grass is much less tolerant to soil

moisture and withdraw after rainy season in semiarid Mediterranean regions [308]. An isotopic

ET partitioning in eastern Mongolia showed that the T/ET was 60-73% at the forest site and 35%-

59% at the grassland site [309]. For a California oak savanna, variability in annual ET under

different level of precipitation (dry vs wet years) was primarily attributable to the variability in

grass transpiration and soil evaporation rather than to that of tree transpiration [86]. Modelling

results in sub-tropical savanna also showed that shallow grass root distributions absorbed 32% less

water than slightly deeper tree root distributions when grasses and trees were assumed to have

equal water demands [310]. Even under the shallow infiltration and the large amount of bare

soil, shrubs in a Chihuahua desertthe majority (70%) of fine root is found within 15 cmshowed

great capacity (after recovering from dormant state in drought) to access much of the available

soil moisture [34]. Thus, temporal variation in water availability may create positive feedbacks to

facilitate encroachment of C3 woody species into grasslands dominated by C4 grasses [87]. An

ecosystem model driven by long-term meteorological data showed that inter-annual variability in
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precipitation enabled shrubs to be more competitive than grasses in semi-arid shrub communities

[307]. A dynamic vegetation model reported that fire was required for the coexistence of trees and

grasses when deep soil water was available to trees [143].

While T/ET studies under woody plant encroachment is very limited [7], especially for in

situ studies, understanding of the mechanism and trends of ET and its partitioning is still largely

unknown. We are inclined to believe that the dynamics of T/ET along woody plant encroachment

might depend on types of plant structural attributes (including LAI) [93], climate variability and

differential plant functional responses [34]. The partitioning method and spatial-temporal scales

should also be congruent for comparison.
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5. CONCLUSION

In drylands, ET is the dominant ecohydrologic process. For this reason, partitioning of ET ,

determining the relative importance of interception (I), soil evaporation (E), and plant transpira-

tion (T ), is critical, but remains a challenge. Recently, however, advances in measurement tech-

nologies and data availability have triggered an upsurge in in situ studies focused on quantifying

T/ET . We carried out a meta–analysis of 38 datasets drawn from 31 studies done in drylands

worldwide. This analysis showed that over the growing season, E and T are roughly equivalent

for most natural ecosystems, whereas T/ET is higher in irrigated agro-ecosystems. With respect

to factors controlling variations in T/ET , we found that:

• no clear correlation for annual precipitation, soil texture, or ecosystem type;

• leaf area index is a more significant controlling factor than fractional cover;

• T/ET varies most during dynamic wettingdrying episodes.

We also found that controlling factors are different for E and T . Because these two processes

differ in temporal dynamics, the factors controlling ET partitioning vary with temporal scale. Fur-

ther, when interception and shallow groundwater are substantial, including these factors is essential

for accurate T/ET quantification. The isotopic approach, especially using laser spectroscopy, is

now indispensable for such studies. However, issues related to sampling protocols and quality

assurance still must be resolved. We propose three promising topics for future studies in drylands:

• isotopic sampling of vadose-zone water vapor using laser spectroscopy;

• improved definition/identification of diffusive pathways;

• robust upscaling from incongruent hydrometric and isotopic measurements.

We carried out a paired study in tallgrass prairie to evaluate the influence of vegetation on

the energy exchange and ET . Two eddy–covariance systems were installed over two adjoining
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sites, one of which was denuded of vegetation, with the adjacent, control site kept undisturbed.

Our year-long investigation shows that, for quantifying the ground surface heat flux, the soil heat

storage above the soil plates is more important than the sub-surface soil heat flux, both temporally

and in magnitude. The incorporation of the soil heat storage, therefore, is indispensable for energy

balance closure in areas with short vegetation. At our control site, we observed a critical threshold

of 0.17m3m−3 in the surface (top 0.3m) soil water content, whereby the energy partitioning is sig-

nificantly affected by the presence of the photosynthetically active vegetation when the surface soil

water content is higher than this critical threshold. The pattern of energy partitioning approaches

that of the treated site when the surface soil water content is lower than this threshold (during

drought), because of the suppression of plant physiological activities. This threshold also applies

to the surface conductance for water vapour at the control site, where yearly evapotranspiration is

728 ± 3 mm (versus 547 ± 2 mm for the treated site). Thus, the soil water content and presence

of active vegetation are the key determinants of energy partitioning and evapotranspiration. Any

land-cover changes or vegetation-management practices that alter these two factors may change

the energy and water budgets in tallgrass prairie.

We applied a two-source isotopic mixing model to partition the bulk ET flux in a tallgrass

prairie site. Two field campaigns were conducted in the summer, one for relatively wet antecedent

soil conditions and the other for drier antecedent conditions before the precipitation events. The

isotopic compositions of ET , E, and T (δET , δE , and δT ) were determined by the Keeling-plot

method, the Craig—Gordon model, and plant xylem water sampled during midday, respectively.

We determined that proportions of the components of ET could be more accurately determined

with 2H than with 18O, because of

• its higher efficacy and robustness in the Keeling–plot regression

• its higher values of equilibrium fractionation factors during soil evaporation.

Using 2H, we found that T/ET was 0.80 for campaign 1 with wet antecedent soil condition and

0.90 for campaign 2 with relatively dry antecedent soil conditions. Soil water in the shallow soil

128



layer (especially the top 10 cm) responded actively during these two wetting–drying episodes and

was the major source for the ET flux during the initial dynamic drying periods. Only after shallow

soil moisture had become substantially depleted did deeper soil layers (up to 1m) increasingly

become the major source for the T flux, while the E flux declined more and more.

We carried out an intensive campaign for sampling and measuring isotopic composition of

waters in various ecohydrologic pools over grasslands and encroached oak and juniper (Junipe-

rus Virginiana) woodlands in the region of tallgrass prairie. Waters in plant and soils were sam-

pled discretely, extracted via cryogenic vacuum distillation, and analyzed using traditional isotope

mass ratio spectroscopy (cold trap/mass spectrometer analysis). We used the same high tempo-

ral–resolution laser spectroscopy for isotopic sampling of atmospheric water vapor, and then de-

rived the isotopic composition of evapotranspiration (ET ) or δET via Keeling-plot approach. These

results suggest that as grasslands are gradually shifted into woody plants in tallgrass prairie, soil

moisture from deeper layers are more easily be consumed by trees with deeper roots. The shallow

soil moisture in woods (especially the oak site) are more depleted than in grasslands, probably

because of higher interception and thus less replenishment of surface soil layer in the two wood-

lands. The value of δX is higher than δET The isotopic values of xylem water (δX) and δET are

close among these three ecosystems, implying that T is the dominate evaporative water flux during

this peak growing season.
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APPENDIX A

SAMPLE R CODE FOR EXTRACTING THE PLANETARY BOUNDARY-LAYER HEIGHT

The sample R code for extracting the planetary boundary-layer height based on the geographi-

cal location (latitude and longitude) from the North American Regional Reanalysis data.

### Projection information for NCEP North American Regional

Reanalysis: NARR

### is Northern Lambert Conformal Conic grid.

### Corners of this grid are

### 12.2N; 133.5W,

### 54.5N; 152.9W,

### 57.3N; 49.4W,

### 14.3N; 65.1W (essentially, North America).

### The grid resolution is 349x277, which is approximately 0.3 degrees

(32km)

### resolution at the lowest latitude

### more details about the coverage can be found here

### https://www.esrl.noaa.gov/psd/data/gridded/data.narr.monolevel.html

#####################################################

######first step is to download the data for the year you interested

###### the data for each year usually quite big, around 700 MB, takes

time.

#####################################################

############ First way to download data with your internet browser

############ and save locally in your working directory.

############ this is the url:
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ftp://ftp.cdc.noaa.gov/Datasets/NARR/monolevel/

############ or with "download.file"

############ decide which year’s data will be downloaded from "1979 -

present"

my_year <- 2016 # year of 2016 is just an example

## link example:

ftp://ftp.cdc.noaa.gov/Datasets/NARR/monolevel/hpbl.1979.nc

URL <-

paste0("ftp://ftp.cdc.noaa.gov/Datasets/NARR/

monolevel/hpbl.",my_year,".nc")

download.file(url = URL, destfile = paste0("hpbl.",my_year,".nc"))

############ second way is automatically grab data online with

"data.table" pacakge

library(data.table)

### decide which year’s data will be downloaded from "1979 - present"

my_year <- 2016 # year of 2016 is just an example

hpbl_2016 <- fread(paste0("ftp://ftp.cdc.noaa.gov/Datasets/

NARR/monolevel/hpbl.",my_year,".nc"))

######################################################

###### second step is to load the data with package "ncdf4"

#####################################################

library(ncdf4)

obsdata <- nc_open("hpbl.2016.nc")

print(obsdata) # check that dims are lon-lat-time

library(raster)

r <- brick("hpbl_2016.nc", varname = "hpbl")

############

## here you need to find your location information (the variables

"lon" and "lat")
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## under Lambert Conformal Conic grid.

## you can load the downloade netCDF file in ArcGIS with the tool

"Make NetCDF Raster Layer"

## to find your location information

## the following number "6538325.863, 3108446.503" is an example for

my site, you need to revise

## this spatial location according to your site.

############

vals <- extract(r, matrix(c(6538325.863 , 3108446.503), ncol = 2))

dim(vals)

head(vals)

write.csv(vals, "hpbl_site.csv")

########### transpose the output table from wide to long

hpbl <- t(read.csv("hpbl_site.csv"))

hpbl <- as.data.frame(hpbl)

head(hpbl)

names(hpbl)

###### need library "tibble"

hpbl <- tibble::rownames_to_column(hpbl, var = "date_time")

names(hpbl)<- c("date_time", "height")

class(hpbl)

hpbl$date_time <- sub("^X", "", hpbl$date_time)

hpbl$date_time <- as.POSIXct(hpbl$date_time, format =

"%Y.%m.%d.%H.%M.%S", tz = "UTC")

hpbl <- hpbl[-1,]

hpbl$date_time <- lubridate::ceiling_date(hpbl$date_time, "30 mins" )

### generate a half-hour time series

half_hour_seq <- seq(

from=as.POSIXct("2016-01-01 00:00:00","%Y-%m-%d %H:%M:%S", tz="UTC"),
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to=as.POSIXct("2017-01-01 00:00:00", "%Y-%m-%d %H:%M:%S", tz="UTC"),

by="30 min"

)

half_hour_seq <- as.data.frame(half_hour_seq)

head(half_hour_seq)

head(hpbl$date_time)

library(dplyr)

library(tidyr)

### join with the hpbl data

hpbl_1 <- left_join(half_hour_seq, hpbl, by = c("half_hour_seq" =

"date_time") )

head(hpbl_1)

tail(hpbl_1)

summary(hpbl_1)

#### interpolate with linear method

hpbl_1$height <- imputeTS::na.interpolation(hpbl_1$height, option =

"linear")

write.csv(hpbl_1, "hpbl_1_interpolated.csv")

saveRDS(hpbl_1, "hpbl_1_interpolated.rds")

#####################

## the extraction for pbhl is done, then you need to join this value

to your input dataframe for

## Kljun’s model

#########
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APPENDIX B

R CODE USED FOR ISOTOPIC ET PARTITIONING

These R code were used for application of the two-source mixing model in grassland in Chap-

ter 3.3.

**********************************************

**********************************************

**********************************************

Premable: loading packages

**********************************************

**********************************************

**********************************************

# Load packages

-----------------------------------------------------------

## load fonts must load before ggplot2

suppressMessages(extrafont::loadfonts(device = "postscript"))

library(conflicted)

conflict_prefer("filter", "dplyr")

conflict_prefer("first", "dplyr")

conflict_prefer("last", "dplyr")

library(tidyverse)

conflict_prefer("alpha", "ggplot2")

library(here)

conflict_prefer("here", "here")

library(lubridate)

library(zoo)
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library(rvg)

library(patchwork)

library(emojifont)

library(export)

library(scales)

library(readxl)

library(ggpmisc)

library(Cairo)

library(grid)

library(gridExtra)

windowsFonts(Times=windowsFont("TT Times New Roman"))

library(patchwork)

library(Hmisc)

library(readxl)

library(xtable)

library(ggthemes)

library(ggpubr)

library(PerformanceAnalytics)

## double check time zone

Sys.timezone()

**********************************************

**********************************************

**********************************************

Long-term climate analysis based on MARENA mesonet data

**********************************************

**********************************************

**********************************************
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library(grid)

StatHistorical <- ggproto("StatHistorical", Stat,

compute_group = function(data, scales, params) {

data <- data %>%

filter(year != max(year)) %>%

group_by(x) %>%

mutate(ymin = Hmisc::smean.cl.normal(y)[3],

ymax = Hmisc::smean.cl.normal(y)[2]) %>%

ungroup()

},

required_aes = c("x", "y", "year"))

# Create the layer

stat_historical <- function(mapping = NULL, data = NULL, geom =

"point",

position = "identity", na.rm = FALSE, show.legend = NA,

inherit.aes = TRUE, ...) {

list(

layer(

stat = "identity", data = data, mapping = mapping, geom = geom,

position = position, show.legend = show.legend, inherit.aes =

inherit.aes,

params = list(na.rm = na.rm, col = "#EED8AE", alpha = 0.3, shape =

16, ...)

),

layer(

stat = StatHistorical, data = data, mapping = mapping, geom =

"linerange",

position = position, show.legend = show.legend, inherit.aes =
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inherit.aes,

params = list(na.rm = na.rm, col = "#9b887d", ...)

)

)

}

# Create the stats object

StatPresent <- ggproto("StatPresent", Stat,

compute_group = function(data, scales, params) {

data <- filter(data, year == max(year))

},

required_aes = c("x", "y", "year"))

# Create the layer

stat_present <- function(mapping = NULL, data = NULL, geom = "line",

position = "identity", na.rm = FALSE, show.legend = NA,

inherit.aes = TRUE, ...) {

layer(

stat = StatPresent, data = data, mapping = mapping, geom = geom,

position = position, show.legend = show.legend, inherit.aes =

inherit.aes,

params = list(na.rm = na.rm,col = "#65889b", size = 0.705, ...)

)

}

# Create the stats object

StatExtremes <- ggproto("StatExtremes", Stat,

compute_group = function(data, scales, params) {
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present <- data %>%

filter(year == max(year))

past <- data %>%

filter(year != max(year))

past_extremes <- past %>%

group_by(x) %>%

summarise(past_low = min(y),

past_high = max(y))

# transform data to contain extremes

data <- present %>%

left_join(past_extremes) %>%

mutate(record = ifelse(y < past_low,

"#0000CD",

ifelse(y > past_high,

"#CD2626",

"#00000000")))

},

required_aes = c("x", "y", "year"))

# Create the layer

stat_extremes <- function(mapping = NULL, data = NULL, geom = "point",

position = "identity", na.rm = FALSE, show.legend = NA,

inherit.aes = TRUE, ...) {

layer(

stat = StatExtremes , data = data, mapping = mapping, geom = geom,

position = position, show.legend = show.legend, inherit.aes =

inherit.aes,

params = list(na.rm = na.rm, ...)
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)

}

# Finish the function draw_pop_legend

#draw_pop_legend <- function(x = 0.6, y = 0.2, width = 0.2, height =

0.2, fontsize = 10) default value

draw_pop_legend <- function(x = 0.95, y = 0.5, width = 0.2, height =

0.2, fontsize = 10) {

# Finish viewport() function

pushViewport(viewport(x = x, y = y, width = width, height = height,

just = "center"))

legend_labels <- c("Record high",

"95% CI range",

"Current year",

"Past years",

"Record low")

legend_position <- c(0.9, 0.7, 0.5, 0.2, 0.1)

# Finish grid.text() function

grid.text(label = legend_labels, x = 0.12, y = legend_position,

just = "left",

gp = gpar(fontsize = fontsize, col = "grey20"))

# Position dots, rectangle and line

point_position_y <- c(0.1, 0.2, 0.9)

point_position_x <- rep(0.06, length(point_position_y))

grid.points(x = point_position_x, y = point_position_y, pch = 16,

gp = gpar(col = c("#0000CD", "#EED8AE", "#CD2626")))
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grid.rect(x = 0.06, y = 0.5, width = 0.06, height = 0.4,

gp = gpar(col = NA, fill = "#9b887d"))

grid.lines(x = c(0.03, 0.09), y = c(0.5, 0.5),

gp = gpar(col = "#65889b", lwd = 3))

# Add popViewport() for bookkeeping

popViewport()

}

**********************************************

**********************************************

**********************************************

Application of Keeling-plot method

**********************************************

**********************************************

**********************************************

library(broom)

picarro_cleaned <-

readRDS(here("delta_ET", "3_output", "3_picarro_cleaned",

"picarro_cleaned.rds")) %>%

filter(my_date >= lubridate::ymd("2016-06-01")) %>%

select(time_label, my_date, time_decimal, height, water, hydrogen,

oxygen) %>%

mutate(time_label = lubridate::ceiling_date(time_label, "hour"),

water_reciprocal = 1/water,

time_label = as.character(time_label))

# hydrogen

----------------------------------------------------------------
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keeling_hydrogen_analysis <-

picarro_cleaned %>%

split(.$time_label) %>%

map(~ lm(hydrogen ~ water_reciprocal, data = .)) %>%

map(broom::tidy) %>% #

https://broom.tidyverse.org/reference/tidy.lm.html

map_df(tibble::rownames_to_column, ’var’, .id = ’name’) %>%

select(-c("statistic", "p.value")) %>%

gather(key = result_type, value = value,

c("estimate", "std.error")) %>%

unite(col = "new_key", c("term", "result_type"), remove = TRUE) %>%

select(- "var") %>%

spread(key = "new_key", value = value) %>%

rename(intercept_estimate = "(Intercept)_estimate",

intercept_se = "(Intercept)_std.error",

slope_estimate = "water_reciprocal_estimate",

slope_se = "water_reciprocal_std.error")

###

keeling_hydrogen_statistics <-

picarro_cleaned %>%

split(.$time_label) %>%

map(~ lm(hydrogen ~ water_reciprocal, data = .)) %>%

map(glance) %>%

#https://www.rdocumentation.org/packages/broom/versions/0.5.2/

topics/glance.lm

map_df(tibble::rownames_to_column, ’var’, .id = ’name’) %>%

rename(F_statistic = statistic, F_test_p.value = p.value) %>%

select(name, r.squared, F_statistic, F_test_p.value, AIC, BIC)
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keeling_hydrogen <-

left_join(keeling_hydrogen_analysis,

keeling_hydrogen_statistics, by = "name") %>%

mutate(date_time = ymd_hms(name)) %>%

rename_at(vars(- c("name", "date_time")), ~ paste0(., "_hydrogen"))

head(keeling_hydrogen)

# oxygen

------------------------------------------------------------------

keeling_oxygen_analysis <-

picarro_cleaned %>%

split(.$time_label) %>%

map(~ lm(oxygen ~ water_reciprocal, data = .)) %>%

map(tidy) %>%

map_df(tibble::rownames_to_column, ’var’, .id = ’name’) %>%

select(-c("statistic", "p.value")) %>%

gather(key = result_type, value = value,

c("estimate", "std.error")) %>%

unite(col = "new_key", c("term", "result_type"), remove = TRUE) %>%

select(- "var") %>%

spread(key = "new_key", value = value) %>%

rename(intercept_estimate = "(Intercept)_estimate",

intercept_se = "(Intercept)_std.error",

slope_estimate = "water_reciprocal_estimate",

slope_se = "water_reciprocal_std.error")

keeling_oxygen_statistics <-

picarro_cleaned %>%

split(.$time_label) %>%
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map(~ lm(oxygen ~ water_reciprocal, data = .)) %>%

map(glance) %>%

map_df(tibble::rownames_to_column, ’var’, .id = ’name’) %>%

rename(F_statistic = statistic, F_test_p.value = p.value) %>%

select(name, r.squared, F_statistic, F_test_p.value, AIC, BIC)

keeling_oxygen <-

left_join(keeling_oxygen_analysis, keeling_oxygen_statistics, by =

"name") %>%

mutate(date_time = ymd_hms(name)) %>%

#rename(delta_ET = estimate) %>%

rename_at(vars(- c("name", "date_time")), ~ paste0(., "_oxygen"))

head(keeling_oxygen)

# Combine together

--------------------------------------------------------

keeling_plot_results <-

left_join(keeling_hydrogen, keeling_oxygen, by = c("date_time",

"name")) %>%

mutate(my_timestamp = lubridate::ymd_hms(name),

my_date = lubridate::date(my_timestamp),

my_time = format(strptime(name, format = "%Y-%m-%d %H:%M:%S", tz =

"UTC"),

"%H:%M")) %>%

select(- c("date_time", "name"))

keeling_plot_results$time_decimal <-

sapply(strsplit(keeling_plot_results$my_time,":"),

181



function(x) {

x <- as.numeric(x)

x[1]+x[2]/60

}

)

names(keeling_plot_results)

keeling_plot_results <-

keeling_plot_results %>%

select(names(keeling_plot_results)[19:22],

names(keeling_plot_results)[1:18])

picarro_cleaned_data_description <-

picarro_cleaned %>%

group_by(time_label) %>%

summarise(air_sample_size = n(),

air_water_mean = mean(water),

air_water_sd = sd(water),

air_hydrogen_mean = mean(hydrogen),

air_hydrogen_sd = sd(hydrogen),

air_oxygen_mean = mean(oxygen),

air_oxygen_sd = sd(oxygen)) %>%

mutate(my_timestamp = lubridate::ymd_hms(time_label)) %>%

select(- time_label)

keeling_plot_results <-

keeling_plot_results %>%

left_join(picarro_cleaned_data_description, by = "my_timestamp")
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saveRDS(keeling_plot_results,

here("delta_ET","3_output", "4_keeling_plot" ,

"keeling_plot_results_hourly.rds"))

**********************************************

**********************************************

**********************************************

Determination of $\delta_{E}$ based on Craig-Gordon model

**********************************************

**********************************************

**********************************************

###########################

##### Input variable ######

###########################

#### T_soil, T_air: soil temperature, air temperature (Kelvin)

#### delta_L, delta_air: isotopic composition (permil)

#### RH_air 0~100: relative humidity percent from 1-100 (%)

#### theta_soil: soil moisture in decimal (0-1) (decimal, <=1)

#### data from VP-4 Humidity/Temp:

#### celsus degree for Temp and kPa for pressure

#### data from from the weather station:

#### "airTemp","soilT"

#### WS15 for Juniper, and WS18 for grassland

#### Soil properties based on 15cm in depth
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#### Grasland

###########################

CG_model_advanced<-

function(delta_L_2H, delta_L_18O, T_soil, T_air, RH_air,

theta_soil, delta_air_2H, delta_air_18O){

###_____1_______

## Compute equilibrium factionation alpha_L_V for 2H and 18O (>1)

#### alpha_L_v for 2H

alpha_equilibrium_2H <-

exp(0.001*(24.844*10^6/(T_soil^2) - 76.248 * 10^3/T_soil + 52.612))

epsilon_equilibrium_2H <- 1 - 1/alpha_equilibrium_2H

#### alpha_L_v for 18O

alpha_equilibrium_18O <-

exp(0.001*(1.137*10^6/(T_soil^2) - 0.4156*10^3/T_soil - 2.0667))

epsilon_equilibrium_18O <- 1 - 1/alpha_equilibrium_18O

####_____2______

### compute "saturation_WVP", saturation water vapor pressure.

## x_temp is stored as in Kelvin degree in data, and here should

convert to celsus degree

## pressure_atm is the atmopsheric pressure in Pascal

saturation_pressure_component <<- function(soil_temp, air_temp){

### temperature conversion

air_temp_convert <- air_temp - 273.15

soil_temp_convert <- soil_temp - 273.15

air_temp_component <- 17.502*air_temp_convert/(240.97 +
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air_temp_convert)

soil_temp_component <- 17.502*soil_temp_convert/(240.97 +

soil_temp_convert)

exp(air_temp_component - soil_temp_component)

}

saturation_pressure_parameter <-

saturation_pressure_component(soil_temp = T_soil, air_temp = T_air)

###___3___### compute relative humidity

RH_normal = 0.01 * RH_air * saturation_pressure_parameter

###___4___#### compute "kinetic fractionation factor (epsilon_k)"

theta_res <- 0.053

theta_sat <- 0.423

soil_water_normalize <- (theta_soil - theta_res)/(theta_sat -

theta_res)

n <- 1 - 0.5*soil_water_normalize

Diff_ratio_2H <- 1.0251

Diff_ratio_18O <- 1.0285

epsilon_k_2H <- (1 - RH_normal)*(Diff_ratio_2H^n - 1)

epsilon_k_18O <- (1 - RH_normal)*(Diff_ratio_18O^n - 1)

###_____5_____### get the final computation result for the

evapiration flux

## for 2H

numerator_2H_first_half <-
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0.001 * delta_L_2H/alpha_equilibrium_2H - RH_normal * 0.001 *

delta_air_2H

numerator_2H_second_half <-

epsilon_k_2H + (alpha_equilibrium_2H - 1)/alpha_equilibrium_2H^2

denominator_2H <- 1 - RH_normal + epsilon_k_2H

delta_E_2H_advanced <-

(numerator_2H_first_half - numerator_2H_second_half)/denominator_2H

### for 18O

numerator_18O_first_half <-

0.001 * delta_L_18O/alpha_equilibrium_18O - RH_normal * 0.001 *

delta_air_18O

numerator_18O_second_half <-

epsilon_k_18O + (alpha_equilibrium_18O -1)/alpha_equilibrium_18O^2

denominator_18O <- 1 - RH_normal + epsilon_k_18O

delta_E_18O_advanced <-

(numerator_18O_first_half -

numerator_18O_second_half)/denominator_18O

#### return values

return(dplyr::lst(alpha_equilibrium_2H, 1000 *

epsilon_equilibrium_2H,

alpha_equilibrium_18O, 1000 * epsilon_equilibrium_18O,

RH_normal, n,

1000 * epsilon_k_2H, 1000 * epsilon_k_18O,

1000 * delta_E_2H_advanced, 1000 * delta_E_18O_advanced))

}
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**********************************************

**********************************************

**********************************************

Application of Craig-Gordon model

**********************************************

**********************************************

**********************************************

# Import SIBS data

--------------------------------------------------------

sibs <-

readRDS(file = here("delta_E", "0_raw_data", "sibs", "period_1.rds") )

%>%

filter(site == "south", sampling == "soil") %>%

select(my_timestamp = date_time, date = Date,

time_category = new_time_category,

soil_hydrogen_value = H2, soil_hydrogen_sd = H2_StDev,

soil_oxygen_value = O18, soil_oxygen_sd = O18_StDev

) %>%

filter(date %in% my_observation_dates_1) %>%

filter(time_category != "night")

dplyr::bind_rows(head(sibs), tail(sibs))

# picarro data preparation

------------------------------------------------

picarro_cleaned <-

readRDS(here("delta_ET", "3_output", "3_picarro_cleaned",

"picarro_cleaned.rds")) %>%

select(time_label, my_date, time_decimal, height, water, hydrogen,

oxygen) %>%

mutate(water_reciprocal = 1/water,
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time_label = as.character(time_label))

picarro_for_cg <-

picarro_cleaned %>%

group_by(time_label, height) %>%

summarise(air_sample_size = n(),

air_water_mean = mean(water),

air_water_sd = sd(water),

air_hydrogen_mean = mean(hydrogen),

air_hydrogen_sd = sd(hydrogen),

air_oxygen_mean = mean(oxygen),

air_oxygen_sd = sd(oxygen)) %>%

ungroup() %>%

mutate(my_timestamp = lubridate::ymd_hms(time_label)) %>%

select(- "time_label") %>%

select(my_timestamp, colnames(.))

dplyr::bind_rows(head(picarro_for_cg), tail(picarro_for_cg))

saveRDS(picarro_for_cg,

here("delta_E", "3_output", "picarro_for_cg.rds" ))

# import picarro data

-----------------------------------------------------

cg_input_picarro <-

readRDS(file = here("delta_E","3_output", "picarro_for_cg.rds")) %>%

mutate(my_time = format(strptime(my_timestamp, format = "%Y-%m-%d

%H:%M:%S", tz = "UTC"),

"%H:%M")) %>%

select(my_timestamp, my_time, height, contains("air"))
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cg_input_picarro$time_decimal <-

sapply(strsplit(cg_input_picarro$my_time,":"),

function(x) {

x <- as.numeric(x)

x[1]+x[2]/60

}

)

head(cg_input_picarro)

summary(cg_input_picarro$air_sample_size)

cg_input_picarro <-

cg_input_picarro %>%

rename_at(vars(starts_with("air_")),

list(~ str_replace(., pattern = "air_", replacement = ""))) %>%

gather(key, value, -c("my_timestamp", "my_time","time_decimal",

"height")) %>%

unite(new_key, key, height) %>%

spread(new_key, value)

names(cg_input_picarro)

cg_input_picarro <-

cg_input_picarro %>%

mutate(air_hydrogen_value = if_else(!is.na(hydrogen_mean_Low),

hydrogen_mean_Low,

if_else(!is.na(hydrogen_mean_Middle), hydrogen_mean_Middle,

hydrogen_mean_High)),

air_hydrogen_sd = if_else(!is.na(hydrogen_sd_Low), hydrogen_sd_Low,
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if_else(!is.na(hydrogen_sd_Middle), hydrogen_sd_Middle,

hydrogen_sd_High)),

air_oxygen_value = if_else(!is.na(oxygen_mean_Low), oxygen_mean_Low,

if_else(!is.na(oxygen_mean_Middle), oxygen_mean_Middle,

oxygen_mean_High)),

air_oxygen_sd = if_else(!is.na(oxygen_sd_Low), oxygen_sd_Low,

if_else(!is.na(oxygen_sd_Middle), oxygen_sd_Middle,

oxygen_sd_High))

) %>%

select(my_timestamp, my_time, time_decimal, contains("air"))

head(cg_input_picarro)

names(cg_input_picarro)

summary(cg_input_picarro)

saveRDS(cg_input_picarro, here("delta_E","3_output",

"cg_input_picarro.rds"))

# write.csv(cg_input_picarro, here("delta_E","3_output",

"cg_input_picarro_1.csv"))

### remeber!

### note this CSV needs to be manaully aligned according to sibs data

### borrow data from nearby time slot

### time at the beginning and end of the day are mannually adjusted

head(cg_input_picarro$my_timestamp)

cg_input_picarro <-

read.csv(here("delta_E","3_output", "cg_input_picarro_1.csv"),

header = TRUE) %>%
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mutate(my_timestamp = lubridate::mdy_hm(my_timestamp),

time_decimal = as.numeric(time_decimal)) %>%

tbl_df()

sibs_picarro <-

left_join(sibs, cg_input_picarro[, -1], by = "my_timestamp") %>%

drop_na()

saveRDS(sibs_picarro, here("delta_E","3_output", "sibs_picarro.rds"))

###

# join sibs_picarro with eddy covariance data

-----------------------------

# sibs_picarro <- readRDS(here("delta_E","3_output",

"sibs_picarro.rds"))

eddy_biomet_south <- readRDS(here("EC_ET", "3_output",

"eddy_biomet_south_rain_soil.rds"))

dplyr::bind_rows(head(sibs_picarro), tail(sibs_picarro))

names(sibs_picarro)

names(eddy_biomet_south)

dplyr::bind_rows(head(eddy_biomet_south), tail(eddy_biomet_south))

sibs_picarro_eddy <-

sibs_picarro %>%

left_join(eddy_biomet_south[, c("my_timestamp", "Tair", "Tsoil", "RH",

"south_5")],

by = "my_timestamp") %>%

mutate(T_air = Tair + 273.15,
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T_soil = Tsoil + 273.15) %>%

rename(RH_air = "RH", theta_soil = "south_5") %>%

select(-c("Tair", "Tsoil"))

names(sibs_picarro_eddy)

saveRDS(sibs_picarro_eddy, here("delta_E","3_output",

"sibs_picarro_eddy.rds"))

# apply craig_gordon

------------------------------------------------------

## input T_air

cg_results <-

sibs_picarro_eddy %>%

rename(delta_L_2H = soil_hydrogen_value, delta_L_18O =

soil_oxygen_value,

delta_air_2H = air_hydrogen_value, delta_air_18O = air_oxygen_value)

%>%

select(delta_L_2H, delta_L_18O, T_soil, T_air, RH_air,

theta_soil, delta_air_2H, delta_air_18O) %>%

mutate(!!!invoke(CG_model_advanced, unname(.)))

head(cg_results)

### join and calculate the uncertainity, Error Propagation

str()

cg <-

sibs_picarro_eddy %>%

rename(delta_L_2H = soil_hydrogen_value, delta_L_18O =
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soil_oxygen_value,

delta_air_2H = air_hydrogen_value, delta_air_18O = air_oxygen_value)

%>%

left_join(cg_results,

by = c("delta_L_2H", "delta_L_18O", "delta_air_2H",

"delta_air_18O", "RH_air", "theta_soil", "T_air", "T_soil")) %>%

rename(my_date = date,

soil_hydrogen_value = delta_L_2H,

soil_oxygen_value = delta_L_18O,

delta_air_hydrogen = delta_air_2H,

delta_air_oxygen = delta_air_18O,

alpha_equilibrium_hydrogen = alpha_equilibrium_2H,

epsilon_equilibrium_hydrogen = ‘1000 * epsilon_equilibrium_2H‘,

alpha_equilibrium_oxygen = alpha_equilibrium_18O,

epsilon_equilibrium_oxygen = ‘1000 * epsilon_equilibrium_18O‘,

epsilon_kinetic_hydrogen = ‘1000 * epsilon_k_2H‘,

epsilon_kinetic_oxygen =‘1000 * epsilon_k_18O‘,

delta_E_hydrogen_value = ‘1000 * delta_E_2H_advanced‘,

delta_E_oxygen_value = ‘1000 * delta_E_18O_advanced‘) %>%

mutate(delta_E_hydrogen_sd =

sqrt(soil_hydrogen_sd^2/alpha_equilibrium_hydrogen^2 + RH_normal^2

* air_hydrogen_sd^2),

delta_E_oxygen_sd = sqrt(soil_oxygen_sd^2/alpha_equilibrium_oxygen^2 +

RH_normal^2 * air_oxygen_sd^2))

**********************************************

**********************************************

**********************************************

Dual-isotope Plot
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**********************************************

**********************************************

**********************************************

library(ggExtra) ## for marginal distribution plot

# Import data for dual-isotope graph

--------------------------------------

## picarro data for air

picarro_data <-

readRDS(file = here("delta_ET", "3_output", "3_picarro_cleaned",

"picarro_cleaned_study_1.rds"))

dplyr::bind_rows(head(picarro_data), tail(picarro_data))

water_vapor <-

picarro_data %>%

ungroup() %>%

select(my_timestamp = time_label, hydrogen, oxygen) %>%

group_by(my_timestamp) %>%

summarise(hydrogen = mean(hydrogen),

oxygen = mean(oxygen)) %>%

mutate(type = "vapor") %>%

select(- my_timestamp)

summary(water_vapor)

## rain data

rain_data <-

readRDS(file = here("dual_isotope", "3_output", "delta_rain.rds")) %>%

mutate(type = "rain") %>%

select(hydrogen = hydrogen_mean, oxygen = oxygen_mean, type)

## sibs data
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sibs_data <-

readRDS(file = here("delta_E", "0_raw_data", "sibs", "period_1.rds"))

%>%

filter(Date %in% my_observation_dates_1) %>%

select(my_timestamp = date_time, type = sampling, hydrogen = H2,

oxygen = O18) %>%

filter(oxygen < 37) %>% # remove an outlier in June 6 afternoon leaf

data (heavier isotopic ratios)

mutate(type = as.character(type),

type = if_else(type == "root", "xylem", type)) %>%

select(hydrogen, oxygen, type)

summary(sibs_data)

## combine data in two ways

## full_join

dual_isotope <- bind_rows(water_vapor, rain_data, sibs_data)

dplyr::bind_rows(head(dual_isotope), tail(dual_isotope))

dual_isotope$type <-

factor(dual_isotope$type,

levels = c("vapor", "rain", "soil", "xylem", "leaf"),

ordered = TRUE)

saveRDS(dual_isotope,

here("dual_isotope", "3_output", "dual_isotope.rds"))

# dual_isotope <- readRDS(file = here("dual_isotope", "3_output",
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"dual_isotope.rds"))

##

# Plot dual_isotope graph

-------------------------------------------------

rain_may_june <-

readRDS(file = here("dual_isotope", "3_output", "delta_rain.rds")) %>%

mutate(month = lubridate::month(my_date)) %>%

filter(month >=5, month <=6)

my_colors <- c("Deep Sky Blue", "Blue","Goldenrod 1", "Saddle Brown",

"Lime Green")

met_line <- data.frame(slope = c(7.32, 8.2), intercept = c(9.50, 11.3),

lty =c("dotted", "dashed"), name = c("LMWL", "GMWL"))

formula <- y ~ x

dual_isotope_plot <-

ggplot(data = dual_isotope, aes(x = oxygen, y = hydrogen, color =

type)) +

geom_smooth(method = "lm", se = TRUE,

show.legend = NA, inherit.aes = TRUE) +

geom_abline(data= met_line,

mapping = aes(slope=slope, intercept=intercept, linetype =

factor(name)),

col = "gray", size = 0.9) +

geom_point(alpha = 0.8) +

geom_point(data = rain_may_june,

mapping = aes(x = oxygen_mean, y = hydrogen_mean),
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shape = 21, colour = "red",

fill = NA, inherit.aes = FALSE) +

scale_color_manual(name = "Sample Types", values = my_colors) +

scale_linetype(name="Meteoric Lines") +

scale_x_continuous(breaks = seq(-30, 40, 10)) +

scale_y_continuous(breaks = seq(-150, 150, 30)) +

stat_poly_eq(aes(label = paste(..eq.label.., ..rr.label.., sep =

"~~~")),

label.x.npc = "left", label.y.npc = "top",

formula = formula, parse = TRUE, size = 4) +

#stat_fit_glance(method = "lm",

# method.args = list(formula = formula),

# label.x = "middle",

# label.y = "top",

# aes(label = paste("italic(P)*\"-value = \"*",

# signif(..p.value.., digits = 2), sep = "")),

# parse = TRUE, size = 3.5) +

xlab("\u03b4\ub9\u2078O (\u2030 vs VSMOW)") +

ylab("\u03b4\u00b2H (\u2030 vs VSMOW)")+

#theme_classic() + ## classic theme

theme(legend.position = c(0.8, 0.25),

legend.title = element_text(face = "bold", size = 12),

legend.text = element_text(size = 11),

axis.title.x = element_text(size = 14, margin = margin(t = 8, r = 0, b

= 0, l = 0)),

axis.title.y = element_text(size = 14, margin = margin(t = 0, r = 8, b

= 0, l = 0)))

ggExtra::ggMarginal(dual_isotope_plot, type = "density", margins =
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"both",

groupColour = TRUE,

groupFill = TRUE)

ggsave(file = here("dual_isotope", "3_figure",

"dual_isotope_plot_ggsave.eps"),

ggMarginal(dual_isotope_plot, type = "density", margins = "both",

groupColour = TRUE,

groupFill = TRUE),

width = 9.55, height = 9.55, dpi = 1200,

device=cairo_ps)

export::graph2eps(file = here("dual_isotope", "3_figure",

"dual_plot_isotope_export.eps"),

width = 8.40, height = 9.55)

**********************************************

**********************************************

**********************************************

Application of isotopic two-source mixing model}

**********************************************

**********************************************

**********************************************

# function for isotopic ET partitioning

-----------------------------------

ET_partitioning_function <-

function(delta_ET, delta_E, delta_T){

(delta_ET - delta_E)/(delta_T - delta_E)
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}

# function for uncertainity analysis

--------------------------------------

## delta_ET_Variance, delta_E_variance, delta_T_variance

## is the variance of delta_ET, delta_E, and delta_T

ET_partitioning_variance <-

function(delta_ET_variance, delta_E_variance, delta_T_variance,

f_T_ET, delta_E, delta_T){

first_part <<- 1/(delta_T - delta_E)^2

second_part <<- delta_ET_variance + f_T_ET^2 * delta_T_variance + (1

- f_T_ET)^2 * delta_E_variance

f_variance <<- sqrt(first_part * second_part)

return(f_variance)

}

# Apply isotopic ET partitioning at daily interval --------

delta_daily_data <-

delta_daily_data %>%

dplyr::mutate(

f_T_ET = purrr::pmap(

list(delta_ET = ET_value, delta_E = E_value, delta_T = T_value),

ET_partitioning_function),

f_variance = purrr::pmap(

list(delta_ET_variance = ET_variance,

delta_E_variance = E_variance,

delta_T_variance = T_variance,

f_T_ET = f_T_ET,

delta_E = E_value,
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delta_T = T_value),

ET_partitioning_variance)

) %>%

tidyr::unnest() %>%

mutate(f_sd = sqrt(f_variance))

dplyr::bind_rows(head(delta_daily_data), tail(delta_daily_data))
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