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ABSTRACT 

 

Cellular decision-making is a ubiquitous biological process among all organisms, 

from simple viruses to complex mammals, occurring when living systems process signals 

received from the environment and then make appropriate responses for survival. 

Bacteriophage lambda and its bacterial host E. coli have served as a basic paradigmatic 

system for understanding cellular decision-making. Upon infection by phage λ, an E. coli 

bacterium undergoes either of two alternative life cycles, lysis or lysogeny. Despite 

extensive efforts to uncover the underlying decision-making mechanisms, several hidden 

variables have yet been characterized, rendering cell-fate decisions mysterious and 

unpredictable. 

The λ genetic circuit composed of fate-determining genes drives the lysis-lysogeny 

decision. It has been suggested that the fluctuations in viral gene expression can cause 

dramatic changes in cell-fate determination. To evaluate the effect of stochastic gene 

activity on λ decision-making, we quantify the transcriptional level of the λ cII gene at the 

single-cell level, as CII is the master regulator during the decision-making process. We 

reveal that the average cII mRNA levels increase and reach a peak around 10 min after 

infection, and subsequently drop. Next, by labeling individual phage genomes, we 

investigate the intracellular organization of phage DNA development in single cells. We 

observe that infecting phage DNA can organize their own DNA replication and gene 

expression by assembling separate entities within a single cell. This phage individuality 

corroborates our previous hypothesis that each phage DNA has the capability of making 
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decisions independently. Furthermore, we provide evidence of heterogeneity in phage 

subcellular development, most likely as a result of intracellular phage-phage interactions. 

Additionally, when the effect of the side tail fibers on λ infection is examined, those side 

tail fibers significantly reduce the ability of λ for successful infection but do not affect the 

lysis-lysogeny decision-making outcome. 

Meanwhile, we visualize viral DNA degradation by a bacterial CRISPR-Cas 

system at the single-cell level. We quantitatively characterize several factors accounting 

for effective CRISPR defense and hypothesize that phages can combat the CRISPR system 

through rapid DNA replication and co-infections. These findings enrich our current 

understanding of the mechanistic basis of CRISPR-Cas immune systems. 
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CHAPTER I  

INTRODUCTION AND LITERATURE REVIEW  

 

Bacteriophage Lambda 

Bacteriophages, also simply known as phages, are viruses that infect bacteria. They 

were identified independently as “antagonistic” microbes to bacteria by F. W. Twort and 

Felix d'Herelle in 1910s [1-3]. Ever since their discovery, they have been extensively used 

for numerous applications. Pioneering studies on phage genetic basis and structures allow 

various discoveries in genetic regulatory processes that shared by living organisms, greatly 

facilitating the development of molecular biology [4, 5]. Given that phages have great 

potential as antimicrobials, they play an important role in biotechnological fields and have 

been widely used to control bacterial infections in food industries and to clinically cure 

bacterial diseases [3, 6, 7]. 

Bacteriophages are acknowledged as the most abundant organisms (~ 1031 virions) 

in the biosphere [8, 9]. Among their enormous diversity, phage lambda (λ) is the most 

comprehensively studied phage. Phage λ was first discovered in 1951 by Esther Lederberg 

as a byproduct when she studied the genetics of Escherichia coli strain K-12, which carried 

a λ prophage and released λ virions after undergoing treatment with ultraviolet irradiation 

[10]. Electron microscopy of negatively stained phage λ shows that it has a symmetric and 

isometric head about 60 nm in diameter and a long non-contractile tail about 150 nm in 

length (Figure 1.1A) [11-13]. The tail of phage λ is a flexible tube with a conical tail tip 

(15 nm in length) and a single short tail fiber (23 nm) extending from the center of the tail 
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tip [12, 14]. Notably, there are four long side tail fibers attached at the junction between 

the tube and the tail tip, as reported for the originally isolated λ variant (Ur-λ) (Figure 

1.1B) [15]. These fibers were not found previously because almost all laboratories around 

the world perform experiments with a mutant λ strain (λPaPa) [16], which is a result of 

selective breeding for genetic studies during the early days. Each λ particle contains a 

single molecule of double-stranded DNA with a genomic size of 48,503 bp (48,502 bp for 

the commonly used, “so called” wild-type strain, λPaPa), packaged in the head. Owing to 

its modest genome size and the capability of making a decision of whether to kill the 

bacteria immediately or exist as a quiescent prophage, phage λ has been adequately studied 

for more than half a century and serves as an important paradigm for various biological 

developmental processes, such as regulation of gene expression, DNA replication, 

mechanisms of recombination and cell-fate decision-making, thus making great 

contributions to molecular genetic research [12, 17-20].  
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Figure 1.1 Electron micrograph of the phage lambda virions. 

(A) λWT or λPaPa. (B) Ur-λ. The side tail fibers are indicated by the black arrows. Phages 

were purified from a standard CsCl purification procedure and negatively stained with 

0.75% uranyl formate. Scale bar represents 100 nm. 
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Phage Lambda Life Cycle 

To initiate an infection, phage λ will first encounter its bacterial host E. coli in the 

environment and then adsorb onto the cell surface through binding to the receptor, 

followed by phage genome delivery into the cytoplasm. As a temperate phage, phage λ 

can enter either of two distinct life cycles, lysis or lysogeny (Figure 1.2). During the lytic 

cycle, λ rapidly replicates its DNA and assembles new phages, resulting in host cell lysis 

and the subsequent release of about a hundred progeny virions. Alternatively, if the 

lysogenic cycle is chosen, λ establishes the dormant state by integrating its genome into 

the host chromosome, existing as a quiescent prophage and replicating passively as a part 

of the host genome. Although extremely stable, the dormant state can be irreversibly 

switched back to the lytic state, a process known as prophage induction [18, 21, 22]. The 

induction is caused by treatments with ultraviolet radiation or chemical agents, such as 

mitomycin C, which can damage the host DNA to activate the bacterial SOS response, 

ultimately leading to the cleavage of λ repressor protein, CI [23, 24]. 

As a virus-host model system for decades, phage λ has garnered much attention 

for its adsorption dynamics and the subsequent phage DNA translocation. Meanwhile, 

many efforts have also been made to reveal the genetic regulatory circuits of phage λ, 

characterize deterministic factors that affect the cell-fate choices and elucidate the 

underlying mechanism of how phage λ makes the decisions. 
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Figure 1.2 Phage lambda life cycle. 

Phage λ searches and adsorbs onto the E. coli host cell surface, followed by the ejection 

of phage DNA (red) into the cytoplasm. Subsequently, a decision will be made to choose 

between lysis and lysogeny. During the lytic development, phage rapidly replicates its 

DNA, assembles new virions and eventually lyses the host. If the lysogenic cycle is 

established, the phage genome is integrated into the host chromosome and replicates along 

with the host. 
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Adsorption  

Phage infection begins with a binding process through a specific interaction 

between a phage and its receptor on the host cell surface [25]. The receptor for phage λ is 

LamB (maltoporin), an abundant outer membrane porin, which is utilized by E. coli for 

maltose uptake [26]. Crystal structure shows that LamB is composed of three identical 

subunits, each of which is formed by an 18-stranded antiparallel β-barrel (Figure 1.3A) 

[27]. Genetic studies showed that the short central tail fiber of λ, which is encoded by J 

gene, resides at the tail tip and directly interacts with LamB for phage attachment on E. 

coli outer membrane [28]. This interaction between λ gpJ and the receptor LamB 

determines the host range specificity. When λ gpJ was replaced with the tail fiber of 

bacteriophage 434, the binding of the engineered phage switched to another outer 

membrane protein, OmpC, which is typically recognized by phage 434 [29]. 

In addition to the genetic findings, the target searching process conducted by phage 

λ has served as a paradigm for studying virus-host interaction system [30, 31]. The virus-

host finding process has been proposed as a two-stage, dimensional reduction model [32, 

33]. In the first stage, free phages diffuse in a three-dimensional (3D) manner in liquid 

until they encounter bacteria. The second stage occurs when phages land on the cell and 

they undergo a two-dimensional (2D) “random walk” along the cell surface until they are 

captured by LamB receptors, followed by viral DNA ejection. A later study emphasized 

the interaction between phage λ and the receptors and proposed a kinetic model to describe 

the phage adsorption as a two-step process with an initial on-and-off reversible virus-host 

association followed by an irreversible binding for subsequent DNA delivery [32]. This 
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model is based on the measurements that upon incubation of phage λ with E. coli strain 

Ymel, the concentration of free phages in the solution decreases over time. The decrease 

curve follows a double-exponential function with an initial rapid rate and a later slow 

decay time. Although these reports provide insights into the behavior of virus-host 

interaction, the underlying viral targeting finding mechanism, especially in terms of the 

distribution of the receptors on the cell membrane, was missing due to the limited 

resolution offered by the traditional genetic and biochemical approaches during the early 

time. 

Recently, with widely applied high-resolution microscopy-based technologies, the 

previous interaction models based on the assumption that LamB proteins are uniformly 

distributed on the cell surface was challenged. A study using fluorescently labeled λ tails 

shows that LamB molecules accumulate in spiral patterns on E. coli outer membrane, and 

the distribution changes rapidly with time [34]. Another study demonstrates this helical 

organization of LamB receptors by labeling them with quantum dots (QDots) (Figure 1.3B) 

[35]. Moreover, in the latter study, the dynamics of individual fluorescently labeled phages 

were monitored in real time at the single-cell level, from when they landed on the cell 

surface until they arrived at their destination. The phage trajectories also exhibit a non-

isotropic, helical motion pattern with a tendency to move along the short axis of the cell, 

in agreement with the spatial organization of the receptors. Furthermore, when the dwell 

times of the labeled phage particles were examined, it was found that the phages spent 

73.6% of their total trajectory time (~ 1 s) on average in receptor-rich regions. However, 

in the absence of LamB, the arriving phages immediately fell off from cell surface with a 
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more than 15-fold decreased dwell time compared with that when LamB was present. All 

of these observations indicate that the viral searching motion on the cell surface, instead 

of the “random walk”, is predominantly governed by the interaction between the phages 

and the receptor network [31, 35]. This study not only verified the two-step search model 

proposed in the earlier work [32], but also incorporated the effect of the phage-receptor 

interaction into the model, enhancing our understanding of the viral target-searching 

process.  
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Figure 1.3 Crystal structure of LamB protein and arrangement of LamB network on 

cell surface. 

(A) Crystal structure of LamB adapted from [27]. Left: side view. Right: top view. The 

three monomers of LamB trimer are shown in different colors (red, blue and yellow). (B) 

A rendered 3D image obtained by sectioning epifluorescence microscopy showing the 

distribution pattern of LamB (green) as continuous helices (blue) on cell surface (red). 

Scale bar represents 2 µm. This image is adapted from [35].  
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Additionally, by labeling phage λ with either quantum dots or fluorescent protein 

fused to phage capsid decoration protein gpD, phage λ was found to show a strong 

preference for adsorption at the cell pole, as well as the mid-cell (future cell pole) region 

[35-38]. Accordingly, the spatial distribution of LamB also exhibited a higher 

concentration around the cell pole, further suggesting the role of LamB spatial 

organization in the λ target searching process. In addition, it is worth noting that this 

preference for binding to the cell polar positions is not restricted to λ but instead shared 

by other bacteriophages, such as coliphages T4 and T7, T4-like vibriophage KVP40 and 

T7-like Yersinia phage ϕA1122 [36].  

To summarize, the current picture of the phage λ adsorption process describes that 

a phage first follows a free 3D diffusion movement in liquid until the tail fiber gpJ find its 

receptor LamB on the host cell surface. The initial reversible interaction between gpJ and 

LamB slows down the diffusion of the phage and stalls the phage in receptor-rich regions. 

Subsequently, the phage docks onto a receptor through a strong and irreversible binding. 

Thereafter, phage DNA ejection is triggered. Quantitative measurements of phage 

adsorption kinetics in bulk show that the rate of phage adsorption depends on the 

concentration of magnesium sulfate (MgSO4) in the solution and is strongly affected by 

temperature, and the higher the temperature, the faster the adsorption [32, 39, 40]. 

Furthermore, the density of LamB in the E. coli outer membrane controlled by whether 

maltose (an inducer of the LamB expression) or glucose (a repressor of the LamB 

expression) is presented or not also have a great impact on phage adsorption rate [15, 32, 

40].  
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On the other hand, as mentioned in the previous section, nearly all λ strains 

currently used around the world are descendants of a mutant strain, λPaPa, which contains 

a frameshift mutation (a deletion of cytosine) in the stf gene, leading to the loss of four 

side tail fibers [15]. The original variant isolated from the E. coli prophage [10], referred 

to as Ur-λ, was found to make very small plaques on the cell lawn. The small plaque size 

is perhaps because the side tail fibers extending from virions increase the hydrodynamic 

drag of phage particles, thus slowing down the phage diffusivity through the agar in phage 

titration experiments [41]. On the contrary, the large plaques produced by λPaPa make it 

more suitable for genetics studies of λ, for example, the identification of cI, cII and cIII 

genes, which are responsible for making decisions between lytic and lysogenic 

development. Notably, although the side tail fibers seem not to be essential for λ infection, 

their presence significantly accelerates the rate of adsorption onto the host cell surface by 

~7.4 fold [42]. That is because besides the binding to the primary receptor LamB by the 

tail fiber gpJ, the extra side tail fibers on Ur-λ provide additional interaction with their 

own receptor, another host outer membrane protein OmpC, thereby contributing to the 

more efficient adsorption [12, 15]. Previous studies evince that a higher adsorption rate 

would be beneficial for phage fitness and propagation in nature [42-44]. That is because 

phages with faster adsorption ability could encounter and hijack a host more rapidly 

compared with those phages with a lower adsorption rate. Additionally, when T4 tail fiber 

genes (gp38 and part of gp37) were substituted by part of λ stf gene (ORF314) and tfa 

gene (encodes tail fiber assembly protein), the resulting T4-λ hybrid phages had a different 

host range from T4 phage [45], indicating that the side tail fibers participate in determining 
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the host range specificity as λ central tail fiber. However, to our knowledge, no research 

has yet been conducted to examine whether the presence of the side tail fibers would affect 

the phage λ adsorption behaviors and the cell-fate determination at the resolution of 

individual cells and phages. 

DNA Ejection 

After locking onto a LamB receptor, mostly at cell poles or mid-cell, phage λ DNA 

is ejected into the host cytoplasm for subsequent replication and gene expression. 

However, the mechanism of phage DNA ejection, as well as what triggers phage DNA 

delivery, remains poorly understood. In addition to LamB, which is required for λ DNA 

ejection, it has been reported that ManY, an E. coli inner membrane protein, facilitates the 

penetration of λ DNA across the inner membrane [46, 47]. When GFP-ManY fused 

proteins were provided from a plasmid under the control of the arabinose-inducible 

promoter pBAD in a manY mutant E. coli strain, GFP-ManY was shown to localize to the 

cell poles or mid-cell positions where phage DNA ejection preferentially occurs [36]. 

However, ManY is not required for phage adsorption as the adsorption preference for polar 

positions was not altered with the deletion of ManY [36]. 

Early studies on the kinetics of DNA ejection in vitro suggest that phages can eject 

their genomes into LamB-containing liposomes within 1 min [48]. However, in a later 

report, real-time measurements of λ DNA ejection at the single-molecule resolution show 

that phage genome translocation can be finished within as little as around 10 s, with the 

maximal velocity of ~ 60 kbp/s [49]. Recently, in vivo experiments at the single-

cell/single-phage level have been performed to characterize the kinetics of λ DNA ejection 
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by labeling λ DNA with a fluorescent dye (SYTOX Orange) and measuring the loss of 

fluorescence intensity from phage capsid and the concomitant increase of signal in the 

infected cell [50]. In contrast to the in vitro studies, the study reveals that it takes a mean 

of roughly 5 min for DNA ejection to complete. Individual ejection trajectories also 

exhibit pauses that last for a few minutes, leading to significant cell-to-cell variability in 

terms of DNA ejection time, ranging from 1 min to 20 min. The difference between in 

vitro and in vivo studies indicates that the natural barriers, like the bacterial membrane, 

would reduce the rate of viral DNA translocation and give rise to an expanded variability 

of the process. 

Furthermore, phage DNA ejection process is known to be affected by phage 

genome length and some environmental factors, such as temperature and extra-cellular 

ionic supplies [49, 51-53]. A great majority of λ DNA is packaged very tightly in the 

capsid, and the pressure caused by DNA-DNA interactions within the head can drive the 

ejection kinetics [50, 53]. Thus, the length of a phage genome is an important parameter 

to control the initial DNA ejection rate. In vitro measurements showed that longer phage 

genomes result in faster ejection speed and vice versa [49, 53]. However, it is worth noting 

that the conclusion about the driving parameter for in vitro ejections was contrasted with 

that drawn from the in vivo experiments. The results from in vivo experiments suggested 

that the ejection kinetics was governed by how much DNA has been ejected, instead of 

the amount of DNA remaining inside the viral capsid for in vitro ejections [49, 50]. The 

inconsistence might be attributed to osmotic pressure inside the host cytoplasm and the 

presence of bacterial membrane and proteins associated with the ejection process. 
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Besides, temperature has a strong effect on DNA ejection rate as well [53]. DNA 

ejection cannot be triggered at temperature as low as 4 °C. However, the triggering occurs 

immediately at 37 °C, and after a short period of time within the temperature range of 20-

30 °C [51]. These findings are of significant importance for understanding the biophysical 

aspect of phage DNA delivery. Nevertheless, the molecular basis of the ejection process 

remains enigmatic. In addition, it also remains unknown whether having the side tail 

fibers, Ur-λ would eject its DNA in a more efficient and synchronized manner by 

providing stronger attachment of phage particles onto the cell surface. 

When it comes to the effect of phage λ DNA entry site on phage post-infection, it 

appears that infections at the cell pole and mid-cell area show a lower failed infection 

frequency than those at other regions [37]. Here, the failed infection is likely the result of 

unsuccessful or incomplete DNA ejection. The higher successful infection frequency at 

the polar region might be attributed to the localization of ManY to the cell pole, facilitating 

the translocation of phage DNA through cell inner membrane. On the other hand, it has 

been pointed out that the entry site does not affect the lysis-lysogeny decision-making 

outcome [37]. Overall, as DNA ejection is a critical step of λ life cycle, a detailed 

understanding about its mechanism awaits further investigation. 

Phage DNA Intracellular Dynamics 

λ DNA is packaged as a linear form in the phage capsid. Once it is released into 

the host cytoplasm, the linear DNA molecule immediately circularizes through base 

pairing the complementary single-stranded 5’ extensions of 12 bp at both ends (cos sites). 

The nicked circle is then closed by E. coli DNA ligase and eventually becomes a negative 
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supercoiled structure with the help of host DNA gyrase [14, 22]. Early after the 

circularization, two phage λ-encoded replication proteins, O and P, are expressed from pR 

promoter. The O protein binds to oriλ, the origin of replication in λ genome located inside 

the O gene, to initiate the DNA replication; P protein recruits E. coli host DnaB helicase 

and together binds to the O protein at oriλ, forming a DnaB-P-O-oriλ complex [54-56]. 

Thus, the bidirectional θ (circle-to-circle) mode of phage DNA replication starts to 

proceed soon after infection. At this stage, the number of phage DNA molecules doubles 

every 2-3 min in each infected cell [57]. The bidirectional θ replication proceeds for about 

5 to 6 rounds, resulting in the appearance of 50-100 copies of λ DNA in the cytoplasm. 

Then, at about 15 min after infection, a few of the DNA molecules start to replicate in σ 

mode, which is also referred to as rolling-circle replication [22]. During the rolling-circle 

replication, long concatemers of λ DNA, up to ~10 λ genome equivalents in length, will 

be produced and further cut at cos sites, serving as the substrates for encapsidation [14, 

22]. It has been proposed that σ replication may be preceded by one round of unidirectional 

θ replication, due to inefficient transcriptional activation of oriλ, caused by depletion of 

the host DnaA protein [58]. As λ transcription is necessary for the establishment of the 

bidirectional θ replication in the in vitro system and DnaA can stimulate transcriptional 

activation of oriλ, DnaA is thought to be an important factor in triggering the switch from 

the bidirectional θ to the unidirectional θ mode and then to the σ replication mode [58-60]. 

Despite some factors responsible for this replication switch and the corresponding models 

have been characterized and proposed, the mechanism of the regulation of this switch, as 

well as what triggers the switch, has not been thoroughly elucidated. 
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With the power of single-molecule visualization techniques, the intracellular phase 

of λ life cycle has been probed and examined in order to achieve a more comprehensive 

understanding of phage λ system. A number of fluorescence labeling approaches have 

been established to label λ genome, allowing for the examination of the genome delivery 

process and the subsequent intracellular dynamics in real time by fluorescence 

microscopy. To detect the spatial position where phage DNA ejection occurs in vivo, one 

effect has been made by inserting an array of 64 copies of lacO operators into the λ genome 

and expressing LacI-FP (FP, fluorescent protein)  in the infected cells [36, 61]. Following 

the infection, individual λ genomes carrying the lacO array can be visualized as they are 

bound by LacI-FP. The results show that phage DNA ejection preferentially takes place 

at cell poles, as does the adsorption of phage particles on the cell surface. Moreover, 

another group engineered a parS sequence into the λ genome, so that λ DNA can be 

tracked by introducing ParB-FP in host cell during the infection cycle [62]. In this study, 

phage DNA shows confined local motion close to its entry site, most likely due to λ DNA 

being anchored to a site on the cell membrane where it enters the cell. Similarly, the 

visualization of phage λ genome was also achieved by utilizing SeqA-FP binding to 

methylated DNA, resulting in the labeling of a subset of phage DNA molecules: the initial 

ejected one and its first replicated copy [38]. The incoming phage DNA molecules exhibit 

subdiffusive behavior and show two distinct modes of movement, localized motion and 

motion spanning the whole cell. The motion varies from cell to cell and this heterogeneous 

phage DNA dynamics might generate different patterns of intracellular phage DNA 

interactions, thereby impacting the infection outcome [63, 64]. 
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In addition, it appears that there is no correlation between phage DNA dynamics 

and the cellular decision-making, as phage DNA moves similarly before either the lytic or 

lysogenic pathway is chosen [38]. However, during the establishment of lysogenic 

pathway, phage DNA moves locally at confined subcellular areas, while the bacterial attB 

locus, which was fluorescently labeled by either ParB/parS or tetO/TetR reporter systems, 

migrates toward the region enriched with λ DNA for prophage integration [62, 65]. This 

movement of bacterial chromosome seems not to be driven by phage infection, but instead, 

attributed to DNA segregation driven by E. coli DNA replication machinery [62]. 

Surprisingly, an interesting “lyso-lysis” phenomenon was observed, where phage DNA is 

integrated into E. coli attB locus as does for lysogenization, followed by cell lysis [65]. 

This suggests that phage DNA molecules can behave differently within the same cell and 

each phage DNA molecule is able to independently vote for cell fate. In other words, the 

mechanism of decision making could be zoomed into individual phage DNA level. Taken 

together, present studies lay the foundation for future investigation on the spatiotemporal 

dynamics of phage λ genome inside the host cell. Nonetheless, many open questions still 

remain to be addressed: Does the bacterial chromosome movement influences the 

intracellular organization of phage λ genomes? How do replicated λ genomes interact with 

each other to finalize the lysis-lysogeny decision? What effect do the intracellular 

components, which are produced by both bacterium and phage, have on the phage DNA 

spatial patterns and the subsequent infection outcome? 
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Lysis-lysogeny Decision Making 

 Once phage DNA is circularized after being ejected into the host cytoplasm, λ 

gene transcription is initiated by the bacterial RNA polymerase binding to the early 

promoters pL and pR in opposite directions (Figure 1.4). At this stage, RNA polymerase 

molecules will stop the transcription at the tL1 and tR1 terminators, resulting in the 

production of only two genes, N from pL and cro from pR [17, 21]. N protein is an anti-

termination regulator that enables to modify the RNA polymerase molecules so that they 

can transcribe beyond the tL1 and tR1 terminators, allowing the other downstream genes 

to be transcribed. From the pL promoter, the gene cIII, whose product helps establish the 

lysogenic pathway, and the recombination genes are turned on. In the pR operon, the first 

gene transcribed after cro is cII, known as the central regulator in the lysis-lysogeny 

decision-making process [12]. Following the transcription of cII, phage DNA replication 

genes O and P, as well as the late regulatory gene Q are further expressed [18]. 
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Figure 1.4 Gene map and transcription map of phage λ regulatory region. 

Key genes participating in the λ lysis-lysogeny decision-making are shown in their map 

order as boxes. Genes involved in the lytic cycle are colored in pink, while genes involved 

in the lysogenic cycle are colored in blue. The horizontal arrows indicate gene 

transcription with promoter names (p). Red: immediate-early transcripts; black: the early 

transcripts from pL and pR and the late transcripts from pR’. The CII-activated pRE, pI, 

and paQ transcripts are indicated with orange arrows. The pRM transcript which is 

activated by CI repressor is shown in yellow. The operators OL and OR where CI and Cro 

bind are shown next to pL and pR, respectively. Critical transcription terminators (t) are 

indicated around the genes. Phage λ replication origin site (oriλ) and the attachment site 

(attP) are marked in green and magenta, respectively. 
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Lytic Cycle  

During the lytic development, Cro functions as a weak repressor that binds as a 

dimer to the operators OL and OR, each of which is composed of three repressor binding 

sites (OL1, OL2, OL3 and OR1, OR2, OR3, respectively). Each binding site can be occupied by 

a Cro dimer, thus inhibiting the corresponding transcription [17]. The two operators 

control the activity of both pL and pR promoters, as well as the promoter pRM, which is 

responsible for the expression of CI repressor. The suppression of pR activity by Cro 

reduces the CII protein levels, making the infected cells in favor of the lytic cycle [21]. 

Besides, Cro exhibits a higher binding affinity to OR3, which overlaps with pRM, leading 

to the effective repression of pRM to activate cI transcription. On the other hand, once the 

late gene regulator Q is synthesized and reaches a threshold, , it acts as an anti-termination 

protein, like N, to modify the RNA polymerase and facilitate it to initiate the transcription 

from the late promoter, pR’, which is located on the right next to Q. The pR’ is responsible 

for the expression of the late genes that encodes the phage lysis and morphogenetic 

proteins. The lysis genes, S, R and Rz/Rz1, are clustered in a cassette immediately 

downstream of pR’, and produce five proteins (the holin S105 and antiholin S107 from 

gene S, the endolysin R, and the two spanin proteins from genes Rz and Rz1) causing host 

cell lysis [66]. Following the production of the morphogenetic proteins, i.e., head and tail 

proteins, new phage virions are assembled and finally released into the environment to 

infect surrounding cells. 
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Lysogenic Cycle  

The establishment of the lysogenic mode highly depends on the λ repressor, CI. CI 

blocks the transcription from both pL and pR promoters through binding to the same 

operators OL and OR as Cro, while activating its own synthetic promoter, pRM, which lies 

immediately adjacent to the cI gene [14]. In contrast with Cro, CI dimers preferentially 

and cooperatively bind to OR1 and OR2 and OL1 and OL2 as tetramers to repress pR and pL 

transcription respectively. These two sets of tetramers together form a DNA loop between 

OL and OR, thereby enhancing the repression effect for the early promoters while 

stimulating cI itself transcription from pRM [17, 18, 21]. Although the repressor CI is 

crucial for establishing and maintaining the stable lysogenic state, it seems not to be 

involved in deciding the cell fate. Instead, CII is thought to play a key role in the decision-

making process [17, 18, 67].  Once synthesized and accumulated until sufficient enough, 

CII functions as a transcription factor that activates three promoters, pRE transcribing the 

cI gene, pI transcribing the int gene and paQ transcribing an antisense RNA within the Q 

gene [68]. Int integrase introduces single-stranded breaks into host DNA at a specific site, 

attB, allowing phage genome to be integrated into the bacterial chromosome [69, 70]. The 

Q antisense RNA produced from paQ reduces Q protein synthesis, thus preventing cells 

from entering the lytic cycle [71].  

The CII protein is known to be metabolically unstable and can be rapidly degraded 

by the host protease FtsH, which was originally identified as HflB (high-frequency 

lysogenization by phage λ) [72-74]. The half-life of the CII protein is critically depending 

on its initial level. It could be as short as 1.5 min at low initial concentration whereas as 
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long as 22 min at high concentration [75]. Therefore, the cellular concentration of CII 

which remarkably affects the lysis-lysogeny decision outcome is determined by a balance 

between the rate of synthesis and the rate of degradation [12]. When the CII level is high, 

the lysogenic mode is preferred, otherwise the phage defaults to the lytic cycle. Besides, 

CIII protein functions as an inhibitor of FtsH and protects CII protein from degradation, 

thereby indirectly promoting the establishment of the lysogenic pathway [67]. Taken 

together, these regulators, as well as their interactions, constitute the complex phage λ 

genetic circuitry, giving rise to a commitment for an infected cell whether to lyse or to 

become a lysogen. 

Factors Affecting the Lysis-Lysogeny Decision Making 

In addition to the contribution of the λ gene regulatory network, many intracellular 

and extracellular parameters influencing cell fate choice have been well-characterized. At 

the population level, it has long been known that the frequency of lysogenization increases 

with multiplicity of infection (MOI, the number of phages infecting a cell), according to 

the study conducted by Kourilsky in 1973 [76]. This study also showed that based on the 

assumption that phage adsorption follows the Poisson distribution, the establishment of 

lysogeny requires at least two phages to infect a cell. In addition, host cell size or cell 

volume was correlated with the decision switch [37, 77]. Shorter cells exhibit a higher 

chance to be lysogenized, whereas longer cells are more likely to lyse. The effect of cell 

size suggests that instead of the absolute number of infecting phage particles, the viral 

concentration (given by the ratio of MOI to cell volume), in other words, the concentration 

of phage-encoded players, determines the decision-making outcome upon phage infection 
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[77, 78]. Furthermore, the physiological condition of host cell is considered as another 

important variable affecting cell fate [18, 76, 79]. Cells growing in rich media have higher 

concentrations of the host protease FtsH, which can degrade CII proteins, and the global 

regulator RNaseIII, which gives rise to rapid expression of N protein, conjointly resulting 

in the commitment of the cells to the lytic cycle [80, 81]. However, when cells undergo 

starvation (e.g., poor carbon condition), the lysogenization is favored as CII is relatively 

more stable under this condition and the decreased amount of N proteins reduces late gene 

expression. 

During the last few decades, new techniques and powerful tools have been 

developed to examine the decision-making process at the single-cell/single-phage/single-

molecule resolution. The further combination of the observed behaviors of host-phage 

interaction with quantitative analysis and mathematical modeling makes it possible to 

uncover the hidden deterministic factors beyond those aforementioned preexsisting 

variations. Microscopy-based studies have successfully labeled the phage λ capsid with 

fluorescent proteins through genetic engineering in order to visualize and track individual 

phage particles during the infection cycle [36, 37, 82, 83]. After coupling with a lysogenic 

fluorescent indicator, a unanimous voting model was first raised that individual phages 

are able to independently make decisions between lysis and lysogeny inside the host. Only 

when all infecting phages vote for cell lysogeny can lead the infected cell to commit to the 

lysogenic pathway; otherwise, the lytic pathway is favored [37]. Instead of individual 

phage voting, a ‘partial gene dosage compensation’ scenario provides an alternative 

explanation for the decision-making based on the same experimental data from [37]. It 
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describes that in the host cell, the viral gene expression from multiple infecting phages 

may not linearly increase with MOI, but instead, is partially compensated by a degree of 

MOI1/2, thereby influencing the overall cell fate decision-making [84]. Up to this point, it 

was unclear how individual phages behave and interact with others when they co-infect 

the same cell. To address this question, a recent work rendered two phages with different 

fluorescent lytic and lysogenic reporter systems and found that λ phages compete against 

each other for host resources during cell lysis, while they cooperate during lysogenic 

development [83]. This finding provides further evidence that each individual phage DNA 

has the capability of deciding cell fates. Further characterization of hidden influential 

variables, such as the intracellular phage organization and the interaction between phage 

DNA molecules at the subcellular level, is still required. 

Stochasticity Effect on Cellular Decision Making 

Decision-making is a ubiquitous process among all organisms, from simple viruses 

and bacteria to complex mammals [85]. It occurs when a cell receives signals from the 

environment, and then makes appropriate responses for optimal fitness [86]. A 

multicellular organism comprised of a population of cells will take all the decisions made 

by individual cells to make a response to environment changes, such as protecting itself 

from harmful stress [86, 87]. At the single-cell level, individual cells can exhibit 

heterogeneous cell fates even if they are genetically identical and subjected to the same 

conditions [85, 88, 89]. This heterogeneity has been conjectured to be the result of intrinsic 

biochemical stochasticity, or noise, in gene regulatory networks [88, 90]. Apparently, gene 

expression is a stochastic process, as it arises from fluctuations in transcription and 
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translation, reflected by different levels of mRNA and protein, and causes changes in 

cellular phenotypes [84, 88, 91, 92]. For phage λ, the genetic regulatory circuitry encoded 

by phage genes could generate the intrinsic stochasticity due to the transcription initiation 

and regulation, protein degradation and interactions among host factors and multiple 

phage-encoded players. This intrinsic stochasticity can affect the lysis-lysogeny decision-

making outcomes and ultimately render cell-fate choices noisy.  

Phage DNA replication is predicted to play an important role in establishing 

different cell fates, as it provides transcription templates for the expression of cell fate-

determining genes, such as cro, cI and cII, thereby leading to the fluctuations in mRNA 

and protein production [63]. Phage DNA replication is initiated at the early stage once λ 

DNA is ejected into host cell [57]. Deficiency in phage DNA replication reduces the 

lysogenization frequency at the bulk level, implying the importance of DNA replication 

in the decision-making process [76, 79]. At the single-cell level, in absence of DNA 

replication, cells infected by a single phage are not be able to commit to either lytic or 

lysogenic decisions [93]. Moreover, it was recently uncovered that each replicated phage 

DNA molecule is able to interact with each other and independently vote for either lytic 

or lysogenic pathway within the same cell [83]. Altogether, by introducing copies of 

genetic elements and affecting the intracellular viral DNA concentration, DNA replication 

is capable of altering the overall decision-making outcomes. However, quantitative 

measurements of phage DNA replication in live-cell infections at the single-cell resolution 

is currently still incomplete. 
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To date, many mathematical and theoretical models have been built to elucidate λ 

decision making in terms of both pre-existing infection parameters and the intrinsic, 

stochastic genetic network. The theories gained from those studies could be applied on 

higher biological systems in order to make the response of organisms to environmental 

signals more predictable. Nevertheless, due to the limitation of resolution, there are still 

multiple features of cell-fate bifurcation requiring quantitative narrative and the complete 

story of viral life cycle remains to be investigated. 

CRISPR-Cas Immune Systems 

Bacteriophages and their host bacteria coexist in nature and are involved in 

continuous cycles of co-evolution to maintain equilibrium. Phages represent the most 

abundant biological entities on earth and have been estimated to outnumber bacteria by 

approximately ten-fold [94]. To preserve bacterial population, bacteria have evolved 

various defense strategies to circumvent the deadly threat from phage invaders. Those 

strategies include preventing phage adsorption to host cell surface by modifying the 

receptors, blocking phage genome delivery by superinfection exclusion (Sie) systems, 

digesting the invading phage genome by utilizing restriction-modification (R-M) systems 

to cut foreign DNA at specific recognition sites, and even committing to cell suicide by 

toxin-antitoxin (TA) systems to abort phage infection and prevent viral propagation in the 

bacteria population [8, 95, 96].  

In the past few decades, a novel adaptive microbial defense system, termed 

CRISPR-Cas, composed of clustered regularly interspaced short palindromic repeats and 

CRISPR-associated proteins, has been discovered and generated great interest toward 
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scientists in setting off a wave of research for the molecular mechanisms. The first 

observation of a CRISPR loci was made in the genome of Escherichia coli K12, 

downstream of the alkaline phosphatase (iap) gene [97]. It has been described as a series 

of short direct repeats of 29 base pairs (bp) interspersed by 32 bp short non-repetitive 

sequences. In subsequent years, similar structures were found widespread in genomes of 

various bacteria and archaea [98, 99]. Modern bioinformatic analyses reveal that CRISPR 

arrays are present in most archaea (87%) and roughly half of sequenced bacterial genomes 

[100-102]. Since the discovery of CRISPR arrays, a variety of hypotheses with regard to 

their functions have been raised, including DNA repair, chromosome partitioning and 

gene regulation [103, 104]. It was not until the year 2005 that three independent groups 

reported that the non-repeating sequences in CRISPR arrays matched phage genomes and 

plasmid sequences [105-107]. In conjunction with the findings that cas (CRISPR-

associated) encoded proteins had putative nuclease and helicase domains [98, 108], 

CRISPR-Cas started to be considered as a prokaryotic defense system against foreign 

genetic elements. The function of CRISPR-Cas as an adaptive immune system was first 

experimentally demonstrated in 2007 by showing that the expansion of the CRISPR 

arrays, which were acquired following phage challenge, conferred resistance against 

subsequent infection [109]. Thereafter, numerous evidences confirmed the defense 

function in different species and further uncovered other novel features of CRISPR-Cas 

systems, for instance, the role of crRNA guides and the DNA targeting activity [110, 111]. 

More recently, based on extensive work on the mechanisms of action of CRISPR-Cas 

systems, researchers have realized the potential of these systems as a powerful tool for 
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eukaryotic genome editing, host-virus evolutional surveys and various industrial 

applications [103, 112-114]. 

Diversity and Application  

CRISPR-Cas immune systems exhibit remarkable structural and functional 

diversity due to rapid and constant coevolution with mobile genetic elements (MGEs), 

such as phages and plasmids [115, 116]. Despite this diversity, all CRISPR-Cas variants 

that have been discovered so far share some conserved mechanistic features. In general, a 

functional CRISPR-Cas immune system consists of a CRISPR array and a set of cas genes. 

The type I-E CRISPR-Cas locus is shown as an example in Figure 1.5. The CRISPR array 

typically comprises an upstream AT-rich leader region, and a series of highly conserved 

repeat sequences interspaced by variable sequences, known as spacers, derived from 

invasive virus or plasmids [117-119]. The spacers are the key elements as they function 

as a bacterium host’s genetic memory of past encounters with invading MGEs. This 

memory provides protection for the host from being infected by MGEs harboring the 

complementary sequences [120, 121]. The operon of cas genes is always located adjacent 

to the CRISPR array and encodes the Cas proteins that contain functional domains, such 

as endonuclease and exonuclease domains, helicase domains and DNA/RNA-binding 

domains [98, 108]. The CRISPR loci and the cas genes vary greatly owing to their 

heterogeneity in nature, sequence, and architecture. Meanwhile, horizontal gene transfer 

of the entire CRISPR loci or individual modules among organisms also contributes to the 

extraordinary diversification of CRISPR-Cas systems, driven by the everlasting virus-host 

arms race with the invasive MGEs [120, 122]. 
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Classification 

Currently, according to the assortment of cas genes and the locus architecture, 

CRISPR-Cas systems have been classified into two classes (class 1 and class 2), each of 

which is further subdivided into three types (types I, III and IV and types II, V and VI, 

respectively) and 33 different subtypes (Table 1.1) [102, 123]. The major difference 

between class 1 and class 2 is the organization of their Cas effector nucleases. Class 1 

systems are characterized by multi-subunit surveillance complexes for interference, 

whereas in class 2 systems, the surveillance and interference are accomplished by a single 

effector protein. In particular, class 1 systems are the most common and widespread 

systems in both bacteria and archaea, while class 2 systems are almost completely 

restricted to bacteria, implying that class 1 might be the ancestry [102, 124]. Moreover, it 

is worthwhile to note that although the cas gene families required for executive functions 

are greatly variable, cas1 and cas2 genes are universally conserved across almost all 

known CRISPR-Cas systems [115, 124]. Their encoded products, Cas1 and Cas2 proteins 

are responsible for the genetic recording of infections through the acquisition of spacers 

from invasive MGEs [125-127]. Furthermore, many organisms are found to harbor more 

than one type of CRISPR-Cas system, indicating that these systems are compatible and 

capable of sharing functional components [115, 128]. 
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Table 1.1 Classification of CRISPR-Cas systems. 

 

Class Type 
Signature 

protein 
Effectors 

Type of 

target 

Target 

recognition 

Class 1 

Type I Cas3 Cas3, Cascade, crRNA DNA PAM 

Type III Cas10 Cas10, Cmr/Csm, crRNA 
DNA and 

RNA 
rPAM 

Type IV Csf1 unclear unclear unclear 

Class 2 

Type II Cas9 Cas9, crRNA, tracrRNA DNA PAM 

Type V Cfp1 
Cfp1, crRNA, 

tracrRNA (for some subtypes) 
DNA PAM 

Type VI C2c2 C2c2, crRNA RNA PFS 

 

PAM, protospacer-adjacent motif.   

rPAM, RNA PAM [129].  

PFS, protospacer-flanking sequence [130]. 

 

 

 

 

Class 1 systems encompass the most common and diversified type I and type III, 

as well as the putative new type IV. Type I systems employ effector complexes, termed 

Cascade (CRISPR-associated complex for antiviral defense), for foreign DNA 

recognition, and the signature protein Cas3 to cleave target DNA [110]. Although the 

Cascade complexes of the type I subtypes share similar overall architectures, each subtype 

(I-A to I-F and I-U) has defined compositions and distinct features of operon organization 

[112]. Likewise, type III systems possess Cascade-like complexes (Csm for III-A/D and 

Cmr for III-B/C) [131]. The signature gene for type III systems is cas10, which encodes 

Cas10 nuclease and serves as the largest subunit of type III effector complexes. Cas10 
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contains an HD nuclease domain that cleaves foreign ssDNA and two Palm domains, 

which are responsible for the synthesis of cyclic oligoadenylates (cOAs) [132]. The 

effector complexes of both type I and type III display similar elaborate architectures, with 

a backbone comprising paralogous repeat-associated mysterious proteins (RAMPs), such 

as Cas7 and Cas5 subunits, which contain variants of the RNA recognition motif (RRM) 

domain [124, 133]. However, in contrast to type I systems, type III immunity requires 

target transcription and can cleave both DNA and RNA in a co-transcriptional manner 

[134]. Target degradation is triggered by the binding of the effector complex to nascent 

mRNA, which is transcribed from foreign DNA, through base paring of CRISPR guide 

RNA (crRNA) to its complementary transcript. Subsequently, the Csm3 and Cmr4 

subunits cleave the transcript (ssRNA) at 6-nt intervals. The HD domain of Cas10 cleaves 

ssDNA within the transcription bubble. Meanwhile, the synthesized cOAs by Cas10 Palm 

domains act as second messengers that activate the RNase activity of Csm6 to 

nonspecifically destroy foreign transcripts. [135-137]. Notably, DNA degradation strictly 

depends on the transcription of the target sequence for the type III systems. Type IV 

systems are rather rare and often found on plasmids containing rudimentary CRISPR-Cas 

loci in the absence of the known effector proteins involved in adaptation (Cas1 and Cas2) 

and target cleavage (Cas3 or Cas10) [102]. A most recent study revealed that the type IV 

systems are able to employ crRNA-guided effector complexes [138]. More comprehensive 

experimental data on type IV-mediated immunity and its functionality are still required. 

Class 2 systems have a much simpler and more uniform organization compared 

with class 1 systems, including the best-characterized type II, much rarer type V and the 
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putative new type VI system. Type II systems require a single effector protein, Cas9, for 

RNA-guided DNA recognition and cleavage [139, 140]. Cas9 is a large multi-domain 

endonuclease with two unrelated nuclease domains, HNH and RuvC, which are 

responsible for the cleavage of the DNA complementary strand (target strand) and the 

displaced strand (target strand), respectively. The type II CRISPR-Cas locus also encodes 

a small trans-activating crRNA (tracrRNA) that bears partial complementarity to the 

repeat portions of crRNA. The tracrRNA is essential for the crRNA maturation process, 

which is catalyzed by Cas9 and host ribonuclease III [141]. The mature crRNA-tracrRNA 

duplex is bound and stabilized by Cas9 and then guides Cas9 to the target DNA adjacent 

to a specific motif, PAM (protospacer adjacent motif) [142, 143]. Consequently, a blunt, 

double-stranded break (DSB) is introduced by Cas9 at 3 bp upstream of the PAM in the 

target DNA [140, 144]. In addition to Cas9, all identified type II modules encode cas1 and 

cas2 genes for spacer acquisition [145]. The effectors of type V systems have been 

identified as Cas12a (Cpf1), Cas12b (C2c1), and Cas12c (C2c3) for the three subtypes V-

A, V-B, and V-C, respectively [146, 147]. Cas12 variants all contain only one nuclease 

domain (RuvC-like) but lack the HNH domain that is present in Cas9. Recent evidence 

indicate that Cas12a is a single-RNA-guided nuclease that does not require tracrRNA for 

activity, whereas the maturation of crRNA and target DNA cleavage by Cas12b depends 

on the presence of both crRNA and tracrRNA [146, 148]. Moreover, unlike Cas9, Cas12a 

and Cas12b cleave target DNA by generating staggered DSBs with 5- and 7-nt 5’ 

overhangs, respectively, distal to PAM [148, 149]. Finally, a unique effector protein Cas13 

(C2c2) with two HEPN (higher eukaryotes and prokaryotes nucleotide) binding domains, 
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which are frequently found in RNases, is identified as the signature of the type VI systems 

[146]. This effector is programmed by a single crRNA without the requirement of 

tracrRNA and the execution is activated by target single-stranded RNA carrying 

sequences complementary to the crRNA [146, 150]. Remarkably, after activation by the 

target RNA, Cas13 has been found not only to degrade the target ssRNA, e.g. the genome 

of the RNA phage MS2, but also to destroy cellular mRNAs nonspecifically, leading to 

restriction of bacterial growth [150]. It implies that type VI systems appear to prevent viral 

propagation by causing programmed cell death (PCD) or dormancy induction. 

In summary, CRISPR-Cas systems are DNA-encoded and RNA-mediated 

adaptive immune systems, which provide protection for archaea and bacteria against 

invasive nucleic acids. Although the current identified CRISPR-Cas variants share 

similarities in certain structural and functional features, there is substantial variability 

between the two classes, six types and their subtypes with respect to the gene composition, 

genomic locus architecture, and the nature and actual sequences of Cas proteins. In terms 

of the nature of target nucleic acids, type I, II and V cleave DNA, whereas type VI targets 

RNA. Type III targets both DNA and RNA, while type IV target remains unclear. A major 

contribution to the enormous diversity of CRISPR-Cas systems is the frequent module 

shuffling from extensive recombination of adaptation and effector modules between 

different variants under strong natural selection pressure [124, 133]. Particularly, this 

diversity reflects their various biological functions and the corresponding potential for 

applications in scientific, biotechnological and industrial fields. 
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Application 

Most applications of CRISPR-Cas systems have focused on developing 

programmable genome editing tools in eukaryotes. Type II systems with the unique 

effector nuclease Cas9 become the best candidate for exploitation in genetic engineering 

[114, 147, 151]. In the presence of guide RNAs, the cleavage activity of Cas9 could 

efficiently create indels (insertion/deletion mutations) at specific sites of target DNA. For 

simplicity, the dual crRNA-tracrRNA has been engineered as a single guide RNA 

(sgRNA), together with Cas9, constituting a two-component system [140]. Thus, by 

designing guide sequences, this system can be harnessed for many varieties of genetic 

manipulations for any gene of interest, including gene knockout and precise editing 

coupled with cellular DNA repair machinery or homologous recombination [152-155]. 

Alternatively, by taking advantage of the DNA-binding capacity of Cas9, a catalytically 

inactive Cas9 variant, dCas9 (“dead”), has been exploited for transcriptional activation or 

silencing, DNA modification and localization of fluorescent protein labeling [156-158]. 

Despite the aforementioned advances of CRISPR-Cas9 in genome editing, Cas9 has 

limitations due to the off-target effects, which can not to be neglected [159]. Much effort 

has been devoted to detect and minimize off-target cleavage in order to improve the 

genome-wide specificities of Cas9 nucleases [160, 161]. In addition, some progress has 

been made on developing methods to deliver CRISPR-Cas9 editing systems to eukaryotic 

cells and specific tissues for human therapeutics [162, 163].  

On the other hand, before the discovery of the defense function, the first 

application of CRISPR was genome typing [164]. At the very beginning, the developed 
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CRISPR-based spoligotyping method was used principally for Mycobacterium 

tuberculosis strains, but now has become a standard method for genotyping many other 

bacterial strains [99, 119]. Furthermore, as CRISPR spacers represent the prior exposure 

to MGEs, they store a historical and geographical perspective for a particular strain, 

providing the potential of use for ecological, evolutional and epidemiological research 

[103]. In addition, the immunity feature of CRISPR opens up possibility for industrial 

application by protecting industrial bacteria against phage infection. Taken together, 

owing to their simplicity, efficiency and ease of implementation in a wide variety of 

organisms, CRISPR-Cas based technologies offer assorted applications in a broad range 

of fields. Further exploration in CRISPR molecular mechanisms and improvements of 

CRISPR tools are still in high demand, as they could help expand new applications to 

other biological research and fields of agriculture and biotechnology, as well as bring 

potential for therapeutic gene therapy and next-generation genome editing in the near 

future. 

Type I-E CRISPR-Cas system 

Among numerous diverse CRISPR-Cas systems, type I systems are the most 

frequent and widespread systems, accounting for 95% of all known CRISPR systems [115, 

165]. In particular, the type I-E CRISPR-Cas system in Escherichia coli has been 

extensively characterized with regard to the structure and mechanism. The type I-E 

CRISPR-Cas locus in E. coli K12 consists of a cas operon containing eight CRISPR-

associated (cas) genes and two CRISPR arrays, CRISPR1 and CRISPR2, located at ~ 62 

min on the chromosome (Figure 1.5) [118, 166]. Both arrays are preceded by a conserved 
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AT-rich leader sequence, which acts as a promoter, and contain the same sequence of 

palindromic repeats (29 bp) and the intervening 32 or 33 bp spacers [166, 167]. Like other 

systems, following the invasion of either phages or plasmids, the mechanism of immunity 

involves three distinct stages: adaptation, expression and interference (Figure 1.6) [104, 

112, 124]. During the adaptation stage, short fragments derived from foreign DNA (known 

as protospacer) are captured, processed and incorporated as new spacers into the host 

CRISPR array, serving as a genetic memory of prior invasions. In the second expression 

stage, a long precursor CRISPR RNA (pre-crRNA) is transcribed from the CRISPR locus 

by host RNA polymerase, followed by processing into small mature CRISPR RNA units 

(crRNAs). Each crRNA is then assembled with Cas proteins, forming a surveillance 

complex. Finally, in the interference stage where the immunity is executed, Cas3 nuclease 

is recruited by the crRNA-guided surveillance complex toward invasive nucleic acids for 

cleavage and degradation. 

  



 

37 

 

 

Figure 1.5 Schematic of the type I-E CRISPR-Cas locus in E. coli K12. 

Five cas genes (A-E) in yellow arrows encode the subunits of the Cascade surveillance 

complex with their stoichiometry labeled above each gene. The cas3 gene encodes the 

signature protein, Cas3, which is responsible for target dsDNA unwinding and cleavage. 

The gene expression products of cas1 and cas2 form the adaptation complex, colored in 

purple, functioning in the acquisition of new spacers from invading nucleic acids. The 

shown CRISPR array is CRISPR1, comprising 12 unique spacers indicated as squares with 

different colors and separated by repeat sequences marked as black diamonds. Different 

from CRISPR1, CRISPR2 (not shown here) only contains 6 spacers. Promoters are 

represented as horizontal arrows. 
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Figure 1.6 Overview of the three stages of the type I-E CRISPR-Cas immune system. 

The CRISPR-Cas locus consists of the cas operon with a set of cas genes and CRISPR 

arrays, which are shaped and colored corresponding to Figure 1.5. During the adaptation 

stage, short DNA fragments (magenta) derived from viral DNA or other MGEs are 

captured by the adaptation complex (purple) and integrated into the CRISPR array. In the 

expression stage, the CRISPR array is transcribed into a long precursor CRISPR RNA 

(pre-crRNA), which is further processed into small mature crRNAs by Cas6 

endonucleases. Meanwhile, cas genes encoding diverse Cas proteins (dark yellow) are 

transcribed and translated, followed by assembling into a Cascade surveillance complex 

with one crRNA. During the last interference stage, upon infection by viruses or plasmids, 

crRNA guides the surveillance complex toward the invading DNA (grey) and scans 

sequence complementary to the spacer sequence (magenta). After recognizing the PAM 

motif (blue) and base pairing with the target DNA, Cas3 nuclease (red) is recruited by the 

Cascade complex to catalyze degradation of the target nucleic acid. Consequently, the host 

is protected and survives. 
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Adaptation 

Adaptation, also referred to as spacer acquisition, is a process in which new spacer 

sequences are captured and integrated into the CRISPR locus to immunize host cells. This 

process is accomplished in multiple steps: protospacer selection, prespacer generation and 

spacer integration [112, 168, 169]. Two different modes have been described for type I 

systems: naïve and primed adaptation [125, 126, 170]. Naïve adaptation occurs when the 

host obtains spacers from an invader that has not been encountered previously, whereas 

primed acquisition relies on a pre-existing spacer that partially matches the invading 

MGEs, thus stimulating the uptake of new spacers from the same invader [169, 170]. Two 

proteins, Cas1 and Cas2, play key roles in both modes of adaptation. Two Cas1 dimers 

are bridged by one Cas2 dimer, forming a ~150 kDa, stable complex in which Cas1 is 

catalytic and Cas2 serves a structural role (a simplified cartoon is shown in Figure 1.5) 

[171]. In the E. coli type I-E CRISPR-Cas system, Cas1 and Cas2 are the only required 

Cas proteins for naïve spacer acquisition [125]. However, primed spacer acquisition also 

requires the involvement of the interference machinery, including both the effector 

complex Cascade and the Cas3 nuclease [126]. Primed adaptation is much more efficient 

than naïve adaptation and it allows the host to rapidly accumulate a broader range of 

resistance against diverse phage variants. 

To initiate adaptation, a large pool with short foreign DNA fragments must be first 

generated in the host cell, serving as the source of new spacers. A study on naïve 

acquisition in E. coli reveals that the bacterial RecBCD repair complex continuously 

degrades exogenous DNA, which replicates more frequently and contains less Chi sites 
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compared with the host chromosome, leading to the formation of substrates for spacer 

capture and integration by the adaptation complex [172]. For primed adaptation, the 

generation of the DNA fragment pool is coupled with the interference machinery. 

Currently, there are two models explaining this process. Upon loading of Cascade on 

target DNA, one model proposed that Cas3 unwinds and degrades the target DNA, 

producing 30 - 100 nt ssDNA fragments as precursors for new spacers [173, 174]. As 

shown in the in vitro studies, instead of ssDNA, dsDNA is the preferred substrate for the 

Cas1-Cas2 complex [173]. Therefore, the ssDNA fragments generated by Cas3 are most 

likely to re-anneal before being captured by the adaptation complex. Alternatively, direct 

visualization of Cascade and Cas3 in real time at the single-molecule level provides 

evidence for another model: following the target recognition, Cascade surveillance 

complex recruits nuclease inactive Cas3 and Cas1-Cas2 complex. Then this large 

Cas3/Cas1-Cas2 complex translocates bi-directionally along the target DNA and directly 

excises double-stranded prespacers for subsequent processing [175-177]. Notably, primed 

spacer acquisition occurs in a strand-biased manner, where the newly acquired spacers are 

biased to match the same strand as the original priming spacer [126, 178]. 

A question may be raised here: How are the prespacers selected by the adaptation 

machinery? The selection is based on the recognition of the short protospacer adjacent 

motif (PAM), which is only present in the foreign nucleic acids and used by host CRISPR-

Cas systems for discrimination between self and non-self [143]. For the type I-E system, 

Cas1 and Cas2 are sufficient for PAM recognition. The formed Cas1-Cas2 complex scans 
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target DNA sequences for potential PAMs, displaying a higher binding affinity for the 

prespacer with a canonical PAM than that with a noncanonical PAM [179, 180]. 

Following the generation of the DNA fragment pool, the Cas1-Cas2 complex binds 

to a prespacer containing a central 23-bp double-stranded DNA with splayed ends [127, 

179]. Cas1 cleaves the 3’ single-stranded regions, one of which bears a PAM, exposing a 

3’ OH group on each overhang. When the Cas1-Cas2 complex recognizes the CRISPR 

array, the free 3’ OH groups carry out two consecutive nucleophilic attacks on the 

phosphodiester bond on the opposite sides of the first repeat, with the first attack on the 5’ 

end of the repeat bottom strand and the second one targeting the repeat-spacer boundary 

[181]. Consequently, new spacers are integrated by the Cas1-Cas2 complex with the 

correct PAM orientation at the leader-proximal end of the CRISPR array [168, 182]. This 

polarization of spacer incorporation driven by the integration host factor (IHF) is a 

universal feature of all CRISPR-Cas systems, enabling the host to optimize the immunity 

response to the latest invader [182, 183]. 

Expression 

In response to the invasion of viral or plasmid DNA, the type I-E CRISPR-Cas 

system needs to be expressed, including the production of Cas proteins and the 

transcription of the CRISPR array into a precursor CRISPR RNA (pre-crRNA), which is 

further processed into mature crRNAs (Figure 1.6). The transcription of the two CRISPR 

arrays (CRISPR1 and CRISPR2) is directed by their own promoters located within the 

leader sequences [167, 184]. Genes encoding the subunits of Cascade complex, as well as 

Cas1 and Cas2, comprise an operon, which is controlled by a single promoter Pcas8e, 
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while the nuclease Cas3 is transcribed from its own promoter, Pcas3 [167, 169, 184]. The 

E. coli type I-E system is regulated by several factors, including the histone-like nucleoid-

structuring (H-NS) protein [167], cAMP receptor protein (CRP) [185], high-temperature 

protein G [186] and the LysR-type transcription factor LeuO [187]. H-NS, a global 

transcription repressor, is well known to strongly silence the expression of cas genes and 

the transcription of the CRISPR array, even though all the components are still functional. 

Only when the engineered host harbors the plasmids that can overexpress those 

components or hns is removed from the host, could phage resistance be observed [110, 

187]. Altogether, despite constitutive transcription, the endogenous expression of the type 

I-E system is insufficient to provide protection for host against phage infection. It still 

remains unclear how and when the system is triggered to function as a defense mechanism.  

The CRISPR array is first transcribed by host polymerase into a long precursor 

(pre-crRNA) that often contains stable secondary structures (hairpins) within the 

palindromic repeats. Cas6e endoribonuclease, one of the subunits of Cascade, specifically 

recognizes the stem-loops and cleaves the pre-crRNA downstream of the stem-loops 

within the repeat sequences, yielding mature crRNAs [188-190]. A mature crRNA is 61 

nucleotide (nt) long and comprises a 32-nt spacer sequence, flanked by 8-nt repeat-derived 

sequence at 5’ handle and 21-nt sequence forming a hairpin with a tetranucleotide loop at 

the 3’ terminus (Figure 1.7A) [191]. After cleavage, Cas6e remains tightly bound to 

crRNA, allowing other subunits to assemble along the crRNA to form the Cascade 

surveillance complex. Type I-E Cascade has a molecular weight of 405 kDa and 

encompasses an uneven stoichiometry of five different Cas proteins (Cse11, Cse22, Cas76, 
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Cas5e1, and Cas6e1) and a crRNA [191]. The overall morphology of Cascade has a helical 

backbone of six copies of Cas7 with a crRNA lying in its concave groove, forming a 

seahorse-like architecture [192]. The crRNA is capped at its 5’ handle by Cas5e and 3’ 

end by Cas6e. Two small Cse2 subunits interact with Cas7 backbone to help stabilize the 

crRNA and target DNA. Lastly, Cse1 large subunit is loosely associated to the Cas5 end 

of the complex. 

The crRNA guides Cascade to scan foreign dsDNA for complementary target 

sequences through specific recognition of a PAM. As mentioned in the previous section, 

the PAM serves as an authentication and discrimination mechanism, allowing for 

distinction between host and foreign DNA in nearly all known CRISPR-Cas systems, 

except the type III system [124, 193]. In E. coli, a trinucleotide PAM is located 

immediately upstream of the target sequence (positions -3 to -1) (Figure 1.7A) and can be 

recognized by Cse1 subunit in the target strand of foreign DNA [194]. The interaction 

between Cse1 and PAM promotes Cascade binding to the target but destabilizes the 

dsDNA duplex at the PAM-proximal region, enabling DNA unwinding and the subsequent 

protospacer-crRNA base pairing. The first 8 nt in the PAM-proximal region of crRNA (to 

be more accurate: positions 1-5 and 7-8), termed seed sequence, is critical for high-affinity 

binding of target DNA by Cascade, as it offers a minimum length requirement for a stable 

RNA-DNA hybrid (Figure 1.7A) [195-197]. Mutations in seed sequence substantially 

reduce the binding affinity of Cascade and allow invasive phage to escape immunity [195]. 

Base pairing between the seed region and the target strand displaces the non-target strand 

which is then bound by two Cse2 to form an R-loop structure (Figure 1.7A). Subsequently, 
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the full R-loop formation triggers conformational changes in Cascade, licensing Cas3 to 

bind [191, 198, 199].  

Interference 

The conformational change of Cascade triggers the recruitment of Cas3 

nuclease/helicase. Cas3 comprises an N-terminal histidine-aspartate (HD) domain and a 

C-terminal superfamily 2 (SF2) helicase domain. The HD domain displays metal-

dependent endonuclease activity against ssDNA, while the helicase domain exhibits ATP- 

and magnesium-dependent unwinding activity in the 3’ to 5’ direction [165, 200]. Single-

particle cryoEM of Cas3-bound dsDNA-Cascade reveals that Cse1 subunit of Cascade 

colocalizes with Cas3 at the PAM-proximal end of target DNA, suggesting that Cse1 plays 

a critical role in Cas3 recruitment [201]. Moreover, upon the formation of the R-loop 

structure, the exposed non-target ssDNA by Cascade provides a platform for Cas3 to bind 

and perform the initial nick on the non-target strand downstream of the PAM by the HD 

nuclease domain [202]. The nicking activity is stimulated by the presence, rather than 

hydrolysis, of ATP. The nicked DNA provides Cas3 with the substrate for DNA 

unwinding by its helicase domain. Subsequently, Cas3 translocates on the non-target 

strand in the 3’ to 5’ direction and progressively unwinds the dsDNA, followed by 

degrading the non-target strand in an ATP-dependent manner (Figure 1.7B) [202, 203]. 

After cleavage of the non-target strand, Cas3 helicase activity may facilitate the displacing 

of the Cascade-crRNA complex from the invasive DNA, leaving the opposite ssDNA 

available for Cas3 cleavage [200]. As a result, the entire target DNA is destroyed and the 

host is protected from phage or plasmid infection.  
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Figure 1.7 Schematic of target DNA recognition by Cascade and Cas3-mediated 

target degradation during the interference stage. 

(A) Target DNA recognition. The crRNA guides Cascade complex (shown as the grey 

polygon) to search for complementary sequence by first recognizing the PAM sequence 

(red) on target DNA. PAM recognition destabilizes the target dsDNA and facilitates strand 

invasion initiated at the seed region (yellow) which is adjacent to the PAM. The 

subsequent base pairing between the crRNA spacer (green) and the protospacer region 

(green) on the target strand of the foreign DNA will result in the formation of an R-loop 

structure, triggering the recruitment of the endonuclease Cas3. TS, target strand. NTS, 

non-target strand. (B) Target DNA degradation. Cas3 (orange) first nicks the non-target 

strand, generating substrate for Cas3 to further unwind the dsDNA by its helicase activity. 

Following that, Cas3 processively cleaves the newly generated ssDNA in a 3’ to 5’ 

direction along the non-target strand as indicated by the horizontal arrow, leading to the 

degradation of the target dsDNA. 
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Factors affecting the interference efficiency of CRISPR-Cas systems 

A number of studies have identified many parameters that can influence the 

efficiency of CRISPR-Cas interference. First, PAM sequence is known as a strong player, 

as single-nucleotide mutations in the PAM can significantly inhibit CRISPR immunity, 

leading to the escape of invaders [142, 195]. High-throughput analyses using plasmid-

based target libraries suggest that type I-E Cascade can recognize a broad variety of PAM 

sequences, but with varying degrees of efficacy [204-206]. By examining the CRISPR 

immunity response through either plasmid loss assay or phage challenge assay, four 

canonical PAMs (5’-AAG, AGG, ATG, GAG-3’) identified in the earlier studies have 

been proved to provide effective interference against target DNA, most likely due to the 

high-affinity binding of Cascade to target DNA which is conferred by those PAMs [203, 

205, 207, 208]. Besides, additional sets of PAM sequences have been reported later and 

categorized together with the canonical ones into three groups based on their ability to 

induce CRISPR defense: strong interference, intermediate, and those unable to cause 

interference [205, 209]. Remarkably, a fully ineffective PAM (5’-CCG-3’) which is a 

perfect match to the end of repeat sequence completely abolishes Cascade binding, 

providing protection for the native CRISPR array from self-cleavage [208].  

Second, mismatches in the seed sequence of the protospacer also have a great 

negative impact on CRISPR interference efficiency. Although seed mutations can be 

tolerated to some degree, the mismatch substantially reduces the binding affinity of 

Cascade as does the mutated PAMs, thus disturbing the recruitment and/or cleavage 

activity of Cas3 [195, 196]. Third, the CRISPR defending ability relies on the sequences 
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of crRNA spacer as well. Even sharing a same PAM, different crRNAs show variable 

interference degrees according to the result of a plaque assay [205]. Moreover, if a 

protospacer harbors mismatches, the R-loop-zipping process can be stalled. Therefore, the 

surveillance complex has to overcome the noncomplementary energy barrier, which may 

cause declined efficiency of degradation [210]. Furthermore, guanine-cytosine (GC) 

content in spacers has also been shown to affect interference efficiency with an optimal 

GC content (~ 62.5%) for execution activity [205]. Last but not least, the abundance of 

interference machinery is of great importance in effective CRISPR action. Due to the 

presence of H-NS and other repressors in host, the native expression level of CRISPR 

components is insufficient to provide phage resistance [184]. Previous research has 

demonstrated that overexpression of Cascade could allow CRISPR system to overcome 

the stringent PAM requirements for targeting [110, 194]. Most recently, a study 

accomplishes the direct visualization and quantification of Cascade complexes in the 

native type I-E CRISPR-Cas system in vivo [211]. It discovered an exponential correlation 

between Cascade copy number and CRISPR interference levels, where 20 Cascade 

complexes are required to obtain 50% protection. Additionally, this study found that the 

transcription of target DNA and CRISPR arrays can influence the interference levels 

through affecting the integrity of Cascade in host cells. It is worth noting that the effect of 

those factors on CRISPR defensive response is not restricted to the type I-E system but 

also holds true for other DNA-targeting CRISPR systems like the type II system with a 

single effector Cas9. Discovery and examination of other hidden determinants is still in 

high demand. 
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Overall, given the fact that CRISPR-Cas systems have become a premier tool for 

genome editing in a wide range of applications, a more careful and thorough 

characterization of how multiple factors affect the efficiency of the CRISPR interference 

is critical for ensuring the accuracy of gene manipulation. As the ultimate goal is to 

achieve efficient and precise genome editing, this will help increase the specificity of 

effector nucleases, realize quantitative prediction of off-target cleavage and enable a more 

rational design for gene modification in biotechnological research and therapeutic 

applications. 

Anti-CRISPR Defense 

As a countermeasure, phages have developed various strategies to circumvent 

bacterial CRISPR-Cas defense machinery, thereby creating a constant evolutionary battle 

between bacteria and phages. Those strategies include mutation of phage genome 

sequence to avoid CRISPR-Cas targeting, encoding phage-derived CRISPR-Cas systems 

to directly hijack bacterial CRISPR systems, and producing anti-CRISPR (Acr) proteins 

to inactivate host CRISPR function [95]. 

Phages can escape CRISPR-Cas immunity through a single nucleotide mutation or 

deletion in the PAM or the seed sequence that is close to PAM in the protospacer region 

[142, 195]. This is because that both PAM and a perfect complementarity between crRNA 

and target DNA sequences are required for successful CRISPR interference. Although 

CRISPR-Cas systems are generally carried by bacteria and archaea, it has been discovered 

that some phages, such as Vibrio cholerae O1 and ICP phages, encode fully functional 

CRISPR-Cas systems that target and inactivate host antiviral defense system, allowing the 
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completion of viral infection cycle [212, 213]. In 2013, a total of five distinct anti-CRISPR 

(AcrF1-5) proteins that inhibit the activity of bacterial type I-F CRISPR-Cas system were 

first discovered in Pseudomonas aeruginosa phages [214]. Four Acr protein families 

(AcrE1-4) that inactivate P. aeruginosa type I-E systems were identified in a follow-up 

study [215]. To date, by use of a combination of bioinformatics and biochemical and 

genetic screening, there have been 40 distinct families of anti-CRISPR proteins uncovered 

in several phage species against type I, type II and type V CRISPR-Cas systems [216].  

Besides their small size, typically 50-150 amino acids, these anti-CRISPR proteins 

share no common features in sequence or structural motifs and are not related to any 

proteins of known function [216-218]. Nevertheless, they are frequently found to have a 

highly conserved gene, referred to as anti-CRISPR-associated gene (aca), immediately 

downstream of anti-CRISPR genes. The identified aca genes (aca1 and aca2) encode 

predicted helix-turn-helix transcriptional regulators that seem to control the expression of 

the anti-CRISPR genes for optimal activity [218]. Recent studies reveal that anti-CRISPR 

proteins can inhibit CRISPR-Cas system via a variety of mechanisms. But all with 

characterized mechanisms so far act during the interference stages [216]. A majority of 

the Acr proteins with elucidated mechanisms (8 out of 11) have been shown to block target 

DNA binding to the Cascade effector complex and Cas9 for type I and type II systems, 

respectively. However, the means of the DNA binding inhibition vary greatly between 

those anti-CRISPR proteins. For example, AcrF1, AcrF2 and AcrF10 interact with 

different subunits of the Cascade complex to constrain its ability to bind to target DNA 

[219-221]. By contrast, three anti-CRISPR proteins have been determined to prevent 



 

50 

 

target DNA cleavage. AcrIE1 and AcrIF3 directly interact with Cas3 nuclease to inhibit 

its recruitment to Cascade [221, 222]. AcrIIC1 binds to Cas9 HNH endonuclease domain 

to obstruct DNA cleavage [223]. The discovery of anti-CRISPR provides additional 

regulators of CRISPR-Cas activity and would undoubtedly be exploited for genome 

engineering and many other biotechnological applications.  

Last but not least, two recent studies report that phages encoding anti-CRISPR 

proteins (Acr-phages) cooperate in order to overcome bacterial CRISPR-Cas immunity 

[224, 225]. The initial infections by Acr-phages are unsuccessful, nonetheless, the 

production of Acr proteins by these “sacrificial” phages generate immunosuppressed cells, 

enabling subsequent phage infection to succeed. This observation suggests that individual 

phage can benefit the whole viral population by weakening the anti-viral systems in 

bacterial host to avoid extinction. It provides fresh insights into the ongoing evolutionary 

arms race between phages and bacteria. Further investigations to uncover novel anti-

CRISPR protein families and characterize mechanisms of anti-CRISPR activity remain to 

be done. 

Thesis Overview 

In this dissertation, two major research topics will be investigated: 

1. Multiple factors affect bacteriophage lambda infection process and the lysis-

lysogeny decision making. 

2. Visualization of phage DNA degradation by a type I-E CRISPR-Cas system in 

vivo. 
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In the following chapters, several fluorescent labeling systems have been 

developed and applied for studying these two topics list above at the single-cell/single-

phage/single-molecule level in both live cells and chemically fixed cells.  

In chapter II, a single-molecule quantification of gene expression technology is 

adapted and optimized to probe the spatiotemporal expression pattern of λ cII gene, the 

key player involved in the cellular decision making, during phage infection. Moreover, 

different fluorescent reporter systems are designed to allow monitoring the dynamics of 

both phage DNA molecules and E. coli chromosome in real time during phage intracellular 

development. The spatial features of phage DNA replication and the interaction between 

phage DNA and E. coli DNA are discovered. Furthermore, a single-molecule phage DNA 

labeling technique in fixed cells is established in order to confirm the observations in live-

cell images and characterize the importance of phage DNA replication in the decision 

making. 

In chapter III, the effect of the side tail fibers of the real wild type phage lambda 

strain (Ur-λ) on phage infection and post-infection development is focused on. Utilizing a 

lysis-lysogeny fluorescence reporter system, the role of those side tail fibers played in Ur-

λ infection cycle as well as the lysis-lysogeny decision making outcome is characterized 

at the single-cell level. 

In chapter IV, by taking advantage of the E. coli-lambda infection system as well 

as the phage particle and phage DNA labeling techniques, in real-time phage DNA 

degradation by an artificial type I-E CRISPR-Cas system is visualized in vivo at the single-

cell resolution. In order to obtain a better understanding on how CRISPR-Cas machinery 
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breaks down invading DNA, some parameters accounting for the effect of cell-to-cell 

variability on CRISPR activity are also examined and characterized.  

In chapter V, conclusions collected from those work are summarized and 

discussed. 
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CHAPTER II  

SPATIOTEMPORAL EXPRESSION PATTERN OF PHAGE LAMBDA CII GENE 

AND PHAGE DNA SUBCELLULAR LOCALIZATION DURING DECISION 

MAKING 

 

Introduction 

Decision-making is a ubiquitous process among all organisms, from simple viruses 

to complex mammals [85]. A multicellular organism comprised of a population of cells 

will take all the decisions made by individual cells to make an appropriate response to 

environment signals, such as protecting itself from harmful stress [86, 87]. At the single-

cell level, individual cells can exhibit heterogeneous cell fates even when they are 

genetically identical and subjected to the same conditions [85, 88, 89]. This heterogeneity 

or “noisy” phenotype has been conjectured to be the result of intrinsic stochasticity in gene 

regulatory networks [88, 90].  

Bacteriophage λ, one of the most comprehensively studied paradigms, has served 

as an important model for studying basic genetic regulatory processes, such as the bistable 

genetic switch and cell-fate decision [14, 17, 18]. Upon infection of the bacterial host E. 

coli, phage λ can make a decision to enter either of two distinct life cycles, lysis or 

lysogeny. In the lytic pathway, λ rapidly produces new phages, resulting in host cell lysis 
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to release about a hundred progeny virions. During the lysogenic cycle, λ establishes a 

dormant state by integrating its genome into the host chromosome, and existing as a 

quiescent prophage. The lysis-lysogeny decision making has been considered as the result 

of the interactions between regulators within the λ genetic circuitry. 

Phage λ genetic network has been well characterized over decades. Many genes 

are involved in determining the lysis-lysogeny decision making outcome. Among them, 

the product of λ cII gene is known as the key regulator during the decision making process 

[17, 21, 91]. The cII gene is transcribed under the promoter pR early after phage DNA 

ejection. As a transcriptional activator, the CII protein turns on the transcription from three 

promoters, pRE, pI and paQ, which overall function to inhibit lytic pathway and establish 

of the lysogenic pathway [71, 226]. The pI promoter enables the expression of λ integrase, 

Int, which facilitates the integration of phage DNA into the host chromosome [227, 228]. 

CII reduces the Q gene product via the paQ promoter, which transcribes antisense RNA 

within the Q gene [18, 68]. Q acts to antiterminate the transcription of a single operon, 

initiated at pR', which harbors both the lysis and morphogenesis genes [18, 71]. Therefore, 

the reduced Q level by CII will inhibit the late gene expression. CII activates the promoter 

pRE that is responsible for the transcription of λ repressor CI, allowing CI to establish 

lysogeny. CI is able to maintain a stable lysogenic state by turning on the transcription of 

itself from promoter pRM, meanwhile turning off the transcription of all other phage genes 

[17, 71]. In order to trigger the lysogenic switch by activating its three promoters, it is 

critical for CII protein to accumulate until it reaches and exceeds a threshold level [17, 

21].  
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λ lysis-lysogeny decision-making process was studied at the population level in 

the 1970s, uncovering that the lysogenization frequency increases with the number of 

infecting phages [76]. A study at the single-cell resolution proposed a unanimous voting 

model that individual phages are able to independently make decisions between lysis and 

lysogeny inside the host, and only when all infecting phages vote for the lysogenic 

commitment can lead the cell to go to the lysogenic pathway [37]. Based on this scenario, 

it is predicted that phage gene expression level increases linearly with MOI (multiplicity 

of infection). Instead of individual phage voting, a following study provided an alternative 

scenario that attributed the decision-making outcome to partial gene dosage compensation 

[84]. In this study, when the lysogenization frequency was plotted against phage genome 

concentration (defined as the number of infecting phages divided by cell volume) using 

the same experimental data from [37], the results suggested that in the host cell, viral gene 

expression from multiple infecting phages is partially compensated by a degree of MOI1/2, 

thereby influencing the ultimate cell fate. Nevertheless, quantitative measurements of 

certain phage-encoded molecules during the infection cycle are still missing. 

More details have emerged from recent studies on the mechanism of λ decision-

making using high-resolution techniques [38, 65, 83]. It was uncovered that co-infecting 

phages compete against each other during lysis and cooperate during lysogenization [83]. 

By labeling E. coli chromosome and the initial injected phage DNA to allow for the 

tracking of post-infection development in vivo, our previous work observed that phage can 

integrate its DNA into the host committed to lysis [229]. These studies suggest that the 

cellular decision-making might occur at the phage DNA level, where each phage DNA is 
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able to make an individual decision. Nevertheless, the observations of the intracellular 

dynamics of phage λ DNA were limited to the initial phage DNA molecules [38, 65], and 

much less is known of how the subsequent replicated viral genomes behave in the 

cytoplasm. Moreover, the effect of the intracellular phage organization and the interaction 

between phage DNA molecules at the subcellular level on cell-fate determination awaits 

further investigation.   

In this work, to characterize the overall expression of the fate-determining genes, 

we chose the cII gene whose product is the master viral regulator to begin with. Following 

phage infection, we quantified the cII transcription levels over time at the single-cell level 

by RNA single-molecule fluorescence in situ hybridization (smFISH) [230]. We revealed 

the intracellular distribution of cII mRNAs and discovered that they colocalized with their 

DNA templates. In parallel, we developed new fluorescent reporter systems to label each 

individual phage genome and examine the dynamics of the whole population of phage 

DNA after infection at the single-cell level in real time. In coupled with the labeling of E. 

coli helicase DnaB, an essential DNA replication resource [231], we revealed how phages 

manage their resources after infection. Moreover, we exploited both live-cell and fixed-

cell strategies to simultaneously label the E. coli chromosome and phage DNA and 

investigate the interaction between phage DNA and E. coli DNA during the post-infection 

development. The results suggested that individual phage DNA has the capacity to 

establish separate subcellular compartments within single cells. The E. coli nucleoid acts 

as physical barriers to segregate those phage-derived compartments, allowing co-infecting 

phages to develop as individuals to contribute to the final cell fate decision. 
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Materials and Methods 

Bacterial strains, phages, plasmids, and primers 

Bacterial strains, phages, plasmids, and primers used in this study are listed in 

Table 2.1. 

To construct the phage λ DNA reporter strains, we began with the modification of 

λ D gene adapted from the approach described in [83]. Briefly, we thermal induced either 

a wild type λ lysogen or a λcII68 (deficiency in lysogenization) lysogen harboring 

plasmids pBR322-λD-mNeongreen/mTurquoise2/mKate2-E for recombination. The 

resulting lysate containing the phage of interest was titered on MG1655 with the plasmid 

pACYC177-PLate*D for screening. The plaques were checked under a fluorescence 

dissecting microscope to screen out the corresponding fluorescent phages, followed by 

amplification and lysogenization on MG1655. Subsequently, the newly obtained lysogens 

were transferred with the recombination plasmids bearing an array of 24 or 48 copies of 

tetO or lacO repeats, a chloramphenicol resistance gene cassette, and homologous 

sequences probing the bor region on λ genome. After a thermal induction of these 

lysogens, the lysate containing the phage of interest was lysogenized into MG1655 and 

selected for chloramphenicol resistance. The resulting lysogen strains were further 

confirmed by PCR for successful insertion of the operator array and being single 

integration prophages. The successful lysogen strains were transformed with the plasmid 

pACYC177-PLate*D in order to generate stable fluorescent gpD-mosaic phages upon 

phage purification. 
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Prior to construct the bacterial attB reporter strain, a plasmid bearing a DNA array 

containing 96 copies of lacO sequence and a kanamycin resistance gene which are flanked 

by homologous region at ~1.6 kb upstream of the attB site was first generated. The plasmid 

was then digested with EcoRI and SalI restriction enzymes to obtain the linear target DNA 

fragment, followed by engineering into MG1655 using lambda Red recombination system 

[232]. The resulting cells were then screened for kanamycin resistance. Finally, the 

recombinant strains were confirmed by PCR for the existence and appropriate length of 

the array and transferred with the plasmid pACYC177-pFtski-tetR-mCherry-lacI-eyfp to 

obtain the reporter strain allowing the visualization of both E. coli chromosome and phage 

DNA simultaneously. 
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Table 2.1 Bacterial strains, plasmids, phages, and primers used in this work. 

 
Bacterial strains, phages, plasmids, and primers 

Strain Name Relevant Genotype/Comments Source/Reference 

Bacterial strains 

MG1655 sup0, Wild type E. coli Lab collection 

BW14894 ΔlacIZYA, Δphn33-30 [233] 

TK310 ΔcyaA, ΔcpdA, ΔlacY [234] 

LZ204 MG1655, dam-, seqA-ecfp, CmR [38] 

LZ2001 MG1655 [pZS24 pFtski-tetR-mNeongreen] This work 

LZ1677 MG1655 [pZS24 pFtski-tetR-mNeongreen lacI-mKO2] This work 

LZ1643 
MG1655, attB-96×lacO KanR 

[pACYC177 pFtski-tetR-mCherry lacI-eyfp] This work 

Phage strains 

λLZ613 λcI857 bor::KanR, λWT [38] 

λLZ1575 λD-mNeongreen cI857 bor:: 24×tetO CmR This work 

λLZ1653 λD-mTurquoise2 cI857 bor::48×tetO CmR This work 

λLZ1678 λD-mTurquoise2 cI857 cII68 bor::48×tetO CmR This work 

λLZ1681 λD-mKate2 cI857 cII68 bor::48×lacO CmR This work 

Plasmids 

pCP20 Recombines flanking FRT sites to remove inserts, AmpR Lab collection 

pKD46 
Inserts target DNA fragments through homologous 

recombination, AmpR 
Lab collection 

pACYC177 PLate*D gpD under the control of λ late promoter, AmpR Lab collection 

pZS24 pFtski-tetR-

mNeongreen 

tetR-mNeongreen fusion under weak constitutive promoter 

pFtsKi, KanR 
This work 

pZS24 pFtski-tetR-

mNeongreen lacI-

mKO2 

tetR-mNeongreen fusion and LacI-mKO2 fusion under 

weak constitutive promoter pFtsKi, KanR 
This work 

pACYC177 pFtski-

tetR-mCherry lacI-eyfp 

tetR-mCherry fusion and LacI-EYFP fusion under weak 

constitutive promoter pFtsKi, AmpR 
This work 

pUC19 bor::48×tetO 

CmR 

contains homologous regions for recombination of a tetO 

array into phage λ genome, AmpR CmR 
This work 

pUC19 bor::48×lacO 

CmR 

contains homologous regions for recombination of a lacO 

array into phage λ genome, AmpR CmR 
This work 

pUC19 attB-96×lacO 

KanR 

contains a linear DNA fragment with homologous regions 

and a lacO array for Red recombination upstream of E. coli 

attB, AmpR KanR 

This work 

pBR322 D-

mTurquoise2-E 
provides translational fusion D-mTurquoise2, AmpR  [83] 

pBR322 D-mKate2-E provides translational fusion D-mKate2, AmpR  Lab collection 

Primers 

cII-forward 5'-GCAGATCAGCAGGTGGAAGA This work 

cII-reverse 5'-AATCGAGCCATGTCGTCGTC This work 

ihfB-forward 5'-ACCACGTACCGGACGTAATC This work 

ihfB-reverse 5'-ATCGCGCAGTTCTTTACCAG This work 

λ probe-forward 5'-AGAATCGACCATTTCTGCCATCACC This work 

λ probe-reverse 5'-GAGATTTCCGCTTTTGTGCTGGTTG This work 

attB probe-forward 5'-GCGAGATTATCAAGGCGGGTA This work 

attB probe-reverse 5'-CGAATGGGATGAGCGCGATA This work 
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RNA single-molecule fluorescence in situ hybridization (RNA smFISH) 

To study the expression pattern of λ cII gene, 48 DNA oligonucleotides spanning 

the coding sequence of cII, O and part of P gene were designed and synthesized from 

Biosearch Technologies. The sequences can be found in Table 2.2. The probes pre-

modified with a 3’-end amine group were labeled with Cy5 (GE Healthcare Life Sciences, 

#PA15000), following the procedures described in [230]. Briefly, 7.5 μl of each of the 

oligo solutions (100 μM) was pooled and added 40 μl of 1 M sodium bicarbonate (pH 8.5). 

To generate the Cy5 dye solution, 1 mg of Cy5 was dissolved in 2.5 μl of DMSO and 25 

μl of 0.1 M sodium bicarbonate (pH 9.0). Then the oligo solution and the dye solution 

were mixed thoroughly and incubated in the dark overnight at 37 °C. The next day, 47 μl 

of 3 M sodium acetate (pH 5.2) was added into the overnight solution, followed by adding 

1180 μl of 100% ethanol and incubation -80 °C for 3 hr to precipitate the oligos. The 

oligos were then spun down and washed twice by dissolving the pellet in 45 μl of DEPC-

treated water with addition of 5 μl of 3 M sodium acetate (pH 5.2) and 125 μl of 100% 

ethanol. Finally, the probes were resuspended in 250 μl of 1× TE resulting in a 10× probe 

stock solution. The probe solution was diluted with 1× TE by 10 fold to make the 1× probe 

solution for FISH experiments usage. The labeling efficiency of the probes was measured 

using a NanoDrop and calculated to be 97.6% beyond the requirement of >90%. 

To detect cII mRNA level after infection, E. coli strain MG1655 was used as the 

host for infection. The overnight culture MG1655 was diluted 1:1000 into fresh LBMM 

(LB supplemented with 0.2% maltose and 10 mM MgSO4) and grown at 37 °C with 

shaking at 265 rpm until OD600 ~0.4. The cells were then collected by centrifugation at 4 
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°C, 2000×g for 15 min and resuspended in one-tenth volume of pre-chilled LBMM. For 

each sample, 0.75 ml of the concentrated cells were used for infection. An appropriate 

amount of phages was added to reach requested APIs (0.2, 0.5, 1, 2, 3, 4, and 5) and mixed 

well with cells. For the negative control, the same volume of SM buffer (phage buffer, 

100 mM NaCl, 10 mM MgSO4, 0.01% gelatin, 50 mM Tris-Cl, pH 7.5) was added to the 

sample. The infection mixture was incubated on ice for 30 min to allow phage adsorption, 

then transferred to a 35 °C water bath for 5 min to trigger phage DNA ejection. Thereafter, 

the mixed culture was aliquoted as 750 μl per sample which was transferred into 7 ml of 

pre-warmed LBGM (LB supplemented with 0.2% glucose and 10 mM MgSO4), followed 

by incubation in a 30 °C water bath with mild shaking at 225 rpm until certain time points. 

At the specific time point, the sample was poured into a 15 ml tube with 860 μl of 37% 

formaldehyde (final concentration 3.7%) for quick fixation, and incubated for 30 min at 

room temperature using a nutator.  

After 30 min fixation, each sample was washed three times with 1 ml of ice-cold 

1× PBS to remove excess formaldehyde. The cells were permeabilized in 70% ethanol for 

2 hr at room temperature and then spun down at 600×g for 7 min. The cell pellet was 

resuspended in 1 ml of wash solution (40% (wt/vol) formamide, 2× SSC) and incubated 

at room temperature with rotating for 5 min and spun down again to remove the wash 

solution. For hybridization, the cells were resuspended thoroughly in 25 μl of 

hybridization solution (40% (wt/vol) formamide, 2× SSC, 10% (wt/vol) dextran sulfate, 1 

mg/ml E. coli tRNA, 2 mM ribonucleoside-vanadyl complex and 0.2 mg/ml BSA) with 

cII probes at a final concentration of 1 μM (2.06 μl of 1× solution). Samples were 
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incubated in a 30 °C water bath for overnight. The next day, 10 μl of cells were washed 

three times by incubation in 200 μl of wash solution for 30 min in a 30 °C water bath and 

centrifugation at 650×g for 3.5 min. During the third repeat of washing, 10 μg/ml DAPI 

was added in the wash solution to stain the E. coli and phage DNA. Finally, cells were 

resuspended in 2× SSC and 1 μl was placed on a coverslip, topped with a piece of 1.5% 

1×PBS agarose pad and another coverslip for imaging immediately under the microscope. 
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Table 2.2 Sequences of the probes for detecting phage λ cII mRNA. 

 
1 5’-CGTTTGTTTGCACGAACCAT 25 5’-CCACAGAAAGGTCGTTTTCT 

2 5’-TCTCGATTCGTAGAGCCTCG 26 5’-TGAATTGCAGCATCCGGTTT 

3 5’-GCGATTTTGTTAAGCAACGC 27 5’-ATGTCAAACATCCACTCTGC 

4 5’-TGTCTTCTCAGTTCCAAGCA 28 5’-TGATGGTGCGATAGTCTTCA 

5 5’-GCTGATCTGCGACTTATCAA 29 5’-CATCAGGCGGATATCGTTAG 

6 5’-AGAACTTTGGAATCCAGTCC 30 5’-TTACCGGACCAGAAGTTGTC 

7 5’-CCCATTCAAGAACAGCAAGC 31 5’-TCCACTTATCGCGGAGTTTG 

8 5’-AATCGAGCCATGTCGTCGTC 32 5’-TTTGGTTTGCTGGCTGTCAC 

9 5’-AATCGCAGCAACTTGTCGCG 33 5’-ATAGATCCACCCCGTAAATC 

10 5’-CCGGGCGTTTTTTATTGGTG 34 5’-TCTGCTCACGGTCAAAGTTA 

11 5’-GATTTGTTCAGAACGCTCGG 35 5’-CTTTTCGTCGTACTGTTCCG 

12 5’-AATGACCTCAGAACTCCATC 36 5’-GAACACACCGTTGATGATCT 

13 5’-TGACTCCTGTTGATAGATCC 37 5’-TTCGTTCTGGTCACGGTTAG 

14 5’-ATCGAGATCTGCCACATTAC 38 5’-TTTTCCCGAAAAGCCAGAAC 

15 5’-TTGATAGTCTGGCGTAACCA 39 5’-CGTTAACCTGTTCCATCGTG 

16 5’-GAATAAGCCTCAAGCAGCAT 40 5’-AGAAATGGTCGATTCTGCCG 

17 5’-AACTGTCGCTTGGTCAGATC 41 5’-ATATCAACCAGCTCGCTGAC 

18 5’-CAGAATGGCAAGCAGCACTT 42 5’-CTTCCGGCAATACTCGTAAA 

19 5’-ATCGGTGATTCTGTCCATTG 43 5’-AGTAGTGCGCGTTTGATTTC 

20 5’-TTGCACCGTTTGACAGGTAA 44 5’-CTGATACAGGTTGGTAACCA 

21 5’-GACGAGTTCTAACTTGGCTT 45 5’-GTAATTCCGCATCAGTAAGC 

22 5’-TTTTGAGGGATGCACCATTC 46 5’-CTCACCACGGTTAATTCTCG 

23 5’-CTCGTTTTAGGGGATTTTCC 47 5’-GTGCACGATTTAGAGGTCTA 

24 5’-ATTCGCCAGAATTCTCTGAC 48 5’-CATACACTTGCTCCTTTCAG 
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DNA single-molecule fluorescence in situ hybridization (DNA smFISH) 

The procedure is adapted from the protocols described in [235]. Briefly, ~3 kb 

DNA fragments (39.9-42.9 kb region on phage λ genome and 804932-807929 on MG1655 

genome) were amplified by PCR and then treated with a PromoFluor-500/640 Nick 

Translation Labeling Kit to generate DNA-dye fragments ranging from 100-500 bp. The 

probes were purified by an illustra MicroSpin Columns Kit (GE Healthcare Life Sciences) 

to remove unincorporated fluorescent nucleotides and finally resuspended in 1× TE. The 

labeling efficiency was measured using a NanoDrop and calculated to be ~5%. 

To perform DNA FISH on infection samples, cells were grown and infected as 

described in the section of RNA smFISH. Samples were collected at given time points, 

followed by cell fixation in 3.7% formaldehyde solution for 30 min at room temperature 

using a nutator. Cells were washed three times with 1 ml of ice-cold 1× PBS to remove 

excess formaldehyde and resuspended in 1 ml of GTE buffer (50 mM glucose, 10 Mm 

EDTA, 20 mM Tris-Cl, pH 7.5). The cells were permeabilized with 0.2 μg/ml lysozyme 

for 5 min at room temperature, followed by washing with 1 ml of GTE for three times. 

The cell pellet was resuspended in 100 μl of GTE to reach an optimal cell density. 

Subsequently, 10 μl of cells was spread on a pre-coated poly-L-lysine slide for cell 

attachment and allow to dry completely. Samples then went through a gradient 

dehydration with 70%, 90% and 100% ethanol and were dried before hybridization. For 

hybridization, 160 ng of the labeled probes were added into 10 μl of hybridization solution 

(50% (wt/vol) formamide, 2× SSC, 10% (wt/vol) dextran sulfate, 50 mM NaPO4, pH 7), 

denatured at 75 °C for 5 min and placed on ice. The denatured probes were then applied 
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onto the cell attachment area on the slides, overlaid with a coverslip and sealed with nail 

polish. The slides were then placed at 80-85 °C for 5 min and transferred to 0 °C for 3 

min. Following that, the samples were placed in a pre-warmed chamber and incubated 

overnight in the dark at 37 °C to complete hybridization. The next day, after removing nail 

polish and the coverslips, cells were washed twice by incubation in wash solution (50% 

(wt/vol) formamide, 2× SSC) for 20 min in a 37 °C water bath. Samples were further 

washed with a series of SSC solution (1×, 2×, 4×), each for 5 min. 0.5 mg/ml DAPI was 

added along with the 4× SSC to stain the E. coli and phage DNA. Finally, 10 μl of 2× SSC 

was dropped on the cell area and the slides were covered with coverslips for imaging under 

the microscope. 

Quantitative RT-PCR (qRT-PCR) 

Cell culture and phage infection were set up following the same procedure as for 

smFISH. At certain time points, infection samples were immediately poured into 5 ml ice-

cold methanol for fixation. Samples were then spun down at 4000×g for 4 minutes at 4 

°C. Cell pellet was resuspended in 1 ml of Bacteria RNA protection Reagent (Qiagen, 

76506), followed by incubation at room temperature for 5 minutes. Subsequently, cells 

were spun down at 4500×g for 10 minutes at 4 °C. After discarding the supernatant, the 

cells were kept at -20 °C until all samples were collected and ready for total RNA 

extraction. RNA extraction was performed using the RNeasy Mini Kit (Qiagen, 74104), 

followed by DNA digestion with the TURBO DNA-free kit (Ambion, AM1907) according 

to the manufacturer’s instructions. Then 400 ng of total RNA was used as the template for 

reverse transcription by the High Capacity RNA-to-cDNA kit (Applied Biosystems, 
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4387406). The synthesized cDNA was then quantified using the SYBR Green PCR master 

mix in a CFX96 real-time PCR thermocycler (Bio-Rad). The thermal cycling program was 

as follows: an initial denaturation at 95.0 °C for 30 s; 39 cycles of denaturation at 95.0 °C 

for 5 s, annealing at 60.0 °C for 30 s; and a final melting curve from 65.0 °C to 95.0°C for 

5 min by 0.5 °C increment. The E. coli ihfB was used as a reference gene to provide the 

calibration for cII mRNA quantification since its transcriptional level does not change 

significantly with API and time. All samples within one experiment were run on the same 

96-well plate to avoid between-run variations. Gene expression quantification was 

performed by the CFX Manager software (Bio-Rad). 

Single-cell Infection Assay 

Single-cell infection was performed as previously described [37, 38, 83], using M9 

minimal medium as the growth medium in order to obtain optimal fluorescence signals. 1 

ml of host MG1655 cells was grown in M9 minimal medium (11.3 g/L M9 salts, 1 mM 

MgSO4, 0.5 µg/ml thiamine HCl, 0.1% casamino acids, 100 µM CaCl2) supplemented 

with 0.4% maltose (M9M) with appropriate antibiotics for overnight. The overnight 

culture was diluted 1:100 into 5 ml of fresh M9M medium and grown until the optical 

density (OD600) reached 0.3 at 37°C. The cells were harvested and concentrated by 10 fold 

by centrifugation at 2000×g for 2 minutes at room temperature, and then resuspended in 

ice-cold M9M. 10 μl of phages were mixed with 10 μl of the resuspended cells to reach 

an API of 1~2, followed by an incubation on ice for 30 min and another 5 min incubation 

at 35°C water bath to trigger phage DNA ejection. The phage-cell mixture was then diluted 

into M9 and 1 μl of the diluted sample was placed onto a 1.5% agarose pad of M9M (~1 
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mm thick) resting on a small coverslip until visibly dry (~1 min), topped with another 

large coverslip. The sample was moved to the fluorescence microscope for time-lapse 

imaging, where the time = 0 is set to the first time-lapse image taken, which is typically 

15~20 min after cells are treated at 35°C. 

Microscopy and imaging 

Imaging was performed on an inverted epifluorescence microscope (Ti-E, Nikon, 

Tokyo, Japan) within a cage incubator (InVivo Scientific, St. Louis, MO) set at 30°C. 

Images were acquired using a 100× objective (Plan Fluo, NA 1.40, oil immersion) with 

standard filter sets using a mercury lamp as the light source (X-Cite 200DC, Excelitas 

Technologies) and a cooled EMCCD camera (iXon3 897, Andor, Belfast, United 

Kingdom). 

For a typical real-time live-cell movie, 16 stages were selected where cells were 

well separated and a series of 5 z-stacks images with spacing of 300 nm in the CFP/Far-

red channel using 200 ms exposure time were taken in the first frame in order to visualize 

all infecting phages surrounding cells. The time-lapse movie was subsequently taken every 

5 minutes for a total length of 4 hours through the phase-contrast (100 ms exposure), 

mTurquoise2 (100 ms exposure, Nikon 96361), mKate2 (100 ms exposure, custom filter, 

Chroma 49310), mneonGreen (200 ms exposure, custom filter, Chroma 49308), mKO2 

(400 ms exposure, custom filter, Chroma 49309), YFP channel (100 ms exposure, Nikon 

96363), mCherry (200 ms exposure, Nikon 96365) channels. To image RNA smFISH 

samples, a series of 11 z-stacks images with 200-nm spacing in the Cy5 channel for cII 

mRNA (200 ms exposure, Nikon 96366). To image DNA smFISH samples, a series of 5 
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z-stacks images with 300-nm spacing in the YFP channel (300 ms exposure, Nikon 96363) 

for phage DNA and Cy5 channel (400 ms exposure, Nikon 96366) for E. coli attB. For all 

smFISH images, one image was taken at the focal plan for the phase contrast (100 ms 

exposure) and DAPI channel (30 ms exposure, DAPI filter, Nikon 96310). 

Image processing and data analysis 

To quantify λ cII mRNA level in smFISH, images were first exported and then 

analyzed using the cell recognition program Schnitzcell (gift from Michael Elowitz, 

California Institute of Technology) which recognizes and segments individual cells. The 

total cell fluorescence intensity was calculated with homemade script in Matlab by 

summing the intensities within the cell boundaries and subtracting the background 

fluorescence in the same images for calibration. The average intensity of each cell was 

calculated by dividing the total intensity by the cell area. At 0 min after infection, cells 

with cII signals typically displayed as a single focus, possibly representing a single mRNA 

or a few mRNA molecules clustering together. The total fluorescence intensities of those 

cells and the cells from the negative samples were fitted into multi-Gaussian functions and 

the differences between them were designated as the intensity for a single cII mRNA. In 

the later time point samples, the cII mRNA copy number in each cell was calculated 

following the equation, (T-m×S)/A, where T is the total intensity of the cell, m is the 

median of the average intensity of the cells from the negative sample without phage 

infection, S is the cell area, and A is the intensity of a single mRNA calculated as described 

above. To study the intracellular localization of phage DNA and mRNA, images were 

processed using MicrobeTracker [236] first to outline cells. Thereafter, fluorescent spots 
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were recognized automatically using SpotFinderZ, followed by manually correction using 

SpotFinderM. 

Results 

Quantification of cII mRNA expression at the single-cell level by smFISH  

To quantify cII mRNA expression levels upon infection of E. coli MG1655, a set 

of 48 oligonucleotide probes, each 20 bases long, was designed and labeled with Cy5 

fluorescent dye molecules to target the transcript of λ cII. Because the short length of the 

cII gene (294 bp) is not sufficient to meet the minimum requirement of the number of 

FISH probes (typically 48), the O gene and part of the P gene, which are located within 

the same transcript as cII, had also been included in the probe design. We first preformed 

experiments with λWT phages at a low API of 0.2.  As the probability of a cell being 

infected by a certain number of phages follows a Poisson distribution [37], 18.13% of the 

total cells will be infected. Consequently, at an API of 0.2, the estimated percentage of 

MOI=1 infections is 90.29%. In other words, the majority of infected cells were infected 

by only one phage. As shown in Figure 2.1A, the infected cells exhibited strong 

fluorescence signals corresponding to the cII mRNA molecules, whereas fluorescence 

signals were not detected in the cells without phage infection in the negative sample. At 0 

min when samples were fixed immediately after phage infection, the infected cells 

displayed small fluorescent spots, which might represent one single cII mRNA molecule 

or a few mRNAs. At later time points, the cII mRNA appeared as clusters and became 

larger and brighter inside the cells, suggesting cII mRNA levels increased over time. We 

measured the total cell fluorescence intensity after performing a calibration by subtracting 
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the intensity in the negative sample and background area to estimate the average cII 

expression level over time. In parallel, the whole population level of cII mRNA expression 

was performed by RT-qPCR. The results were in agreement with the findings obtained by 

smFISH. The overall trend of the cII transcription over time was that upon phage infection, 

cII mRNA level first increased until it reached a peak at around at around 6 -12 min and 

subsequently decreased (Figure 2.1B). It indicates that after a phage genome entering the 

host cell, cII expresses and its mRNAs accumulate until a peak is reached. After that, the 

decreased levels of cII mRNA suggest that the cell-fate decision has been made and the 

cII stops being transcribed likely due to the repression of the pR promoter by either CI or 

Cro [17, 18]. 
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Figure 2.1 λ cII mRNA expression over time at the single-cell level. 

(A) Representative cells showing cII mRNA signals by RNA smFISH. Negative: cells 

without phage infection. None of the cells show cII signal. Cells with λWT infection at 

API = 0.2 were fixed at different time points. At 0 min, cells show distinct foci, 

representing one single cII mRNA or a few mRNA molecules aggregating together. At 

later time points, cII mRNAs appear as clusters instead of punctate foci. Scale bar, 2 µm. 

(B) Average cII mRNA levels over time upon infection. Data from 5 experiments (dots) 

and the mean (black line) are shown. Only infected cells with cII signals were included in 

the calculation. cII expression reaches a peak at around 6 -12 min after infection and 

subsequently decreases. 
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The location preference of cII mRNA in infected cells 

By labeling phage λ genome, there is evidence that the ejected phage DNA 

preferentially appears at cells poles [36]. However, the location of phage mRNA in the 

cytoplasm has not been uncovered yet. To examine the subcellular localization of cII 

mRNA, we measured the position of cII signals at 0 min when cII mRNA level was low 

and the fluorescence signals exhibited as distinct foci in the cells (Figure 2.2A). Similar 

to phage DNA, the cII mRNAs localized predominantly at the middle and the poles of the 

infected cells (Figure 2.2B). It would be considered as the result of the preference of 

phages attaching to cell poles and mid-cell positions for infection as described in the 

literatures [36, 37]. After phage DNA is injected into the cells, transcription of λ genes is 

immediately initiated by host RNA polymerase from the two early promoters pL and pR 

[12, 14]. λ cII is the second gene that is transcribed in the pR operon. Theoretically, cII is 

transcribed around the region where its DNA template stays. Therefore, when the infected 

cells were collected at 0 min, the localization of the first one or a few cII mRNA molecules 

reflected the position where the phage genome ejection occurred. To rule out the 

possibility that the smFISH technique will artificially affect the location preference of a 

gene of interest, a control experiment was performed using an E. coli strain TK310 to 

target the expression of the gene lacZ, which should not have any location preferences for 

the transcription in the cytoplasm [230]. The results showed that the distribution of lacZ 

mRNAs exhibited no location preference as expected, indicating that the technique does 

not alter the location of the gene expression (Figure 2.2C). 
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We next sought to confirm whether λ cII mRNA is transcribed around its DNA 

template. We took advantage of our previously established SeqA-DNA binding reporter 

system to label phage DNA [38]. The λWT phages were prepared to be fully methylated 

and were used to infect a methylation-deficient E. coli host strain (dam-) and constitutively 

expresses the fluorescent fusion protein SeqA-ECFP. SeqA protein has a high binding-

affinity to fully methylated and hemimethylated DNA. It binds specifically to GATC 

sequences, which are methylated on the adenine residues [237]. There are 116 GATC sites 

distributed across the λ genome. Accordingly, the injected phage DNA can be visualized 

as a CFP fluorescent focus under the fluorescence microscope. In conjunction with the 

smFISH method targeting cII mRNA, phage DNA and its expressed mRNA can be 

detected in the infected cells concurrently. Since cII mRNA accumulated and spread all 

over the cells at later time points, here we fixed the infection mixture at 5 min after 

triggering the DNA injection. The result showed that SeqA-ECFP formed punctate foci, 

marking the injected phage DNAs (Figure 2.2D). Among the cells with fluorescent signals 

(4315 in total), 15.4% of them displayed both phage DNA (CFP) and cII mRNA (Cy5) 

signals, while 35% and 49.6% showed only CFP and Cy5 signals, respectively. The cells 

with only DNA signals indicated that cII transcription had not occurred yet in those cells. 

The cells showing only mRNA signals suggested that some SeqA-CFP proteins bound to 

phage DNA might not be able to survive through certain steps of the smFISH procedure, 

i.e., several washing steps before and after hybridization with probes. When we calculated 

the minimum distance between λ DNA and cII mRNA in the cells with both signals 

(15.4%, 666 out of 4315 cells), 91.4% (609 out of 666 cells) of them exhibited good 
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colocalization in which the minimum distances were less than 0.5 µm, which is a reliable 

indicator for colocalization [65] (Figure 2.2E). Overall, the colocalization between phage 

λ DNA and its expressed mRNA was visualized for the first time inside cells, and the 

results demonstrate that the transcription of phage genes in the cytoplasm always takes 

place near their templates.   
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Figure 2.2 cII mRNA localization and correlation with λ genome in the cytoplasm. 

(A) A smFISH image showing cII mRNA (green signals) intracellular localization at 0 

min. Yellow arrows point to the representative cells where cII mRNAs prefer to localize 

at the mid-cell region and cell poles. (B) Distribution of cII mRNA location along the cell 

major axis, where “0” represents the mid-cell area and “1” represents the cell poles. A 

schematic of the cell coordinates is shown on the top. (C) Distribution of lacZ mRNA 

locations in E. coli TK310. The lacZ mRNA does not exhibit any location preferences 

inside cells. (D) Representative cells showing the colocalization between λ genomes (red 

dots) and the cII transcripts (green dots), pointed by cyan arrows. Infected cells were fixed 

at 5 min after infection. An example cell pointed by the white arrow shows only phage 

DNA without mRNA expression. (E) Distribution of the minimum distance between 

phage DNA and cII mRNA. The majority of the distances are less than 0.5 μm, indicating 

the colocalization. Scale bars, 2 µm. 
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Visualization of the intracellular phage DNA replication and development 

Given the fact that the SeqA-FP reporter system only allows for accessing the 

original infecting phage genome and its first replicated copy, it remains unknown the 

behavior of subsequent replicated DNA molecules. To obtain a full picture of the 

spatiotemporal dynamics of an injected λ genome over the entire infection cycle, we 

constructed two new phage DNA fluorescence labeling systems, tetO/TetR-FP and 

lacO/LacI-FP, following the approach in [61], where an array of 48×tetO or 48×lacO 

sequences were engineered into the bor region on λ genome (Figure 2.3A). The phage 

DNA can be detected when TetR-FP or LacI-FP fusion proteins are expressed from a 

plasmid and then bind to the operator array on the phage gnome to form fluorescent foci. 

Hence, all offspring phage DNA molecules can be tracked. In this work, we inserted the 

tetR-mNeongreen and/or lacI-mKO2 under the constitutive promoter FtsKi into a low copy 

number vector, pZS24, which bears the pSC101 origin (10-12 copies per genome) [238], 

to ensure that the background signal is low enough to visualize phage DNA foci. 

Moreover, by substituting the λ D gene, which expresses phage capsid decoration protein 

(gpD), with either D-mTurquoise2 or D-mKate2 translational fusion, the infecting phage 

λ particles and the development of the lytic life cycle can be visualized during the 

infection. 

With the new phage DNA reporter systems, we next performed time-lapse movies 

to characterize the dynamics of phage DNA replication at the single-cell level. Following 

the infection of the reporter strains, λ DNA first appeared as a small focus (green or 

orange) at the entry point (Figure 2.3B and C). The DNA fluorescence foci grew and 
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gradually formed as a cluster, corresponding to λ DNA replication. In the lytic cells, the 

phage DNA fluorescent clusters accumulated and expanded along the cell major axis over 

time. At the late stage, the cyan or far-red fluorescent protein, gpD-mTurquoise2 or gpD-

mKate2, appeared within the clusters, signifying synthesis of the λ capsid proteins and the 

assembly of phage progeny, and eventually the cells lysed (Figure 2.3B and C). For those 

cells that committed to the lysogenic pathway, λ DNA replicated from a small focus to a 

bright cluster during the early infection (0-30 min), similar to the lytic cells. However, we 

observed that the formed DNA clusters barely grew after 30 min and exhibited both 

localized motion and active motion across the cell (Figure 2.3D). Following the cell 

division, a single DNA focus can be observed in all daughter cells, marking the integration 

of the phage DNA into the host chromosome. The initially formed DNA cluster was 

passed to one of the daughter cells and stayed until the end of the movies (240 min). The 

limited size of phage DNA clusters during the early infection time window suggests that 

it does not seem to require many phage DNAs for a cell to commit to either lytic or 

lysogenic decision. Moreover, once the lysogenic pathway is established, the expression 

of the O and P genes, which are required for DNA replication, is inhibited by CI repressor, 

leading to the limited amount of DNA in the lysogenic cells during the late infection 

period. 
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Figure 2.3 Detection of phage λ DNA development upon infection in real time at the 

single-cell/single-molecule level. 

(A) A schematic description of phage λ DNA labeling with tetO/TetR-FP and lacO/LacI-

FP reporter systems. λ genome is inserted by an array of 48 tetO/lacO repeats and the 

TetR-mNeongreen (green) and LacI-mKO2 (orange) fusion proteins are expressed under 

a constitutive promoter Ftski in a plasmid. Phage decoration capsid protein gpD is fused 

by either mTurquoise2 (blue) or mKate2 (red). (B) and (C) Representative lytic cells 

infected by a tetO phage (B) or a lacO (C) phage, respectively. Cyan and red arrows point 

to the labeled phages attached on the cell surface. Phage DNA appears as a small distinct 

dot pointed by the green and orange arrows at 0 min. Over time, the DNA signal expands 

and forms a large cluster filling most of the cell, indicating phage DNA replication. At 

later time points, gpD signals (cyan and red) arise within the DNA cluster, corresponding 

to phage progeny assembly. Eventually, both cells lyse. (D) A representative lysogenic 

cell infected by a tetO phage. During the early infection stage (0-30 min), phage DNA 

forms a cluster, similar to that in a lytic cell. After 30 min, in contrary to the continuously 

growing DNA signals as does in a lytic cell, the DNA cluster stops expanding, suggesting 

that lysogenic cells have limited phage DNA replication. A small, separate green focus 

appears at 65 min signifies the event of phage DNA integration into the E. coli 

chromosome. Following cell division, single green dots can be found in each daughter cell 

representing the integrated phage DNA. Scale bars, 2 µm.  
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In particular, when multiple phages carrying the same reporter system co-infected 

a cell through distinct locations, we observed that each ejected phage DNA could form its 

own cluster, which remained separated from others in the cytoplasm during the post-

infection development (Figure 2.4A). To further test whether those separated phage DNA 

clusters can collect host resources for their own usage, we translationally fused the E. coli 

DnaB with mTurquoise2 by replacing the native dnaB gene with dnaB-mTurquoise2 on 

the E. coli chromosome. DnaB is a replicative helicase that is required by both E. coli and 

phage λ for DNA replication [54, 231]. We also introduced a plasmid constitutively 

expressing TetR-mCherry fusion proteins into the host with the engineered dnaB gene and 

infected this reporter strain with a D-mNeongreen phage strain carrying an array of a 24× 

tetO tandem array. We observed that when multiple phage DNA clusters formed in 

different areas in a cell, DnaB foci typically colocalized with those phage DNA clusters 

over time (Figure 2.4B). It indicates that after entering host cells, each phage DNA is able 

to recruit host resources, like DnaB, to spatially assemble its own compartment at the 

subcellular level.  

In addition, we noticed that the size of phage DNA clusters differed even within 

the same cell. This implies that the amount of phage DNA generated from each 

compartment varied, which is likely the result of the interaction between phage DNAs 

inside cells. Moreover, our mRNA smFISH images showed that early after infection (~10 

min), the cII transcripts existed in separate space within single cells (Figure 2.4C). In 

conjunction with our previous findings that at the early infection stage, the expression of 

phage genes occurs near phage genome (Figure 2.2E), the phage DNA subcellular 
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organization might play a significant role in the lysis-lysogeny decision making. A single 

phage DNA is capable of organizing and maintaining its own compartment for replication 

and gene expression, and different infecting phages could develop as individuals within a 

single cell and commit to different decisions. Next, we infected a single cell with two 

phages carrying different DNA reporter systems, tetO/TetR-FP and lacO/LacI-FP. We 

observed that one phage DNA rapidly replicated to fill the most cell space, while the other 

exhibited constrained replication by remaining as a small cluster throughout the infection 

cycle (Figure 2.4D and E). Eventually, the phage with a larger DNA zone produced its 

corresponding lytic reporter and took over the cell. This observation provides direct 

evidence that individual phage DNA develops as its own and the competition between two 

phage DNAs occurs during DNA replication, resulting in one phage dominating the other, 

most likely through occupying most host resources [83]. However, it is worth mentioning 

that this predominantly happened when the two phages ejected their genomes at distant 

locations on the cell surface (63.27%, 31 out of 49 infected cells at MOI = 2). In the cases 

when the genomes of two infecting phages entered the cells in close proximity, they 

generally mixed within the same subcellular area and replicated together, followed by the 

appearance of both lytic reporter signals (85.53%, 65 out of 76 infected cells at MOI = 2) 

(Figure 2.4F). It suggests that for a co-infection event, phage genome entry site has a great 

impact on the subcellular organization of different phages, as well as their interactions 

during the post-infection development. 
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Figure 2.4 Phage DNA can organize individual development by assembling separate 

compartments in a single cell during infection. 

(A) A representative cell infected by two phages labeled with tetO/TetR-FP system. The 

two ejected phage DNAs establish their own subcellular compartments which remain 

separated throughout the lytic development. The lytic reporter signals emerge from both 

phage DNA clusters, indicating that virion assembly occurs within both compartments. 

Cyan and green carets point at phage particles adsorbed to the cell and the injected phage 

DNA, respectively. (B) A representative cell with two subcellular phage-derived 

compartments (red). Each compartment recruits host resource DnaB (cyan) to its 

proximity for its own development. During the late stage, phage capsid gpD-mNeongreen 

(green) accumulates within the different compartments. (C) RNA smFISH targeting λ cII 

transcripts. cII mRNAs form separate clusters in single cells, marked by yellow arrows. 

(D) and (E) Representative lytic cells co-infected by a tetO phage and a lacO phage 

displaying phage competition within a single cell via inhibition of the viral DNA 

replication. A tetO phage dominates a lacO phage is shown in (D) and a lacO phage 

dominates a tetO phage is shown in (E). In (D), the cell lacks the lacO phage which is 

supposed to attach on the cell surface, meaning that it fell off after ejecting its DNA 

(orange dot) into the cell. (F) A representative lytic cell showing that the co-infecting tetO 

and lacO phage DNAs develop as one unit. At 0 min, the two phages eject their genomes 

in close proximity. Their replicated DNAs mix together over the entire infection cycle. 

Finally, both viral progenies are produced indicated by the appearance of the lytic 

reporters (cyan and red). Scale bars, 2 µm. 
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The spatial organization of phage DNA is correlated with the presence of E. coli 

chromosome 

We hypothesized that phage DNA clusters remaining separated is due to the 

presence of the E. coli chromosome. It is well known that E. coli has a single circular, 

highly compacted chromosome, occupying a large volume of the cytoplasm [239]. It might 

behave as a barrier to physically segregate replicating phage DNA. To this end, we 

inserted an array of 96×lacO repeats at ~1.6 kb upstream of the E.coli attB site and 

transferred a plasmid expressing LacI-YFP fusion into the above engineered E. coli strain 

(Figure 2.5A). The labeling of the attB site also makes it possible to capture the integration 

event during lysogenic development for later studies. We next infected the engineered E. 

coli strain with our tetO phages (genotype: λD-mTurquoise2 cI857 bor::48×tetO CmR) to 

perform single-cell time-lapse movies. As expected, we observed that E. coli attB avoided 

overlapping with phage DNAs during phage DNA replication (Figure 2.5B-E). 

Collectively, the interaction between phage DNA and bacterial DNA in lytic cells 

displayed four distinct behaviors: 1) a phage DNA cluster expanded from one side of the 

cell and pushed the E. coli DNA toward the other cell pole (Figure 2.5B), 2) a phage DNA 

cluster expanded from the middle of the cell and pushed the E. coli DNA toward both 

directions (Figure 2.5C), 3) two phage DNA clusters expanded from the cells poles and 

confined the E. coli DNA within the midcell region (Figure 2.5D), and 4) E. coli DNA 

acted as physical barriers to separate the replicated phage DNAs into multiple clusters 

(Figure 2.5E). These observations confirm our hypothesis that E. coli chromosome 

participates in establishing and maintaining phage DNA subcellular localization.  
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Figure 2.5 Phage DNA intracellular compartments are physically separated by E. 

coli chromosome. 

(A) A schematic of E. coli DNA and phage λ DNA labeling. A 96× lacO array is inserted 

upstream of the attB locus on E. coli genome. Phage λ carries a 48× tetO array and the 

gpD-mTurquoise2 lytic reporter as described earlier. A plasmid expressing both TetR-

mCherry and LacI-EYFP under the promoter Ftski is introduced into the engineered E. 

coli host in order to label bacterial and phage DNA concurrently. (B-E) Representative 

lytic cells showing four distinct behaviors of the interaction between bacterial attB (yellow 

dots) and phage genomes (red clusters) as described in the text. Scale bars, 2 µm. 
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Detection of phage DNA in fixed cells by single-molecule DNA FISH 

To rule out the possibility that our fluorescent repressor operator systems 

(tetO/TetR-FP and lacO/LacI-FP) artificially caused viral genomes to stick together and 

influenced the biological behaviors, we adapted the DNA single-molecule fluorescence in 

situ hybridization (DNA smFISH) technique to characterize the spatial distribution of 

phage DNA replication in fixed cells upon infection. We designed fluorescent probes 

against a 3 kb region (39.9 ~ 42.9 kb) of phage λWT genome and fixed the cell-phage 

mixtures at different time points after infection (0, 10, 20, 30, 40, 50, and 60 min), 

followed by the hybridization with the probes. At 0 min, phage DNA appeared as single 

foci, primarily at the cell poles and mid-cell region. Over time, phage DNA signals 

increased significantly and formed large clusters similar to those observed in the live-cell 

movies with the repressor-operator reporter systems (Figure 2.6). At 50-60 min, some 

infected cells lysed, leaving only phage DNAs sitting on the slides (pointed by red arrows). 

The observations demonstrate that our phage DNA reporter using the genetic modified 

operator-binding repressor system does not alter the subcellular behaviors and localization 

of phage DNA. 

In corresponding to the live-cell studies where the E. coli attB site was labeled by 

a lacO/LacI-FP system, we further designed probes against the region covering the attB 

site and performed dual-color DNA FISH experiments to target both phage DNA and E. 

coli attB loci. Meanwhile, we stained the fixed, hybridized cells with DAPI to locate the 

entire E. coli chromosome. It is important to emphasize that DAPI theoretically stains both 

phage DNA and E. coli DNA with no preference. However, as the genome size of λ (48.5 
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kbp) is far smaller than E. coli DNA (4.6 Mbp), a single or a few phage DNA molecules 

are not detectable by DAPI during the early infection period. For this reason, phage DNA 

and E. coli DNA can be distinguished by FISH signals and DAPI staining, respectively. 

At early time points (i.e., 10 min), phage DNA clusters preferred to stay in the E. coli 

nucleoid-free areas (Figure 2.7A), supporting the live-cell observations that phage DNA 

and bacterial DNA were not colocalized in the cytoplasm. At later time points, viral and 

bacterial DNA signals overlapped in the DAPI channel due to the increased amount of 

phage DNA as a result of DNA replication. Therefore, we moved to examine the location 

of the attB locus, which was labeled by FISH probes, to represent where the E. coli DNA 

stays. We found that attB circumvented the phage DNA clusters (Figure 2.7A), consistent 

with the live-cell data (Figure 2.5B-E). Additionally, our previous cII mRNA smFISH 

samples were also treated with DAPI to stain the E. coli chromosomes. From there, we 

observed that during the early infection stage, similar to phage DNA, λ cII mRNA clusters 

colocalized in the subcellular space where E. coli DNA did not reside (Figure 2.7B), 

signifying that gene expression occurs within the phage-derived compartments, which are 

partitioned by E. coli chromosome. Altogether, the FISH data verified the reliability of the 

live-cell results that the initial infecting phage DNAs have the ability to develop and form 

individual compartments, which are physically separated by E. coli chromosomes in the 

cytoplasm. On the other hand, the established DNA FISH technique can be utilized to 

quantify phage DNA copy number during the infection for further investigation of the 

importance of phage DNA replication in cellular decision making at the single-cell level. 
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Figure 2II.6 Examination of phage DNA intracellular localization by DNA smFISH. 

Representative images showing phage λ DNA replication over time by DNA smFISH. 

Negative: cells without phage infection. None of the cells show phage DNA signal. Cells 

with λWT infection at API = 1 were fixed at different time points. At 0 min, cells show 

distinct foci in yellow, representing one or a few copies of phage DNA. Those foci are 

frequently found at the mid-cell areas and cell poles, pointed by cyan arrows. Over time, 

as phage DNA replicates, the foci become large clusters, similar to the live-cell images. 

At the late time points (50-60 min), the clusters fill most cell space and some lysed cells 

can be observed (pointed by red arrows). Green arrows point to the potential lysogenic 

cells. Scale bar, 2 µm. 
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Figure II.7 Phage DNA replication and gene transcription do not colocalize with E. 

coli DNA during the post-infection development. 

 (A) Representative cells targeting phage DNA (yellow) and E. coli attB (red) at an early 

time point (10 min) and a late time point (40 min) after infection. E. coli attB appear as 

bright dots in each cell. Cells were stained with DAPI, allowing for detection of the entire 

E. coli chromosome, as well as phage DNA. Early after infection, phage DNA clusters are 

organized in E. coli nucleoid-free areas. During the late stage, replicated phage DNAs stay 

away from E. coli attB in the cells. (B) Representative cells from RNA smFISH 

experiments showing that λ cII mRNA (green) prefers E. coli nucleoid-free regions as 

does phage DNA. Scale bars, 2 µm. 
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Discussion 

The lysis-lysogeny decision making of bacteriophage λ has served as an important 

paradigm for a binary choice between alternative cell fates. The cell-fate choice is driven 

by λ’s genetic regulatory circuit, as well as the infecting parameters, such as environmental 

conditions and the number of infecting phages (MOI) [18, 71, 76]. Several mathematical 

models have also been built in order to interpret the decision making process [78, 240]. 

Recently, a stochasticity scenario has been proposed in which random fluctuations in 

expression of cell-fate determining genes at the individual-cell level have a great impact 

on decision outcome [241]. However, quantitative single-cell measurements on the 

expression of the genetic players at both transcriptional level and translational level during 

λ infection have not been achieved yet. 

In this work, we measured λ cII transcription over time upon infection of E. coli at 

the single-cell level. The peak of the overall trend of the cII expression within the decision 

time window (around 10 min) might represent a certain threshold that CII protein need to 

reach in order to activate the expression of the cI gene for lysogeny to be established, as 

proposed in previous studies [18, 71] Moreover, the cII mRNA expression pattern also 

represents the transcription of the pR promoter, which is negatively controlled by Cro and 

λ repressor CI after they are produced. In addition, phage DNA replication is believed to 

contribute to the cII or pR transcription, because it provides more templates for RNA 

polymerase to bind with, leading to the accumulation of cII mRNAs and the transcripts of 

its negative regulator gene cro. However, the increased level of Cro can counteract the 

effect of increasing template number on cII expression. Therefore, pR transcription and 
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phage DNA replication might be constantly affecting each other during the decision is 

being made. Further measurements on the transcriptional level of cro and the changes of 

phage DNA copy number are required for investigating the correlation between phage 

gene expression and DNA replication. 

In addition to phage DNA replication, an alternative source to provide additional 

DNA templates for transcription is to increase the number of co-infecting phages. It was 

documented that when multiple viruses infect the same host, nonlinear gene regulatory 

dynamics can lead to qualitative changes in steady-state gene expression even with a small 

change in the rate of transcription, thereby ultimately affecting the cell fate decision [78]. 

Future experiments to characterize the effect of MOI on the expression of the fate-

determining genes remain to be done. Besides, it is worth mentioning that our results came 

from the measurements of the transcription of phage genes and the conclusions were 

drawn based on the assumption that the translation of phage proteins is proportional to the 

total amount of their respective transcripts. Since phage-encoded proteins are the factors 

taking effect in the cell-fate selection, quantification of the protein concentration of those 

regulators using techniques, like immunofluorescence, is of great importance to 

characterize the role of genetic regulatory network plays in λ cellular decision making. 

Beyond the genetic regulatory network, previous studies point out that during co-

infection, individual phages are able to “vote” for the choice of whether to lyse or 

lysogenize the cell [37]. Here, by examining the spatial distribution of phage and E. coli 

DNA, we provided direct evidence of how multiple phages with identical genetic materials 

develop as individuals in the limited space of a single cell. When multiple phages co-
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infected a single cell, their injected DNAs can individually establish separate subcellular 

compartments, allowing for space-restricted DNA replication and viral gene expression, 

which sustains heterogeneous viral development in single cells. These phage DNA 

compartments are physically separated by the E. coli chromosome and might have 

different selections for a cell fate. As a consequence, the overall cell-fate decision is 

expected to be made by multiple voting from separate subcellular spaces in a single cell. 

Nonetheless, it is worthwhile to point out that the separate spatial organization of phage 

DNA does not mean that their intracellular development is completely independent of each 

other. On the contrary, we observed that DNA replication of one infecting phage 

remarkably inhibit that of the other, supporting the previous prediction that the 

competition among co-infecting phages occurs during the DNA replication [83]. Once 

again, we have been focusing on the phage DNA and mRNA levels but have neglected the 

spatial distribution of the fate-determining proteins, such as CII, CI and Cro, which 

directly control the viral gene expression and affect the cell-fate choice. Detection of those 

proteins at the single-cell level is essential to uncover what degree the regulators can be 

shared between different phage compartments in the subcellular environment and how the 

key players interplay to determine the decision-making outcome. 

In summary, we investigated phage λ decision-making from the aspects of both 

phage gene expression pattern and the subcellular spatial organization of phage DNA and 

mRNA at the single-cell level. Phage gene expression is a consequence of the interaction 

between multiple factors involved in the complex genetic circuit. The variation of the 

expression level is affected by the degree of the regulation of those factors and the external 
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environmental fluctuation. The subcellular organization of phage biomolecules generates 

the heterogeneous development within single cells, which further contributes to noisiness 

of decision-making at the population level. Nevertheless, there remain unresolved 

questions of how individual phage DNA senses the local environmental signals to make 

appropriate response for development and how phage DNA individualities interact in the 

subcellular space to together make an optimal decision for a cell. Understanding the 

intracellular spatial structures may yield new insights into the cause of cell-to-cell 

heterogeneity and make the lysis-lysogeny decision outcome more predictable. 
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CHAPTER III  

THE ROLE OF SIDE TAIL FIBERS DURING THE INFECTION CYCLE OF PHAGE 

LAMBDA 

 

Introduction 

As the most abundant organisms in the world, bacteriophages (simply phages) are 

viruses that infect bacteria. Phage λ was discovered in 1951 by Esther Lederberg [10]. 

Ever since its discovery, phage λ has become one of the most comprehensively studied 

phage systems and serves as paradigms of different biological processes, such as 

regulation of gene expression, mechanisms of recombination, and cell-fate decision-

making [12, 14, 17, 18]. To start an infection, phage λ first carries out the interaction with 

the host cell through its tail fiber binding to the receptor on the host cell. Subsequently, λ 

DNA is ejected into the cell, followed by a decision to enter either of two distinct 

pathways, lysis or lysogeny. In the lytic pathway, λ replicates its DNA and produces new 

phages, resulting in cell lysis to release about a hundred progeny virions. Alternatively, in 

the lysogenic pathway, λ establishes the dormant state by integrating its genome into the 

host chromosome, and existing as a quiescent prophage [17, 21]. 

The phage λ used in most laboratories around the world, which has been thought 

of as wild-type λ (λWT) is actually not the original strain that was isolated from a prophage 
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in E. coli strain K-12 in 1951 [10]. It is a mutant strain derived from a cross between a λ 

strain in use in Pasadena and another strain in use in Paris, and later referred to as lambda 

PaPa (λPaPa) [15]. The real wild type strain is referred to as Ur-lambda (Ur-λ). Compared 

with λWT (or λPaPa) which only has a short tail fiber at the tail tip, Ur-λ virions have 

additional four long, thin side tail fibers that extend from the side of the tail tip [15, 19]. 

The absence of the side tail fibers from λWT is the result of a frameshift mutation (a 

deletion of cytosine) in the side tail fiber (stf) gene in λWT genome sequence [15]. Without 

those side tail fibers, λWT produces larger plaques on cell lawn, which makes them more 

suitable for genetics studies in the early days [19, 41]. Although the side tail fibers are not 

essential for λ plaque formation, they greatly accelerate the rate of adsorption onto the 

host cell surface by ~7.4 fold [42]. That is because in addition to the binding of the λ 

receptor, LamB, on the outer membrane of E. coli by the tail fiber gpJ protein, the extra 

side tail fibers on Ur-λ can bind to another host outer membrane protein OmpC [12, 15]. 

Moreover, the side tail fibers presumably slow down the diffusion of Ur-λ through the top 

agar layer, resulting in the smaller plaque size [41]. However, how the side tail fibers 

affect phage lambda infection remains largely unknown. 

In this study, we characterize the infection cycle of Ur-λ at the single-cell level 

using fluorescent reporter systems [83]. By following the phage infection, we reveal the 

differences between Ur-λ and λWT such as the lysogenic response to the number of 

infecting phages and the failed infection frequency. 
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Materials and Methods 

Bacterial strains, plasmids and phages 

All bacterial strains, plasmids and phages used are listed in Table 3.1.  

E. coli wild-type strain MG1655 was used as the host strain for bulk lysogenization 

assay and normal phage movies. E. coli strain LZ1386 (MG1655 seqA-mKO2 CmR 

Δdam::KanR) used for tracking phage DNA ejection was obtained from our recent work 

[83]. E. coli strain defective in OmpC expression (JW2203, ΔompC768::kan) was 

obtained from the Keio collection (CGSC#9781) [242]. E. coli BW25113 was used as a 

control strain to determine the effect of OmpC on phage infection. Wild-type phage λ 

(λLZ613, λcI857 bor::KanR) and wild-type phage λ reporter strain (λLZ1367, λD-mTurquoise2 

cI857-mKO2 bor::CmR) were constructed previously [38, 83]. Ur-λ (λLZ610, λcI857 stf+ 

bor::KanR) and Ur-λ reporter strain (λLZ1636, λD-mTurquoise2 stf+ cI857-mKO2 bor::KanR) 

were produced by restoring the frameshift mutation present in the side tail fiber gene (stf) 

back into the genome of λWT and λWT reporter strain respectively through site-directed 

mutagenesis and recombination as described in [42]. Plasmids pZE1-ΔJ-CmR-stf and 

pZE1-J-stf+ were received as gifts from Ryland Young, Texas A&M University. All 

phages were produced through the heat-induction of lysogens, followed by a standard 

CsCl purification procedure following the protocol described in [243]. 
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Table 3.1 Bacterial strains, phages, and plasmids used in this work. 
 

Bacterial strains, plasmids, and phages 

Strain Name Relevant Genotype/Comments Source/Reference 

Bacterial strains 

MG1655 sup0, Wild type E. coli Lab collection 

BW25113 The parent strain of JW2203 Lab collection 

JW2203 ΔompC768::kanR (CGSC#9781)  [242] 

LZ1386 MG1655 seqA-mKO2 Δdam::KanR CmR [83] 

Phage strains 

λLZ613 λcI857 bor::KanR, referred to as λWT or λPaPa [38] 

λLZ610 λcI857 stf+ bor::KanR, referred to as Ur-λ This work 

λLZ1367 
λD-mTurquoise2 cI857-mKO2 bor::CmR, referred to as 

λWT-reporter 
[83] 

λLZ1636 
λD-mTurquoise2 stf+ cI857-mKO2 bor::KanR, referred 

to as Ur-λ-reporter 
This work 

Plasmids 

pZE1-ΔJ-CmR-stf  
Contains part of J and CmR replacing the region 

between J and orf314, CmR AmpR 
[42] 

pZE1-J-stf+  Contains part of J and functional stf, AmpR [42] 
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Bulk adsorption assay 

The procedure for determination of λ phages adsorption rate in bulk is adopted 

from Moldovan et al. [32]. Briefly, E. coli strain MG1655 was cultured from an overnight 

in LBMM (LB + 0.2% maltose + 10 mM MgSO4) at 37 °C, 265 rpm, until OD600 of 0.4. 

The cells were concentrated through the centrifugation (1000×g for 10 min at 4 °C) by 10 

fold in pre-chilled fresh LBMM, and 10 μl of the concentrated cell culture was aliquoted 

in microcentrifuge tubes. 10 μl of phages were then added to the cell culture aliquots to 

reach an API of 1 at specific time intervals. The cell-phage infection mixture was 

incubated either on ice or at 37 °C in a water bath for adsorption, and the reactions was 

terminated simultaneously for all samples by a 50 fold dilution using ice-cold SM buffer 

(100 mM NaCl, 10 mM MgSO4, 0.01% gelatin, and 50 mM Tris-Cl, pH 7.5). The samples 

were centrifuged at 16,000×g for 1.5 min to sediment the phage-adsorbed bacteria. The 

concentration of unabsorbed phages remaining in the supernatants was determined as Pt. 

The phage titer in the supernatant of the initial sample (0 min) was defined as Pt0. The 

adsorption rate was calculated as (Pt0 - Pt)/Pt0 × 100%. 

Bulk lysogenization assay 

As described in previous work [37, 83], host E. coli MG1655 cells were diluted 

1:100 from an overnight culture and grown in LBMM at 37 °C, 265 rpm, until an OD600 

of ~0.4. The cells were collected by centrifugation (1000×g for 10 min at 4 °C) and 

concentrated 10× in pre-chilled fresh LBMM. Phages were diluted from original stocks to 

reach a maximal API of ~10, and then proceeded into a 2-fold series of dilution until 2-8. 

20 μl of the cell suspension was infected with 20 μl of phages at different concentrations 
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by an incubation on ice for 30 min, followed by another incubation at 35 °C for 5 min to 

trigger phage DNA ejection. Subsequently, 10 μl of each infection mixture was then added 

into 1 ml of pre-warmed LBGM (LB + 0.2% glucose + 10 mM MgSO4), and incubated 

with shaking at 265 rpm at 30 °C for 45 min. The samples were then properly diluted with 

1×PBS and spread onto LB + Kan or LB + Cm plates to allow 100-200 lysogens to grow 

at 30 °C for overnight. 

Single-cell infection assay 

1 ml of host cell MG1655 was grown in M9 minimal medium (11.3 g/L M9 salts, 

1 mM MgSO4, 0.5 µg/mL thiamine HCl, 0.1% casamino acids, 100 µM CaCl2) 

supplemented with 0.4% maltose (M9M) at 37 °C for overnight. The overnight culture 

was subsequently diluted 1:100 into 5 ml of M9M and grown at 37 °C with 265 rpm 

shaking until OD600 of ~0.3. 1 ml of cells were then concentrated by centrifugation at 

2000×g for 2 minutes at room temperature, and resuspended in ice-cold M9M to OD600 of 

~3. 10 μl of phage stock was mixed with 10 μl of the resuspended cells to reach an 

appropriate API, followed by incubation on ice for 30 min and an additional 5 min 

incubation at 35 °C water bath to trigger phage DNA ejection. The phage-cell mixture was 

then diluted by 10 fold into 50 μl of M9M at room temperature. 1 μl of the diluted mixture 

was placed onto a 1.5% agarose pad of M9M (∼1 mm thick) until visibly dry (~1 min). A 

coverslip (No.1, Fisher Scientific) was gently laid over the mixture and the sample was 

imaged under the fluorescence microscope at 30 °C within a cage incubator (InVivo 

Scientific, St. Louis, MO). For the phage DNA reporter movies, the same protocol was 

performed but with the reporter host strain (MG1655 seqA-mKO2 CmR Δdam::KanR). 
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Fluorescence microscopy and imaging 

Microscopy was performed on an inverted epifluorescence microscope (Ti-E, 

Nikon, Tokyo, Japan) using a 100×objective (Plan Fluo, NA 1.40, oil immersion) with a 

2.5×TV relay lens and standard filter sets. Images were acquired using a cooled EMCCD 

camera (iXon3 897, Andor, Belfast, United Kingdom). Acquisition was performed using 

Nikon Elements software. Typically, 16 stages with well-separated cells were selected for 

each movie. In order to visualize all infecting phages surrounding the cells, a series of 7 

z-stack (vertical) images at a spacing of 300 nm were taken for the first frame through the 

blue (mTurquoise2/CFP, 200 ms exposure) channel. During the time-lapse movie, the 

sample was imaged every 5 min at the focal plane for 4 hours through the channel of the 

phase contrast (100 ms exposure, for cell recognition), blue (mTurquoise2/CFP, 40 ms 

exposure, for phage lytic reporter), and yellow (mKO2, 100 ms exposure, for phage 

lysogenic reporter). 

For the phage DNA reporter movies, the first frame of the sample was imaged with 

7 z-stacks at a spacing of 300 nm under both blue (mTurquoise2/CFP, 300 ms exposure) 

and yellow (mKO2, 200 ms exposure) channels to localize infecting phages surrounding 

the cells and detect phage DNA foci inside the cells. The time-lapse movies were taken at 

a time interval of 2 min, until the phage DNA foci were not detectable (1 hours) due to 

photobleaching. The images were acquired in phase contrast (100 ms exposure, for cell 

recognition), blue (mTurquoise2/CFP, 100 ms exposure, for phage lytic reporter) and 

yellow (mKO2, 200 ms exposure, with a series of 7 z-axis images at a spacing of 300 nm, 

for phage DNA detection) channels. 
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Data analysis 

Movie images were analyzed using the cell recognition program Schnitzcell (gift 

of Michael Elowitz, California Institute of Technology) in the phase-contrast channel. All 

data analysis was performed in Matlab (The MathWorks, Natick, MA) using our 

homemade script. 

Results 

The side tail fibers increase the adsorption of Ur-λ 

In order to characterize the infection of Ur-λ at the single-cell level, we took 

advantage of our previously established fluorescent reporter system to visualize infecting 

phage particles and report the lysis-lysogeny pathways under the fluorescence microscope 

[83]. Briefly, fluorescent protein gene mTurquoise2 was translationally fused to λD gene, 

encoding λ capsid decoration protein, which allows for the visualization of the infecting 

phages and reporting the lytic pathway. Meanwhile, the lysogenic pathway is reported by 

fluorescent protein mKO2 which was transcriptionally fused after λcI gene, whose product 

is required for lysogenic establishment and maintenance (Figure 3.1A). These two 

modifications result in the λWT reporter strain (λLZ1502, λD-mTurquoise2 cI857-mKO2 

bor::KanR). Subsequently, through the genetic recombination based on the method in [42], 

we restored the functional λstf gene back into the genome of the above λWT reporter strain 

and sequenced the entire stf gene and confirmed the insertion of an additional cytosine at 

positions 20833 to 20835 relative to λWT genome sequence. Eventually, an Ur-λ phage 

with the same dual-color reporter system was constructed: λLZ1636, λD-mTurquoise2 stf+ 
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cI857-mKO2 bor::KanR. Thereafter, we performed single-cell infection experiments with 

both Ur-λ and λWT reporter phages. 

We first compared the abilities of Ur-λ and λWT to adsorb onto the host cells. As 

reported in the literature [15] and our bulk measurements [39], Ur-λ has an increased 

adsorption rate compared with λWT (Figure 3.2). To examine the adsorption at the single-

cell level, we followed our standard single-cell infection protocols [37, 83]. Briefly, E. 

coli host cells were mixed with Ur-λ or λWT phages, followed by an incubation on ice for 

30 min to allow phages adsorb onto host cells and an additional incubation at 35°C for 5 

min to trigger phage DNA ejection. The infection mixture was then transferred onto an 

agarose pad of medium for subsequent imaging. From the images, by calculating the ratio 

of the number of fluorescent phages attached on the cell surface to the number of all 

phages shown in the frame, we were able to quantify the adsorption extents of both phages. 

84.0 ± 2.2% (6746 attached phages out of 8034 total phages in 11 experiments) of Ur-λ 

phages were adsorbed on E. coli host cells, significantly more than 77.3 ± 2.6% (6365 out 

of 8239 phages in 9 experiments) of λWT phages (Mann-Whitney U-test, p < 0.05) (Figure 

3.1B). This confirms that the side tail fibers help Ur-λ to encounter the host for infection. 
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Figure 3.1 Visualization of phage λ decision-making and the adsorption assay in 

single cells. 

(A) Top: a representative lytic cell was infected by one λ phage at 0 min (blue dot, pointed 

by magenta arrow), and subsequently gpD-mTurquoise2 fluorescence (blue) developed 

over time, followed by cell lysis at 150 min. Bottom: a representative lysogenic cell was 

infected by two λ phages at 0 min (blue dots, pointed by magenta arrows), and 

subsequently cI-mKO2 fluorescence (yellow) developed over time, followed by cell 

growth and cell division. Scale bar denotes 2 µm. (B) Ur-λ has a higher adsorption extent 

(84.0 ± 2.2%) than λWT (77.3 ± 2.6%) at the single-cell level. *: p < 0.05. Error bars 

denote standard error of the mean (SEM). 
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Figure 3.2 Phage adsorption assay of λWT and Ur-λ at the bulk level. 
After mixing λWT or Ur-λ phages with E. coli host cells, the normalized free phage 

concentration present in solution is measured and plotted as a function of time for two 

temperatures, 0 °C (triangles) and 37 °C (circles). Ur-λ (red) adsorbs to host cells 

substantially faster than λWT (blue). The data are collected from three independent 

experiments and the mean are shown. Error bars denote standard error of the mean (SEM). 
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Ur-λ has a higher chance of failure in the infection 

We next sought to determine whether the adsorbed phage can successfully infect 

the cell. A failed infection event is marked when a cell fails in establishing either lytic or 

lysogenic pathway even with phages attached (Figure 3.3A). It was reported that phage 

lambda fails around 20-25% under the standard infection condition [37, 51]. With the side 

tail fibers, we expect that Ur-λ may have a reduced failed infection frequency as those side 

tail fibers could possibly stabilize the adsorption and facilitate phage DNA ejection 

process. However, to our surprise, Ur-λ exhibited a much higher failed infection frequency 

(42.0 ± 1.6%, 261 out of 606 cells in 11 experiments) than λWT (29.2 ± 1.8%, 173 out of 

593 cells in 9 experiments) at MOI = 1 (multiplicity of infection, the number of infecting 

phages for each cell) (p < 0.001) (Figure 3.3B). This phenomenon holds true for higher 

MOIs (Figure 3.3C). 

Phage λ tail fiber gpJ directly interacts with the receptor LamB for infection [244]. 

To rule out the possibility that our Ur-λ phage possesses a deficient tail fiber gpJ due to 

any mutations in the sequence of gene J, leading to the higher failed infection frequency, 

we sequenced the J gene of the unlabeled and fluorescently labeled λWT and Ur-λ phages 

and confirmed that the sequences of the J gene in all four phages are identical to the J gene 

sequence reported in Sanger et al. [245] (RefSeq accession no. NC_001416.1). 

The failed infection could be due to unsuccessful or incomplete ejection of phage 

DNA into the cytoplasm (failed ejection), or inability to finish either the lytic or lysogenic 

pathway with a successful DNA ejection (failed establishment). Our previous work 

showed that the former case is the dominant cause for the failed infection [38]. Here, to 
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compare Ur-λ with λWT, we utilized our established SeqA-DNA binding reporter system 

to visualize ejected phage DNA inside the cell [38]. Briefly, we prepared E. coli host with 

dam- mutation and seqA-mKO2 fusion on its genome [83]. Phage λ DNA is known to be 

partially methylated when phages are propagated in wild-type E. coli cells [246]. Once a 

successful ejection of phage DNA happens, the uniformly distributed SeqA-mKO2 protein 

will bind to the ejected DNA forming a fluorescent focus. The successful ejection is 

indicated by the formation of SeqA foci, and when the cell is followed by lytic 

fluorescence signal (lytic cell) or cI-mKO2 signal followed by cell division (lysogenic 

cell), this marks as successful infection. In contrast, the failed ejection was indicated when 

SeqA-mKO2 protein remains as uniform distribution inside the cell with fluorescent 

phage(s) attached on the cell surface. At MOI = 1, 38.4 ± 3.0% (135 out of 352 cells in 10 

experiments) of Ur-λ phages failed to eject their DNAs into the cells, whereas λWT phages 

remained a lower frequency of 24.7 ± 1.3% (96 out of 388 cells in 9 experiments) (p < 

0.01) (Figure 3.3B). These numbers are comparable to the failed infection frequencies 

measured above, which confirms that the higher failed infection frequency of Ur-λ is 

mainly caused by failed DNA ejection rather than failed establishment of cell fate. This 

leads to our hypothesis that the side tail fibers of Ur-λ might be involved in the process of 

phage DNA ejection. 

We then speculated whether our single-cell infection protocol artificially increased 

the failed infection frequency of Ur-λ. The current picture of phage lambda infection is 

that phage first follows a free 3D diffusion in solution. When it lands on the cell, the 3D 

diffusion will transit into a 2D motion on the cell surface. Finally, the phage’s tail fiber 
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gpJ irreversibly binds to a LamB receptor, preferentially at cell poles or midcell (future 

pole) positions for DNA ejection [35, 36]. This was achieved by a relaxed liquid condition 

of phage lambda tail fiber gpJ to find the LamB receptor on the cell surface. However, in 

our standard protocol for the single-cell studies, phages and cells were first mixed in a 

tube and incubated on ice for 30 min, followed by another 5 min incubation at 35°C to 

trigger phage DNA ejection. After that, the phage-cell mixture was transferred onto a thin 

1.5% agarose pad and covered by a coverslip for subsequent microscopy imaging. 

Consequently, it is possible that under our experimental conditions, Ur-λ has not found a 

LamB receptor at its preferential positions on the cell to accomplish DNA ejection before 

the phage-cell mixture was transferred onto the agarose pad. In addition, those Ur-λ phages 

which have already arrived at a LamB receptor site, the tail fiber gpJ might not be able to 

perfectly interact with LamB due to the agarose pad, leading to the failed DNA ejection. 

In order to ensure that phages have sufficient time to search for the receptor sites and 

accomplish DNA ejection, we performed the same single-cell experiments but extended 

the triggering time for phage DNA ejection at 35°C from 5 min to 10 min and 20 min. Ur-

λ still failed more frequently than λWT, with 41.4 ± 3.4% (48 out of 116 cells) versus 29.8 

± 4.0% (17 out of 57 cells) and 44.2 ± 1.9% (58 out of 130 cells) versus 29.2 ± 3.0% (28 

out of 96 cells) for 10 min and 20 min incubation at MOI = 1, respectively (Figure 3.3B). 

This indicates that our standard single-cell experimental procedure does not artificially 

give rise to the higher failed infection frequency of Ur-λ. 
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Figure 3.3 The side tail fibers of Ur-λ contribute to failure in the infection. 

(A) A representative cell showing the failed infection event by one phage λ (blue dot, 

pointed by magenta arrow at 0 min). The cell did not show either gpD-mTurquoise2 or cI-

mKO2 fluorescence over time and divides like uninfected cells, indicating that the phage 

failed to establish either the lytic or lysogenic development. Scale bar denotes 2 µm. (B) 

The failed infection frequencies of Ur-λ and λWT at MOI = 1 in different E. coli strains. 

Ur-λ shows a higher frequency of failure in ejecting phage DNA than λWT in MG1655, 

LZ1386, MG1655 with 10 min treatment, MG1655 with 20 min treatment, and BW25113. 

In ompC- strain, Ur-λ has a similar failure frequency as λWT. *: p < 0.05, **: p < 0.01, 

***: p < 0.001, and n.s.: not significant. λWT: blue, Ur-λ: red. (C) The failed infection 

frequency of λWT and Ur-λ as a function of MOI in MG1655. For both phages, the failed 

infection frequency decreases with MOI. Ur-λ (red) fails more frequently than λWT (blue) 

at different MOIs. In all plots, error bars denote standard error of the mean (SEM). 
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The interaction between the side tail fibers and their receptors contributes to the failed 

infection 

We next asked how the presence of side tail fibers causes the high frequency of 

failed infection for Ur-λ. It has been reported that the side tail fibers of phage λ can 

recognize an outer membrane protein OmpC on E. coli [41, 45]. Once phage λ attaches on 

E. coli host, its tail fiber searches for LamB receptors on the cell surface to initiate DNA 

ejection. Given that OmpC proteins are located at random locations and tend to move 

freely on E. coli outer membrane [247, 248], it is possible that by interacting with OmpC 

receptor, the phage side tail fibers indirectly impede the binding of phage tail fiber gpJ to 

LamB, which has also been shown to be mobile [34], for DNA ejection. In order to test 

this hypothesis, we used an E. coli ompC- strain (JW2203, ΔompC768::kanR) to determine 

the effect of OmpC on phage failed infection frequency. We also used E. coli BW25113, 

the parent strain of JW2203, as a control. Through the same single-cell experiments 

outlined in the previous section, we found that the failed infection frequency of Ur-λ 

decreased significantly from (42.9 ± 2.7%, 142 out of 331 cells at MOI = 1 in 4 

experiments) in BW25113 host to 28.9 ± 0.9% (63 out of 218 cells at MOI = 1 in 3 

experiments) in ompC- host (p < 0.01), while λWT kept a similar failed infection frequency 

in BW25113 to that in ompC- host (30.5 ± 1.0%, 127 out of 416 cells at MOI = 1 in 4 

experiments, versus 30.2 ± 3.5%, 75 out of 248 cells at MOI = 1 in 3 experiments, p = 

0.62) (Figure 3.3B). The data confirm the hypothesis that the interaction between the side 

tail fibers and their receptors on the host surface is involved in interfering with the Ur-λ 
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infection process. When this interaction is removed, Ur-λ is able to restore the higher 

frequency of successful infection. 

The side tail fibers make a stronger binding Ur-λ on the cell surface 

In addition to the failed infection, we examined dark infection, indicated by 

successful infection with cells ending up with lytic or lysogenic fates even without any 

fluorescent phage particles detectable on the cell surface (Figure 3.4A). It is possibly a 

result of phages shearing off from the host cells after ejecting their DNA, likely caused by 

the performance of the experiments [37]. Or some of the dark infection cells could be the 

daughter cells dividing from the initial infected cells before imaging [37]. The dark 

infection frequency is calculated as the ratio of the number of dark infections to the total 

cell number of MOI = 1 plus the number of dark infections, based on the assumption that 

all dark infection cells are mostly infected by only one phage. We expect Ur-λ having a 

reduced dark infection frequency, because besides the binding by the tail fiber to the main 

receptor LamB, its side tail fibers provide an additional binding to OmpC proteins on the 

host cell surface, resulting in a tighter adsorption. Our single-cell studies showed that Ur-

λ indeed had a lower dark infection frequency (8.3 ± 1.4%, 66 out of 728 cells at MOI = 

1 in 11 experiments) compared with 15.0 ± 2.3% (105 out of 593 cells at MOI = 1 in 9 

experiments) of λWT (p < 0.05) when infecting MG1655 (Figure 3.4B). On the other hand, 

upon infection of ompC- host, Ur-λ exhibited an indistinguishable dark infection frequency 

(15.2 ± 2.8%, 39 out of 218 cells at MOI = 1 in 3 experiments), compared with λWT (15.1 

± 1.8%, 44 out of 248 cells at MOI = 1 in 3 experiments) (p = 0.49) (Figure 3.4B). As a 

control, Ur-λ still had a lower dark infection frequency than λWT in BW25113 (9.1 ± 
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0.6%, 33 out of 331 cells at MOI = 1 in 4 experiments, versus 12.6 ± 2.2%, 60 out of 416 

cells at MOI = 1 in 4 experiments, p < 0.05, Figure 3.4B). These results suggest that the 

side tail fibers make a stronger adsorption of Ur-λ on cell surface through binding to 

OmpC, which leads to less dark infection. 
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Figure 3.4 The side tail fibers enhance the adsorption of Ur-λ on the host cell. 

(A) A representative cell showing the dark infection event. No fluorescent phage particle 

was detected on the cell surface. However, the cell showed lytic reporter signal over time, 

followed by cell lysis at 120 min. Scale bar denotes 2 µm. (B) The dark infection 

frequencies of Ur-λ are lower than those of λWT at MOI = 1 in wild-type E. coli MG1655 

and BW25113. In ompC- strain, Ur-λ shows a similar dark infection frequency compared 

with λWT. *: p < 0.05, and n.s.: not significant. λWT: blue, Ur-λ: red. Error bars denote 

standard error of the mean (SEM). 
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The effect of the side tail fibers on Ur-λ post-infection 

We first characterized the effect of the side tail fibers on Ur-λ DNA ejection time, 

using the aforementioned phage DNA labeling system. For phage λWT, it was reported 

that the DNA ejection is completed with a mean of 5 min ranging from 1 min to 20 min 

with great cell-to-cell variability [50]. Our previous work using SeqA-DNA reporter 

system also showed that approximately 95% of phage DNAs appeared inside the cell 

within 5 min following phage infection [38, 249]. Here, by examining the appearance time 

of fluorescently labeled phage DNA inside the cell, we did not observe a significantly 

different distribution between Ur-λ and λWT (Figure 3.5A). 79.7 ± 5.1% (118 out of 148 

cells in 10 experiments) of Ur-λ DNA fluorescence foci showed up within 6 min, 

comparable to 85.2 ± 4.0% (195 out of 229 cells in 9 experiments) for λWT (p = 0.35). 

Considering the higher failed infection frequency of Ur-λ, the data further imply that the 

side tail fibers might not be able to promote Ur-λ to eject its DNA in a faster, more 

successful and synchronized manner.  

We next sought to investigate whether Ur-λ exhibits different cellular decision-

making behaviors from λWT. We first examined the lysogenization response to MOI in 

bulk. In the bulk assay, MOI is referred to as API (average phage input), the ratio of phage 

concentration in pfu (plaque forming units) to cell concentration in cfu (colony forming 

units) [76]. As expected, Ur-λ increased with API, but exhibited a higher lysogenization 

frequency than λWT. This higher lysogenization frequency might be resulted from the 

higher adsorption extent of Ur-λ giving rise to a higher effective API. In addition, Ur-λ 

followed the same N ≥ 2 Poisson distribution as λWT, indicating that the regulation for 
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lysis-lysogeny decision-making remains the same (Figure 3.5B). This is reasonable since 

stf gene lies in the late operon and is only turned on during the late stage of infection when 

a lytic decision has been made. Furthermore, the two reporter phage strains lysogenized 

like their corresponding unlabeled strains (Figure 3.5B), suggesting that the genetic 

modification for the fluorescent reporter does not affect the lysogenization and adsorption 

behavior. We then moved to test whether Ur-λ lysogenizes the cell in the same manner as 

λWT at the single-cell level. We found that the lysogenization probability of Ur-λ 

increased with MOIs, similar to λWT. At MOI = 1, Ur-λ and λWT exhibited a similar 

lysogenization frequency since Ur-λ shares the same lysis-lysogeny decision-making 

circuity as λWT as expected. However, at MOI > 1, Ur-λ phages lysogenize the cell 

slightly less frequently than λWT (Figure 3.5C). This is probably due to the higher failed 

infection frequency (42.0%) of Ur-λ than that of λWT (29.2%) resulting in a lower 

effective MOI of Ur-λ than that of λWT.  

Furthermore, we examined another important downstream effect, lysis time. Lysis 

time is an important phage trait, which often defines phage fitness [42]. It was reported 

that phage λ with and without the side tail fibers both had a lysis time of 52.3 min in bulk 

[42]. Here, our single-cell data showed that Ur-λ shared a similar distribution of lysis time 

to λWT (Figure 3.5D) with the average lysis time of 112 min (898 lytic cells) for Ur-λ and 

104 min (895 lytic cells) for λWT respectively. Note that our growth condition is very 

different from that in [42], where a rich medium LB was used as the growth medium and 

the cell-phage mixtures were incubated in culture flasks with good aeration [42]. Whereas, 

in this study, we used M9 minimal medium for cell growth in order to reduce the 
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fluorescence background under the microscope. Moreover, the cell-phage mixtures were 

placed under an agarose pad without shaking. In addition, the lysis time of λWT in this 

study agrees well with a previous study under a similar growth condition [83]. 
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Figure 3.5 The effect of the side tail fibers on Ur-λ post-infection. 

(A) Histogram of λWT and Ur-λ phage DNA spot appearance time. 85.2% of λWT DNA 

fluorescence foci appear within the first 6 min in the movies, while 79.7% of Ur-λ DNA 

foci appear within the same time frame. λWT: blue, Ur-λ: red. Data are represented as 

mean ± SE (based on counting error). (B) Lysogenization frequency of λWT and Ur-λ as 

a function of API in bulk. All phage strains follow the theoretical prediction of Poisson 

distribution of n ≥ 2 (black dashed line). Ur-λ (red triangles) has higher lysogenization 

frequencies than λWT (blue circles) at different APIs. Fluorescent Ur-λ (orange triangles) 

and fluorescent λWT (green circles) lysogenize similarly as their corresponding unlabeled 

phage strains. Error bars denote standard error of the mean (SEM). (C) Lysogenization 

frequency of λWT and Ur-λ as a function of MOI at the single-cell level. The 

lysogenization frequencies of both phages increase with MOI. At MOI = 1, Ur-λ has a 

similar lysogenization frequency (18.3 ± 3.5%) to that of λWT (18.8 ± 1.8%). At MOI > 

1, Ur-λ exhibits slightly lower lysogenization frequencies. Error bars denote standard error 

of the mean (SEM). λWT: blue circles, Ur-λ: red triangles. (D) Distribution of lysis time 

for λWT and Ur-λ lytic cells. Ur-λ (red triangles) and λWT (blue circles) show similar 

distributions of lysis time, with an average lysis time of 112 min and 104 min respectively. 

Experimental data were well fitted to a Gaussian function (lines). 
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Discussion 

With the advancement of high-resolution microscopy, researchers can examine 

biological systems at unprecedented levels. It turned out that phage lambda has been 

discovered to have quite surprising behaviors than previously thought [37, 39, 50, 83, 93]. 

For example, lambda ejects its DNA into its host cell with great cell-cell variability [50], 

which can be due to the mobility of the encapsidated phage DNA [52]. The timing of 

phage lambda DNA ejection greatly affects the downstream lysis-lysogeny decision 

making and development of the phage [39, 83]. We would expect that the four side tail 

fibers of Ur-λ facilitate the DNA ejection process due to their extra binding on the cell 

surface. However, we found Ur-λ exhibited more frequent failed DNA ejection. The DNA 

ejection happens when phage lambda tail fiber gpJ interacts LamB receptor. So, it seems 

that the binding of side tail fibers to OmpC receptor disturbs the optimal interaction 

between gpJ and LamB. This raised the question why the real wild type lambda even needs 

the four side tail fibers. We know that with the four side tail fibers, Ur-λ can adsorb to the 

host at a much faster rate and higher extent. Therefore, Ur-λ can have more efficient 

infection even when each individual phage might fail more frequently compared to λWT. 

This is probably why Ur-λ would still be a phage with higher fitness [42]. 
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CHAPTER IV  

VISUALIZATION OF PHAGE DNA DEGRADATION BY A TYPE I CRISPR-CAS 

SYSTEM AT THE SINGLE-CELL LEVEL 

 

Introduction 

CRISPR-Cas system is a widespread adaptive immune system in prokaryotes 

including almost half of bacteria and most archaea [124]. Short fragments of foreign DNA, 

or spacers, are integrated into Clustered, Regularly Interspaced Short Palindromic Repeat 

(CRISPR) loci on the host genome. The prokaryotes then apply the acquired spacers, 

which serve as memory elements, to target and cleave invading nucleic acids to defend 

against viruses and plasmids [104, 119, 124, 170, 250]. In the CRISPR loci, the spacers 

are separated by host-derived, short, repeated sequences, or repeats. Other important 

components of CRISPR system include CRISPR-associated (cas) genes and a leader 

sequence, which are found near the CRISPR region. There are multiple kinds of cas genes 

associated with a specific CRISPR [119, 251]. During CRISPR action, the repeat-spacer 

array is first transcribed into a single transcript, which is further processed by Cas proteins 

into small RNAs (CRISPR RNA, or crRNA) [104, 165, 252]. The mature crRNA and Cas 

proteins then assemble to form multicomponent CRISPR ribonucleoprotein (crRNP) 

                                                 

 Part of this chapter is reprinted with permission from “Visualization of Phage DNA Degradation by a Type 

I CRISPR-Cas System at the Single-cell Level” by Jingwen Guan, Xu Shi, Roberto Burgos, and Lanying 

Zeng, Quantitative Biology 2017 5(1), 67-75, Copyright 2017 by Higher Education Press and Springer-

Verlag GmbH 2017. 
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complexes. The crRNP scans invading DNA by base pairing and on successful 

recognition, and then the target is eventually degraded by Cas nucleases [200, 251].  

According to the recent classification of CRISPR-Cas systems, there are two 

classes with fundamental differences in the organization of the effector module [113]. 

Class 1 systems include types I, III and IV, and class 2 systems include types II, V, and 

VI [124, 170]. Much of our understanding of type I system is gained from the studies of 

type I-E system of E. coli K12 [202, 251]. Recently, research has significantly advanced 

our knowledge about the less understood processes such as the acquisition of new spacers, 

for example, how the new spacers are produced and integrated into the CRISPR arrays 

[170, 173, 183, 253]. In addition, the mysteries of the structures and mechanisms of the 

target recognition have been largely uncovered recently [175, 201, 203, 250, 254, 255]. In 

the E. coli type I-E system, there is a surveillance complex known as Cascade (CRISPR-

associated complex for antiviral defense), a 405-kD complex of short crRNAs and five 

Cas proteins [110]. Cascade binds to target DNA sequences and recruits Cas3 enzyme (a 

trans-acting nuclease-helicase, the signature Cas protein for type I system) to unwind and 

degrade the bound foreign DNA [175, 201, 202]. Recently, in vitro studies showed that 

linear DNA target is degraded in a unidirectional manner, and the degradation rate of 

negatively supercoiled DNA is 4.5 fold faster than the linear one [202]. However, direct 

demonstration of DNA cleavage in vivo has not been provided yet.  

Here, we performed in vivo experiments with the type I-E CRISPR system of E. 

coli at the single-cell level. An artificial, plasmid-based CRISPR system was introduced 

into E. coli to target bacteriophage lambda [110], where we monitored CRISPR action by 
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infecting cells with our phage strain. With our reporter system, we were able to track in 

vivo lambda DNA degradation over time under the fluorescence microscope. This work 

provides insights on how CRISPR breaks down invading DNA.   

Materials and Methods 

Bacterial strains, plasmids and phages 

All bacterial strains, plasmids and phages are listed in Table 4.1.  

The CRISPR/control strains (LZ1437/LZ1436) are BA16 (or MG1655 seqA-yfp 

dam-) [256] harboring three plasmids pWUR397A (cas3, AmpR) [257], pWUR400 

(casABCDE, StrR) and pWUR478 (λ phage targeting spacers, CmR) / pWUR477 (control 

spacers, CmR) [110].  

Fully methylated phage λLZ760 was produced by inducing the lysogen MG1655 

(λD-mTurqoise2 cI857 bor::KanR) [pBR322-pLate-D] harboring a Dam methylase 

overproducing plasmid pZA32-dam (with 1 mM IPTG induction) [65]. The crude lysate 

was then purified from a standard CsCl purification procedure following the protocol 

described in [243].  
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Table 4.1 The bacteria, plasmids, and phages used in this study. 
 

Bacterial strains, plasmids, and phages 

Strain Name Relevant Genotype Source/Reference 

Bacterial strains 

BA16 MG1655, dam-, seqA-yfp, CmR [256] 

LZ1436 BA16 [pWUR397A, pWUR400, pWUR477], AmpR, StrR, CmR This work 

LZ1437 BA16 [pWUR397A, pWUR400, pWUR478], AmpR, StrR, CmR This work 

Phage strains 

λLZ760 Fully methylated, gpD-mosaic, λD-mTurquoise2 cI857 bor::KanR [229] 

Plasmids 

pWUR397A cas3 in pRSF-1b [257] 

pWUR400 casA-casB-casC-casD-casE in pCDF-1b [110] 

pWUR477 
Non-targeting CRISPR/ spacers from E. coli K12 with no 

homology to phage lambda in pACYCDuet-1 
[110] 

pWUR478 
Template CRISPR/ template strand of λ genes J, O, R, and E in 

pACYCDuet-1 
[110] 

 

 

 

Bulk lysogenization assay 

To measure the lysogenization frequency, we followed the protocol as described 

in [32]. Briefly, 2 ml of the host CRISPR/control strains LZ1437/LZ1436 was grown in 

LBMM (LB + 0.2% maltose + 10 mM MgSO4) with appropriate antibiotics for overnight 

and subsequently diluted 1:100 into 12 ml of LBMM and grown at 37 °C.  0.2% L-

arabinose and 0.1 mM IPTG were added into the culture to induce CRISPR plasmids for 

about 1.5 hours. When grown to OD600 ~ 0.4, cells were centrifuged (1000×g for 10 min 

at 4 °C), concentrated 10× and resuspended to OD600 ~ 4 in pre-chilled LBMM with 0.2% 

L-arabinose and 0.1 mM IPTG. 20 μl of the resuspended cells were then infected with 20 

μl of phages at different concentrations by incubation for 30 min on ice. The samples were 
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then transferred to 35 °C water bath for 5 min to allow for phage DNA ejection, followed 

by 100-fold dilution into pre-warmed LBGM (LB + 0.2% glucose + 10 mM MgSO4) with 

0.2% L-arabinose and 0.1 mM IPTG and incubation with shaking at 265 rpm at 30 °C for 

45 min. The samples were then properly diluted with ice-cold 1× PBS and plated on LB + 

Kan plates to allow around 100 colonies to grow at 30 °C. 

Fluorescence microscopy and imaging 

An overnight culture of the host CRISPR/control strains LZ1437/LZ1436 was 

diluted 1:100 in M9 minimal medium (11.3 g/L M9 salts, 1 mM MgSO4, 0.5 μg/mL 

thiamine HCl, 0.1% casamino acids, 100 μM CaCl2) supplemented with 0.4% maltose 

(M9M) at 37 °C. 0.2% L-Arabinose and 0.1 mM IPTG were added into the culture to 

induce CRISPR plasmids for about 1.5 hours. Cells were grown to OD600 ~ 0.3, and then 

concentrated and resuspended in ice-cold M9M with 0.2% L-arabinose and 0.1 mM IPTG 

to OD600 ~ 3. λLZ760 phages were added to reach a desired API (10 μl of cells + 10 μl of 

phages), followed by incubation on ice for 30 min and an additional 5 min incubation at 

35 °C to trigger phage DNA ejection. The phage-cell mixture was diluted 1:10 in M9 with 

0.2% L-arabinose and 0.1 mM IPTG, and 1 μl of the diluted phage-cell mixture was placed 

on a thin 1.5% agarose slab of M9M with 0.2% L-arabinose and 0.1 mM IPTG (~ 1 mm 

thick). After 1 min, a coverslip (No.1.5, Fisher Scientific) was gently laid over the mixture 

and the sample was imaged under the fluorescence microscope at 30°C with a cage 

incubator (InVivo Scientific, St. Louis, MO). Microscopy was performed on an inverted 

epifluorescence microscope (Ti-E, Nikon, Tokyo, Japan) using a 100× objective (Plan 

Fluo, NA 1.40, oil immersion) with a 2.5x TV relay lens and standard filter sets. Images 
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were acquired using a cooled EMCCD camera (iXon3 897, Andor, Belfast, United 

Kingdom). Acquisition was performed using Nikon Elements software. 

To localize all phages surrounding the cells, a series of 5 z-axis (vertical) images 

at a spacing of 400 nm were taken through the mTurquoise2/CFP channel using 200 ms 

exposure. To obtain more data in each time-lapse movie, cells were imaged at multiple 

stage positions (typically 16) in each experiment. During the time-lapse movie, the sample 

was imaged in phase contrast (100 ms exposure, for cell recognition), YFP (200 ms 

exposure, for phage DNA detection inside the cell, with a series of 5 z-axis images at a 

spacing of 400 nm in order to localize phage DNA foci), mTurquoise2/CFP (200 ms 

exposure, for phage lytic reporter) channels. The time-lapse movies were taken at a time 

interval of 5 min, until the cell fate was observable (2 hours). 

Data analysis 

All data analysis was performed in Matlab (The MathWorks, Natick, MA). Images 

were processed using MicrobeTracker [236]. Briefly, cells were first outlined by the 

phase-contrast channel using MicrobeTracker, after which spots were recognized first 

automatically using SpotFinderZ, then manually corrected using SpotFinderM [236]. Cell 

lineage tracking and fluorescent intensity were processed and calculated using our home-

made Matlab script. 

Results 

Phage lysogenization is significantly reduced with the CRISPR system 

For phage lambda, it was found that the E. coli CRISPR system protects against 

lambda lysogenization, where the lysogenization frequency is 100-fold lower in the 
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presence of the CRISPR compared to without [257]. To test the efficiency of the artificial 

CRISPR system in our E. coli phage DNA reporter host cell BA16 (or MG1655 seqA-yfp 

dam-) [256], we utilized the same CRISPR plasmids: pWUR397A (cas3) [257], 

pWUR400 (casABCDE) and pWUR478 (λ phage targeting spacers) / pWUR477 (control 

spacers) [110]. The CRISPR plasmid pWUR478 contains four anti-lambda spacers with 

homology to lambda genes J, O, R, and E. The control plasmid pWUR477 contains spacers 

without homology to lambda genome. To examine the function of this CRISPR system 

against the phage lysogenization, we performed experiments with the CRISPR or control 

plasmids at two different APIs (average phage input, i.e. average number of phages per 

cell) through a bulk lysogenization assay. Following the function of the CRISPR-Cas 

system, foreign phage DNA should be degraded and be unable to integrate into the host 

cell genome, resulting in reduced efficiency of lysogenization. As shown in Figure 4.1A, 

the lysogenization frequency of our host cells with the CRISPR or control plasmids is very 

low, within the order of 10-7 - 10-3 (the colony forming units, or cfu, and plaque forming 

units, or pfu, counts together with API and the calculated lysogenization frequencies are 

listed in Table 4.2). To determine the efficiency of this CRISPR-Cas system, we 

normalized the lysogenization frequency to that of the cells containing the control plasmid 

within two categories, i.e., low API (1 - 6) and high API (15 - 65).  The lysogenization of 

the CRISPR targeting plasmid is only about 2% - 7% as efficient compared to the control 

(Figure 4.1B). This reduced lysogenization frequency indicates that the artificial CRISPR-

Cas system works at the bulk level. However, the 2% - 7% efficiency in lysogenization is 

slightly higher than the 1% of previously reported hns mutant strain harboring the same 
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CRISPR plasmids at API of 1 [257]. This might be mainly because our host strain 

MG1655 does not harbor a gene encoding T7 RNA polymerase in its genome like the host 

strain BL21-AI used in the original system [110] to overexpress the Cas proteins and 

crRNAs from the plasmids, leading to the limited concentrations of the CRISPR 

components inside cells. Besides, the relative lower interference efficiency is also possibly 

due to our host strain MG1655 containing the hns product, heat-stable nucleoid structuring 

(H-NS) protein, a global transcriptional repressor in E. coli, or other host differences in 

our phage DNA reporter strain, for example, our cells with the dam- allele lack host DNA 

methylation, thereby abrogating the regulation of E. coli replication initiation by SeqA 

[167, 184, 237, 258].  
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Figure 4.1 CRISPR system reduces lysogenization efficiency. 

(A) The lysogenization frequencies of CRISPR versus control system for our phage DNA 

reporter strain at a range of APIs (low API of 1 - 6 and high API of 15 - 65). The control 

spacer: blue cross marker with blue lines as the mean for low and high APIs; the CRISPR 

spacer: red circle with red lines as the mean of the low and high APIs. (B) The 

lysogenization efficiency of the CRISPR system, defined as the percentage of average 

lysogenization frequency of the CRISPR system relative to that of the control system for 

low and high APIs. Error bars represent standard deviation (S.D.). 
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Table 4.2 The counts of colony and plaque forming units, and the calculated API 

and lysogenization frequency in the lysogenization experiments. 

 

Original Phage Stock 

 Plaque counts with the dilution factor of 10-6 pfu (mean±SD) 

Exp #1 233 241 2.46±0.15 × 1010 

Exp #2 235 278 

Exp #3 250 240 

 

 Original Cell 

(Dilution factor/duplicate 

cell counts/cfu, mean±SD) 

Lysogen 

(Dilution factor/duplicate 

cell counts/cfu, mean±SD) 
API 

Lysogenization 

Frequency 

Control spacer strain 

Exp #1 10-7 10-1 1.06 3.36 × 10-6 

62 54 186 203 

5.80±0.40 × 108 1.95±0.85 × 103 

Exp #2 10-7 10-2 1.72 1.08 × 10-5 

159 126 140 168 

1.43±0.17 × 109 1.54±0.14 × 104 

Exp #3 10-7 10-2 3.97 6.42 × 10-6 

58 66 32 48 

6.20±0.4 × 108 4.00±0.08 × 104 

Exp #4 10-7 10-4 17.2 2.21 × 10-3 

159 126 310 323 

1.43±0.17 × 109 3.17±0.65 × 106 

Exp #5 10-7 10-4 39.7 2.19 × 10-3 

58 66 132 140 

6.20±0.4 × 108 1.36±0.04 × 106 

Exp #6 10-7 10-4 64.7 4.00 × 10-3 

40 36 167 136 

3.80±0.20 × 108 1.52±0.16 × 106 

CRISPR spacer strain 

Exp #1 10-7 100 0.98 5.82 × 10-7 

65 60 302 415 

6.25±0.25 × 108 3.64±0.52  × 102 

Exp #2 10-7 100 1.46  4.66× 10-7 

30 52 193 188 

4.1±1.1 × 108 1.91±0.25 × 102 

Exp #1 10-7 10-1 4.10 3.50 × 10-7 

58 62 21 - 

6.00±0.20 × 108 2.1 × 102 

Exp #2 10-7 10-1 6.07 4.32 × 10-7 

44 37 18 17 

4.05±0.35 × 109 1.75±0.50 × 104 

Exp #3 10-7 10-3 27.0 6.48 × 10-5 

88 94 62 56 

9.10±0.30 × 108 5.90±0.30 × 104 
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Table 4.2 Continued 

 
 Original Cell 

(Dilution factor/duplicate 

cell counts/cfu, mean±SD) 

Lysogen 

(Dilution factor/duplicate 

cell counts/cfu, mean±SD) 
API 

Lysogenization 

Frequency 

CRISPR spacer strain 

Exp #4 10-7 10-3 41.0 1.38 × 10-4 

58 62 94 72 

6.00±0.20 × 108 8.30±1.10 × 104 

Exp #5 10-7 10-2 49.2 5.00 × 10-5 

53 47 256 243 

5.00±0.30 × 108 2.50±0.65 × 104 

Exp #6 10-7 10-2 60.7 4.07 × 10-5 

44 37 201 128 

4.05±0.35 × 108 1.65±0.37 × 104 
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Visualizing CRISPR function in single cells 

To visualize the phage DNA degradation process, we employed a reporter system 

for visualizing infecting phage particles on the cell surface, and phage DNA inside the cell 

[38]. The infecting phage λLZ760 is fluorescently labeled by the co-expression of gpD-

mTurquoise2 and wild type gpD (λ capsid decoration protein) on the phage capsid, and 

the packaged phage DNA is prepared to be fully methylated. The host CRISPR/control 

strains (LZ1437/LZ1436) constitutively express a fluorescent SeqA fusion, SeqA-YFP, 

and the host DNA is not methylated owing to a dam- mutation (methylation deficient) 

[256]. SeqA specifically binds to fully methylated and hemi-methylated DNA, so the fully 

methylated DNA of phage λLZ760 forms a bright YFP focus once ejected into the cell. This 

reporter system allows the tracking of each initial phage DNA and its first, hemi-

methylated, replicated copy. However, the replicated DNAs are not always necessarily 

visualized as two separate fluorescent spots since the replicated DNAs can stick together 

and spatially overlap, or stay not far away from each other, thus appearing as one spot 

during imaging under the microscope.  

To determine how efficiently CRISPR functions, we compared the cell fates after 

phage infection in both control movies (i.e., cells containing three plasmids: pWUR397A 

(cas3), pWUR400 (casABCDE) and pWUR477 (control spacers)) and CRISPR movies 

(i.e., cells containing three plasmids: pWUR397A (cas3), pWUR400 (casABCDE) and 

pWUR478 (λ phage targeting spacers)). A successful phage infection is indicated by the 

appearance of a YFP focus during imaging. In the control movies (592 cells in 7 movies), 

398 cells (67%) start with one YFP focus staying as one focus throughout the movies (120 
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minutes) (classified as group 1), 186 cells (31%) splitting into two foci (group 2), and 8 

cells (2%) splitting into 3 or more probably due to recombination (group 3). In the CRISPR 

movies (866 cells in 12 movies), there are 647 cells (75%) in group 1, 206 cells (24%) in 

group 2, and 13 cells (1%) in group 3. For the simplicity of spot tracking, we only analyzed 

cells with only one YFP focus throughout the movies (cells in group 1). Two typical cell 

fates are observed: lytic (86%, 341 out of 398 cells in the control movies; 66%, 425 out of 

647 cells in the CRISPR movies) and CRISPR cells (26%, 167 out of 647 cells in the 

CRISPR movies). There are also rare cases of lysogeny or non-growing cells in both types 

of movies. The lytic cells show the accumulation of the fluorescent lytic reporter, gpD-

mTurquoise2 protein inside the cell. The CRISPR cells are defined as those that have 

phage DNA with much shorter SeqA-YFP spot lifetime and do not lyse, but instead show 

normal cell growth. Figure 4.2 shows the snapshots of representative cells over time. At 0 

min, phage DNA of a fluorescently labeled phage (appears as a cyan focus on the cell 

surface) has been ejected into the cell forming a YFP focus (appears as a yellow focus). 

The fluorescence intensity of the phage DNA decreases over time. The DNA foci then 

disappear at 110 min (the lytic cell in the control movie, Figure 4.2A), 120 min (the lytic 

cell in the CRISPR movie, Figure 4.2B) and 45 min (the CRISPR cell in the CRISPR 

movie, Figure 4.2C). The lytic cells eventually lyse, releasing fluorescent phage particles 

outside the cell while the CRISPR cell divides and grows normally like the uninfected 

cell. As our movies only last for 2 hours, some lytic cells do not lyse by the end of the 

movies, but the lytic reporter (gpD-mTurquoise2, appeared as cyan color) accumulates 

greatly indicating their lytic cell fate. 
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Figure 4.2 CRISPR system apparently degrades labeled phage DNA in single cells. 

The DNA of the fluorescently labeled infecting phage (cyan spot, pointed by cyan arrows) 

is ejected into the host E. coli cell forming a distinct fluorescent spot (yellow spot, pointed 

by yellow arrows) at 0 min. The intensity of phage DNA (yellow spot) decreases over time 

and finally disappears. (A) A representative lytic cell in a control movie. The yellow spot 

indicating the ejected phage DNA disappears at around 110 min likely due to the viral 

genome packaging which could strip off SeqA-YFP proteins from the phage DNA. At 120 

min, the cell lyses. (B) A representative lytic cell in a CRISPR movie. The phage DNA 

disappears around 120 min or persists until cell lysis. At 120 min, the cell lyses. (C) A 

representative CRISPR cell (top) and an uninfected cell (bottom) in a CRISPR movie. The 

phage DNA in the CRISPR cell disappears at around 45 min, which is much earlier than 

that in the lytic cell in (A) and (B). At 70 min, the cell divides, similar to that of the 

uninfected cell. 
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Factors associated with effective CRISPR degradation 

To determine and quantify the degradation rate of DNA by CRISPR in each cell, 

we plot the spot intensity over time. The spot intensity in the cell population mostly 

maximizes within 5 minutes from the beginning of the movie indicating that phage 

ejection is fairly synchronized among cells (Figure 4.3). The small variation in the timing 

of maximum intensity is likely due to the variability of DNA ejection time and the time 

delay from setting up our microscopy movies [38, 50]. In addition, the average maximum 

DNA focus intensities in lytic cells are similar to those in CRISPR cells in CRISPR 

movies, therefore all cells have similar levels of SeqA-YFP binding prior to CRISPR 

functioning independent of cell fate (Figure 4.4). To simplify the analysis and eliminate 

the variance of the maximum intensities among cells, we normalized spot intensities at 

each time point by the maximum intensity of each trace. We find that the spot intensity in 

CRISPR cells decreases much faster than that in lytic cells, as shown in Figure 4.5A, 

which indicates that CRISPR is functioning to degrade labeled phage DNA. The DNA 

foci become undetectable by 43.9 ± 1.5 minutes to provide an estimated degradation rate 

(Figure 4.5B). Lytic cells also show fluorescence signal loss, but this is probably due to 

photobleaching, which provides a control for the effect of photobleaching under our 

experimental conditions. The spots in lytic cells usually disappear much later than those 

in CRISPR cells or the disappearance is not observed over the entire course of the movies 

(120 minutes) (Figure 4.5C). The spot disappearance in lytic cells is likely due to the phage 

DNA packaging, which would strip SeqA-YFP proteins off the phage DNA. As shown in 

Figure 4.5D, the spot disappearance time is correlated with cell lysis time with a 
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correlation coefficient of 0.91, p-value of 0.01. When we compare the lytic cells in 

CRISPR movies with those in control movies, their DNA fluorescence decreases similarly 

indicating that CRISPR spacers can fail in targeting the invading DNA, similarly to what 

happens with the control spacers (Figure 4.6). Under our experimental conditions, the 

efficiency of CRISPR in targeting and degrading the phage DNA is around 26%, 167 

CRISPR-active cells out of 647 cells with one focus throughout the movies.  
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Figure 4.3 Histograms of the appearance time of SeqA-YFP foci corresponding to 

the phage DNA ejected into the cytoplasm with the maximum fluorescence intensity. 

The maximum spot intensity mostly appears within the first 5 minutes of the time-lapse 

movies indicating phage DNA ejection with the CRISPR cells of 91.6% (A) and lytic cells 

of 93.9% (B). 

 

 

 

 
 

Figure 4.4 Histograms of initial spot intensity/maximum intensity of phage DNA 

inside CRISPR cells and lytic cells. 

(A) CRISPR cells. (B) Lytic cells. There is little difference in the average maximum 

intensity of phage DNA between CRISPR cells ((2.5 ± 0.9) × 105) and lytic cells ((2.8 ± 

1.0) × 105) in CRISPR movies. Experimental data (bars) were well fitted to a Gaussian 

function (red lines). 
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Figure 4.5 Phage DNA intensity decreases faster in CRISPR-active cells. 

(A) The fluorescence intensity of phage DNA spots is plotted over time for CRISPR cells 

and lytic cells in the CRISPR movies. The phage DNA intensities of the CRISPR cells 

(red line, N = 167) decrease much faster than those of the lytic cells (blue line, N = 423), 

indicating CRISPR is actively functioning to degrade the invading phage DNA. The 

averages are shown as the thick lines. The signal of each phage DNA trace is defined as 

the spot fluorescence intensity at each time point normalized to the maximum intensity of 

each trace. (B) The histogram of phage DNA spot disappearance time corresponding to 

the degradation time for CRISPR cells is well fitted to a Gaussian distribution (red line). 

The time to totally degrade phage DNA is 43.9 ± 1.5 min on average. (C) The histogram 

of phage DNA spot disappearance time accounting for the photobleaching and/or phage 

DNA packaging into the phage head. Around 50% of the lytic cells still have the phage 

DNA spot at the end of the movies (120 min). (D) The phage DNA spot disappearance 

time is correlated with cell lysis time with a correlation coefficient of 0.91, p-value of 

0.01. Error bars denote standard error of the mean (S.E.M.). 
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Figure 4.6 The fluorescence intensity of phage DNA spots in lytic cells over time. 

The phage DNA intensities decrease over time similarly for lytic cells in CRISPR movies 

(red line, N = 423) and control movies (blue line, N = 331). The decrease is probably just 

due to photobleaching, and the final disappearance may correspond to phage DNA 

packaging into the phage head. The averages are shown as the thick lines. 
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We next examined various factors associated with the time of CRISPR spot 

disappearance corresponding to the degradation rate of invading phage DNA. Considering 

the initial maximum spot intensity, due to time variation of taking movies, both between 

experiments and different stages within the same movie (up to a few minutes), the 

maximum intensity captured for each cell trace may correspond to a partially degraded 

phage DNA. If this were the case, the maximum intensity would be expected to have a 

positive correlation with spot disappearance time. Indeed, when we plot spot maximum 

intensity against disappearance time, we find the correlation coefficient to be 0.97 with p-

value of 0.03 (Figure 4.7A). Next, we examined the effect of initial cell size, as cell size 

(or volume, or length as proxy) influences protein concentration, here the Cas proteins. 

Different concentrations of Cas proteins may degrade phage DNA at different rates. We 

measured the length of the infected cells and found that the CRISPR cells and the lytic 

cells shared a similar distribution of cell size (Figure 4.8). Then when we correlated the 

phage DNA spot disappearance time with the cell size, it seems that the phage DNA 

degradation rate does not change with cell size (correlation coefficient of -0.55, with a 

large p-value of 0.45) as shown in Figure 4.7B. This indicates that the expressed Cas 

proteins are sufficiently concentrated to degrade phage DNA. Finally, we examined how 

phage DNA location inside the cell affects CRISPR action. Previous work has showed 

that phage lambda tends to adsorb to the cell pole and eject its DNA [35-37]. Although 

the exact mechanism underlying this polar preference has not been uncovered, cell pole is 

a special location where many proteins associated with the infection cycle, like ManYZ 

and FtsH accumulate [36]. We then ask whether the degradation of phage DNA inside the 
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cell has any correlation with the initial phage DNA location. After the phage is ejected 

inside the cell, our recent work has shown that some phage DNAs move locally while 

others move over the whole cell [38]. When we correlate the phage DNA location with 

the efficiency of CRISPR degradation, we find that there appears to be no difference in 

CRISPR efficiency, whether the initial phage location is at polar/mid-cell (future pole) or 

non-polar positions (27 ± 4% at pole/mid-cell versus 25 ± 2% at non-pole, p = 0.02) 

(Figure 4.7C). Additionally, the timing of phage DNA degradation (spot disappearance 

time) is unaffected by phage DNA location (42.1 ± 2.4 min at pole/mid-cell and 44.7 ± 

1.8 min at non-pole, p = 0.02) (Figure 4.7D). This indicates that the Cas proteins are 

uniformly distributed in the cytoplasm and can effectively target invading DNA regardless 

of where the DNA is located. 
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Figure 4.7 Phage DNA degradation correlates with spot intensity, not with cell size 

or initial DNA location. 

 (A) The complete phage DNA degradation or spot disappearance time positively 

correlates with the maximum intensity of the spot at the beginning of the movie with a 

correlation coefficient of 0.97, p-value of 0.03. The binned data were obtained with a bin 

interval of 1.5 × 105 A.U. (B) The spot disappearance time does not change with the initial 

cell size with a correlation coefficient of -0.55, p-value of 0.45. The binned data were 

obtained with a bin interval of 1 μm. (C) The efficiency of CRISPR is very similar for the 

initial invading phage DNA at polar/mid-cell (0.27 ± 0.04) or non-polar (0.25 ± 0.02) 

positions with a p-value of 0.02. The diagram of the cell is shown on the top right. (D) 

The spot disappearance time does not seem to correlate with the initial phage DNA 

location showing similar disappearance time for polar/mid-cell (42.1 ± 2.4 min) or non-

polar (44.7 ± 1.8 min) cell location with a p-value of 0.02. Error bar represents S.E.M. 
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Figure 4.8 The distribution of cell size for CRISPR cells and lytic cells. 

The cell length, which is served as a proxy for cell size, of CRISPR cells (A) and lytic (B) 

cells shows similar distributions. The average cell lengths are 3.27 ± 0.07 µm and 3.25 ± 

0.07 µm for the CRISPR cells and the lytic cells, respectively. 
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Phage escapes bacterial CRISPR defense through rapid DNA replication 

Interestingly and surprisingly, when we compared the phage DNA disappearance 

time of the lytic cells in the CRISPR movies with those in the control movies, we observed 

that a considerable population (~40%) of the lytic cells with CRISPR targeting plasmids 

lost injected phage DNA foci during the early infection period (Figure 4.9). Given the fact 

that our phage DNA labeling approach only allows for visualization of the initial phage 

DNA and its first replicated copy and constricts us from accessing the whole population 

of phage DNA copies as they replicate over time, the observation implies that the CRISPR 

system might only degrade the ejected phage DNA but fail to destroy the subsequent 

replicated copies. Accordingly, we came up with a hypothesis that there might be a 

competition between the CRISPR function and the phage DNA replication. When a single 

phage DNA is ejected into host, if phage DNA replication happens before CRISPR system 

executes its function, or phage DNA replication rate is faster than the rate of CRISPR 

degrading foreign DNA, CRISPR system could only destroy a few DNA molecules but 

allow escape of other copies, resulting in failed bacterial defense and cell lysis. On the 

contrary, if the DNA clearance occurs as soon as an invader enters the host as a single 

copy, thus depriving the foreign DNA of the opportunity to replicate and take over the 

cell, the host cell can survive. Notably, the CRISPR function rate presumably should be 

correlated to the cellular concentration of the surveillance complex and the Cas3 effector 

nuclease. Therefore, further characterization of the competition between bacterial 

CRISPR activity and phage DNA replication in terms of cell-to-cell variability in the 

CRISPR expression level is required. 
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Figure 4.9 The distribution of the disappearance time of phage DNA spots in lytic 

cells in CRISPR movies and control movies. 

There are ~60% and ~80% of the lytic cells where phage DNA spots disappear at or after 

the end of the time-lapse movies (120 min) in CRISPR movies (red bar) and control 

movies (blue bar), respectively. Phage DNA signals in some lytic cells in CRISPR movies 

become undetectable as early as 10-50 min, comparable to the average DNA degradation 

time (44 min) in the cells where CRISPR system functions successfully. 
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Discussion 

In this study, we used our recently developed fluorescence technique to visualize 

phage DNA inside the cell upon infection by phage lambda to explore single-cell CRISPR 

function. With an artificial type I-E CRISPR system expressed in the host, the CRISPR 

system is able to degrade the invading phage DNA effectively with an efficiency of around 

26% at the single-cell level. Consistent with the literature, the CRISPR system decreases 

the lysogenization frequency of the phage to be around 2-7% at the bulk level, which 

shows the effectiveness of CRISPR system attacking the invading phage DNA during the 

early infection stage to prevent the establishment of the lysogenic cycle. Remarkably, both 

26% and 2-7% of the efficiency are much lower than the interference efficiency reported 

for the same artificial CRISPR-Cas system, which conferred >107-fold resistance against 

λ infection in plaque assays [110]. We attributed these lower efficiencies to the insufficient 

expression of CRISPR components in the host cells. In the previously described system, 

the casABCDE, cas3, and CRISPR arrays, which are under the control of a T7 promoter, 

can be overexpressed when the inducer IPTG is added and when the T7 RNA polymerase 

gene engineered on the E. coli chromosome is fully induced by the addition of arabinose. 

However, the E. coli host we used in this study does not carry a T7 RNA polymerase gene 

in its genome. Therefore, the expression level of the CRISPR system under our 

experimental condition completely relied on the leakage of the system, resulting in low 

concentrations of Cas proteins and the transcribed crRNAs in the host, which would 

attenuate the effectiveness of the CRISPR defense. 
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To our surprise, the fluorescent DNA foci in CRISPR cells do not divide into 

several smaller foci upon degradation, since the targeting plasmid pWUR478 contains four 

anti-lambda spacers with homology to lambda genes J, O, R, and E, which are fairly far 

apart from each other. If each spacer is targeted, the expected result would be that the 

phage genome is broken into multiple pieces, resulting in a few small fluorescent foci. 

However, our time-lapse movies show that the initial fluorescent DNA focus always stays 

as one before it finally disappears. Therefore, it is possible that only one anti-lambda 

spacer can target the phage DNA effectively one time with a synergistic effect of 

individual spacers and the Cas proteins degrade the DNA from that site thereafter, which 

may be due to the different sensitivities of the phage lambda DNA to the anti-lambda 

spacers [110]. But we cannot rule out the possibility that our SeqA-YFP system holds the 

cut DNA together somehow such that there is only one visible spot. 

Under our experimental conditions under the fluorescence microscope, the lambda 

DNA takes about 44 minutes to be degraded. As a comparison, in in vitro experiments, a 

5 kb negatively supercoiled DNA and linear DNA can be degraded within a few minutes 

(~ 1 min and 5 min) [202]. In addition to the insufficient expression of the CRISPR system 

as mentioned above, the much longer lambda DNA, 48.5 kb compared to this 5 kb DNA, 

almost 10-fold longer, might be the other cause why it takes almost 10-fold or more time 

to be digested. Moreover, another contributor of different degrading time is the different 

experimental conditions of the in vitro experiments versus our in vivo experiments under 

the fluorescence microscope. The average fluorescence decrease in the lytic cells in the 

control and CRISPR movies (Figure 4.6) is very similar, probably representing the 
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photobleaching effect. The cell-to-cell variability of all the individual cells is probably due 

to the fluorescently labeled phage DNA moving in and out of focus, stochastic 

photobleaching of fluorescent molecules on the attached phage DNA and some unknown 

cell-to-cell variability. In addition to the stochastic photobleaching effect, the cell-to-cell 

variability of the CRISPR cells might also come from how easily the invading lambda 

DNA, probably the supercoiled form, is exposed for the Cas proteins to dock and degrade.  

From our single-cell analysis, the time to fully degrade the invading phage DNA 

is dependent on the initial fluorescent intensity of the phage DNA at the beginning of the 

movie. The lower maximum intensity of a spot in the cell might correspond to a partially 

degraded phage DNA due to the time to set up a movie, which is consistent with a fast 

initiation of CRISPR action. However, the phage DNA degradation does not depend on 

the initial cell size or phage DNA location. It is reasonable that Cas proteins are well mixed 

inside the cell, so they can degrade the invading phage DNA with no preference of the 

location. 

Last but not least, we observed that some cells eventually entered the lytic cycle 

even though the infecting phage DNAs apparently were degraded by the CRISPR system. 

It is well known that phages develop several strategies to evade the degradation of their 

DNA by bacterial CRISPR systems [95]. Since our phage λ strain does not carry mutations 

in the genome or encode any anti-CRISPR proteins to inactivate bacterial CRISPR 

function, we speculate that phages have the capability of fighting against bacterial 

CRISPR system through their rapid DNA replication outpacing CRISPR action inside 

cells. To examine whether phage DNA replication is a hidden antagonist against CRISPR 
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interference within the time scale of phage infection at the single-cell level, the labeling 

and visualization of all phage genomes need to be achieved. Moreover, it is important to 

emphasize that under our experimental condition, the CRISPR components remained low 

concentrations, which might allow some phage DNA to escape from the degradation. 

Previous work has demonstrated that endogenous levels of E. coli CRISPR-Cas expression 

are not sufficient to provide resistance for phage infection,  due to the presence of negative 

regulators [184]. Most likely, only at low CRISPR expression levels, can phage DNA 

replication be able to compete with CRISPR function. These findings open many 

questions, such as in the natural environments, how CRISPR-Cas systems are regulated in 

response to viral infection, what factors trigger the CRISPR activity to act as a defense 

system, and whether viruses can evolve to accelerate their genome replication rate in order 

to outpace CRISPR-Cas immunity. Addressing these questions will greatly expand our 

understanding of the evolutionary arms race between bacteria and their invaders. 
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CHAPTER V  

SUMMARY AND CONCLUSIONS 

 

Bacteriophage lambda (λ) has long served as an important paradigm for studying 

a variety of biological processes. With the advance of technology, the research on λ has 

moved onto single-cell studies, and further zoomed into the subcellular level through 

precisely labeling individual phages and individual bacterial and viral biomolecules. In 

this work, by taking advantage of the single-virus/single-molecule labeling technology, 

we developed various fluorescence reporter systems to label E. coli and λ genomes, as 

well as phage gene transcripts, in both live cells and chemically fixed cells. These reporter 

systems open up the possibility to characterize the spatiotemporal pattern of the expression 

of certain viral genes, to investigate the interaction between host genome and infecting 

phage DNA, to explore the effect of phage morphology on phage infection and final 

decision-making, and to visualize how bacterial CRISPR-Cas system breaks down 

invasive viral nucleic acid in real time at the single-cell level. The discoveries gained from 

this work provide direct evidence for previous hypotheses relating to λ cellular decision-

making and reveal interesting features of the λ infection process as well as CRISPR-Cas 

immune systems. 

Phage λ gene expression pattern and spatial organization in single cells 

Phage λ lysis-lysogeny decision-making is complicated in terms of both the 

intrinsic genetic regulatory circuitry and the dependence on extrinsic infection parameters. 

Cell-to-cell variability in decision-making outcomes has been attributed to stochastic gene 



 

146 

 

expression in the λ genetic regulatory network. In this work, we launched an investigation 

into the expression profile of phage-derived fate-determining regulators during the 

decision-making process at the single-cell level. We started with the λ cII gene, whose 

product is considered as the central player in establishing lysis-lysogeny decision making. 

Utilizing RNA-smFISH technique, we quantified the transcriptional change of λ cII over 

time upon phage infection at the single-cell level. We revealed that cII transcription is 

initiated soon after a phage genome is injected into the cytoplasm. Over time, cII 

expression increases and peaks around 10 min and subsequently goes down. This work 

lays the foundation for future quantitative measurements of other fate-determining 

regulators at both the transcriptional and translational levels. Further characterization of 

the λ gene expression profile and how the interplay between different regulators affects 

lytic-lysogenic switches would complement the quantitative description of bacteriophage 

lysis-lysogeny decision making. 

Next, to fulfill the curiosity of how replicated phage genomes behave and localize 

in the subcellular environment during the development of phage post-infection, we 

exploited two distinct fluorescence reporter systems, tetO/TetR-FP and lacO/LacI-FP, to 

label individual phage genomes. In combination with the previously established lytic 

reporters, we followed phage intracellular development and found that phage DNA formed 

clusters as it replicated inside cells. When multiple phages co-infected the same cell, their 

DNAs are capable of maintaining individuality by assembling their own compartments for 

DNA replication and gene expression in different spaces in single cells. This phenomenon 

holds true for singe-phage infection in the cases where phage DNA exhibits active motions 
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in the cytoplasm once being ejected. In conjunction with the labeling of E. coli 

chromosome (attB locus) by a lacO/LacI-FP reporter scheme, it turns out that E. coli DNA 

participates in separating individual phage-derived compartments inside cells. In parallel, 

similar phenotypes were observed in fixed infected cells using FISH when bacterial and 

phage genomes were labeled with fluorescent probes, supplementing the finding in the 

live-cell imaging. Remarkably, the amounts of phage DNA and mRNA in those phage-

derived compartments differ from each other, most likely due to the competition between 

phage DNAs for host resources as well as some other factors, which may help interpret 

the origin of stochasticity in viral gene expression. All the evidence support our previous 

hypothesis that each infecting phage or phage DNA has the ability to vote for the decision 

of whether to lyse or lysogenize a cell. That is possibly because individual phage DNA 

can organize its own development by creating a compartment in certain area of a cell. 

Different DNA replication rate and gene expression levels arise from those separate 

compartments will result in distinct cell-fate choices within a single cell and overall 

contribute to the final decision. These single-cell observations uncover the subcellular 

structure formation and both phage-phage, phage-host intracellular interaction behaviors 

during the λ post-infection development. The findings provide hints into the unexplored 

importance of the spatial structure in affecting viral gene expression and the ultimate 

decision-making outcome. Future investigation of the mechanism of those interaction 

behaviors, particularly in terms of spatial distribution patterns of cell-fate-determining 

regulators and their correlations with phage-derived subcellular compartments, will 

expand the mechanistic understanding of cellular decision-making.  
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In recent years, phages started to be used as antibacterial agents to treat bacterial 

infections in plants, domestic animals, humans, and biocontrol in food industries. For 

clinical applications, temperate phages, like phage λ, are less attractive, because the 

establishment of lysogeny can cause the lysogenic cell to become immune to 

superinfection by the same phage strain and some prophages encode genes that can alter 

the phenotype of the host cell [259]. However, due to the highly abundance of temperate 

phages in nature and a wide range of host bacteria they can infect, researchers have begun 

to explore the potential of temperate phages for therapeutic purposes [260]. Therefore, a 

comprehensive and quantitative understanding of the post-infection development of phage 

λ, which has been serving as a basic paradigm, at the subcellular level will be of great 

importance to provide mechanistic basis for phage therapy. 

The side tail fibers of λ give rise to more frequent failure in phage infection 

Bacteriophage λ has served as an important model for molecular biology and 

different cellular processes over the past few decades. However, it was not until 1992 that 

the λ strain used in most laboratories around the world, thought of as λ wild type, was 

discovered to carry a frameshift mutation in the stf gene, which encodes four side tail 

fibers that were actually present in the originally isolated λ strain in 1951. The original 

strain was later on known as Ur-λ. In order to characterize the effect of the side tail fibers 

on phage infection, we utilized a dual-color fluorescent reporter system to label individual 

phage particles and report the two alternative life cycles, lysis and lysogenization, upon 

infection at the single-cell level. As expected, Ur-λ exhibits a stronger attachment onto the 

cell with the help of those side tail fibers via providing additional binding to the cell 



 

149 

 

membrane. However, to our surprise, the side tail fibers interfere with the phage DNA 

ejection process, most likely through the binding to their receptors, OmpC, on the host 

cell outer membrane, leading to a higher failed infection frequency compared with λWT. 

Moreover, when the development of post-infection was followed, the side tail fibers do 

not alter the lysis time or affect the lysis-lysogeny decision-making outcome. 

Consequently, it seems that the presence of the side tail fibers does not give Ur-λ more 

advantages in infecting host cells at the single-cell level. Nevertheless, they are apparently 

of great significance in nature. The side tail fibers participate in determining the host range 

specificity as one of roles of the λ central tail fiber. It is also well known that the side tail 

fibers significantly accelerate the adsorption rate of phage λ onto bacterial host. This 

higher adsorption rate can shorten the optimal lysis time and may compensate for the less 

successful infection frequency for individual phage and ultimately cause a larger bacterial 

population rapidly being infected in either the natural environment or clinical applications 

of phage therapy. Taken together, having the side tail fibers would still endows Ur-λ with 

a higher fitness from the evolutionary point of view. 

Visualization of viral DNA degradation by a CRISPR-Cas system in vivo 

Although CRISPR-Cas systems, which are a widespread prokaryotic defense 

system against invasive viruses and plasmids, have been extensively studied over the past 

few decades, a direct visualization of CRISPR-Cas degrading the invading DNA in real 

time had not yet been achieved at the single-cell/single-virus/single-molecule level. To 

this end, we took advantage of our well-established fluorescence reporter system to label 

individual phage lambda particles and their packaged genomes, allowing for the tracking 
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of a phage DNA when it enters the E. coli reporter host with a plasmid-based CRISPR-

Cas type I-E system via fluorescence microscopy. We found that at the bulk level, the 

lysogenization frequency of the cells harboring active CRISPR plasmids targeting λ 

genome is significantly lower compared to the cells with non-targeting CRISPR plasmids 

(served as the negative control). At the single-cell level, infecting phages failed to 

establish either the lytic or lysogenic life cycles in the host cells with active CRISPR 

function, represented by the disappearance of phage DNA foci in the cytoplasm. Those 

cells exhibited normal growth similar to uninfected cells, where the efficiency of the 

successful interference is around 26% under the experimental condition that the cellular 

concentration of CRISPR components maintained at the basal level. During the course of 

the time-lapse movies, the average fluorescence intensity of invasive phage DNA foci in 

cells with successful CRISPR interference decays more rapidly compared to that in the 

control cells. Phage DNA is degraded by around 44 minutes on average, indicated by the 

disappearance of phage DNA spots. Moreover, when several parameters accounting for 

the effect of cell-to-cell variability on the time of phage DNA spot disappearance were 

characterized, we found that the degradation of phage DNA appears to be independent of 

cell size or the phage DNA ejection site on the cell surface.  

Most interestingly, we observed that in some lytic cells, phage DNA disappeared 

very early with the disappearance time comparable to that of CRISPR functioning cells. It 

suggests that the CRISPR system in those cells has successfully degraded a subset of 

phage DNA molecules but unfortunately allows some phage DNAs to escape and develop, 

possibly due to insufficient recognition by the Cascade complex or depletion of Cas 
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proteins. Accordingly, we hypothesize that the overlooked viral DNA replication might 

be a potential anti-CRISPR mechanism in the everlasting battle between bacteria and 

viruses, which is currently our subject of exploration. Moreover, if the viral DNA 

replication could compete with CRISPR activities by rapidly increasing the cellular phage 

DNA concentration, we anticipate that phages might be able to take over the host through 

multiple infections (MOI > 1). Further investigations of how co-infecting phages 

cooperate in competing with bacterial CRISPR-Cas activities in space and time at the 

single-cell/single-phage level remains to be done. The gained findings will advance our 

mechanistic understanding of the continuous arms race between bacteria and their 

predators under natural conditions. Additionally, a thorough description of the molecular 

basis of CRISPR-Cas systems in living organisms at the single-cell level will benefit 

diverse applications of CRISPR-based technologies in genome editing and clinical gene 

therapy, since genetic manipulation by CRISPR-Cas doubtlessly requires single-cell 

accuracy.  
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