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ABSTRACT 

 

Pressurized liquefied gases such as carbon dioxide are transported at a pressure 

above their saturation pressure. Therefore, if a pipeline transporting this substance 

ruptures, a large decrease in pressure occurs, causing the flashing of the fluid. 

Computational tools that predict how fast the depressurization occurs (decompression 

models) are of paramount importance to assess the consequences of potential pipeline 

rupture scenarios. Some of the main challenges when modeling this expansion process 

include: capturing the choked flow at the exit plane, which initiates the propagation of a 

decompression wave through the fluid; and addressing the phase transition that results in 

a multiphase flow. 

The main objective of this research is to develop a 2-D full-bore rupture 

decompression model to simulate the transient depressurization of a pipeline transporting 

pure liquefied CO2, using ANSYS Fluent as CFD software. The scope of this work focuses 

on incorporating non-equilibrium phase transition while addressing the calculation of 

properties for the metastable liquid region. Additionally, the scope includes the 

comparison of the CFD model predictions when implementing the Peng-Robinson (PR) 

EoS, and correlations based on the Span-Wagner (SW) EoS to calculate thermodynamic 

properties of the liquid phase. 

When comparing the CFD model results with the experimental pressure-time 

curves and average decompression wave speed, the best prediction of the pressure plateaus 

for both PR and SW approaches are obtained using small values of the mass transfer 
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coefficient in the source terms (C = 8 s-1 for PR, and C = 7 s-1 for SW), which highlights 

the importance of incorporating non-equilibrium phase transition when modeling a rapid 

CO2 decompression. On the other side, a more accurate prediction of the arrival of the 

decompression wave front at various locations along the pipeline is obtained when 

implementing correlations based on data from the SW EoS, in comparison to the CFD 

model incorporating the PR equation.  

In general, the thermodynamic approach is deemed to have a predominant effect 

on the arrival of the decompression wave front at different locations along the 

computational domain, while the mass transfer coefficient (C) governs the phase transition 

and the pressure plateau representing this phenomenon. 
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NOMENCLATURE 

 

1-D   One-dimensional 

2-D   Two-dimensional 

FBR   Full-bore rupture 

C   Mass transfer coefficient in the source terms 

CCS   Carbon capture and storage 

CFD   Computational fluid dynamics 

EoS   Equation of state 

PR   Peng-Robinson 

PT   Pressure transducer  

P-T   Pressure-temperature  

SoS   Speed of sound 

SW   Span-Wagner 

UDF   User-defined function 

UDRGM     User-defined real gas model 
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1. INTRODUCTION AND LITERATURE REVIEW 

 

Pressurized liquefied gases are usually stored or transported at a pressure above 

their saturation pressure, and at a temperature close to atmospheric conditions. Thus, if 

there is loss of containment of a vessel or pipeline, a large release of pressure will occur, 

causing the flashing of the fluid [1]. Depending on the toxicity and flammability of the 

substance released, the rupture scenario could lead to different hazardous situations. For 

instance, if a pipeline transporting pressurized liquefied carbon dioxide (CO2) ruptures, 

near-by residents and first responders may be exposed to toxic conditions since carbon 

dioxide is an asphyxiant denser than air, and may be fatal at concentrations greater than 

10% [2, 3]. Therefore, tools that could predict how fast the depressurization occurs in a 

pipeline (decompression models), the release rate (discharge models) and the atmospheric 

concentration of the substance released (dispersion models) are of paramount importance 

to assess the consequences of potential rupture scenarios. The accuracy of decompression 

and discharge models for high-pressure pipelines has a significant impact on the posterior 

dispersion calculations, and it will further affect the risk assessment [4, 5].  

The research area about pipeline rupture models for pressurized liquefied CO2 has 

seen a steady growth during the last decades. Different Computational Fluid Dynamics 

(CFD) models that can predict the fluid behavior once the pipeline ruptures have been 

developed by several authors [2-4, 6-12]. Some of those are focused on modeling the 

decompression characteristics of CO2 [6-8, 12], others include the study of the 

atmospheric expansion [2, 9, 10] and dispersion [3, 4, 11]. Some of the main challenges 
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when modeling these pipeline releases include: capturing the choked outflow generated 

by the large ratio between the high pressure pipeline and the atmospheric pressure [8]; and 

handling the flashing process (saturation conditions are reached) which leads to a 

multiphase flow [4, 7].  

To better understand the physics after a pressurized pipeline ruptures and to 

validate models’ prediction, a variety of release experiments have been conducted. Shock 

tube tests with liquefied CO2 (pure or rich mixtures) [13-16], in addition to medium and 

large-scale CO2 experiments (CO2PipeHaz [10, 17-20], CO2PIPETRANS [21, 22], 

COOLTRANS [2, 23]) and LPG tests (Isle of Grain tests [24]) have provided some insight 

about the behavior of pressurized fluids after the rupture of a pipeline. However, the 

relatively high Joule-Thomson coefficient for CO2 makes its decompression behavior 

more difficult to predict in comparison to propane and natural gas [11]. 

Decompression models for pipelines transporting liquefied CO2 correspond to a 

very active research area nowadays. The development of carbon capture and storage 

(CCS) technologies together with enhanced oil recovery activities encourage the 

development of CFD decompression models that can predict the consequences when the 

rupture of this type of pipeline occurs.  

In the following sub-sections, a literature review shows the state-of-art in 

decompression models for pressurized liquefied gases with emphasis on CO2, in addition 

to pipeline rupture experiments. A summary of Equations of State (EoS) implemented in 

CO2 decompression and discharge models, and the fundamentals of computational fluid 
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dynamics are also included. The literature review allowed identifying the research gaps 

leading to the objectives and the methodology of this work.  

1.1. Decompression behavior of pressurized liquefied gases 

In case of rupture of a pressurized pipeline transporting a liquefied gas, the 

pressure decreases drastically around the discharge area; and when the liquid reaches the 

saturation conditions, it will transform into vapor. Therefore, two-phases are expected to 

flow out of the pipeline (an in-pipe multiphase flow is generated). Determined by the 

triggering cause, pipeline releases cover two general categories, the more likely puncture 

release, or the less likely but more disastrous full-bore rupture (FBR) [17]. 

Most of the decompression and discharge models for flashing fluids incorporate 

the homogenous equilibrium assumption into its formulation [4, 8, 25-29]. In this sense, 

the phases flowing out are assumed to be in mechanical and thermal equilibrium during 

the discharge [11], besides being distributed homogeneously across the pipeline [26]. 

Therefore, phenomena such as phase-slip (phases traveling at different velocities) and 

non-equilibrium vaporization are neglected [17]. Figure 1-1 summarizes the features of 

the homogeneous equilibrium assumption. 
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Figure 1-1. Homogeneous equilibrium assumption [11, 17, 26, 30]. 

 

Webber and Wardman (2010) [26] evaluated the performance of two software 

commonly used to model pipeline releases, PipeTech [25] and PipeBreak [26], both of 

them are based on the homogeneous equilibrium assumption. These authors compared 

model prediction with LPG releases [24], which included full-bore ruptures and puncture 

experiments. One of the main findings corresponded to an acceptable behavior of these 

homogeneous equilibrium models when predicting in-pipe pressure, temperature profiles, 

and inventory for full-bore ruptures. In contrast, both models showed predictive issues for 

the puncture experiment. One of the reasons that may justify the inaccuracy for the latter 

case is the possible non-homogeneous behavior of the in-pipe fluid during a puncture 

discharge, especially close to the orifice. 

Other authors have highlighted the differences between full-bore ruptures and 

punctures. Brown et al. (2013) [17] analyzed some discrepancies of in-pipe flow regimes 

for these two cases. Flow stratification may occur during a puncture release, given the 

slower depressurization process in comparison to a guillotine rupture, which enables the 

Equilibrium: 

- Thermodynamic and mechanical equilibrium. 

- Liquid and vapor are at the same temperature and 

pressure.  

- No phase-slip. 

 

Homogeneous 

equilibrium 

(HE)  

Homogeneous: 

- Liquid and vapor are distributed homogeneously 

across the pipeline. 

- No flow stratification. 
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vapor phase to remain in the upper section of the pipeline, while the liquid flows in the 

lower portion. On the contrary, the more abrupt pressure drop occurring during a full-bore 

rupture causes the entrainment of the vapor phase with the high velocity liquid, generating 

a fully dispersed flow. As part of the CO2PipeHaz project, Brown et al. (2013) [17] 

published pictures of the inner flow patterns captured in a transparent pipeline section 

during release experiments with liquefied CO2. These pictures allow differentiating the in-

pipe flow behavior between a full-bore rupture and a puncture depressurization. 

The decompression following full-bore ruptures and punctures has physical 

differences, which may lead to variations in the performance of modeling tools. The 

stratified two-phase flow may be the cause for the less accurate behavior when using 

homogeneous equilibrium models for punctures, in comparison to the acceptable 

prediction for full-bore ruptures. In the following sub-sections, models that predict the 

decompression behavior of liquefied gases (with emphasis on CO2) are studied separately 

for each scenario. 

1.1.1. Full-bore rupture models 

1.1.1.1. One-dimensional models 

PipeTech [25, 27, 31] is a 1-D homogeneous equilibrium model that combines 

partial conservation equations of mass, momentum and energy solved through the method 

of characteristics. Heat transfer between the fluid and the pipeline walls is included in the 

formulation, in addition to frictional effects (non-isentropic flow) [26, 31]. The Peng-

Robinson equation of state is used to calculate the thermodynamic properties. Besides, the 

flow prior to the rupture is assumed to be in isothermal steady state [31]. This 
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homogeneous equilibrium model has been validated with the Isle of Grain LPG tests [24] 

and data obtained from the Piper Alpha disaster (methane gas line), showing a fair 

agreement for the full-bore rupture case [31].  

Another model that incorporates the homogeneous equilibrium assumption is 

CFD-DECOM [8], which also includes a heat transfer model to calculate the heat across 

the pipe walls, and correlations to estimate the wall friction. A 1-D approach was selected 

and the conservation equations were discretized using the finite volume method. CFD-

DECOM was validated using shock tube tests with gaseous and dense phase CO2 from 

Cosham et al. (2012) [13]. The effect of CO2 impurities, equations of state (Peng-

Robinson, Peng-Robinson-Stryjek-Vera and Span-Wagner), heat transfer from the 

surroundings and wall friction were studied. Among the three EoS implemented to model 

the shock tube test with pure dense phase CO2, the Span-Wagner EoS was found to 

generate the most accurate predictions of the decompression wave speed. In contrast, the 

Peng-Robinson EoS significantly underpredicted the speed of sound of the fluid, and 

therefore underpredicted a large portion of the decompression wave speed curve for this 

test. Lastly, the dense phase decompression was found to be more sensitive to the selection 

of the EoS than the gaseous depressurization.  

X. Liu et al. (2015) [4] proposed a 1-D CFD depressurization model for the full-

bore rupture of pipelines transporting high pressure CO2 mixtures. The entire model 

includes three components: depressurization and source strength, atmospheric expansion, 

and dispersion. The results obtained at the pipeline exit serve as inlet boundary for the jet 

expansion model, and the atmospheric plane conditions are used for dispersion 
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calculations. ANSYS Fluent (CFD software) was used to simulate the depressurization 

and dispersion. On the other side, the jet expansion was modeled through a simplified set 

of conservation equations. For the purpose of calculating fluid properties in the 1-D 

depressurization model, a library of tables together with an interpolation scheme generated 

the thermodynamic properties of the mixture for any pressure and temperature; the GERG-

2008 EoS was used to produce these tables. In addition, the CO2 mixture in the pipeline 

was assumed to be a homogeneous equilibrium fluid which is at rest when time equals 

zero. Shock tube tests [13, 14] were used to validate the results obtained with the 

depressurization model incorporating the density-based solver in ANSYS Fluent. A 

significant difference between the predicted and experimental decompression wave speed 

was obtained, especially in the pressure plateau region representing the phase transition. 

X. Liu et al. (2015) [4] highlighted that this discrepancy may be related to the 

homogeneous equilibrium assumption, which neglects the non-equilibrium phase 

transition during the expansion, and therefore the model overpredicts the pressure 

associated to the evaporation process. 

Several authors have developed 1-D FBR models that depart from the 

homogeneous equilibrium assumption. Brown et al. (2013) [17] developed a 1-D 

homogeneous relaxation model for CO2 that accounts for non-equilibrium phase 

transition. However, the homogeneous assumption, i.e., no stratification, and the 

mechanical equilibrium assumption, i.e., no phase-slip, remained in the formulation. The 

homogeneous relaxation model includes the Peng-Robinson equation to calculate 

thermodynamic properties. It also incorporates frictional losses in the momentum and 
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energy conservation equations. Nevertheless, due to the rapid depressurization, it neglects 

the heat transferred between the surroundings and the pipe wall. To account for non-

equilibrium phase transition, a fourth partial differential equation was included in addition 

to the traditional continuity, momentum and energy conservation equations for one-phase 

flow. This equation for the vapor mass fraction represents the delayed nucleation with 

respect to the equilibrium saturation conditions. For model validation, Brown et al. (2013) 

[17] used a shock tube test from the COOLTRANS project, in addition to a FBR 

experiment from CO2PipeHaz [18, 19]. A reasonable agreement between the prediction 

of the homogeneous relaxation model and the experiments was achieved. 

Other authors have departed from the mechanical equilibrium assumption. 

Munkejord and Hammer (2015) [30] implemented a 1-D two-fluid model to capture the 

depressurization of pipelines transporting CO2 mixtures. This model assumes that liquid 

and vapor may have different velocities during the decompression, which means that 

mechanical equilibrium is not attained (phase slip is modeled). On the contrary, 

thermodynamic equilibrium is considered in the formulation. The two-fluid model 

consists of one mass conservation equation for each component of the gas and liquid 

phases. Additionally, there is a momentum equation for each phase, and one energy 

equation for the liquid-gas mixture. The contribution of friction and gravitational force are 

included in the conservation equations. Additionally, Peng-Robinson is incorporated as 

equation of state. The two-fluid model performance was compared with the homogeneous 

equilibrium model using FBR experiments. Munkejord and Hammer (2015) concluded 

that a statement about which model achieves better predictions cannot be made based on 
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their results. However, if both models are compared based on their simplicity, the 

homogeneous equilibrium model may be preferred. 

A number of authors have formulated and validated pipeline decompression 

models for full-bore ruptures using the homogeneous equilibrium assumption and other 

approaches, most of which correspond to one-dimensional models [4, 8, 17, 27, 30, 31]. 

For instance, Brown et al. (2013) [17] performed calculations with the homogeneous 

relaxation model using 500 identically sized cells along the horizontal axis of the pipeline, 

for the COOLTRANS shock tube test (144 m). In addition, for the CO2PipeHaz FBR 

experiment, the same authors divided the geometry into 100 identically sized cells along 

the axial direction (37 m). Munkejord and Hammer (2015) [30] implemented a two-fluid 

model for the FBR case using about 10 cells per meter; the effect of mesh refinement was 

included in the study. X. Liu et al. (2015) [4] adopted a 1-D mesh using different cell 

sizes; the elements had 0.01 m in width close to the exit plane, this measurement was 

progressively increased until elements reached 0.10 m in width at the closed-end of the 

pipeline.  

1.1.1.2. Two-dimensional models 

In recent years, the focus of FBR decompression models has started to move 

towards 2-D transient formulations that capture the behavior of variables (e.g., pressure, 

temperature, and velocity) in both horizontal and vertical directions throughout the 

computational domain.  

Elshahomi et al. (2015) [6] incorporated the GERG-2008 EoS into the formulation 

of a 2-D pipeline depressurization model for CO2 mixtures using ANSYS Fluent as CFD 



 

10 

 

software. The density-based solver was used as solution strategy for the conservation 

equations. A homogeneous equilibrium flow was assumed, and the fluid velocity was 

considered to be negligible before the depressurization started. Besides, irreversible 

effects (non-isentropic) were considered, e.g., friction effects. This model predicted the 

transient behavior of pressure and temperature along the pipeline, in addition to the 

average and local decompression wave speed; the latter is calculated as the subtraction of 

the outflow velocity from the speed of sound of the fluid at a specific location. Two shock 

tube tests [13, 14] were used for validation purposes; experimental pressure profiles at 

different locations along the shock tubes were compared with model predictions. The main 

contribution of these researchers was to implement the GERG-2008 EoS (typically used 

for natural gas) to calculate thermodynamic properties of CO2 mixtures in a 2-D CFD 

formulation. A library of tables together with an interpolation scheme predicted the 

thermodynamic properties of CO2 mixtures within specific ranges of pressure and 

temperature. Lastly, it is worth to mention that the model developed by Elshahomi et al. 

(2015) [6] showed a considerable overprediction of the pressure plateau representing the 

phase transition in the decompression wave speed curve, which may be related to 

neglecting the non-equilibrium evaporation process.  

Rather than assuming homogeneous equilibrium when modeling the 2-D FBR 

case, other authors have departed to some extent from this assumption. B. Liu et al. (2017) 

[7] and B. Liu et al. (2018) [12] proposed a 2-D multiphase formulation based on the 

mixture-model, which is available in the pressure-based solver of the ANSYS Fluent 

software. This CFD model accounts for non-equilibrium phase transition (delayed 
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nucleation) and phase-slip. In addition, it implements the GERG-2008 EoS through 

property tables for pure CO2 and mixtures. Besides, the phase transition is incorporated 

through mass and energy source terms. Although the model calculates the pressure-time 

profiles with certain degree of accuracy, it also shows numerical stability problems before 

reaching the pressure plateau, generating pronounced fluctuations in the pressure 

predictions. The authors [7] state that such fluctuations may be caused by assuming that 

after crossing the saturation line, the liquid properties are equivalent to the saturated liquid 

properties. This suggests that the CFD model does not address the prediction of 

thermodynamic properties of the superheated liquid state (metastable liquid resulting from 

the non-equilibrium phase transition). Despite the fluctuations, this CFD model improves 

the prediction of the decompression wave speed curve (especially at the pressure plateau 

region) in comparison to a generic homogeneous equilibrium model incorporating the 

GERG-2008 EoS. 

1.1.2. Puncture models 

Literature for the pipeline puncture case for pressurized liquefied gases is not as 

abundant as for the full-bore rupture scenario. Oke et al. (2003) [25] extended the 

homogeneous equilibrium model PipeTech to punctures. The model included the transient 

conservation equations for 1-D flow, in addition to a 2-D approach at the vicinity of the 

orifice. This puncture model was validated with the test P40 of the Isle of Grain LPG set 

[24]. For this experiment, the pipeline inner diameter (0.154 m) was almost the same as 

the puncture diameter (0.150 m). Therefore, Oke et al. (2003) used a quasi-full-bore 

rupture experiment to validate the puncture approach. 
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Woolley et al. (2015) [32] proposed a 1-D homogeneous relaxation model for 

punctures, focusing on the prediction of the heat transfer between the pipeline walls and 

the fluid. The importance of this approach is highlighted in the case of non-thermally 

insulated pipelines. A set of four conservation equations were solved for the liquid-vapor 

mixture, which is formed once the puncture occurs. Each of these equations incorporated 

a source term representing the mass, momentum, energy, or vapor flux leaving the pipeline 

through the puncture. The Peng-Robinson EoS was selected to predict the thermodynamic 

properties. A puncture experiment with pure CO2 was used for validating model results, 

while two different constant values for the heat flux were tested. These authors concluded 

that the predictions of the model significantly depend on the heat transfer between the 

fluid and the walls. 

Witlox et al. (2014) [33] presented the validation of discharge models available in 

the software Phast (version 6.7) with carbon dioxide puncture experiments performed in 

the CO2PIPETRANS project. These tests included steady state and transient releases with 

pressurized liquefied CO2, and transient releases using pressurized supercritical CO2. 

Phast is composed of analytical models that use the conservation equations together with 

an entropy balance to obtain the discharge rate and the dispersion profile [3]. Phast models 

include two scenarios, the leak scenario which assumes that the release occurs through an 

orifice in a vessel; and the full-bore rupture scenario, where the release occurs due to a 

guillotine rupture of a short pipe attached to a vessel. Besides, options of using a steady-

state model (DISC) or a time-varying/transient model (TVDI) are available in the 

software. Since the experiments consisted of a vessel with a 5.5 m pipe section attached 
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(which ended in an orifice plate), researchers decided to neglect the pressure losses in this 

pipe section and used the leak scenario for modeling purposes. Different orifice sizes at 

the end of the pipe were used during the experiments. For both liquid and vapor releases, 

the model predicted the flow rate within 10% margin of error in comparison to the 

experimental results. This percentage was considered to be within the experimental 

accuracy. 

Some of the orifice releases presented in Witlox et al. (2014) were used by X. Liu 

et al. (2014) [3] to develop a 2-D CFD model using ANSYS Fluent to predict the discharge 

rate and atmospheric dispersion from the rupture of high-pressure pipelines transporting 

CO2. Phase transition was not included in the formulation and CO2 was assumed to be a 

homogeneous fluid. The type of solver used in ANSYS Fluent (density-based or pressure-

based) was not reported. Model validation was performed using two transient experiments 

with supercritical CO2 of the BP dataset from the CO2PIPETRANS project [33]. The CFD 

geometry was composed of a pipe followed by a nozzle, which discharges to the 

atmosphere. It is worth noting that this geometry does not include an orifice plate or any 

other representation of a puncture, and therefore orifice experiments were modeled with a 

simplified geometry similar to a FBR case. Peng-Robinson EoS was incorporated into the 

formulation, showing a fairly accurate prediction of the averaged discharge rates when 

compared with experimental results. A considerable underprediction of the source terms 

was obtained with the ideal gas equation, as this EoS underpredicts the density of high-

pressure CO2. The commercial software Phast was used for comparison purposes, 
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calculating slightly higher discharge rates than the CFD model with Peng-Robinson, but 

showing smaller prediction errors than the latter.  

A more recent paper from the same authors [5] proposed a 2-D formulation using 

the GERG-2008 EoS together with the multiphase mixture model, available in the 

pressure-based solver of ANSYS Fluent. Liquid and vapor phases were assumed to move 

at the same velocity (no phase-slip), and phase transition was incorporated through mass 

and energy source terms. Two orifice experiments from Witlox et al. (2014) were used for 

validation, which corresponded to steady state releases with liquefied CO2. The geometry 

corresponded to a pipe followed by a nozzle, a similar arrangement to X. Liu et al. 2014 

[3]; the main difference was the absence of the atmospheric zone at the end of the nozzle. 

No orifice plate or any other representation of a puncture was included in the geometry; 

instead, the nozzle acquired the same diameter as the orifice in the experiments. One of 

the main conclusions from this study was related to the appropriate selection of the mass 

transfer coefficient in the source terms of the phase transition model, since a higher value 

of this factor leads to a lower prediction of the release rate. 

1.2. Fundamentals of Computational Fluid Dynamics (CFD) 

Computational fluid dynamics (CFD) is the analysis of systems associated with 

fluid flow, heat transfer and other transport phenomena through computer-based tools. 

CFD codes are composed of a pre-processor, a solver and a post-processor.  

The pre-processor is related to the definition of the computational domain, which 

includes the generation of the geometry and the mesh (also called grid); it usually covers 

the designation of boundary conditions as well. The grid corresponds to the division of the 
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geometry into smaller sub-domains (cells); the solution of the conservation equations is 

defined at nodes located in each cell (control volume or element) [34]. 

The solver takes the partial differential equations (which represent continuous 

functions) and discretizes them through different approaches, one of them being the finite-

volume method. This discretization generates a set of algebraic equations applied to the 

nodes. The algebraic equations are solved through matrix solvers and the discrete solution 

of the transport problem is obtained. The finite volume method is used in the CFD software 

ANSYS Fluent [6, 35]. This method was developed based on the finite difference 

framework, where truncated Taylor series expansions produce finite difference 

approximations of derivatives, which combine the value of flow properties at each node 

and its neighbors. The algebraic equations for the nodes of a grid are obtained with the 

finite volume method through the next steps: 1. integration of the conservation equations 

over the control volumes of the domain, 2. discretization of the differential equations 

replacing the derivatives by finite difference approximations, 3. implementation of an 

iterative method to solve the algebraic form of the equations [34]. It should be noted that 

for a transient case, the conservation equations are also integrated over time in step one. 

Before applying the finite volume method, the Navier-Stokes equations (conservation of 

momentum) should be time-averaged in the case of turbulent flow. The previous statement 

is justified due to the fact that in the turbulent regime, the flow behavior is highly random 

and chaotic, and it becomes intrinsically unsteady even with constant boundary conditions 

[34]. Therefore, when modeling turbulent flow, the Reynolds-Averaged Navier-Stokes 
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(RANS) equations are used to represent the conservation of momentum in the CFD code, 

together with a turbulence model. 

The last component of a well-established CFD software is the post-processor, 

which organizes and displays the data generated by the solver. Current post-processors 

consist of data visualization tools that produce contour plots of process variables, 

animations of transient simulations, vector plots, and others. 

1.2.1. Pressure-based and density-based solvers in ANSYS Fluent 

One of the most important decisions when modeling systems transporting 

compressible fluids, e.g., pressurized pipelines, is related to the type of solver to use. This 

selection will have an impact on the solution process of the conservation equations 

together with the EoS. Two solvers are available in ANSYS Fluent, density-based and 

pressure-based, which can be used for different types of flows.  

The pressure-based approach was originally designed for incompressible and 

mildly compressible flows at low speed, whereas the density-based solver was developed 

for compressible flows at high speed. Nevertheless, both approaches have been 

reformulated to some extent, so they can be applicable to a larger spectrum of flow 

conditions beyond their original scope [36].  

The density-based formulation solves the continuity, momentum, energy and 

species equations together as a coupled set; turbulence equations are solved afterwards. 

The continuity equation calculates the density profile, the momentum equations determine 

the velocity field, and the equation-of-state is used to calculate the pressure profile [6]. 
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Different authors [4, 6] have developed pipeline decompression models for carbon dioxide 

using the density-based solver in ANSYS Fluent. 

Compared to the density-based approach, the pressure-based solver works 

differently. A pressure equation is obtained by employing the continuity and momentum 

equations, making sure that the velocity field (corrected by the pressure) satisfies the 

continuity [7]. The momentum equations calculate the velocity field and the created 

pressure formulation determines the pressure profile. Several multiphase models are 

formulated with the pressure-based solver, but are not available with the density-based 

formulation. Examples include the Volume of Fluid (VOF) model which is an interphase-

tracking technique applied to immiscible fluids, e.g., stratified flows; the mixture model, 

where the phases are assumed to be interpenetrating continua, i.e., the phases are dispersed 

in the domain and there are no sharp interphases; and the Eulerian approach, which is a 

more elaborated version of the mixture model that solves continuity, momentum and 

energy equations for each phase [36]. Different authors [5, 7, 12] have developed pipeline 

decompression models for carbon dioxide using the pressure-based solver, implementing 

the multiphase mixture model in ANSYS Fluent. 

1.3. Equations of state for decompression models 

To model the CO2 behavior once a pipeline ruptures, accurate means of 

determining the thermodynamic properties of the fluid are essential. To-date, no equation 

of state is considered as the reference equation for CO2 mixtures [6]. However, 

thermodynamic properties of pure CO2 are well predicted by the empirical Span-Wagner 

EoS [37]. Unlike Peng-Robinson and Soave-Redlich-Kwong (both of them cubic 
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equations), the Span-Wagner EoS is valid for temperature and pressure close to the critical 

region [38]; nevertheless, this EoS demands more computational resources than simpler 

formulations such as Peng-Robinson [39]. In the existing 1-D decompression models for 

CO2, the cubic Peng-Robinson EoS is usually incorporated due to its rather simple 

mathematical form [8, 17, 30, 32]. 

Several researchers have studied the effect of different equations of state on 

discharge models for carbon dioxide. For instance, X. Liu et al. (2014) [3] compared the 

total discharged mass obtained in the experiments with the predictions using the ideal gas 

and the Peng-Robinson EoS. A significant underprediction of the total discharged mass 

was obtained with the ideal gas EoS, as this equation underpredicts the density of high-

pressure CO2. While the Peng-Robinson EoS showed an underprediction of around 3% 

from the measured mass value, the ideal gas equation showed a higher deviation (around 

20-25%).  

Witlox et al. (2014) compared the performance of Peng-Robinson, Soave-Redlich-

Kwong and Span-Wagner EoS when determining the initial density (before the expansion 

starts) in trials using pure liquefied and super-critical CO2. The Span-Wagner EoS 

provided the best density predictions when compared with the experimental values, 

followed by Peng-Robinson and lastly, Soave-Redlich-Kwong [38]. 

Jie et al. (2012) [8] compared the performance of three different EoS when 

modeling CO2 releases, Peng-Robinson (PR), Peng-Robinson-Stryjek-Vera (PRSV) and 

Span-Wagner (SW). Among the three equations, the Span-Wagner EoS was found to 

produce the most accurate prediction of the decompression wave speed while modeling 
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the shock tube test with pure liquefied CO2. In contrast, the PR and the PRSV EoS 

significantly underpredicted a large portion of the decompression wave speed curve for 

this test. 

The GERG-2008 EoS, which is the current reference equation for natural gas [6], 

has also been incorporated in decompression models for pure CO2 [5, 7] and CO2 mixtures 

[4, 6, 12]. For some of these models, a reasonable agreement was obtained when 

comparing the model predictions with experimental transient pressure profiles along the 

pipeline [6, 7]. It is worth noting that the GERG-2008 EoS was incorporated in the 

previous decompression models through the use of tables with thermodynamic properties, 

e.g., density, enthalpy, entropy, speed of sound, specific heat, and several derivatives. The 

decision to use tables together with an interpolation scheme, instead of a library of 

functions, was made due to different factors, including the high computational cost of a 

direct call to the library and the failure to produce properties at certain P-T values, which 

caused the library to crash [6]. A summary of equations of state used in different FBR 

pipeline decompression models for pressurized systems (mainly liquefied CO2) is reported 

in Table 1-1. 

Table 1-1. Equations of state in pipeline FBR decompression models.   

 

Decompression 

model 

Substance Equation of state References 

PipeTech 

(1-D HE) 

LPG Peng-Robinson [27, 31] 

1-D 

Homogeneous 

relaxation model 

(HRM) 

Pure CO2 Peng-Robinson  [17] 

1-D two-fluid 

model 

CO2 

mixtures 

Peng-Robinson [30] 
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Table 1-1. Continued. 

Decompression 

model 

Substance Equation of state References 

CFD-DECOM 

(1-D HE) 

- Pure CO2  

- CO2 

mixtures 

- Peng-Robinson  

- Peng-Robinson-

Stryjek-Vera  

- Span-Wagner 

[8] 

Density-based 

solver in 

ANSYS Fluent 

(1-D HE) 

CO2 

mixtures 

GERG-2008 [4] 

Density-based 

solver in 

ANSYS Fluent 

(2-D HE) 

CO2 

mixtures 

GERG-2008 [6] 

Pressure-based 

mixture model in 

ANSYS Fluent 

(2-D) 

- Pure CO2 

- CO2 

Mixtures 

GERG-2008 [7, 12] 

 

 In the following sub-sections, a summary of equations of state incorporated in this 

work is presented.  

1.3.1. The virial equation of state 

The virial equation of state can be described as an extension of the ideal gas law 

[40]. It uses a series expansion to define the compressibility factor (Z) in a polynomial 

form as a function of pressure or density [41]. The expansion with respect to density (𝜌) 

can be written as follows: 

𝑍 = 1 + 𝐵𝜌 + 𝐶𝜌2 + 𝐷𝜌3 + 𝐸𝜌4 + ⋯ (1-1) 

Where 𝐵, 𝐶, 𝐷 and 𝐸 are the virial coefficients, which depend on temperature. This 

equation is commonly truncated until the third virial coefficient (C) as follows: 
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𝑍 =
𝑃

𝜌𝑅𝑇
= 1 + 𝐵𝜌 + 𝐶𝜌2 (1-2) 

The virial equation truncated until the third virial coefficient is typically applied 

for gases at low to moderate pressures [41]. Equation (1-2) results in a cubic equation with 

respect to the density: 

𝜌3 +
𝐵

𝐶
𝜌2 +

1

𝐶
𝜌 −

𝑃

𝐶𝑅𝑇
= 0 (1-3) 

 The expression for each of the virial coefficients (B and C) as function of 

temperature can be obtained using data from other equation of state, as explained in 

Section 3.4.1. 

1.3.2. The Peng-Robinson equation of state 

Cubic equations of state are commonly used in industrial applications due to its 

simplicity. These equations are explicit in pressure and can be expressed as a third order 

polynomial in specific volume or density. One of the most used equations of state in 

hydrocarbon’s applications is the Peng-Robinson EoS [42], which can be expressed as: 

𝑃 =
𝑅𝑇

𝑣 − 𝑏
−

𝑎(𝑇)

𝑣(𝑣 + 𝑏) + 𝑏(𝑣 − 𝑏)
 (1-4) 

𝑎(𝑇) = 0.45724
𝑅2𝑇𝑐

2

𝑃𝑐
{1 + 𝑛 [1 − (

𝑇

𝑇𝑐
)
0.5

]}

2

 (1-5) 

𝑏 = 0.07780
𝑅𝑇𝑐

𝑃𝑐
 (1-6) 

𝑛 = 0.37464 + 1.54226𝜔 − 0.26992𝜔2 (1-7) 
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Where 𝑣 is specific volume, 𝑇 is temperature and 𝑃 is pressure. R is the universal gas 

constant, while 𝑇𝑐 and 𝑃𝑐 are the critical temperature and critical pressure, respectively. 

Lastly, 𝜔 is the acentric factor which is specific for each substance. It is worth to mention 

that the first term of Equation (1-4) (𝑅𝑇 (𝑣 − 𝑏)⁄ ) represents the repulsion pressure, while 

the second term represents the attraction pressure, and therefore 𝑎(𝑇) can be considered 

as a measure of the intermolecular attraction force [42]. 

The Peng-Robinson EoS allows predicting physical properties in the vapor and 

liquid regions. Since this equation is expressed as a cubic function in specific volume or 

density, three solutions or roots can be calculated for a specific pair of temperature and 

pressure. Depending on the number of phases in the system, the Peng-Robinson EoS 

results in one real root (in addition to two complex roots) or three real roots. Figure 1-2 

illustrates a general pressure versus density diagram for a cubic equation, depicting one 

isotherm. 

 

Figure 1-2. Pressure versus density diagram for a cubic EoS. Adapted from [43]. 
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In zone A, there is one real root which represents the liquid density. One of the 

limits of zone A is the spinodal point to the left side of Figure 1-2. The spinodal point 

corresponds to the stability limit of a single-phase fluid [43], at this point (𝜕𝑃 𝜕𝜌⁄ )𝑇 = 0. 

After entering zone B (between the spinodal point and the saturation line), there 

are three real roots for the density of the fluid. In this case, the smallest density root 

represents the metastable gas density; the name ‘metastable’ is used because these states 

usually exist temporarily until phase transition occurs [36]. The largest root in this zone 

corresponds to the liquid density. Lastly, the root in the middle (red portion of the curve) 

does not have physical significance since it violates the stability criterion, showing 

(𝜕𝑃 𝜕𝜌⁄ )𝑇 < 0. When the pressure corresponds to the saturation pressure, the smallest 

and largest roots correspond to saturated vapor and saturated liquid properties, 

respectively. 

In zone C (below the saturation line until the spinodal point located to the right 

side of Figure 1-2), there are also three real roots. The smallest density root represents the 

gas density, while the largest corresponds to the metastable liquid density. Similar to zone 

B, the root in the middle (red portion of the curve) does not have physical significance 

since it violates the stability criterion, showing (𝜕𝑃 𝜕𝜌⁄ )𝑇 < 0. Lastly, only one real root 

exists in zone D, corresponding to gas density. 

In the CFD software ANSYS Fluent, the selection of the density root when 

implementing a cubic EoS depends on the phase specified as ‘real gas phase’ by the end 

user. For instance, if the liquid is selected as the ‘real gas phase’ when incorporating the 

Peng-Robinson EoS, ANSYS Fluent will take the largest density root in zones B and C. 
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Therefore, the density calculation for metastable liquid states (also called superheated 

liquid) is included in the CFD formulation. As explained in following sections, this feature 

is of great importance for the CFD model developed in this work. 

In addition to density, properties as heat capacity, speed of sound, enthalpy and 

entropy can be derived from Peng-Robinson. This cubic EoS is implemented in ANSYS 

Fluent, where such properties are calculated as a combination of the ideal gas property and 

a residual function (to compensate for the real fluid behavior). ANSYS Fluent calculates 

these physical properties as a function of pressure and temperature as follows: 

𝐹(𝑇, 𝑃) = 𝐹𝑖𝑑𝑒𝑎𝑙(𝑇, 𝑃) + 𝐹𝑟(𝑇, 𝑃) (1-8) 

Where 𝐹𝑖𝑑𝑒𝑎𝑙 represents the ideal gas property and 𝐹𝑟 is the residual property. 

Before defining the residual functions for different physical properties using the 

Peng-Robinson EoS, is important to define the ideal gas properties. For instance, the ideal 

gas heat capacities at constant pressure are known for several substances, and therefore it 

can be expressed as a function of temperature as follows: 

𝐶𝑃
𝑖𝑑𝑒𝑎𝑙 = 𝑎0 + 𝑎1𝑇 + 𝑎2𝑇

2 + ⋯ (1-9) 

Where 𝑎0, 𝑎1 and 𝑎2 represent the coefficients obtained from a regression using 

experimental ideal gas heat capacities at different temperatures, and can be found in the 

literature. In addition, the ideal gas heat capacity at constant volume is related to the ideal 

gas heat capacity at constant pressure: 

𝐶𝑣
𝑖𝑑𝑒𝑎𝑙 = 𝐶𝑝

𝑖𝑑𝑒𝑎𝑙 − 𝑅 (1-10) 

In the case of the ideal gas enthalpy, it is defined as: 
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𝐻𝑖𝑑𝑒𝑎𝑙 = 𝐻𝑟𝑒𝑓(𝑇𝑟𝑒𝑓) + ∫ 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙𝑑𝑇

𝑇

𝑇𝑟𝑒𝑓

 (1-11) 

In addition, the ideal gas entropy is expressed as follows: 

𝑆𝑖𝑑𝑒𝑎𝑙 = 𝑆𝑟𝑒𝑓(𝑇𝑟𝑒𝑓, 𝑃𝑟𝑒𝑓) + ∫
𝐶𝑣

𝑖𝑑𝑒𝑎𝑙

𝑇
𝑑𝑇

𝑇

𝑇𝑟𝑒𝑓

+ 𝑅 ∫
1

𝑣
𝑑𝑣

𝑣

𝑣𝑟𝑒𝑓

 (1-12) 

The enthalpy of a real gas can be defined as: 

𝐻 = 𝐻𝑖𝑑𝑒𝑎𝑙 + 𝐻𝑟 (1-13) 

Where the residual function for enthalpy (𝐻𝑟) can be derived from the Peng-Robinson 

EoS as follows [36]: 

𝐻𝑟(𝑇, 𝑃) = 𝑃𝑣 − 𝑅𝑇 + (
𝑇

𝜕𝑎
𝜕𝑇

− 𝑎

2√2 𝑏
) 𝐿𝑛 (

𝑣 + 𝑏(1 + √2)

𝑣 + 𝑏(1 − √2)
) (1-14) 

Where 𝑎 and 𝑏 are defined in Equation (1-5) and Equation (1-6), respectively. 

The specific heat capacity at constant volume (isochoric) is expressed as: 

𝐶𝑣 = 𝐶𝑣
𝑖𝑑𝑒𝑎𝑙 + 𝐶𝑣

𝑟 (1-15) 

At the same time, the residual heat capacity at constant volume (obtained from the PR 

EoS) is defined as follows: 

𝐶𝑣
𝑟 = (

𝜕𝑎
𝜕𝑇

+ 𝑇
𝜕2𝑎
𝜕𝑇2

2√2 𝑏
)𝐿𝑛 (

𝑣 + 𝑏(1 + √2)

𝑣 + 𝑏(1 − √2)
) (1-16) 

Where 𝑎 and 𝑏 are defined in Equation (1-5) and Equation (1-6), respectively. 
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The specific heat capacity at constant pressure is expressed as: 

𝐶𝑝 = (
𝜕ℎ

𝜕𝑇
)
𝑝

= 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙 + 𝐶𝑝

𝑟 (1-17) 

𝐶𝑝
𝑟 = −𝐶𝑣

𝑟 + 𝑅 + 𝑇
(𝜕𝑣/𝜕𝑇)2 

𝜕𝑣/𝜕𝑃
 (1-18) 

The entropy of a real gas can be defined as: 

𝑆 = 𝑆𝑖𝑑𝑒𝑎𝑙 + 𝑆𝑟 (1-19) 

Where the residual function for entropy (𝑆𝑟) can be derived from the Peng-Robinson EoS 

as follows [36]: 

𝑆𝑟 = 𝑅𝑙𝑛 (
𝑣 − 𝑏

𝑣𝑟𝑒𝑓
) +

(
𝜕𝑎
𝜕𝑇

)

2√2 𝑏
𝐿𝑛 (

𝑣 + 𝑏(1 + √2)

𝑣 + 𝑏(1 − √2)
) (1-20) 

Where 𝑎 and 𝑏 are defined in Equation (1-5) and Equation (1-6), respectively. 

Another important thermodynamic definition is the speed of sound (w), which is 

the square root of the change of pressure with respect to density, at constant entropy: 

𝑤 = √(
𝑑𝑃

𝑑𝜌
)

𝑠

 (1-21) 

The speed of sound can be derived from an equation of state using heat capacities, 

and derivatives of pressure as follows [44]: 
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𝑤 = √−(
𝑣2𝐶𝑝

𝐶𝑣
)(

𝜕𝑃

𝜕𝑣
)
𝑇
 (1-22) 

1.3.3. Equations of state based on Helmholtz free energy 

Typically, equations of state are defined as functions of pressure, density and 

temperature. However, equations of state can also be based upon fundamental 

thermodynamic properties as internal energy, enthalpy, Helmholtz or Gibbs energy. In the 

last decades, equations based on Helmholtz free energy have been of great importance 

[37, 45], showing that accurate predictions can be achieved using fundamental equations. 

Examples of this approach are the Span-Wagner EoS [37], which represents 

thermodynamic properties of carbon dioxide and is known as the reference EoS for this 

substance; in addition to the GERG-2008 EoS for natural gas properties [45]. 

The Helmholtz free energy is convenient since by definition is a function of density 

and temperature, which are measurable properties. The Helmholtz free energy (𝐴) can be 

defined as the ideal gas Helmholtz free energy (𝐴𝑖𝑑𝑒𝑎𝑙) plus the residual property (𝐴𝑟) at 

any given density and temperature, as follows [37]: 

𝐴(𝑇, 𝜌) = 𝐴𝑖𝑑𝑒𝑎𝑙(𝑇, 𝜌) + 𝐴𝑟(𝑇, 𝜌) (1-23) 

Where, 

𝐴𝑖𝑑𝑒𝑎𝑙(𝑇, 𝜌) = ∫ 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙𝑑𝑇

𝑇

𝑇𝑟𝑒𝑓

+ 𝐻𝑟𝑒𝑓 − 𝑅𝑇 − 𝑇 ∫
𝐶𝑝

𝑖𝑑𝑒𝑎𝑙 − 𝑅

𝑇
 𝑑𝑇

𝑇

𝑇𝑟𝑒𝑓

− 𝑅𝑇 [ln (
𝜌

𝜌𝑟𝑒𝑓
)] − 𝑇𝑆𝑟𝑒𝑓 

(1-24) 



 

28 

 

Span and Wagner (1996) [37] and the GERG-2008 EoS [45] define the residual 

Helmholtz energy as an empirical equation with numerous coefficients. In addition, the 

thermodynamic properties are reported as dimensionless variables, which usually benefits 

the non-linear regression of multiple coefficients. The dimensionless Helmholtz energy 

for both approaches is defined as: 

𝐴

𝑅𝑇
= 𝛼(𝛿, 𝜏) = 𝛼𝑜(𝛿, 𝜏) + 𝛼𝑟(𝛿, 𝜏) (1-25) 

𝛿 =
𝜌

𝜌𝐶
                𝜏 =

𝑇𝑐

𝑇
  (1-26) 

Where 𝛼(𝛿, 𝜏) is the dimensionless Helmholtz energy, 𝛼𝑜(𝛿, 𝜏) is the dimensionless ideal 

Helmholtz energy, and 𝛼𝑟(𝛿, 𝜏) is the dimensionless residual Helmholtz energy. Besides, 

𝛿 is the reduced density and 𝜏 is the inverse reduced temperature. 

The residual Helmholtz energy is empirically determined since no theoretical 

approach is considered to be sufficiently accurate. However, given that the Helmholtz 

energy cannot be directly measured, an empirical expression for the residual part was 

developed by Span and Wagner (1996) [37], employing experimental data for different 

properties. Span and Wagner (1996) define the dimensionless residual Helmholtz energy 

as follows: 
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𝛼𝑟(𝛿, 𝜏) = ∑𝑛𝑖𝛿
𝑑𝑖𝜏𝑡𝑖

7

𝑖=1

+ ∑𝑛𝑖𝛿
𝑑𝑖𝜏𝑡𝑖 exp(−𝛿𝑐𝑖)

34

𝑖=8

+ ∑ 𝑛𝑖𝛿
𝑑𝑖𝜏𝑡𝑖

39

𝑖=35

exp(−𝛼𝑖(𝛿 − 𝜖𝑖)
2 − 𝛽𝑖(𝜏 − 𝛾𝑖)

2)

+ ∑ 𝑛𝑖Δ
𝑏𝑖𝛿

42

𝑖=40

exp(−𝐶𝑖(𝛿 − 1)2 − 𝐷𝑖(𝜏 − 1)2) 

(1-27) 

Equation (1-27) results in 42 terms, which combine different coefficients and 

exponents, including 𝑛𝑖 , 𝑑𝑖,𝑡𝑖, 𝑐𝑖, 𝛼𝑖, 𝛽𝑖, 𝛾𝑖, 𝜖𝑖 and others. It is worth to mention that the 

GERG-2008 EoS uses a similar function for the dimensionless residual Helmholtz energy. 

However, the number of terms, the coefficients’ values and the general shape of the 

equation are different for both EoS. 

By using thermodynamic relations, properties such as pressure, entropy, enthalpy, 

speed of sound and others can be derived from the Helmholtz free energy equation 

(Equation (1-25)).  

In general, the empirical function of the residual Helmholtz energy (Equation (1-

27)) offers enough flexibility to estimate physical properties in a wide range of pressure 

and temperature with high accuracy. However, the complexity of the equation potentially 

increases the computational time while calculating thermodynamic properties in robust 

computation fluid dynamics (CFD) models. Therefore, this work presents a new 

methodology to use highly accurate information extracted from the Span-Wagner EoS to 

develop simplified correlations applicable to a limited range of temperature and pressure. 

These correlations are incorporated in a CFD decompression model for pure CO2.   
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1.4. Pipeline rupture experiments for pressurized liquefied gases 

To better understand the depressurization process that a pipeline transporting a 

pressurized liquefied gas undergoes once it ruptures, different experiments have been 

conducted in the last decades. Richardson and Saville (1996) [24] performed full-bore 

rupture and puncture experiments with LPG (95% propane). The tests were conducted 

using two 100 m long pipelines, one was 150 mm in diameter and the other 50 mm in 

diameter. Steady-state and transient conditions were implemented; both types of 

experiments were initiated with the rupture of a disk at one end of the pipeline. This 

experimental set has been used to validate depressurization models proposed by different 

authors [25, 31]. 

In the context of experiments using high pressure CO2, Pham and Rusli (2016) 

[46] conducted a review to summarize the experimental data sets, besides CO2 modeling 

methods available in the literature. Some of the experiments corresponded to shock tube 

tests (pure CO2 or rich mixtures) [13, 14], in addition to medium and large-scale 

experiments such as CO2PipeHaz [10, 17-20], CO2PIPETRANS [21, 22], and 

COOLTRANS [2, 23].  

In the CO2PipeHaz project [19], experiments with different geometric 

arrangements were conducted, including a 9 m pipe attached to a 2 m3 spherical vessel 

[10]; tests performed by Dalian University of Technology with a 256 m long pipeline [20]; 

experiments with a 36.70 m long, 0.04 m diameter pipeline which had a transparent section 

to study the in-pipe fluid flow during the expansion [17, 18]; and others.  
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The CO2PIPETRANS experiments [22] included full-bore rupture and puncture 

scenarios with a 200 m long, 0.05 m diameter pipeline. The initial pressure and 

temperature were set around 100 bar and between 3-15 ⁰C. Therefore, the initial pressure 

was greater than the critical pressure of CO2 (Pcritical = 73.8 bar), but the initial temperature 

was below the critical temperature (Tcritical = 31 ⁰C). 

Experiments with fast response pressure transducers that allow detecting the fluid 

behavior on early stages of the decompression (milliseconds time frame) were conducted 

by Botros et al. (2015) [15] and Botros et al. (2016) [16] for pure CO2 and binary mixtures 

of CO2-impurities, respectively. 

In this work, the validation of the CFD model is performed using Test 32A from 

Botros et al. (2015) [15]. This pure CO2 test was conducted using a shock tube with total 

length of 42 m and 38.1 mm of internal diameter (I.D.). The initial conditions before the 

full-bore rupture corresponded to pressurized liquefied CO2 at 11.27 MPa-a and 281.89 

K. Therefore, the initial conditions were above the critical pressure but below the critical 

temperature. A decompression wave propagated towards the closed-end of the shock tube 

after the burst of a rupture disk, initiating the expansion process. The monitor points in the 

CFD model correspond to the location of the pressure transducers (PT) in the experiment. 

A total of 13 fast response pressure transducers (with an uncertainty of ± 0.04 MPa each) 

were mounted along the spool adjacent to the rupture disk. Lastly, it is worth to mention 

that the shock tube was thermally insulated. Some of the features and initial fluid 

conditions of Test 32A are summarized in Table 1-2. 
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Table 1-2. Test 32A from Botros et al. (2015) [15]. 

 

Total length 42 m 

Internal diameter 38.1 mm 

Initial conditions Pinitial = 11.27 MPa-a, Tinitial = 281.89 K 

Location of 

pressure 

transducers 

(Distance from 

open-end) 

PT1: 0.0295 m 

PT1A: 0.0924 m 

PT1B: 0.1028 m 

PT2: 0.2 m 

PT3: 0.35 m 

PT4: 0.5 m 

PT5: 0.7 m 

PT6: 0.9 m 

PT7: 1.1 m 

PT8: 3.1 m 

PT9: 5.1 m 

PT10: 7.1 m 

PT11: 9.1 m 

 

A schematic of the experimental arrangement is illustrated in Figure 1-3. 

 

Figure 1-3. Schematic of experimental arrangement of Botros et al. (2015) [15]. 
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2. RESEARCH FRAMEWORK 

 

2.1. Problem statement and significance 

The transportation of CO2 through pipelines began in the early 1970s in the U.S. 

[47]. Per the 2015 U.S. Department of Energy (DOE) report [48], the CO2 network in the 

U.S. consists of 50 individual pipelines with a joint length of about 4500 miles; the 

majority of which are related to enhanced oil recovery activities, while a small portion is 

employed in other sectors such as beverage manufacturing.  

In the worldwide context, there is a growing interest in the transportation of 

compressed CO2 by pipelines dedicated to Carbon Capture and Storage (CCS) 

technologies [49]. In general, there are three stages in the CCS process. Firstly, the CO2 is 

captured from an industrial facility or any other anthropogenic source; secondly, it is 

transported by pipelines to a storage site which is typically a geological formation; and 

lastly it is injected and stored into this geological reservoir [50, 51]. In regard to enhanced 

oil recovery, the CO2 serves an additional purpose in the CCS chain, since its injection 

leads to the reduction of oil viscosity and consequently an improvement in oil production 

[52]. 

The CO2 pipelines are one of the components of CCS. Therefore, the development 

and growth in the implementation of these processes result in an increase of CO2 

transportation. Pressurized pipelines are commonly considered the most economical and 

efficient method to transport large volumes of this substance, especially when the 

geological formation is distant from the capture site [53, 54]. Since CO2 is an asphyxiant 
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denser than air and may be fatal at concentrations greater than 10% [2, 3], there is a need 

to perform consequence modeling for rupture scenarios of CO2 high-pressure pipelines. 

The study of pipeline rupture releases plays a preponderant role in the process 

safety area. According to data collected by the U.S. Pipeline and Hazardous Materials 

Safety Administration (PHMSA), 92 incidents involving pipelines transporting liquefied 

CO2 occurred in the U.S. from 1999 to 2018 [55]; this set of incidents resulted in one 

injury and no fatalities, in addition to the release of about 70500 barrels of CO2. From this 

perspective, the development of accurate tools to predict the consequences of CO2 pipeline 

ruptures is an important field of study. 

The rupture scenario of a high-pressure pipeline is typically divided into three 

sections: depressurization, which predicts the flow conditions inside the pipeline during 

the release; then, the atmospheric expansion of the jet; and lastly, the dispersion of the 

toxic or flammable substance through the atmosphere. This research is focused on the 

depressurization stage, which serves as input for atmospheric expansion and dispersion 

models. Figure 2-1 illustrates the three stages of the pipeline rupture scenario.  

 

Figure 2-1. Problem schematic: rupture of a high-pressure pipeline. 
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The CO2 decompression process results in a significant decrease in temperature 

due to the Joule-Thomson effect. Therefore, there would be solid CO2 formation 

(especially close to the outlet) if the temperature reaches the triple point (216.58 K and 

5.185 bar [56]) during the expansion [20, 57].  

The depressurization after the failure of a pipeline transporting liquefied CO2 is 

commonly assumed to be an adiabatic process due to the short durations considered in 

full-bore rupture models [17]. Additionally, the isentropic simplifying assumption is 

generally implemented when modeling this phenomenon [13].  

An almost instantaneous choked flow at the exit plane occurs after the pipeline 

ruptures [57], initiating the propagation of a decompression wave through the fluid. This 

expansion wave moves towards the intact end of the pipeline. The arrival of the wave at a 

specific location results in the acceleration of the fluid in the opposite direction of the 

wave trajectory [11]. This process explains the loss of containment from the system. It is 

worth to mention that the velocity of the decompression wave is equal to the local speed 

of sound of the fluid minus the local outflow velocity [13]. Therefore, the equation of state 

used to predict the speed of sound in a decompression model has an important effect on 

the prediction of the expansion wave speed. An accurate calculation of the wave speed is 

necessary to predict how quick the pipeline empties, in addition to assess if a propagating 

fracture may occur within the pipeline material.  

The expansion process usually leads to a phase transition resulting in a two-phase 

flow in the pipeline. In the case of a full-bore rupture, Brown et al. (2013) [17] reported 

that video recording of the flow patterns inside the pipeline showed the entrainment of the 
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produced vapor with the liquid phase. Therefore, a full-bore depressurization is commonly 

associated with fully dispersed flow (no stratification of the liquid and vapor phases). In 

addition to multiphase patterns, decompression experiments with pure liquefied CO2 have 

shown that phase transition can occur at a pressure below the equilibrium saturation 

conditions [13, 15]. This may happen due to the high speed of the expansion process, so 

the liquid may temporarily become superheated, and a mass transfer between the 

metastable liquid and the vapor phase would be expected.  

In general, modeling the depressurization of a pipeline transporting liquefied CO2 

is a complex problem due to the various phenomena involved. The propagation of the 

decompression wave drives the expansion process, while the non-equilibrium phase 

transition leads to a multiphase flow. Traditional decompression models assume one-

dimensional flow and homogeneous equilibrium, where the two-phase mixture generated 

during the expansion is treated as a pseudo-fluid governed by the conservation equations 

of one-phase flow [8]. Therefore, homogeneous equilibrium models assume that the phase 

transition is an instantaneous process that occurs at saturation conditions, and hence the 

vapor and liquid phases do not co-exist [12]. 

Recently, two-dimensional CO2 decompression models that depart from the 

equilibrium assumption have been developed in the Computational Fluid Dynamics 

(CFD) context [7, 12, 58]. However, to date, a systematic study on the impact of different 

equations of state on the decompression model predictions is lacking in the literature. In 

addition, some of these models do not address the prediction of thermodynamic properties 

for the superheated liquid state, and show numerical stability problems when predicting 
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the pressure-temperature trajectories and the pressure-time traces along the pipeline [7, 

12]. 

This research aims to develop a CO2 decompression model incorporating non-

equilibrium phase transition and addressing the calculation of properties for the metastable 

liquid region. Additionally, the scope includes the comparison of the CFD model 

predictions when implementing the Peng-Robinson (PR) EoS and correlations based on 

the Span-Wagner (SW) EoS to calculate thermodynamic properties of the liquid phase. 

2.2. Objectives 

The main objective of this research is to develop a 2-D full-bore rupture 

decompression model to simulate the transient depressurization of a pipeline transporting 

pure liquefied CO2, using ANSYS Fluent as CFD software. The scope of this work focuses 

on two specific objectives: 

1. Study the effect of the non-equilibrium phase transition assumption on the 

predictions of the CFD decompression model. 

1.1 Incorporate non-equilibrium phase transition through mass and energy source 

terms in the conservation equations of the multiphase mixture approach. 

1.2 Analyze the effect of varying the mass transfer coefficient (C) of the source 

terms.  

1.3 Conduct the validation of the CFD model using the shock tube test 32A from 

Botros et al. (2015) [15]. 

2. Study the effect of the thermodynamic approach on the predictions of the CFD 

decompression model. 
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2.1 Develop correlations for the thermodynamic properties of the liquid (including 

the superheated liquid region) and vapor phases based on data from the Span 

and Wagner EoS. 

2.2 Program the correlations through User-Defined Functions (UDFs) and a User-

Defined Real Gas Model (UDRGM) written in the C programming language. 

2.3 Compare the model predictions with the Peng-Robinson EoS to the results 

obtained with correlations based on the Span-Wagner EoS, both used to 

calculate the properties of the liquid phase. 

2.3. Methodology 

Figure 2-2 illustrates the methodology to achieve the objectives of this research. 

The development of the CFD decompression model is explained in Section 3, where the 

assumptions, geometry, mesh, the multiphase mixture approach and the calculation of the 

thermodynamic properties are described in detail. Section 4 is dedicated to the discussion 

of the results with the CFD model using the PR EoS for the liquid phase properties, 

together with a combination of the Virial EoS and correlations based on the SW EoS to 

calculate the properties of the vapor phase. Section 5 describes the results of the CFD 

model implementing SW correlations for both liquid and vapor, in addition to the Virial 

EoS to predict the vapor density. Section 4 and Section 5 are also focused on studying the 

effect of the non-equilibrium phase transition assumption on the model predictions. Lastly, 

Section 6 summarizes the main findings of this work and provides recommendations for 

future research. 
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Figure 2-2. Research methodology. 
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3. DEVELOPMENT OF CFD DECOMPRESSION MODEL FOR LIQUEFIED 

CARBON DIOXIDE 

 

3.1. Model assumptions  

The system under study corresponds to the full-bore rupture of a horizontal 

pipeline filled with pure liquefied CO2 under pressure. One of the ends of the pipeline is 

the closed-end (intact side) and the other is the open-end where the fluid exits the pipeline. 

It should be noted that the CFD model only represents the pipeline depressurization 

process; the jet expansion and dispersion are not included in the scope. The validation of 

the CFD methodology is performed with the results of the shock tube test 32A conducted 

by Botros et al. (2015) [15], in which the decompression behavior of pure liquefied CO2 

was experimentally studied.  

The ANSYS Fluent software was used to develop the computational model. 

Different assumptions are implemented in ANSYS Fluent, which are related to the 

geometry, fluid properties, boundary conditions, solution initialization, and others. Some 

of the most important assumptions are listed below: 

• The 2-D axisymmetric geometry is a rectangle with no subdivisions, although the 

shock tube test conducted by Botros et al. (2015) [15] consisted of four cylindrical 

pipe sections. The length (42 m) and width (19.05 mm) of the rectangle correspond 

to the total length and internal radius of the shock tube, respectively. 

• To capture the abrupt change in flow properties during the unsteady 

depressurization, a time step of 10-6 s is incorporated in the model.  
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• Solution initialization is performed assuming that the fluid is at rest before the 

rupture. The fluid velocity when time equals zero is assumed to be negligible in 

comparison to the post-rupture velocity. In addition, the initial temperature (281.89 

K) and pressure (11.27 MPa-a) are defined based on the initial conditions of the 

experiment. Also, the initial liquid volume fraction is equal to one throughout the 

CFD domain. 

• An instantaneous rupture is assumed; nevertheless, it could have taken some time 

to completely burst the rupture disk while originating the open-end during the 

experiment.  

• Adiabatic pipeline walls are included in the computational domain. Heat transfer 

between the fluid and the surroundings is neglected because of the short period of 

time considered in this study (milliseconds). In addition, the no-slip condition is 

implemented at the walls. 

• Non-isentropic flow is assumed since friction effects are considered.  

• Non-equilibrium phase transition is incorporated through the multiphase mixture 

model available in the pressure-based solver of ANSYS Fluent. 

• Liquid and vapor phases are assumed to be compressible. 

• Phase-slip is allowed. Therefore, the velocity of the liquid and vapor phases are 

different once the phase transition starts.  

• The gravity effect is neglected due to the assumption of dispersed bubbly flow. 

The vapor that is formed is assumed to be dispersed over the high velocity liquid 
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exiting the system. Thus, the flow stratification phenomenon typically associated 

with pipeline puncture scenarios [17] is not included in the study.  

• The realizable 𝑘-휀 turbulence model is selected since previous researchers have 

implemented this formulation for high-speed decompression processes [5, 6]. 

 

The overall process of developing a CFD model in ANSYS Fluent consists of 

defining the computational domain with the creation of the geometry and mesh, choosing 

the solver (density-based or pressure-based), selecting the equations to solve, stablishing 

the materials, boundary conditions, solution methods, convergence criteria, and other 

assumptions. Once all the specifics have been incorporated in ANSYS Fluent, the next 

step is to initialize the numerical solution while monitoring model stability, to ensure that 

the residuals of the conservation equations reach certain threshold (convergence). Lastly, 

model accuracy is evaluated while comparing the CFD model predictions with 

corresponding experimental data. It should be emphasized that the previous description 

corresponds to a very general explanation of the methodology to develop a CFD model. 

The process usually involves significant challenges while defining the assumptions, 

creating the mesh, predicting accurate thermodynamic properties, programming User-

Defined Functions (UDF) to add subroutines, and other subjects.  

3.2. Solver selection 

The description of the density-based and pressure-based solvers in ANSYS Fluent 

is reported in Section 1. In general, the density-based solver is used for high-speed flows 

with a strong dependence of density on pressure changes (compressible flows); therefore, 

its name derives from considering the density as a primary variable [59]. For low Mach 
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numbers (ratio of sound speed to flow speed), the density-based solver has proven to have 

significant accuracy issues and slow convergence [60]. On the other side, the pressure-

based solver was originally developed for low speed incompressible flows, where pressure 

is considered a main dependent variable [59]. Nevertheless, the formulation of the 

pressure-based approach has been extended to solve compressible and incompressible 

flows from subsonic to supersonic conditions [61]. Besides, different multiphase models 

have been developed on the basis of the pressure-based formulation, including the volume-

of-fluid (VOF) model [62, 63], the mixture model [5, 7, 12, 58] and the Eulerian 

multiphase approach [64].  

Once the pipeline ruptures, the flow is expected to be subsonic inside the system, 

and sonic or supersonic at the outlet [65]. Therefore, the pressure-based solver is selected 

due to the variety of conditions to be modeled, in addition to its compatibility with 

multiphase formulations.  

3.3. The multiphase mixture model 

After the solver selection, the next step in the methodology is to choose the most 

appropriate multiphase approach based on their assumptions and formulation. In general, 

the volume-of-fluid model is used to track the interface between immiscible fluids. Its 

main focus is to model the position of the interface, being well used to capture the behavior 

of stratified flows (e.g., air and water [66], oil and water [67]). In contrast, the mixture 

model is specialized in dispersed flows, such as continuous liquid with bubbles (bubbly 

flow), or continuous gas with droplets (droplet flow). Lastly, the Eulerian model is the 

most robust of the multiphase formulations available in ANSYS Fluent [36], considering 
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that it solves a set of continuity, momentum and energy equations for each phase. Similar 

to the mixture model, the Eulerian multiphase approach is recommended for dispersed 

flows.  

The multiphase mixture model is implemented in this study since it is less 

computationally expensive (a smaller number of conservation equations is solved) and 

potentially more stable than the Eulerian multiphase approach, in addition to being more 

widely used in the literature on carbon dioxide depressurization.  

3.3.1. Conservation equations 

The multiphase mixture model solves a continuity, momentum and energy 

equations for the mixture of liquid and vapor. In addition, it solves a volume fraction 

equation for the secondary phase. In this study, the primary phase (continuous phase) is 

the liquid and the secondary phase (dispersed phase) is the vapor. The set of governing 

equations solved in ANSYS Fluent is shown next [36, 68]. The continuity equation for the 

mixture is:  

 

𝜕𝜌𝑚

𝜕𝑡
+ ∇ ∙ (𝜌𝑚�⃗� 𝑚) = 0  (3-1) 

Where the subscript 𝑚 refers to the mixture properties. Therefore, 𝜌𝑚 is the mixture 

density and �⃗� 𝑚 is the mass-averaged velocity of the mixture. For a two-dimensional 

system, Equation (3-1) can be expressed as: 

 
𝜕𝜌𝑚

𝜕𝑡
+

𝜕

𝜕𝑥
(𝜌𝑚𝑢𝑚−𝑥) +

𝜕

𝜕𝑦
(𝜌𝑚𝑢𝑚−𝑦) = 0  (3-2) 
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Where the subscripts 𝑥 and 𝑦 correspond to the horizontal and vertical coordinate, 

respectively. Thus, 𝑢𝑚−𝑥 is the mixture velocity in x-direction and 𝑢𝑚−𝑦 is the mixture 

velocity in y-direction. The mixture density and the mixture velocity are defined as: 

 
𝜌𝑚 = ∑ 𝛼𝑘𝜌𝑘

2

𝑘=1

= 𝛼𝑙𝜌𝑙 + 𝛼𝑣𝜌𝑣 (3-3) 

 
𝛼𝑙 + 𝛼𝑣 = 1 (3-4) 

 
�⃗� 𝑚 =

∑ 𝛼𝑘𝜌𝑘�⃗� 𝑘
2
𝑘=1

𝜌𝑚
=

𝛼𝑙𝜌𝑙�⃗� 𝑙 + 𝛼𝑣𝜌𝑣�⃗� 𝑣
𝜌𝑚

 (3-5) 

 𝑢𝑚−𝑥 =
𝛼𝑙𝜌𝑙𝑢𝑙−𝑥 + 𝛼𝑣𝜌𝑣𝑢𝑣−𝑥

𝜌𝑚
 (3-6) 

 𝑢𝑚−𝑦 =
𝛼𝑙𝜌𝑙𝑢𝑙−𝑦 + 𝛼𝑣𝜌𝑣𝑢𝑣−𝑦

𝜌𝑚
 (3-7) 

Where the subscript 𝑘 refers to each of the two phases. Additionally, 𝛼𝑙, 𝛼𝑣, 𝜌𝑙, 𝜌𝑣, �⃗� 𝑙, �⃗� 𝑣 

are the liquid and vapor volume fractions, densities and velocities. It should be noted that 

the CFD model assumes that phase-slip occurs in both horizontal and vertical directions. 

Therefore, the velocity of the liquid and vapor phases are different once the phase 

transition starts. Nevertheless, the discrepancy between the liquid and vapor velocities in 

the horizontal direction (𝑢𝑙−𝑥 and 𝑢𝑣−𝑥) is expected to be more significant than the 

difference between the radial velocities (𝑢𝑙−𝑦 and 𝑢𝑣−𝑦).  

The momentum equation for the mixture takes the form: 
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𝜕(𝜌𝑚�⃗� 𝑚)

𝜕𝑡
+ ∇ ∙ (𝜌𝑚�⃗� 𝑚�⃗� 𝑚) = −∇𝑃 + ∇ ∙ [𝜇𝑚(∇�⃗� 𝑚 + ∇�⃗� 𝑚

𝑇 )] + 𝜌𝑚𝑔 +  

𝐹 + ∇ ∙  (∑ 𝛼𝑘𝜌𝑘(�⃗� 𝑘 − �⃗� 𝑚)

2

𝑘=1

(�⃗� 𝑘 − �⃗� 𝑚))  

 

 (3-8) 

Where 𝜌𝑚𝑔  and 𝐹  are the gravitational body force and external body forces (e.g., electric 

or magnetic fields), respectively; the contribution of the last two terms is assumed to be 

negligible. The liquid and vapor pressures are considered to be equal and identical to the 

mixture pressure (∇𝑃). In addition, the last term of Equation (3-8) represents the 

momentum source term due to the phase-slip, where the subscript 𝑘 refers to each of the 

phases (liquid and vapor). Lastly, 𝜇𝑚 is the viscosity of the mixture and is calculated as: 

𝜇𝑚 = ∑ 𝛼𝑘𝜇𝑘

2

𝑘=1

= 𝛼𝑙𝜇𝑙 + 𝛼𝑣𝜇𝑣    (3-9) 

The energy equation for the mixture is: 

 

𝜕

𝜕𝑡
∑(𝛼𝑘𝜌𝑘𝐸𝑘)

2

𝑘=1

+ ∇ ∙ ∑(𝛼𝑘�⃗� 𝑘(𝜌𝑘𝐸𝑘 + 𝑃))

2

𝑘=1

= ∇ ∙ (𝑘𝑒𝑓𝑓∇𝑇) + 

∇ ∙ (𝜏�̿�𝑓𝑓 ∙ �⃗� ) + 𝑆ℎ 

 

   (3-10) 

Where 𝑘𝑒𝑓𝑓 is the effective conductivity, which includes the ordinary and turbulent 

thermal conductivities; 𝑆ℎ is the heat source term related to the energy involved in the 

phase transition process. The term, ∇ ∙ (𝜏�̿�𝑓𝑓 ∙ �⃗� ), represents the viscous dissipation, which 

is important for high velocity systems due to the conversion of kinetic energy into internal 
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energy, leading to a potential heating of the fluid (viscous heating). Since the research 

scope does not include a multi-component flow, the transport of enthalpy due to species 

diffusion is not included. Additionally, there is no energy source term related to chemical 

reaction. In Equation (3-10), the total energy for each phase (𝐸𝑘) is defined as follows: 

 𝐸𝑘 = 𝑖𝑘 +
𝑢𝑘

2

2
 →   𝑆𝑖𝑛𝑐𝑒  𝑖𝑘 = ℎ𝑘 −

𝑃

𝜌𝑘
→ 𝐸𝑘 = ℎ𝑘 −

𝑃

𝜌𝑘
+

𝑢𝑘
2

2
  (3-11) 

Where ℎ𝑘 and 𝑖𝑘 are the specific enthalpy and specific internal energy for phase 𝑘, 

respectively. 

A continuity equation for the secondary phase (vapor) is included in the mixture 

model formulation to obtain the volume fraction for this phase: 

 

𝜕

𝜕𝑡
(𝛼𝑣𝜌𝑣) + ∇ ∙ (𝛼𝑣𝜌𝑣�⃗� 𝑚) = − ∇ ∙ (𝛼𝑣𝜌𝑣�⃗� 𝑑𝑟,𝑣) + (𝑆𝑒 − 𝑆𝑐)   (3-12) 

Where �⃗� 𝑑𝑟,𝑣 is the drift velocity for the vapor phase, which is included in the equation due 

to the phase-slip assumption; 𝑆𝑒 is the evaporation mass source term and 𝑆𝑐 is the 

condensation mass source term. For a 2-D system, the second and third terms of Equation 

(3-12) are equal to: 

 ∇ ∙ (𝛼𝑣𝜌𝑣�⃗� 𝑚) =  
𝜕

𝜕𝑥
(𝛼𝑣𝜌𝑣𝑢𝑚−𝑥) +

𝜕

𝜕𝑦
(𝛼𝑣𝜌𝑣𝑢𝑚−𝑦) (3-13) 

 ∇ ∙ (𝛼𝑣𝜌𝑣�⃗� 𝑑𝑟,𝑣) =  
𝜕

𝜕𝑥
(𝛼𝑣𝜌𝑣𝑢𝑑𝑟,𝑣−𝑥) +

𝜕

𝜕𝑦
(𝛼𝑣𝜌𝑣𝑢𝑑𝑟,𝑣−𝑦) (3-14) 
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Where 𝑢𝑑𝑟,𝑣−𝑥 and 𝑢𝑑𝑟,𝑣−𝑦 are the drift velocities for the vapor phase in the horizontal and 

vertical direction, respectively. In addition, the drift velocity (�⃗� 𝑑𝑟,𝑣) is defined as the 

relative velocity (�⃗� 𝑟) minus the velocity of the mixture (�⃗� 𝑚). Lastly, the relative velocity 

is specified as the velocity of the secondary phase (vapor) relative to the velocity of the 

primary phase (liquid): 

 �⃗� 𝑑𝑟,𝑣 = �⃗� 𝑟 − �⃗� 𝑚  (3-15) 

 �⃗� 𝑟 = �⃗� 𝑣 − �⃗� 𝑙 (3-16) 

For a two-dimensional system: 

 𝑢𝑑𝑟,𝑣−𝑥 = 𝑢𝑟−𝑥 − 𝑢𝑚−𝑥 = (𝑢𝑣−𝑥 − 𝑢𝑙−𝑥) − (
𝛼𝑙𝜌𝑙𝑢𝑙−𝑥 + 𝛼𝑣𝜌𝑣𝑢𝑣−𝑥

𝜌𝑚
) (3-17) 

 𝑢𝑑𝑟,𝑣−𝑦 = 𝑢𝑟−𝑦 − 𝑢𝑚−𝑦 = (𝑢𝑣−𝑦 − 𝑢𝑙−𝑦) − (
𝛼𝑙𝜌𝑙𝑢𝑙−𝑦 + 𝛼𝑣𝜌𝑣𝑢𝑣−𝑦

𝜌𝑚
) (3-18) 

An algebraic formulation is used to obtain the relative velocity (also called slip 

velocity) in each direction. The details of how ANSYS Fluent calculates the slip velocity 

are explained in Manninen et al. (1996) [68]. 

In summary, the multiphase mixture model considers the mixture of liquid and 

vapor as a whole, formulating four mixture conservation equations of mass, momentum 

(horizontal and vertical directions) and energy, together with a fifth equation representing 

the continuity for the secondary (dispersed) phase [69].  
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3.3.2. Mass and energy source terms  

The multiphase mixture model allows pieces of code called User-Defined 

Functions (UDFs) to be included to customize features of the CFD model. The UDFs are 

written in the C programming language. In this study, UDFs were programmed to model 

the volumetric source terms related to the phase transition. The evaporation (𝑆𝑒) and 

condensation (𝑆𝑐) mass source terms are incorporated in the continuity equation for the 

vapor phase (Equation (3-12)), while the energy source term (𝑆ℎ) is included in the energy 

equation for the two-phase mixture (Equation (3-10)). The UDFs representing the source 

terms are based on pressure-driven mass and energy transfer terms, which are shown in 

Table 3-1. An example of a UDF is reported in Appendix A, which indicates how to 

calculate the mass transfer from the liquid to the vapor during the phase transition process. 

Table 3-1. Mass and energy source terms. 

 

Condition Mass source term Energy source term 

𝑃 ≤ 𝑃𝑠𝑎𝑡 𝑆𝑒 = 𝐶𝛼𝑙𝜌𝑙

𝑃𝑠𝑎𝑡 − 𝑃

𝑃𝑠𝑎𝑡 
 (3-19) 𝑆ℎ = −ℎ𝑙𝑣𝑆𝑒 (3-21) 

𝑃 > 𝑃𝑠𝑎𝑡 𝑆𝑐 = 𝐶𝛼𝑣𝜌𝑣

𝑃 − 𝑃𝑠𝑎𝑡

𝑃𝑠𝑎𝑡 
 (3-20) 𝑆ℎ = ℎ𝑙𝑣𝑆𝑐 (3-22) 

 

When 𝑃 ≤ 𝑃𝑠𝑎𝑡 evaporation occurs and the mass source term (𝑆𝑒) is equal to the 

mass transfer coefficient (C) times the volume fraction (𝛼𝑙) and the density (𝜌𝑙) of the 

liquid. This is further multiplied by the driving force of the interphase mass transfer, which 

is a normalized difference between the saturation pressure and the system’s pressure. It is 

worth noting that the units of the evaporation and condensation mass source terms are 
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kg/m3-s, while the mass transfer coefficient’s unit is s-1. In addition, the mass source terms 

in Equations (3-19) and (3-20) correspond to positive numbers, since the appropriate signs 

were previously incorporated in the continuity equation for the vapor phase. 

The energy source term is equal to the mass source term times the heat of 

vaporization (ℎ𝑙𝑣) and has the units J/m3-s. The heat of vaporization is the enthalpy of 

vapor at saturation conditions (ℎ𝑣𝑠𝑎𝑡
) minus the enthalpy of saturated liquid (ℎ𝑙𝑠𝑎𝑡

). The 

UDFs representing the source terms include expressions for both the heat of vaporization 

and the saturation pressure. The heat of vaporization is calculated as a function of 

temperature, using a second-order polynomial developed in this work, as follows: 

 ℎ𝑙𝑣 = ℎ𝑣𝑠𝑎𝑡
− ℎ𝑙𝑠𝑎𝑡

= −22.4 𝑇2 + 9200.6 𝑇 − 614274.0 (3-23) 

Equation (3-23) was obtained from a quadratic regression using the saturated liquid and 

saturated vapor enthalpies from 250 K to 280 K, employing data from the NIST Reference 

Fluid Thermodynamic and Transport Properties Database (REFPROP) [56], which 

incorporates the Span and Wagner EoS for CO2 properties [37]. The units of ℎ𝑙𝑣 are J/kg 

and the temperature in the polynomial is in Kelvin.  

The correlation for the saturation pressure in MPa takes the following form: 

 𝑃𝑠𝑎𝑡 = 𝐴𝑃 +
𝐵𝑃

𝑇𝑟
+

𝐶𝑃

𝑇𝑟
2
+

𝐷𝑃

𝑇𝑟
3 + 𝐸𝑃 𝑇𝑟

2 (3-24) 

Where 𝑇𝑟 is the reduced temperature, defined as the ratio of temperature to critical 

temperature (𝑇𝑐 = 304.128 𝐾). In addition, the shape and the coefficients 

(𝐴𝑃, 𝐵𝑃, 𝐶𝑃, 𝐷𝑃, 𝐸𝑃) of Equation (3-24) were obtained from a nonlinear regression using 
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data from the Span and Wagner EoS for CO2, provided by NIST REFPROP; the data 

covered the temperature range from 250 K to 290 K. This method includes the comparison 

of the coefficient value with its standard error to verify that the former is significantly 

greater than the latter, ensuring that the 95% confidence interval of each coefficient does 

not go through zero. The values of the coefficients are as follows, 𝐴𝑃=-794.23, 

𝐵𝑃=1230.76, 𝐶𝑃=-730.19, 𝐷𝑃=156.49, 𝐸𝑃=144.51. The details of how the correlation for 

the saturation pressure and other thermodynamic properties were developed are described 

in Section 3.4. 

Despite the fact that evaporation and condensation mass source terms are included 

in the CFD model formulation, the analysis of the initial conditions (𝛼𝑣𝑖𝑛𝑖𝑡𝑖𝑎𝑙
= 0, 

𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 > 𝑃𝑠𝑎𝑡) show that since there is no initial vapor in the system, condensation would 

not occur, which is consistent with the evaporation source terms (Equations (3-19) and (3-

21)) controlling the mass and energy interphase transport calculations.  

This study incorporates non-equilibrium liquid vaporization through the mass and 

energy transfer involved in the phase transition. The evaporation source terms are equal 

to zero when saturation conditions are reached. Therefore, phase transition starts when 

𝑃 < 𝑃𝑠𝑎𝑡, corresponding to non-equilibrium evaporation from the superheated liquid state. 

The prediction of thermodynamic properties at metastable conditions are explained in 

Section 3.4.  

Literature suggests that the rupture of pipelines transporting liquefied CO2 may 

lead to a phase transition occurring at a lower pressure than the equilibrium condition [70]. 

This may happen due to the extremely rapid expansion process, which may cause the 
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liquid to become temporarily superheated, with mass transfer between metastable liquid 

and vapor. Due to the short period of time modeled in this study (milliseconds), the non-

equilibrium liquid-vapor transition is a phenomenon that should be considered.  

Shock tube experiments with pure liquefied CO2 have shown that phase change 

may occur at a pressure below equilibrium [13, 15], and thus previous researchers [12] 

have suggested that the value of the mass transfer coefficient (C) is an important parameter 

when modeling this non-equilibrium phase transition. However, it should be noted that the 

specific name, nomenclature and a comprehensive definition of this coefficient are not 

consistent throughout the literature. Liu et al. (2016) [5] referred to C as a ‘time relaxation 

factor’ employed to control the mass transfer from the liquid to the vapor phase. 

Giacomelli et al. (2018) [58] called it ‘accommodation coefficient’ or ‘evaporation factor’, 

mentioning that it can be understood as a relaxation time.  

Different values of the mass transfer coefficient have been used for a variety of 

modeling applications. Wei et al. (2011) [71] implemented the volume-of-fluid method to 

model the boiling of water using a mass transfer coefficient of 100 s-1, applying source 

terms where the driving force for the phase transition was the difference between the 

temperature and the saturation temperature. The same C value was incorporated by Yang 

et al. (2008) [63] to model the boiling of a refrigerant in a coiled tube. On the other hand, 

Wu et al. (2007) [64] implemented a coefficient equal to 0.1 s-1 while using the Eulerian 

multiphase model to study the flow of a boiling refrigerant. In the context of carbon 

dioxide, mass transfer coefficients have ranged from 10 s-1 to 1000 s-1 when implementing 
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pressure-driven interphase mass transfer [5, 12]; by contrast, it has achieved values as high 

as 105 s-1 when incorporating temperature-driven source terms [58]. 

 In summary, the mass transfer coefficient (C) in the evaporation source terms may 

represent the evaporation rate, therefore, it has an impact on the amount of mass 

transferred from the liquid to the vapor phase. The influence of this coefficient on the 

predictions of the CFD model is further discussed in Section 4 and 5. 

3.4. Thermodynamic and transport properties 

The multiphase mixture model allows specification of thermodynamic and 

transport properties of the liquid and vapor phases separately. In this work, the properties 

of the vapor phase are predicted with a virial equation of state (vapor density) together 

with a series of correlations developed using data from the NIST Reference Fluid 

Thermodynamic and Transport Properties Database (REFPROP) [56], which incorporates 

the Span and Wagner (SW) EoS for CO2 properties [37]. Additionally, two different 

approaches are implemented to predict the liquid phase properties. The first uses the Peng-

Robinson EoS, while the second approach incorporates a series of correlations developed 

in this work, which are based on data from the Span and Wagner EoS.  

3.4.1. Properties of the vapor phase 

The density of the vapor phase is calculated with a virial equation of state using 

second and third virial coefficients, leading to a density-cubic equation (in three equivalent 

forms) as follows: 

 𝑍 = 1 + 𝐵𝜌𝑣 + 𝐶𝜌𝑣
2 (3-25) 
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𝑃

𝜌𝑣𝑅𝑇
= 1 + 𝐵𝜌𝑣 + 𝐶𝜌𝑣

2 (3-26) 

 𝜌𝑣
3 +

𝐵

𝐶
𝜌𝑣

2 +
1

𝐶
𝜌𝑣 −

𝑃

𝐶𝑅𝑇
= 0 (3-27) 

Where 𝑍 is the compressibility factor, 𝜌𝑣 is the density of the vapor phase, and 𝐵 and 𝐶 

are the second and third virial coefficients respectively, which are commonly expressed 

as expansions of the reciprocal reduced temperature (1 𝑇𝑟)⁄  [72-74]. In this study, the 

expressions for the second and third virial coefficients were obtained through data fitting 

using the nonlinear least-squares solver in Matlab. To perform the data fitting, five 

isotherms were used (250 K, 260 K, 275 K, 282 K and 290 K), with each isotherm 

spanning the pressure range from 0.1 MPa to the saturation pressure. The gas density data 

to develop the correlations was obtained from NIST REFPROP database which 

implements the SW EoS for CO2 properties [37]. The virial coefficients take the following 

form: 

 𝐵 =
𝐵𝑑𝑖𝑚

𝜌𝑐
               𝐶 =

𝐶𝑑𝑖𝑚

𝜌𝑐
2

   (3-28) 

𝐵𝑑𝑖𝑚 = 𝑥1 + 𝑥2𝜏 + 𝑥3𝜏
2 (3-29) 

𝐶𝑑𝑖𝑚 = 𝑥4 + 𝑥5𝜏 (3-30) 

𝜏 =
1

𝑇𝑟
=

𝑇𝑐

𝑇
 (3-31) 
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Where 𝐵𝑑𝑖𝑚 and 𝐶𝑑𝑖𝑚 are the dimensionless second and third virial coefficients, 𝜌𝑐 and 

𝑇𝑐 are the critical density and critical temperature for CO2 respectively, 𝜏 is the reciprocal 

of the reduced temperature, and 𝑥1 to 𝑥5 are the dimensionless coefficients obtained from 

the data fitting which are reported in Table 3-2.  

Figure 3-1 illustrates the comparison between the vapor density calculated with 

the virial equation of state (this work) and the prediction of the SW EoS for the isotherms 

used to perform the fit. 

 

Figure 3-1. Vapor density: comparison between virial and SW EoS. 

 

It should be highlighted that the thermodynamic and transport properties for the 

vapor phase were programmed in UDFs and compiled in ANSYS Fluent. Therefore, once 

the virial coefficients are calculated, the next step in the code is to determine the density 

roots of Equation (3-27). This is performed through an analytical scheme calculating a 
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discriminant, which allows identifying the number of real roots for the density function. 

If the discriminant is less than zero, three real roots exist and the code will take the smallest 

root as the vapor density. In contrast, if the discriminant is positive, only one real root is 

possible. Since the production of vapor starts when the pressure is below the saturation 

pressure (non-equilibrium phase transition assumption), three density roots will exist for 

pressures right below the saturation pressure to the spinodal point, while one real root will 

occur below the latter.  

The correlation for the speed of sound of the vapor phase was obtained from data 

fitting through the nonlinear least-squares function in Matlab, using the same set of 

isotherms and pressure ranges as the ones used to develop the expressions for the second 

and third virial coefficients. Furthermore, data from the SW EoS was employed to obtain 

the optimal coefficients. The speed of sound correlation for the vapor phase is expressed 

as follows: 

 𝑤𝑣 = 𝐴𝑠𝑜𝑠,𝑣 + 𝐵𝑠𝑜𝑠,𝑣𝜌𝑟 + 𝐶𝑠𝑜𝑠,𝑣𝜌𝑟
2 (3-32) 

 𝐴𝑠𝑜𝑠,𝑣 = 𝑦1 + 𝑦2𝑇𝑟 + 𝑦3𝑇𝑟
2 (3-33) 

 𝐵𝑠𝑜𝑠,𝑣 = 𝑦4 + 𝑦5𝑇𝑟 (3-34) 

 𝐶𝑠𝑜𝑠,𝑣 = 𝑦6 + 𝑦7𝑇𝑟 (3-35) 

Where 𝑤𝑣 is the speed of sound of the vapor phase in m/s, 𝜌𝑟 (𝜌𝑣 𝜌𝑐⁄ ) and 𝑇𝑟 (𝑇 𝑇𝑐⁄ ) are 

the reduced vapor density and reduced temperature respectively, and 𝑦1 to 𝑦7 are the 

optimal coefficients obtained from the data fitting. Figure 3-2 shows the comparison 
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between the vapor speed of sound calculated with the correlation and the predictions of 

the SW EoS for the isotherms used to perform the data-fitting. As it is depicted in the 

figure, the speed of sound increases when the vapor density decreases. 

 

Figure 3-2. Vapor speed of sound: comparison between correlation and SW EoS. 

 

The correlation for the specific heat of the vapor phase (𝐶𝑝𝑣
) was obtained from a 

fit using data from the SW EoS, covering the temperature range from 250 K to 290 K. The 

correlation for this thermodynamic property is as follows: 

 𝐶𝑝𝑣
= 𝑧1 +

𝑧2

𝑇𝑟
+

𝑧3

𝑇𝑟
2
+

𝑧4

𝑇𝑟
3 + 𝑧5𝑇𝑟

2 (3-36) 

𝐶𝑝𝑣
 is the specific heat of the vapor phase in kJ/kg-K and 𝑧1 to 𝑧5 are the coefficients 

obtained from the data fitting. When programming the heat capacity correlation in the 
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UDF, a limitation of the macro used for such objective was identified. The 

DEFINE_SPECIFIC_HEAT macro in ANSYS Fluent only allows specification of a 

temperature-dependent function, so the specific heat cannot be a function of both the 

reduced density and reduced temperature as originally intended in this study. Therefore, 

to develop Equation (3-36), this work assumes that 𝐶𝑝𝑣
 is equivalent to the heat capacity 

of saturated vapor. Additionally, this macro automatically defines the enthalpy and 

entropy of the vapor phase as temperature integrals of the specific heat correlation. Figure 

3-3 illustrates the comparison between the specific heat of saturated vapor calculated with 

the correlation and the prediction of the SW EoS. 

 

Figure 3-3. Saturated vapor specific heat: comparison between correlation and SW 

EoS. 
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For simplicity, the correlation for the thermal conductivity of the vapor phase was 

decided to be a function of temperature only. Hence, a correlation was developed from a 

fit using data from Vesovic et al. (1990) [75], covering the temperature range from 250 K 

to 290 K, assuming that the thermal conductivity of the vapor phase is equivalent to 

the conductivity of saturated vapor. The correlation takes the following form: 

 𝐾𝑣 = 𝑗1 + 𝑗2𝑇𝑟 + 𝑗3𝑇𝑟
2 + 𝑗4𝑇𝑟

3 (3-37) 

Where 𝐾𝑣 is the thermal conductivity of the vapor phase in W/m-K and 𝑗1 to 𝑗4 are the 

optimal coefficients obtained from the fit. Figure 3-4 shows the comparison between the 

thermal conductivity of saturated vapor calculated with the correlation and the predictions 

of Vesovic et al. (1990) [75], the data for the latter is obtained from NIST REFPROP [56]. 

 

Figure 3-4. Saturated vapor thermal conductivity: comparison between correlation 

and Vesovic et al. (1990). 
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The same assumption used to obtain the thermal conductivity expression was 

applied when developing the correlation for the vapor viscosity. Therefore, the 

viscosity of the vapor phase is assumed to be equivalent to the vapor property at saturation 

conditions. A correlation was developed using data from Fenghour et al. (1998) [76] from 

250 K to 290 K and it is expressed as: 

 𝜇𝑣 = 𝑓1 + 𝑓2𝑇𝑟 + 𝑓3𝑇𝑟
2 + 𝑓4𝑇𝑟

3 (3-38) 

Where 𝜇𝑣 is the viscosity of the vapor phase in g/cm-s and 𝑓1 to 𝑓4 are the optimal 

coefficients obtained from the data fitting. Figure 3-5 illustrates the comparison between 

the viscosity of saturated vapor calculated with the correlation and the predictions of 

Fenghour et al. (1998) [76], the data for the latter is obtained from NIST REFPROP [56]. 

 

Figure 3-5. Saturated vapor viscosity: comparison between correlation and 

Fenghour et al. (1998). 
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The values of the coefficients in the correlations for the thermodynamic and 

transport properties of the vapor phase are reported in Table 3-2. 

Table 3-2. Coefficients in correlations for the vapor phase. 

 

Vapor phase property Coefficients in correlation 

Density (kg/m3) 𝑥1 = −0.864 

𝑥2 = 1.956 

𝑥3 = −2.348 

𝑥4 = 0.439 

𝑥5 = 0.128 

Speed of sound (m/s) 𝑦1 = 67.582 

𝑦2 = 300.750 

𝑦3 = −97.301 

𝑦4 = −759.370 

𝑦5 = 579.11 

𝑦6 = −12.035 

𝑦7 = 89.187 

Specific heat (kJ/kg-K) 𝑧1 = −26728.014 

𝑧2 = 46229.372 

𝑧3 = −29992.160 

𝑧4 = 6919.492 

𝑧5 = 3579.668  

Thermal conductivity 

(W/m-K) 

𝑗1 = −4.741 

𝑗2 = 16.611 

𝑗3 = −19.398 

𝑗4 = 7.577  

Viscosity (g/cm-s) 𝑓1 = −0.008 

𝑓2 = 0.027 

𝑓3 = −0.031 

𝑓4 = 0.012 
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 In this work, it was decided to use the reduced temperature as one of the 

independent variables for the vapor correlations since it usually provides less order of 

magnitude coefficients, in comparison to the coefficients from a data-fitting using the 

temperature.  

 In summary, a total of four UDFs were programmed and compiled in the CFD 

model to predict thermodynamic and transport properties for the vapor phase. Since the 

speed of sound correlation can be included in the same computational code as the gas 

density, one UDF consists of the previous two properties, while the specific heat, thermal 

conductivity and viscosity are programmed in separate codes. Appendix B shows the 

UDFs developed in the C programming language for the calculation of the vapor 

properties. It should be noted that ANSYS Fluent requires the use of specific units for the 

outputs of the correlations, consequently the last lines of the UDFs include appropriate 

conversion factors. 

 Considering that the vapor phase is the secondary or dispersed phase in the 

multiphase model, in addition to the short period of time studied (milliseconds), the vapor 

volume fraction is expected to be significantly lower than the liquid fraction along the 

majority of the computation domain. Therefore, the accuracy of the prediction of the liquid 

properties may have a more significant impact on the CFD model calculations. In this 

work, one thermodynamic approach is incorporated to predict the vapor properties, which 

was explained in the current section. However, two thermodynamic approaches are 

implemented to understand the effect of the liquid properties’ accuracy on the expansion 

predictions.   
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3.4.2. Properties of the liquid phase 

This work includes two different thermodynamic approaches to predict the liquid 

phase properties in the CFD decompression model. The first uses the Peng-Robinson EoS 

as basis, the second comprises correlations developed from data fitting using the Span-

Wagner EoS.  

3.4.2.1. Implementation of Peng-Robinson EoS 

The Peng-Robinson EoS is implemented to calculate the density, speed of sound 

and heat capacity of the liquid phase. The default version of the Peng-Robinson EoS 

available in ANSYS Fluent is chosen since it allows obtaining properties of metastable 

superheated liquid for pressure below the saturation conditions to the spinodal point [36]. 

Additionally, the enthalpy and entropy of the liquid phase are also derived from Peng-

Robinson. The description of how different thermodynamic properties are calculated with 

this density-cubic equation is reported in Section 1.3.2. It should be highlighted that the 

PR EoS was implemented in the CFD model because of its relatively simple mathematical 

form, which potentially reduces the computational time. Nevertheless, the Span-Wagner 

EoS is widely known as the reference equation for pure CO2. Therefore, this section 

compares the PR EoS predictions with the SW EoS to assess the accuracy of the former.  

 Figure 3-6 illustrates the liquid density predicted by the PR EoS (blue lines) 

compared to data from the SW EoS (black dots) obtained from NIST REFPROP [56]; five 

isotherms are used in the comparison (250 K, 260 K, 275 K, 282 K and 290 K). Besides, 

the saturation conditions predicted by the SW EoS are shown as a red dotted line, so the 

metastable liquid states correspond to the region below it. It is important to note that the 
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comparison does not extend to the CO2 supercritical region, where the temperature is 

higher than 304.128 K and the pressure is higher than 7.377 MPa [56]. For the temperature 

and pressure ranges in Figure 3-6, discrepancies between the liquid density calculated with 

the PR and the SW EoS are observed. 

 

Figure 3-6. Liquid density: comparison between PR and SW EoS. 

 

Figure 3-7 shows the comparison between the liquid speed of sound calculated 

with the PR and the SW EoS. The saturation conditions predicted by SW (saturated liquid 

density and speed of sound) are shown with a red dotted line. The PR EoS significantly 

underpredicts the liquid-phase speed of sound for densities higher than 900 kg/m3.  
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Figure 3-7. Liquid speed of sound: comparison between PR and SW EoS. 

 

The comparison between the specific heat predicted by the PR and the SW EoS is 

depicted in Figure 3-8. The metastable liquid states correspond to the region above the red 

dotted line (SW saturation conditions). The PR EoS calculates the specific heat through 

the ideal gas heat capacity (𝐶𝑝
𝑖𝑑𝑒𝑎𝑙) and the residual function (𝐶𝑝

𝑟). The latter is derived 

from the EoS, while the former can be expressed as a function of temperature. In this work, 

the 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙 (J/kg-K) is obtained from the following linear function, which was developed 

for a temperature range from 250 K to 290 K: 

 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙 = 1.09 𝑇 + 518.67 (3-39) 

 𝐶𝑝 = 𝐶𝑝
𝑖𝑑𝑒𝑎𝑙 + 𝐶𝑝

𝑟 (3-40) 
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Figure 3-8. Liquid specific heat: comparison between PR and SW EoS. 

 

The CFD model implementing the PR EoS also requires the prediction of transport 

properties for the liquid phase. Therefore, a correlation for the thermal conductivity of the 

liquid was developed as a function of temperature, assuming that this property is 

equivalent to the conductivity of saturated liquid. Vesovic et al. (1990) [75] was 

employed for the data fitting process, covering the temperature range from 250 K to 290 

K. The correlation takes the following form: 

 𝐾𝑙 = 𝑢1 + 𝑢2𝑇𝑟 (3-41) 

Where 𝐾𝑙 is the thermal conductivity of the liquid phase in W/m-K and 𝑢1 to 𝑢2 are the 

optimal coefficients obtained from the fit.  
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The assumption made to obtain the thermal conductivity expression was also 

applied when developing the correlation for the liquid viscosity. Thus, the viscosity of the 

liquid phase is assumed to be equivalent to the liquid property at saturation conditions. 

A correlation was developed using data from Fenghour et al. (1998) [76] from 250 K to 

290 K and it is expressed as: 

 𝜇𝑙 = 𝑒1 + 𝑒2𝑇𝑟 + 𝑒3𝑇𝑟
2 + 𝑒4𝑇𝑟

3 (3-42) 

Where 𝜇𝑙 is the viscosity of the liquid phase in g/cm-s and 𝑒1 to 𝑒4 are the coefficients 

obtained from the data fitting. 

 The values of the coefficients in the correlations for the transport properties are 

reported in Table 3-3. 

 

Table 3-3. Coefficients in correlations for the transport properties of the liquid 

phase. 

 

Liquid phase property Coefficients in correlation 

Thermal conductivity 

(W/m-K) 
𝑢1 = 0.444 

𝑢2 = −0.371 

Viscosity (g/cm-s) 𝑒1 = 0.046 

𝑒2 = −0.132 

𝑒3 = 0.133 

𝑒4 = −0.047 

 

 

 

 



 

68 

 

3.4.2.2. Implementation of correlations based on Span-Wagner EoS 

Since the accuracy of thermodynamic properties has a potential impact on the CFD 

model predictions, an important focus of this work is to model the CO2 properties for the 

liquid phase (primary or continuous phase) through an efficient and reliable method. 

Consequently, a second approach was developed through the implementation of a series 

of correlations to predict the liquid properties based on data from the Span and Wagner 

EoS [37] collected from NIST REFPROP [56]. After the correlations were developed, 

these were programmed in a User-Defined Real Gas Model (UDRGM), which consists of 

a group of C programming language functions created by the ANSYS Fluent user. A total 

of 8 thermodynamic correlations as functions of reduced temperature (𝑇𝑟) and reduced 

density (𝜌𝑟) were developed and programmed in the UDRGM. These correlations were 

formulated based on data from 5 isotherms (250 K, 260 K, 275 K, 282 K and 290 K), 

while the pressure range extended from the spinodal point located below saturation 

conditions up to 35 MPa. Therefore, the process of developing correlations included data 

for the metastable liquid region, which were obtained from NIST REFPROP. The details 

of how to find metastable fluid states in NIST REFPROP are discussed in Lemmon et al. 

(2013) [56].  

In addition to thermodynamic properties, the UDRGM for the liquid phase 

includes correlations for thermal conductivity and viscosity. The same correlations 

implemented in the PR CFD model for these liquid transport properties (Equations 3-41 

and 3-42) were incorporated in the UDRGM approach.  
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In summary, correlations for the thermodynamic properties listed in Table 3-4 

were developed for the liquid phase as functions of reduced temperature and reduced 

density, using the nonlinear least-squares function in Matlab. In contrast, correlations for 

the transport properties in Table 3-4 were developed as a function of temperature at 

saturated liquid conditions. 

Table 3-4. Correlations in the UDRGM for the liquid phase. 

 

 

 

 

 

Thermodynamic 

properties 

• Density (𝜌𝑙) 

• Enthalpy (ℎ𝑙) 

• Entropy (𝑠𝑙) 

• Specific heat at constant pressure (𝐶𝑝𝑙
) 

• Speed of sound (𝑤𝑙) 

• (
𝜕𝜌

𝜕𝑇
)
𝑃=𝑐𝑜𝑛𝑠𝑡.

 

• (
𝜕𝜌

𝜕𝑃
)
𝑇=𝑐𝑜𝑛𝑠𝑡.

 

• (
𝜕ℎ

𝜕𝑃
)
𝑇=𝑐𝑜𝑛𝑠𝑡.

 

Transport 

properties 
• Thermal conductivity (𝐾𝑙) 

• Viscosity (𝜇𝑙) 

 

It is worth noting that ANSYS Fluent allows compiling only one UDRGM when 

implementing multiphase approaches such as the mixture model. Since the liquid is 

assumed to be the continuous phase, a UDRGM was developed for the liquid while the 

properties of the vapor phase were calculated as described in Section 3.4.1. One of the 

most important advantages when implementing a UDRGM instead of multiple UDFs is 
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based on the fact that the former allows defining the specific heat, enthalpy and entropy 

not only as a function of temperature (as in the UDF approach), but as a two-variable 

function, e.g., heat capacity as a function of temperature and density. 

In the UDRGM, the density of the liquid phase is calculated with the following 

cubic correlation, using 16 coefficients: 

 𝑃 = 𝐴𝑟ℎ𝑜,𝑙 + 𝐵𝑟ℎ𝑜,𝑙𝜌𝑟 + 𝐶𝑟ℎ𝑜,𝑙𝜌𝑟
2+𝐷𝑟ℎ𝑜,𝑙𝜌𝑟

3 (3-43) 

 𝐵𝑟ℎ𝑜,𝑙 = 𝑥1 + 𝑥2𝜏 + +𝑥3𝜏
2 + 𝑥4𝜏

3 (3-44) 

 𝐶𝑟ℎ𝑜,𝑙 = 𝑥5 + 𝑥6𝜏 + 𝑥7𝜏
2 + 𝑥8𝜏

3 (3-45) 

 𝐷𝑟ℎ𝑜,𝑙 = 𝑥9 + 𝑥10𝜏 + 𝑥11𝜏
2 + 𝑥12𝜏

3 (3-46) 

            𝐴𝑟ℎ𝑜,𝑙 = 𝑥13 + 𝑥14𝜏 + +𝑥15𝜏
2 + 𝑥16𝜏

3 (3-47) 

     𝜌𝑟 =
𝜌𝑙

𝜌𝑐
              𝜏 =

1

𝑇𝑟
=

𝑇𝑐

𝑇
   (3-48) 

Where 𝑃 is the pressure in MPa, 𝜌𝑟 is the reduced liquid density, 𝜏 is the reciprocal of the 

reduced temperature, and 𝑥1 to 𝑥16 are the optimal coefficients obtained from the data 

fitting which are reported in Appendix C. The roots of Equation (3-43) are dimensionless, 

therefore, the units of the density depend on the selected critical density. The largest root 

multiplied by the critical density represents the density of the liquid phase.  

Figure 3.9 shows the liquid density predicted by the correlation developed in this 

work (blue lines) compared to data from the SW EoS (black dots) obtained from NIST 

REFPROP [56]; five isotherms are used in the comparison. The saturation conditions 
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predicted by the SW EoS are shown as a red dotted line, so the metastable liquid states 

correspond to the region below it. For the temperature and pressure ranges presented in 

Figure 3-9, the correlation successfully predicts the liquid density.   

 

Figure 3-9. Liquid density: comparison between correlation and SW EoS. 

 

The enthalpy of the liquid is calculated with the following correlation, 

implementing 12 coefficients: 

 ℎ𝑙 = 𝐴ℎ,𝑙 + 𝐵ℎ,𝑙𝜌𝑟 + 𝐶ℎ,𝑙𝜌𝑟
2+𝐷ℎ,𝑙𝜌𝑟

3 (3-49) 

 𝐵ℎ,𝑙 = 𝑦1 + 𝑦2𝜏 + 𝑦3𝜏
2 (3-50) 

 𝐶ℎ,𝑙 = 𝑦4 + 𝑦5𝜏 + 𝑦6𝜏
2 (3-51) 
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 𝐷ℎ,𝑙 = 𝑦7 + 𝑦8𝜏 + 𝑦9𝜏
2 (3-52) 

 𝐴ℎ,𝑙 = 𝑦10 + 𝑦11𝜏 + 𝑦12𝜏
2 (3-53) 

Where ℎ𝑙 is the enthalpy of the liquid in kJ/kg and 𝑦1 to 𝑦12 are the coefficients obtained 

from the data fitting. The reference enthalpy is added to the results of the correlation. In 

ANSYS Fluent, this reference value corresponds to the standard enthalpy of formation of 

CO2 at 298.15 K (∆𝑓ℎ°𝑔𝑎𝑠 = -8943.64 kJ/kg). The comparison between the liquid enthalpy 

predicted by the correlation and the SW EoS is illustrated in Figure 3-10. The metastable 

liquid states correspond to the region to the left of the saturation line. For the temperature 

and density ranges in Figure 3-10, the correlation successfully predicts the liquid enthalpy. 

It should be noted that the reference enthalpy was added to the comparison. 

 

Figure 3-10. Liquid enthalpy: comparison between correlation and SW EoS. 
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The correlation to calculate the liquid entropy is expressed as: 

𝑠𝑙 = 𝐴𝑠,𝑙 + 𝐵𝑠,𝑙𝜌𝑟 + 𝐶𝑠,𝑙𝜌𝑟
2 (3-54) 

𝐵𝑠,𝑙 = 𝑧1 + 𝑧2𝜏 + 𝑧3𝜏
2 + 𝑧4𝜏

3 (3-55) 

𝐶𝑠,𝑙 = 𝑧5 + 𝑧6𝜏 + 𝑧7𝜏
2 + 𝑧8𝜏

3 (3-56) 

𝐴𝑠,𝑙 = 𝑧9 + 𝑧10𝜏 + 𝑧11𝜏
2 (3-57) 

Where 𝑠𝑙 is the entropy of the liquid in kJ/kg-K and 𝑧1 to 𝑧11 are the optimal coefficients 

obtained from the data fitting. The reference entropy is added to the results of the 

correlation. In ANSYS Fluent, this reference value corresponds to the standard state 

entropy of CO2 at 298.15 K and 1 bar (𝑠°𝑔𝑎𝑠= 4.86 kJ/kg-K). Figure 3-11 shows the 

comparison between the liquid entropy calculated with the correlation and the SW EoS. 

The correlation successfully predicts the entropy for the pressure and density ranges in 

Figure 3-11. It is worth to mention that the reference entropy was added to the comparison. 
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Figure 3-11. Liquid entropy: comparison between correlation and SW EoS. 

 

The correlation for the specific heat of the liquid phase takes the following form: 

𝐶𝑝𝑙
= 𝐴𝐶𝑝,𝑙 + 𝐵𝐶𝑝,𝑙𝜌𝑟 + 𝐶𝐶𝑝,𝑙𝜌𝑟

2 + 𝐷𝐶𝑝,𝑙𝜌𝑟
3 + 𝐸𝐶𝑝,𝑙𝜌𝑟

4 + 𝐹𝐶𝑝,𝑙𝜌𝑟
5 (3-58) 

𝐵𝐶𝑝,𝑙 = 𝑚1 + 𝑚2𝜏 + 𝑚3𝜏
2 (3-59) 

𝐶𝐶𝑝,𝑙 = 𝑚4 + 𝑚5𝜏 + 𝑚6𝜏
2 (3-60) 

𝐷𝐶𝑝,𝑙 = 𝑚7 + 𝑚8𝜏
2 (3-61) 

𝐸𝐶𝑝,𝑙 = 𝑚9 + 𝑚10𝜏 + 𝑚11𝜏
2 (3-62) 

𝐹𝐶𝑝,𝑙 = 𝑚12 + 𝑚13𝜏 + 𝑚14𝜏
2 (3-63) 
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𝐴𝐶𝑝,𝑙 = 𝑚15 + 𝑚16𝜏 + 𝑚17𝜏
2 (3-64) 

Where 𝐶𝑝𝑙
 is the specific heat of the liquid in kJ/kg-K, and 𝑚1 to 𝑚17 are the coefficients 

obtained from the data fitting. The comparison between the specific heat predicted by the 

correlation and the SW EoS is depicted in Figure 3-12. For the temperature and density 

ranges in the figure, the correlation predicts the liquid specific heat satisfactorily; some 

discrepancies are observed in the metastable liquid region above the saturation line. 

 

Figure 3-12. Liquid specific heat: comparison between correlation and SW EoS. 

 

 The speed of sound of the liquid phase is calculated with the following correlation: 

1

𝑤𝑙
= 𝐴𝑤,𝑙 + 𝐵𝑤,𝑙𝜌𝑟 + 𝐶𝑤,𝑙𝜌𝑟

2 + 𝐷𝑤,𝑙𝜌𝑟
3 + 𝐸𝑤,𝑙𝜌𝑟

4 (3-65) 
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𝐵𝑤,𝑙 = 𝑛1 + 𝑛2𝜏 + 𝑛3𝜏
2 (3-66) 

𝐶𝑤,𝑙 = 𝑛4 + 𝑛5𝜏 + 𝑛6𝜏
2 (3-67) 

𝐷𝑤,𝑙 = 𝑛7 + 𝑛8𝜏 (3-68) 

𝐸𝑤,𝑙 = 𝑛9 + 𝑛10𝜏 + 𝑛11𝜏
2 (3-69) 

 𝐴𝑤,𝑙 = 𝑛12 + 𝑛13𝜏 + 𝑛14𝜏
2 (3-70) 

Where 𝑤𝑙 is the speed of sound of the liquid in m/s and 𝑛1 to 𝑛14 are the optimal 

coefficients obtained from the data fitting. Figure 3-13 shows the comparison between the 

liquid speed of sound calculated with the correlation and the SW EoS. The correlation 

predicts the speed of sound satisfactorily for the pressure and density ranges in Figure 3-

13; some discrepancies are observed in the metastable liquid region below the saturation 

line. The correlation improves the prediction of the liquid speed of sound in comparison 

to the Peng-Robinson EoS (Figure 3-7). 
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Figure 3-13. Liquid speed of sound: comparison between correlation and SW EoS. 

 

The correlation for (
𝜕𝜌

𝜕𝑇
)
𝑃

takes the following form: 

1

(
𝜕𝜌
𝜕𝑇

)
𝑃

= 𝐴𝑑𝜌𝑑𝑇,𝑙 + 𝐵𝑑𝜌𝑑𝑇,𝑙𝜌𝑟 + 𝐶𝑑𝜌𝑑𝑇,𝑙𝜌𝑟
2 + 𝐷𝑑𝜌𝑑𝑇,𝑙𝜌𝑟

3 + 𝐸𝑑𝜌𝑑𝑇,𝑙𝜌𝑟
4 

(3-71) 

𝐵𝑑𝜌𝑑𝑇,𝑙 = 𝑜1 + 𝑜2𝜏 + 𝑜3𝜏
2 (3-72) 

𝐶𝑑𝜌𝑑𝑇,𝑙 = 𝑜4 + 𝑜5𝜏 + 𝑜6𝜏
2 (3-73) 

𝐷𝑑𝜌𝑑𝑇,𝑙 = 𝑜7 + 𝑜8𝜏 + 𝑜9𝜏
2 (3-74) 

𝐸𝑑𝜌𝑑𝑇,𝑙 = 𝑜10 + 𝑜11𝜏 + 𝑜12𝜏
2 (3-75) 
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 𝐴𝑑𝜌𝑑𝑇,𝑙 = 𝑜13 + 𝑜14𝜏 + 𝑜15𝜏
2 (3-76) 

Where the units of (
𝜕𝜌

𝜕𝑇
)
𝑃

 are kg/m3-K and 𝑜1 to 𝑜15 are the optimal coefficients obtained 

from the data fitting. 

The correlation for (
𝜕𝜌

𝜕𝑃
)
𝑇
is expressed as: 

1

(
𝜕𝜌
𝜕𝑃

)
𝑇

= 𝐴𝑑𝜌𝑑𝑃,𝑙 + 𝐵𝑑𝜌𝑑𝑃,𝑙𝜌𝑟 + 𝐶𝑑𝜌𝑑𝑃,𝑙𝜌𝑟
2 + 𝐷𝑑𝜌𝑑𝑃,𝑙𝜌𝑟

3 + 𝐸𝑑𝜌𝑑𝑃,𝑙𝜌𝑟
4 

(3-77) 

𝐵𝑑𝜌𝑑𝑃,𝑙 = 𝑝1 + 𝑝2𝜏 + 𝑝3𝜏
2 (3-78) 

𝐶𝑑𝜌𝑑𝑃,𝑙 = 𝑝4 + 𝑝5𝜏 + 𝑝6𝜏
2 (3-79) 

𝐷𝑑𝜌𝑑𝑃,𝑙 = 𝑝7 + 𝑝8𝜏 + 𝑝9𝜏
2 (3-80) 

𝐸𝑑𝜌𝑑𝑃,𝑙 = 𝑝10 + 𝑝11𝜏 + 𝑝12𝜏
2 (3-81) 

 𝐴𝑑𝜌𝑑𝑃,𝑙 = 𝑝13 + 𝑝14𝜏 + 𝑝15𝜏
2 (3-82) 

Where the units of (
𝜕𝜌

𝜕𝑃
)
𝑇
 are kg/m3-MPa and 𝑝1 to 𝑝15 are the coefficients from the fit. 

The correlation for (
𝜕𝐻

𝜕𝑃
)
𝑇

takes the following form: 

(
𝜕𝐻

𝜕𝑃
)
𝑇

= 𝐴𝑑𝐻𝑑𝑃,𝑙 + 𝐵𝑑𝐻𝑑𝑃,𝑙𝜌𝑟 + 𝐶𝑑𝐻𝑑𝑃,𝑙𝜌𝑟
2 + 𝐷𝑑𝐻𝑑𝑃,𝑙𝜌𝑟

3 + 𝐸𝑑𝐻𝑑𝑃,𝑙𝜌𝑟
4 (3-83) 

𝐵𝑑𝐻𝑑𝑃,𝑙 = 𝑞1 + 𝑞2𝜏 + 𝑞3𝜏
2 (3-84) 
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𝐶𝑑𝐻𝑑𝑃,𝑙 = 𝑞4 + 𝑞5𝜏 + 𝑞6𝜏
2 (3-85) 

𝐷𝑑𝐻𝑑𝑃,𝑙 = 𝑞7 + 𝑞8𝜏 + 𝑞9𝜏
2 (3-86) 

𝐸𝑑𝐻𝑑𝑃,𝑙 = 𝑞10 + 𝑞11𝜏 + 𝑞12𝜏
2 (3-87) 

 𝐴𝑑𝐻𝑑𝑃,𝑙 = 𝑞13 + 𝑞14𝜏 + 𝑞15𝜏
2 (3-88) 

Where the units of (
𝜕𝐻

𝜕𝑃
)
𝑇
 are kJ/kg-MPa and 𝑞1 to 𝑞15 are the optimal coefficients 

obtained from the data fitting. 

The correlations for the liquid transport properties (thermal conductivity and 

viscosity) incorporated in the UDRGM correspond to Equations 3-41 and 3-42. In 

addition, the values of the coefficients in the correlations presented in this section are 

reported in Appendix C. 

3.5. Full-bore rupture geometry and boundary conditions 

The 2-D axisymmetric geometry representing the full-bore rupture 

depressurization was created using ANSYS DesignModeler, it consists of the interior of 

the pipeline, closed-end, open-end, upper wall and axis of symmetry. Figure 3-14 

illustrates the geometry and boundary conditions.  
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Figure 3-14. Geometry and boundary conditions in the CFD model. 

 

To reduce computational time, the geometry is assumed to be axisymmetric with 

respect to the horizontal axis. Therefore, the CFD domain includes the upper half of the 

pipeline diameter, considering that the lower half is a mirror image of the former. Since a 

full-bore depressurizations is commonly associated with fully dispersed flow inside the 

pipeline (no flow stratification) [17], the axisymmetric condition is an appropriate 

assumption. This research addresses the transport phenomena in the pipeline, and thus the 

following boundary conditions were incorporated in the CFD model:   

• Closed-end: No-slip wall and heat flux equal zero (adiabatic). 

• Upper wall: No-slip wall and heat flux equal zero (adiabatic). 

• Axis of symmetry. 

• Open-end: Pressure-outlet boundary condition. The fluid is assumed to be exposed 

to ambient pressure (0.101325 MPa) at this borderline. 

 

As depicted in Figure 3-14, once the pipeline ruptures, carbon dioxide flows from 

left to right, while a decompression wave is generated at the outlet and moves in the 



 

81 

 

opposite direction of the flow. This decompression wave initiates a pressure decrease 

when arriving at different locations along the pipeline. 

To validate the CFD model, the geometry corresponds to the shock tube 

dimensions reported by Botros et al. (2015) [15]. The total length is 42 m and the internal 

radius is 19.05 mm. However, it should be noted that when performing the CFD 

simulations, the length of the geometry was reduced with the purpose of minimizing 

computational time, ensuring that the decompression wave would not reflect at the closed-

end during the simulated time. This is accomplished by calculating a generic 

decompression wave speed, dividing the length traveled by the wave front, by the time 

taken to reach that location. Then, this generic expansion wave speed is multiplied by the 

targeted time, and thus the minimum geometry length is obtained. The previous approach 

is implemented to create the geometries to achieve the results in Section 4 and Section 5. 

This method has significant benefits since the computational time is considerably reduced, 

avoiding the use of high-performance computing clusters. Because the post-processing of 

the results does not include integrals over the computational domain, the predictions of 

the CFD model are not impacted by the shorter length of the geometry, as illustrated in 

Appendix D. 

For the CFD formulation incorporating the Peng-Robinson EoS to predict 

thermodynamic properties of CO2 liquid phase, the length of the computational domain is 

5.5 m, so the model reached 10.5 ms (modeling time) without the decompression wave 

reflecting at the closed-end. As will be discussed in Section 5, the results using the CFD 

model implementing correlations based on Span-Wagner EoS showed an improvement in 
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the predictions, therefore, a larger geometry was created for the SW approach to reach 

longer modeling times; a 9 m long geometry was used to reach 15 ms. Although the length 

of the geometry depends on the thermodynamic approach and the aimed modeling time, 

the width of the rectangular domain equals the internal radius of the shock tube 

experimental set-up for all cases (19.05 mm).  

Monitor points corresponding to the locations of pressure transducers in the shock 

tube test 32A from Botros et al. (2015) [15] are created in ANSYS Fluent to record the 

transient behavior of variables along the pipeline, including the pressure, temperature, 

velocity, speed of sound, liquid volume fraction, and others. The data obtained with these 

monitor points is used to compare model performance with experimental results (model 

validation), in addition to conduct further analysis of the decompression phenomenon. The 

discussion of the results is reported in Section 4 and Section 5. 

3.6. Mesh description and sensitivity analysis 

The mesh or grid, which is the domain used to solve the algebraic form of the 

conservation equations is created using ANSYS Meshing. The modeling of highly 

transient high-speed flows such as the full-bore rupture of a pressurized pipeline demands 

a very fine mesh and a small time step [3]. As a meshing strategy, smaller cells are created 

at the open-end and upper wall, due to the high pressure and velocity gradients at those 

regions once the depressurization starts. The mesh is constructed using inflation layers to 

generate smooth changes in the cell size. In addition, a mesh sensitivity analysis was 

performed to confirm that a mesh independent solution is obtained. 
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3.6.1. Mesh configuration 

To build the mesh for this study, the geometry was divided into 4 sections using a 

face split function. These divisions simplified the application of different inflation options 

in each of those areas, which allowed the creation of smaller cells at the outlet and at the 

upper wall. Adjacent to the outlet, 13 layers of cells were created to capture the abrupt 

change in flow properties once the expansion starts. Simultaneously, 8 layers of cells were 

built next to the upper wall to capture the large velocity gradient. The first layer was set 

at 0.5 mm from both the outlet and the upper wall. The length and width of the first layer 

were inflated using a growth rate of 1.2, meaning that the dimensions increase 20% with 

respect to the adjacent element. To build the mesh beyond the inflation layers B. Liu et al. 

(2018) [12] was used as guidance, and thus the cells’ dimensions remained constant with 

2 mm in the vertical direction and 5 mm in the horizontal direction. It is worth to mention 

that all cells in the domain are quadrilateral. The approach adopted to build the mesh is 

summarized in Figure 3-15.  

 

Figure 3-15. Approach to create the mesh. 

 

The previous meshing strategy was implemented to create the grid for both the 

CFD model incorporating the Peng-Robinson EoS and the one implementing correlations 
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based on the Span-Wagner EoS to predict thermodynamic properties of the liquid. As 

described in Section 3.5., the length of the geometry was reduced in comparison to the 

shock tube length (42 m) reported by Botros et al. (2015) [15] for the purpose of 

minimizing computational time. Therefore, the length of the computational domain is 5.5 

m for the PR model and 9.0 m for the SW approach. Consequently, the total number of 

cells in the mesh varies in these two models. For the PR approach, the mesh consisted of 

15,526 cells, while the model incorporating SW correlations implemented a mesh of 

25,326 elements. Figure 3-16 shows the two-dimensional mesh near the open-end; the 

complete length of the domain is not depicted in the figure. This mesh configuration is 

common for both thermodynamic approaches. 

 

Figure 3-16. Two-dimensional mesh near the open-end. 

 

3.6.2. Mesh sensitivity analysis 

The mesh configuration in Section 3.6.1. was chosen after conducting a mesh 

sensitivity analysis using the PR approach, incorporating three different meshes. The 

smallest cell in the domain, located where the upper wall and open-end intersect was 

varied, and therefore the configuration of the inflation layers in the horizontal and vertical 

directions. Beyond the inflation layers, the cells’ dimensions remained constant (2 mm x 
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5mm) for all tested meshes. Table 3-5 reports the description of the grids used in the 

sensitivity analysis. It is worth to mention that the mesh described in Section 3.6.1. 

corresponds to Mesh #2. The comparison of the results at PT1 location (0.0295 m from 

open-end) using the PR model and different meshes is illustrated in Figure 3-17. 

Table 3-5. Meshes for sensitivity analysis.  

 

Mesh 

# 

First 

element  

Growth 

rate 

Cells at the 

bulk  

Number of 

elements (42 m) 

Stability 

1 1.0 mm 1.2 2 mm x 5 mm 92455 Stable 

residuals 

2 0.5 mm 1.2 2 mm x 5 mm 117726 Stable 

residuals 

3 0.1 mm 1.2 2 mm x 5 mm 185174 Stable 

residuals 
 

 

Figure 3-17. Comparison of predictions at PT1 using different meshes, C = 8 s-1. 
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 Although Mesh #3 is the most refined grid, Figure 3-17 shows that there is no 

significant difference between the results obtained employing Mesh #2 and Mesh #3. 

Therefore, Mesh #2 allows obtaining a prediction with sufficient resolution, and 

consequently the configuration of this mesh is employed in this work.  

3.7. Summary  

Figure 3-18 summarizes how the CFD decompression model based on the 

multiphase mixture approach allows performing a study on the effect of the accuracy of 

the liquid thermodynamic properties and the impact of the mass transfer coefficient (C) 

on the model predictions.  

 

Figure 3-18. CFD decompression model approach. 
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4. CFD DECOMPRESSION MODEL IMPLEMENTING PENG-ROBINSON EOS 

 

4.1. Thermodynamic approach 

In this section, the results corresponding to the CFD model that implements a set 

of thermodynamic and transport properties through independent UDFs for the vapor 

phase, and the Peng-Robinson EoS for the liquid are discussed. 

4.2. Model results 

4.2.1. Model validation: pressure-time traces 

The validation of the CFD model is conducted using test 32A from Botros et al. 

(2015) [15]. This pure CO2 test was performed using a shock tube with total length of 42 

m and 38.1 mm of internal diameter. The initial conditions before the full-bore rupture 

corresponded to pressurized liquefied CO2 at 11.27 MPa-a and 281.89 K. For the transient 

pressure profiles, Botros et al. (2015) [15] noted that time zero was arbitrary; data 

acquisition during the experiment started before the rupture of the burst disk at the front 

end of the shock tube. Therefore, the time when the pressure starts to decrease at the PT1 

location (3.1 ms) was used as a reference point to compare the CFD results of this work 

with the experimental pressure-time traces.  

Figure 4-1 to Figure 4-4 show the comparison between model predictions (solid 

lines) and experimental results (dotted lines) for the pressure-time profiles out to 5 ms. 

The multiphase CFD model included four different values for the mass transfer 

coefficient, C = 8 s-1, 25 s-1, 100 s-1 and 1000 s-1. This comparison includes the 
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experimental measurements at five pressure transducers near the exit plane (PT1, PT1A, 

PT1B, PT2 and PT3). The location of the monitor points is reported in Table 4-1. 

 

Table 4-1. Location of pressure transducers in test 32A from Botros et al. (2015) 

[15]. 

 

Location Distance from open-end 

(m) 

PT1 0.0295 

PT1A 0.0924 

PT1B 0.1028 

PT2 0.2 

PT3 0.35 

PT4 0.5 

PT5 0.7 

PT6 0.9 

PT7 1.1 

PT8 3.1 

PT9 5.1 

PT10 7.1 

PT11 9.1 

 

 



 

89 

 

 

Figure 4-1. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 8 s-1. 

 

Figure 4-2. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 25 s-1. 
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Figure 4-3. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 100 s-1. 

 
 

Figure 4-4. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 1000 s-1. 
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Both predicted and experimental pressure profiles show an initial fast pressure 

drop, which corresponds to the arrival of the decompression wave at each of the pressure 

transducers’ locations. The time taken by the wave front to arrive at each transducer does 

not vary significantly for different values of the mass transfer coefficient (C). For example, 

the model predicts that the pressure drop at PT2 starts around 3.5 ms, independently of the 

C value incorporated in the CFD formulation. Therefore, the mass transfer coefficient may 

not have a significant impact on the arrival time of the wave front at each monitor point. 

Discrepancies between predicted and measured pressure-time traces are evidenced 

in the region corresponding to the initial pressure drop. The model prediction shows a 

delay in the arrival time of the decompression wave at the pressure transducers compared 

to the measured data. A greater delay is observed as the distance from the open-end 

increases. For pressure transducers located farther from the outlet (e.g., PT2 and PT3), 

there is a greater delay in the model prediction with respect to the experimental data. A 

discussion about the reasons for this delay is reported in following sections of this work. 

After the initial pressure drop, a pressure plateau is formed. This plateau 

corresponds to the phase transition phenomenon. According to the CFD model, the mass 

transfer coefficient has a significant effect on the development of this pressure response. 

A higher value of C results in pressure plateaus that are higher in pressure, corresponding 

to a faster phase transition from liquid to vapor. In general, the results show that small C 

values (C ≤ 25 s-1) lead to better agreement with the experiment. On the contrary, a 

significant over-prediction of the plateaus at the five monitor points’ locations is observed 

when C = 100 s-1 and C = 1000 s-1. 
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Previous researchers have discussed the importance of modeling the 

depressurization using a fine-tuned C value that matches the experimental results [7, 12]. 

This work shows that during the first 5 ms, the mass transfer coefficient that better predicts 

the pressure plateau at locations PT1A, PT1B, PT2 and PT3 corresponds to C = 8 s-1. On 

the other hand, the best C value that matches PT1 profile during this time interval is C = 

25 s-1.  

To better understand the behavior of the CFD model in latter stages of the 

depressurization, a simulation was performed to analyze the pressure-time traces out to 12 

ms. The results implementing a mass transfer coefficient C = 8 s-1 are shown in Figure 4-

5. After 12 ms, the expansion wave has traveled to the PT8 location. Consistent with 

Figure 4-1 through Figure 4-4, as the distance from the open-end to the pressure transducer 

increases, there is (as would be expected) an increase in the arrival time of the 

decompression wave but also, there is an increasingly longer delay between the predicted 

and the measured decompression wave. Therefore, the CFD model incorporating the 

Peng-Robinson EoS predicts longer arrival times of the expansion wave in comparison to 

the experiment, showing more significant discrepancies as the distance from the open-end 

to the monitor point increases.  
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Figure 4-5. Comparison of predicted and experimental pressure-time curves, 12 ms, 

C = 8 s-1. 

 

It is worth noting that Botros et al. (2015) [15] did not report experimental results 

for PT4 location. In addition, the uncertainty of the pressure transducers used in the shock 

tube test corresponds to ± 0.04 MPa. Furthermore, as data acquisition started before the 

rupture of the burst disk at the front end of the shock tube, experimental time-zero 

represents a state prior to the discharge. In contrast, the CFD model takes time-zero as the 

rupture. When comparing the predicted and experimental pressure-time traces, 3.1 ms 

were added to the model’s time scale to match the experimental decrease in pressure at 

PT1 location (reference point). Therefore, the time scale of Figure 4-1 through Figure 4-5 

corresponds to experimental values. In case of comparing the pressure-time traces with 
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figures in following sections, 3.1 ms must be subtracted from the time reported in the 

pressure-time profile to obtain the model time scale, which is used in the rest of the 

analysis.  

4.2.2. Pressure-temperature trajectories 

Figure 4-6 shows the CFD calculated pressure-temperature curves at PT1, PT1A, 

PT1B, PT2 and PT3 during the first 10.5 ms of the depressurization, using C = 8 s-1. It 

should be noted that no experimental results for the temperature were reported by Botros 

et al. (2015) [15]. Therefore, a comparison with P-T measured data is not possible.  

 

Figure 4-6. Pressure-temperature curves at various locations, 10.5 ms, C = 8 s-1. 

 

The initial conditions in the pipeline are 11.27 MPa-a and 281.89 K, which 

correspond to carbon dioxide in the liquid phase. The pressure-temperature trajectories 

from the initial conditions to the saturation line are identical for different locations of 
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pressure transducers. During this initial stage of the decompression, phase transition does 

not occur in the system. 

After equilibrium saturation conditions are reached (yellow line), the CFD model 

calculations show differences in temperature at a given pressure for the various locations 

of the pressure transducers. For locations closer to the pipeline open-end (e.g., PT1, PT1A 

and PT1B), the model predicts a larger maximum deviation from the saturation line in 

comparison to the deviations at farther transducers. This deviation is related to non-

equilibrium vapor generation, which means that the liquid fails to begin evaporation when 

reaching the equilibrium saturation conditions [77]. The non-equilibrium phase transition 

leads to metastable liquid conditions (i.e., superheated liquid) during the expansion. 

Cosham et al. (2012) [13] showed that during CO2 depressurization experiments 

with a shock tube, the pressure where the plateau starts to appear is higher as the distance 

from the outlet increases, which leads to a ‘rising plateau’ for pressure transducers located 

farther from the open-end. The previous behavior is captured by the current CFD model 

using the test 32A conducted by Botros et al. (2015) [15]. The ‘rising plateau’ results in 

Figure 4-6 are related to less delayed nucleation with respect to the equilibrium saturation 

conditions, at locations farther away from the pipeline outlet. 

Benintendi (2014) [78] discussed how a rapid CO2 expansion leads to a strong 

change of the molecular energy levels of a system (translational, vibrational, rotational), 

which may result in a non-equilibrium phenomenon. Therefore, closer to the pipeline 

outlet, a stronger modification of the molecular energy levels may occur given the faster 
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change in fluid properties, resulting in a stronger deviation from equilibrium saturation 

conditions when compared to locations farther from the exit plane. 

An alternative explanation for the ‘rising plateau’ may be related to a more abrupt 

decrease in pressure at locations closer to the pipeline outlet due to their proximity to the 

surroundings, where atmospheric conditions predominate. In contrast, farther into the 

pipeline, the shock tends to be less severe since those locations are not in the vicinity of 

ambient conditions.  

The concept of relaxation is discussed by Benintendi (2014) [78]. Relaxation refers 

to the recovery of the equilibrium after a previous equilibrium state is modified. Thus, 

relaxation is intrinsically related to non-equilibrium phase transition (e.g., delayed bubble 

formation) and metastability. Although Figure 4-6 describes that various locations along 

the pipeline report different deviation from the equilibrium saturation line, Figure 4-6 also 

suggests a trend towards the recovery of equilibrium over time, as the curves approach the 

saturation conditions.   

 The mass transfer coefficient (C) included in the source terms representing the 

phase transition has an effect on the pressure-temperature curves predicted by the CFD 

model. Figure 4-7 shows the pressure-temperature trajectories predicted at PT1 location 

during the first 10.5 ms of the expansion, using C = 8 s-1, C = 25 s-1, C = 100 s-1 and C = 

1000 s-1. 
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Figure 4-7. Pressure-temperature curves at PT1, 10.5 ms, C = 8, 25, 100, 1000 s-1. 

 

For different C values, the pressure-temperature trajectories from the initial 

conditions (11.27 MPa-a, 281.89 K) to the saturation line are identical. Therefore, the mass 

transfer coefficient does not have a significant impact on the trajectory before reaching 

the saturation. However, after crossing the equilibrium saturation conditions, the model 

prediction starts to show different behavior for the various values of C. A smaller mass 

transfer coefficient predicts a larger deviation from the saturation line, this deviation 

represents the non-equilibrium evaporation process. A more prominent delayed nucleation 

(with respect to the saturation conditions) occurs as the C value decreases. 

On the contrary, for C = 1000 s-1 (green curve in Figure 4-7), the model prediction 

overlaps the saturation line. Thus, equilibrium vapor generation is obtained when the mass 

transfer coefficient is as large as 1000 s-1. Nevertheless, when comparing the predicted 
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and experimental pressure-time curves (Figure 4-1 to Figure 4-4), it is observed that C = 

1000 s-1 generates a significant over-prediction of the pressure plateau, while using a 

smaller coefficient (e.g., C = 8 s-1) leads to better agreement with the experiment.  

Because a mass transfer coefficient significantly smaller than 1000 s-1 generates a 

model prediction that agrees better with the observed delayed nucleation, incorporating 

the non-equilibrium assumption while modeling a rapid carbon dioxide decompression is 

deemed to be important. 

Despite diverse C values leading to different deviations from the equilibrium 

saturation line, a trend towards the recovery of equilibrium is observed as the curves 

representing various mass transfer coefficients approach the saturation line over time. In 

addition, the last portion of the pressure-temperature curves show that a higher C value 

leads to a lower temperature at 10.5 ms (See text boxes with data at 10.5 ms in Figure 4-

7). Appendix E depicts model predictions for the vapor volume fractions after simulating 

10.5 ms using different values of the mass transfer coefficient (C) at PT1 and PT1A 

locations. Since the mass transfer coefficient may be interpreted as an evaporation rate, a 

higher C value leads to a faster phase transition from liquid to vapor, and as a result, a 

higher vapor volume fraction is obtained adjacent to the open-end after a specific period 

of time. Therefore, the system spends more energy in the phase transition process as more 

vapor is produced, and the temperature decreases more significantly.  

In contrast, the last portion of the pressure-temperature curves in Figure 4-7 show 

that a higher C value leads to a higher pressure at 10.5 ms. Since vapor density tends to be 

lower than liquid density, a larger production of vapor (higher C value) may result in a 
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significant decrease in the density of the two-phase mixture close to the pipeline outlet, 

where the phase transition starts. Therefore, the mass flow rate exiting the system tends to 

be lower. Less amount of fluid discharging translates into less reduction in pressure when 

incorporating a higher C value. 

4.2.3. Average decompression wave speed 

When a pipeline transporting pressurized carbon dioxide ruptures, a decompression 

wave propagates through the fluid in the opposite direction from the exit plane [13]. The 

sudden rupture often results in sonic [57] or supersonic flow at the pipeline opening [65]. 

The velocity of the expansion wave is equal to the local speed of sound of the fluid less 

the local outflow velocity [12, 13, 65]. The decompression of the fluid occurs behind the 

front edge of this wave [13]. 

 To analyze the behavior of the decompression wave speed, it is important to 

understand the factors that have an impact on the speed of sound of the fluid and its 

outflow velocity [65]. However, the decompression wave speed is primarily governed by 

the speed of sound [29]. The previous statement may be related to the larger order of 

magnitude of the speed of sound in comparison to the fluid velocity inside the pipeline, 

for a system transporting liquefied CO2. Although there is a sonic or supersonic flow at 

the outlet, the conditions inside the pipeline correspond to subsonic flow [65]. 

 To study the decompression behavior of a fluid, a shock tube is commonly used. 

This device is described as a straight pipe of constant cross-sectional area, usually closed 

at one end, while the opposite side contains a rupture disc that bursts to represent the open-

end. Fast response pressure transducers are mounted along the shock tube to measure the 
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change in fluid pressure and detect the propagation of the expansion wave [13]. It should 

be noted that shock tube experiments do not provide the local decompression wave speed 

(local speed of sound minus local outflow velocity) [6, 12]. Instead, an average 

decompression wave speed is obtained by collecting the times at which specific pressure 

values are reached at various locations, which usually correspond to the pressure 

transducers’ locations. Then, the slope of the ‘location vs. time’ plot is calculated for each 

isobar. This slope represents the decompression wave speed related to such pressure level 

[6, 15]. To obtain the ‘pressure vs. average decompression wave speed’ plot, the previous 

process is repeated for the complete pressure range. This method can be performed using 

the experimental results or the predictions of the decompression model.  

Figure 4-8 depicts an example of a linear regression to obtain the average 

decompression wave speed at 10 MPa-a, using the model prediction at locations 

corresponding to the four closest pressure transducers to the open-end (PT1, PT1A, PT1B 

and PT2). The average decompression wave speed predicted by the CFD model 

corresponds to 497.29 m/s (slope). The mass transfer coefficient in the previous example 

is C = 8 s-1. 
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Figure 4-8. Example of linear regression to obtain average decompression wave 

speed at specific pressure. 

 

 While calculating the average decompression wave speed predicted by the model, 

it is observed that results depend on the number of pressure transducers’ locations included 

in the linear regressions. Figure 4-9 illustrates the average decompression wave speed 

calculated using 3, 4 and 5 pressure transducers’ locations closest to the open-end. In 

addition, the average decompression wave speed reported by Botros et al. (2015) [15] for 

the shock tube test 32A is used to validate the model results.  
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Figure 4-9. Average decompression wave speed prediction with different number of 

pressure transducers, C = 8 s-1. 

 

Figure 4-9 shows that as the number of pressure transducers increases, which 

means that the linear regressions included more locations farther from the pipeline outlet, 

the initial average decompression wave speed decreases, while the pressure corresponding 

to the horizontal plateau becomes higher. An explanation for the lower initial 

decompression wave speed may be related to the fact that the expansion wave takes more 

time to arrive at pressure transducers that are farther from the open-end. Therefore, the 

slope of the ‘location vs. time’ plot will be less, and this will translate into a lower 

decompression wave speed when including locations that are more distant from the 

pipeline exit.  
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Furthermore, literature suggests that the results of the average decompression 

wave speed depend on the locations used to calculate the slopes of the isobars. Botros et 

al. (2004) [65] observed that when using pressure transducers closer to the open-end, the 

calculated decompression wave speed tends to be higher than that calculated using 

transducers farther from the outlet. The previous behavior may be due to frictional effects 

while the expansion wave travels in the opposite direction from the exit plane.  

 In addition, the reason for the higher pressure plateau with the increment on the 

number of pressure transducers may be related to the ‘rising plateau’ phenomenon 

reported by Cosham et al. (2012) [13]. As the distance from the outlet increases, the 

pressure where the plateau starts to appear tends to be higher in the pressure-time curves 

(See Figure 4-1). This occurs due to less deviation with respect to the equilibrium 

saturation conditions, at locations further away from the pipeline outlet. Hence, when 

calculating the decompression wave speed, the ‘average plateau’ in Figure 4-9 tends to be 

higher when incorporating farther pressure transducers’ locations. 

 The pressure plateau of the decompression wave speed curve is a major feature in 

fracture propagation control of pipelines transporting fluids that undergo a two-phase 

decompression [79]. To accurately predict the toughness adequate to arrest a propagating 

fracture, the determination of the pressure plateau is crucial [6]. In the case of Figure 4-9, 

the best prediction of the plateau corresponds to the curve using the four closest pressure 

transducers to the outlet. Therefore, this work calculates the average decompression wave 

speed using the locations corresponding to PT1, PT1A, PT1B and PT2. 
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Figure 4-10 illustrates the comparison between the experimental average 

decompression wave speed and the predicted curves using different values for the mass 

transfer coefficient C. The shape of both types of curves (predicted and experimental) 

corresponds to an initial fast pressure drop followed by a stable period where the pressure 

plateau appears. Although the shapes of the profiles are similar, the CFD model 

underpredicts the initial decompression wave speed in comparison to the experimental 

results. Independent of the C value, the model using the Peng-Robinson EoS predicts an 

initial average decompression wave speed of 565 m/s. In contrast, the initial expansion 

wave speed related to the shock tube test is 585 m/s.  

 

Figure 4-10. Comparison of predicted and experimental average decompression 

wave speed. 
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In addition, the model significantly underpredicts the decompression wave speed 

in the region corresponding to the fast pressure drop. From 11 MPa-a to 4 MPa-a, the 

decompression wave speed calculated with the CFD results is on average 13% lower than 

the experimental data. Besides, this region shows that for a specific value of 

decompression wave speed, the predicted pressure is higher than the experimental 

pressure, indicating that a slower depressurization is simulated with the CFD model. As a 

result, there is a delay between calculated and measured pressure-time traces, as reported 

in Figure 4-5. Since the decompression wave speed is primarily governed by the speed of 

sound of the fluid [29], the Peng-Robinson EoS may be underpredicting the sound speed 

of the liquid, which is the only phase during the initial stage of the expansion. The 

underprediction of the liquid speed of sound with the Peng-Robinson EoS is discussed in 

Section 3.4.2.1. 

In Figure 4-10, it is worth noting that different values of C generate the same model 

prediction for the decompression wave speed in the region corresponding to the fast 

pressure drop (11 MPa-a to 4 MPa-a). Since phase transition has not started in this section 

of the curves (pressure above the saturation conditions), different values of the interphase 

mass transfer coefficient representing the evaporation rate do not affect the model 

prediction. 

Similar to the plateau in the pressure-time curves, the plateau in Figure 4-10 

represents the phase transition. A lower C leads to a plateau at lower pressure as the system 

deviates more from the equilibrium saturation conditions. The previous statement is 

justified based on the pressure-temperature curves for different C values, which were 
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previously discussed. The best agreement between the model and the experimental plateau 

in Figure 4-10 is obtained when C = 8 s-1. Despite the difference between predicted and 

measured decompression wave speed in the fast pressure drop region while using the 

Peng-Robinson EoS, the model is capable of accurately predicting the pressure plateau 

due to the incorporation of non-equilibrium phase transition.  

 The importance of studying the decompression wave speed is related to a safety 

concern called running ductile fracture. When an initial fracture occurs, the high pressure 

in the pipeline may lead to its fast growth along the fracture line. Therefore, fracture 

propagation control focuses on designing a pipeline that avoids this growth [29]. To 

determine the toughness that would arrest a propagating fracture, the prediction of the 

decompression behavior of the fluid is needed [13].  

Literature suggests that the Battelle Two-Curve Model (BTCM) is generally used 

to estimate the appropriate pipeline toughness to arrest a running ductile fracture. The 

previous method compares the decompression wave speed with the fracture propagation 

speed for different toughness values. These curves are contrasted in a ‘pressure vs. speed’ 

plot. The toughness associated with the fracture speed tangent to the decompression wave 

speed represents the minimum toughness needed for fracture arrest [6]. 

4.2.4. Local decompression wave speed 

Although shock tube experiments provide an average decompression wave speed 

using a specific number of pressure transducers’ locations, the CFD model can predict the 

local decompression wave speed at any location along the pipeline. This local expansion 
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wave speed is defined as the local speed of sound of the fluid minus the local outflow 

velocity [6, 12, 16]:  

 𝑊𝑙𝑜𝑐𝑎𝑙 = 𝑐 − 𝑢 (4-1) 

Because the local and average decompression wave speeds are calculated using 

different methods, their comparison should be carefully conducted.  

Figure 4-11 illustrates the model prediction for the local decompression wave 

speed and the speed of sound of the fluid at 0.2 m from the pipeline outlet (PT2 location). 

In addition, this plot shows the average decompression wave speed reported by Botros et 

al. (2015) [15] for the shock tube test 32A. It is observed that the local decompression 

wave speed at PT2 and the average expansion wave speed calculated with the 

experimental results have the same shape, which corresponds to an initial fast pressure 

drop followed by a stable period where a pressure plateau appears. However, since the 

behavior of the local decompression wave speed varies with position (specifically the 

pressure plateau region of the curve), a point-by-point comparison with the average 

decompression speed is not suitable.  
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Figure 4-11. Comparison between decompression wave speed and speed of sound. 

 

When the local decompression wave speed at PT2 is contrasted with the speed of 

sound of the fluid at the same location, it is observed that initially (time zero), both of 

them are equal. The reason for this behavior is the zero outflow velocity before the rupture. 

Furthermore, Figure 4-11 depicts that the cause of the pressure plateau in the 

decompression wave speed curve is related to the discontinuity of the speed of sound 

occurring with the phase transition. A sharp drop in the speed of sound happens when the 

liquid crosses the phase boundary. In general, the local decompression wave speed and 

the speed of sound at the same location show a very similar behavior along the expansion 

process. 

Figure 4-12 shows the pressure vs. velocity curve at PT2 location. As the 

expansion progresses, the pressure decreases drastically while the velocity magnitude 
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increases. A pressure plateau associated with the phase transition is also depicted in this 

figure. Compared to the order of magnitude of the speed of sound in Figure 4-11, the 

outflow velocity at PT2 location is significantly lower. This fact emphasizes that the 

decompression wave speed is predominantly governed by the speed of sound of the fluid. 

 

Figure 4-12. Pressure vs. velocity at PT2 location. 

 

Although the average and local decompression wave speeds should not be 

compared point-by-point, the general trend of the curves can be analyzed in Figure 4-11. 

A significant difference between the local decompression wave speed at PT2 and the 

experimental average speed is observed in the region corresponding to the fast pressure 

drop, from 11 MPa-a to 4 MPa-a. Since the decompression wave speed is mainly driven 

by the speed of sound of the fluid, this noticeable discrepancy is related to the 

underprediction of the speed of sound of the liquid phase when implementing the Peng-
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Robinson EoS. It should be noted that in the region of rapid pressure drop, liquid CO2 is 

the only phase since saturation conditions have not been reached.  

The underprediction of the liquid and metastable liquid speed of sound by the 

Peng-Robinson EoS leads to lower values of decompression wave speed, and therefore a 

delay in the wave front arrival at the pressure transducers’ locations is expected. Farther 

from the exit plane, a stronger delay occurs. As a result, discrepancies between predicted 

and measured pressure-time traces in the region of fast pressure drop (Figure 4-1 to Figure 

4-4) are caused by a delay in the arrival of the decompression wave, which is a 

consequence of the predictive limitations when incorporating the Peng-Robinson EoS in 

the CFD model. 

4.3. Conclusions 

In this work, the effect of the mass transfer coefficient (C) on the CFD 

decompression model was studied. Some of the most important findings are as follows: 

• The mass transfer coefficient proves to have a predominant impact on the pressure 

plateau representing the phase transition. A smaller value of C translates into a 

more pronounced deviation with respect to the saturation conditions, and thus a 

plateau at lower pressure is expected. 

• The prediction of the CFD decompression model overlaps the saturation line when 

C is as high as 1000 s-1. However, a mass transfer coefficient C = 8 s-1 generates a 

model prediction that agrees better with the experiment. Therefore, incorporating 

the non-equilibrium assumption while modeling a rapid carbon dioxide 

decompression is deemed to be important. 
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• The mass transfer coefficient does not seem to have a significant effect on the 

arrival of the decompression wave front at different pressure transducers’ 

locations. Since C may represent the evaporation rate, its value would not have an 

effect before the phase transition starts, which is related to the fast pressure drop 

region of the curves (P-time, P-T, P-decompression wave speed) before reaching 

the saturation conditions. 

 

In addition to the effect of the mass transfer coefficient on the model predictions, 

Section 4 shows that the CFD model implementing the Peng-Robinson EoS (for the liquid 

phase properties) significantly underpredicts the decompression wave speed, which leads 

to a delay in the arrival time of the expansion wave front at the pressure transducers’ 

locations. This may be related to the underprediction of the liquid-phase speed of sound 

by the Peng-Robinson EoS. Therefore, it is important to incorporate a more accurate 

approach to calculate thermodynamic properties of the liquid, which is the primary phase 

in early stages of the depressurization. 
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5. CFD DECOMPRESSION MODEL IMPLEMENTING CORRELATIONS 

BASED ON SPAN-WAGNER EOS 

 

5.1. Thermodynamic approach 

In this section, the results corresponding to the CFD model that implements a set 

of thermodynamic and transport properties through independent UDFs for the vapor 

phase, and a UDRGM that includes correlations based on the Span-Wagner EoS for the 

liquid are discussed. 

5.2. Model results 

5.2.1. Model validation: pressure-time traces 

The validation of the CFD model is conducted using test 32A from Botros et al. 

(2015) [15]. The initial conditions in the shock tube test correspond to pressurized 

liquefied CO2 at 11.27 MPa-a and 281.89 K. This pure CO2 test is also used in the 

validation of the CFD model incorporating the Peng-Robinson EoS to predict liquid 

properties.  

Figure 5-1 to Figure 5-4 show the comparison between model predictions (solid 

lines) and experimental results (dotted lines) for the pressure-time profiles out to 5 ms. 

The multiphase CFD model included four different values for the mass transfer 

coefficient, C = 7 s-1, 25 s-1, 100 s-1 and 1000 s-1. This comparison incorporates the 

experimental measurements at five pressure transducers near the exit plane (PT1: 0.0295 

m, PT1A: 0.0924 m, PT1B: 0.1028 m, PT2: 0.2 m and PT3: 0.35 m from the open-end). 

The complete list of pressure transducers’ locations is reported in Table 4-1. 
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Figure 5-1. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 7 s-1. 

 

Figure 5-2. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 25 s-1. 
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Figure 5-3. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 100 s-1. 

 

Figure 5-4. Comparison of predicted and experimental pressure-time curves at 

different positions, C = 1000 s-1. 
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In terms of Figure 5-1 to Figure 5-4, each pressure-time curve is composed of three 

regions. Firstly, the region before the wave front arrival, where the initial pressure has not 

started to decrease, leading to a flat behavior. Secondly, the rapid pressure drop caused by 

the arrival of the decompression wave at the pressure transducer’s location. And lastly, 

the formation of the pressure plateau, which indicates the beginning of the phase transition 

at that specific location.  

Comparing the pressure-time traces predicted by the CFD model using correlations 

based on Span-Wagner EoS (Figure 5-1 to Figure 5-4) with the results implementing the 

Peng-Robinson EoS (Figure 4-1 to Figure 4-4), the main difference is on the region where 

the rapid pressure drop occurs, after the arrival of the decompression wave front. The 

model using PR EoS shows a significant delay with respect to the experimental results. 

When implementing the latter thermodynamic approach, the time taken by the wave front 

to arrive at each pressure transducer location is greater than the test results. This 

discrepancy increases for locations farther from the open-end. In contrast, the CFD model 

using SW correlations successfully predicts the region of fast pressure drop, and hence it 

does not show a delay in the wave front arrival. 

 Similar to the pressure-time traces obtained with PR, the predictions using 

correlations based on SW show that the time taken by the wave front to arrive at each 

pressure transducer location does not vary significantly for different values of the mass 

transfer coefficient (C). Since ‘C’ represents the nucleation rate in the mass and energy 

source terms for the vaporization process, its value should not have a significant impact 

before the phase transition starts. Therefore, ‘C’ may not have an important effect on the 
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arrival time of the decompression wave at the pressure transducers’ locations. On the 

contrary, since the decompression wave speed is mainly driven by the speed of sound of 

the fluid, the accuracy of the prediction of this thermodynamic property has a direct effect 

on the wave front arrival. The improvement in the prediction of the liquid speed of sound 

when implementing SW correlations enhances the prediction of the arrival time of the 

decompression wave, and thus the rapid expansion region in the pressure-time curves 

matches the experimental results. In comparison to PR EoS, the speed of sound correlation 

based on SW EoS predicts higher values for the speed of sound of the liquid, improving 

the prediction of the CFD model. 

 The third region of the pressure-time traces in Figure 5-1 to Figure 5-4 is the 

pressure plateau region. It is observed that for the same value of mass transfer coefficient 

‘C’, there are no significant differences between the prediction of the pressure plateau 

using SW correlations or PR EoS, when comparing the results at a specific pressure 

transducer location. Furthermore, the significant effect of the mass transfer coefficient on 

the pressure plateaus obtained with the PR EoS is also observed when implementing SW 

correlations. A higher C generates a pressure plateau at higher pressure, corresponding to 

a faster phase transition from liquid to vapor. 

 During the first 5 ms, the pressure-time traces predicted with the CFD model 

incorporating SW correlations show that the mass transfer coefficient that better predicts 

the pressure plateau at locations PT1A, PT1B, PT2 and PT3 corresponds to C = 7 s-1. In 

addition, the best C value that matches PT1 profile during this time interval is C = 25 s-1.  
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Figure 5-5 illustrates the pressure-time traces during 15 ms while implementing a 

mass transfer coefficient C = 7 s-1 in the CFD model that incorporates SW correlations. 

After 15 ms, the wave front has passed beyond PT9 location (5.1 m from open-end). In 

general, the model successfully predicts the region of rapid pressure drop in the curves. 

However, a slight difference between the model prediction and the experimental results is 

observed at PT8 and PT9 locations. The predicted wave front takes slightly less time to 

arrive at those two positions. In addition, this difference seems to increases as the pressure 

transducer is located farther from the outlet (larger difference at PT9 than PT8). This may 

indicate that the prediction of the decompression wave speed at locations farther from the 

exit plane is slightly higher than the experimental values. A possible reason for this 

behavior may be related to less frictional losses predicted by the CFD model. 

Additionally, when analyzing the pressure plateaus in Figure 5-5, the model results 

suggest that the same ‘C’ value may not be adequate to predict the plateau at different 

locations. Besides, this coefficient may be time-varying, especially at locations closer to 

the outlet, as the system tends to return to the equilibrium saturation conditions that were 

exceeded due to non-equilibrium phase transition. Therefore, the mass transfer coefficient 

may be location-varying and time-varying when modeling the expansion process. 

Lastly, it is worth noting that Figure 5-5 did not include the experimental results 

at PT4 location since these were not reported by Botros et al. (2015) [15]. Moreover, the 

uncertainty of each pressure transducer used in the shock tube experiment is ± 0.04 MPa.  



 

118 

 

 

Figure 5-5. Comparison of predicted and experimental pressure-time curves, 15 ms, 

C = 7 s-1. 

 

5.2.2. Pressure-temperature trajectories 

Figure 5-6 depicts the pressure-temperature trajectories predicted at PT1, PT1A, 

PT1B, PT2 and PT3 during the first 15 ms of the decompression, using C = 7 s-1 in the 

CFD model incorporating SW correlations. A comparison with P-T measured data is not 

performed since no experimental results for the temperature were reported by Botros et 

al. (2015) [15]. Since the model accuracy improved after including SW correlations (See 

Figure 5-1), the CFD simulations were conducted for a larger period of time in comparison 

to the PR model. This is the reason for the difference in time spans between Figure 5-6 

(15 ms) and Figure 4-6 (10.5 ms). 
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Figure 5-6. Pressure-temperature curves at various locations, 15 ms, C = 7 s-1. 

 

Similar to the pressure-temperature results obtained with PR, the predictions using 

correlations based on SW show identical thermodynamic trajectories from the initial 

conditions (11.27 MPa-a, 281.89 K) to the saturation line for different locations of 

pressure transducers. In addition, the model prediction shows discrepancies between the 

various locations after crossing the saturation line, obtaining a more pronounced deviation 

from equilibrium at locations closer to the pipeline outlet. This deviation is related to non-

equilibrium phase transition. Therefore, there is a more prominent delayed nucleation with 

respect to the equilibrium saturation conditions at locations closer to the open-end, where 

a more abrupt expansion process occurs due to the proximity to the surroundings. This 

phenomenon is discussed in Section 4.2.2.  
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Figure 5-6 also shows a trend towards the recovery of equilibrium over time, as 

trajectories approach the saturation line in the last portion of the curves. During the first 

15 ms of the expansion, this trend is more evident when analyzing the results at PT1 

location.  

In general, the pressure-temperature curves obtained with both thermodynamic 

approaches, PR EoS and SW correlations, show a similar trend before and after crossing 

the saturation line, using a constant mass transfer coefficient and varying the locations 

along the pipeline. However, it should be noted that a slightly different ‘C’ value is used 

in Figure 5-6 (C = 7 s-1) and Figure 4-6 (C = 8 s-1), as these numbers provided the best 

agreement during the model validation stage for each thermodynamic approach. 

Appendices F and G show the pressure-time curves using the PR EoS and SW correlations 

for different ‘C’ values (C = 7 s-1 and C = 8 s-1); these appendices provide insight into the 

selection of the most appropriate ‘C’ value for each CFD model. 

Since the results implementing the PR EoS showed that the mass transfer 

coefficient has a significant effect on the pressure-temperature curves, Figure 5-7 

illustrates the thermodynamic trajectories predicted at PT1 location during the first 15 ms 

of the decompression, using C = 7 s-1, C = 25 s-1, C = 100 s-1 and C = 1000 s-1 in the CFD 

model incorporating correlations based on SW EoS. 
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Figure 5-7. Pressure-temperature curves at PT1, 15 ms, C = 7, 25, 100 and 1000 s-1. 

 

As observed with the PR approach, the CFD model incorporating SW correlations 

shows identical trajectories from the initial conditions to the saturation line, for different 

values of the mass transfer coefficient. This is related to the fact that ‘C’ is the nucleation 

rate in the source terms representing the vaporization process. Therefore, this coefficient 

should not have an important effect on the P-T curves prior to the start of the phase 

transition. In contrast, the ‘C’ value has a significant impact on the trajectories after 

crossing the equilibrium saturation conditions. A smaller mass transfer coefficient predicts 

a larger deviation from the saturation line, this deviation represents the non-equilibrium 

evaporation process. In contrast, equilibrium vapor generation is predicted when C = 1000 

s-1. Lastly, a trend towards the recovery of equilibrium is observed as curves representing 
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mass transfer coefficients different than C = 1000 s-1 approach the saturation line over 

time.  

Figure 5-8 illustrates a detailed comparison between the pressure-temperature 

curves obtained with PR and SW approaches at PT1 location. Since C = 25 s-1 predicts the 

best agreement with the experimental pressure-time profile at PT1 (Figure 5-2), the latter 

mass transfer coefficient is used in the comparison. When contrasting the P-T curves, it is 

observed that for the region corresponding to the pressure drop from the initial conditions 

to the saturation line, the slope of the SW prediction is steeper in comparison to the PR 

model. Consequently, a quicker expansion is obtained when implementing SW 

correlations. Evidence of this is provided by the comparison of the number of time steps 

to reach certain pressure in each approach. For example, when C = 25 s-1, the CFD model 

incorporating SW takes 54 time steps to reach 8.5 MPa-a; on the other hand, when using 

PR, the CFD model spends 64 time steps to reach the same pressure at PT1 location. The 

previous comparison refers to the green boxes in Figure 5-8. Another example is 

highlighted in the purple boxes, the CFD model using SW crosses the saturation line at 

higher pressure and temperature than the model including PR EoS. The former spends 71 

time steps to reach the equilibrium saturation conditions, while the latter takes 83 time 

steps to reach this state. It is worth noting that the number of time steps is obtained from 

the text files corresponding to the pressure monitor point at PT1 location, which represent 

some of the outputs of the CFD models in ANSYS Fluent. 

 



 

123 

 

 

Figure 5-8. SW vs. PR: Pressure-temperature curves at PT1, 10.5 ms, C = 25 s-1. 

 

Although the pressure-temperature curves for both approaches show some 

differences in the initial phase of the expansion, the two CFD models lead to the same 

pressure plateau at PT1 location when using C = 25 s-1. Therefore, similar to the pressure-

time traces, the P-T trajectories emphasize that the pressure plateau is mainly driven by 

the value of the mass transfer coefficient in the vaporization source terms.  

5.2.3. Average decompression wave speed 

As discussed in Section 4.2.3, a shock tube test provides the average 

decompression wave speed through the calculation of the slopes for the ‘location vs. time’ 

plots at multiple isobars. The same method can be implemented using the predictions of 

the CFD model.  
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As an example of how to calculate the average decompression wave speed, Figure 

5-9 illustrates the linear regression corresponding to 10 MPa-a, using the model 

predictions at the four closest pressure transducers to the outlet (PT1, PT1A, PT1B and 

PT2). The average decompression wave speed for this isobar corresponds to 592.84 m/s 

(slope), using the mass transfer coefficient C = 7 s-1 while implementing the CFD model 

with the SW thermodynamic approach. 

 

Figure 5-9. Example of linear regression to obtain average decompression wave 

speed at specific pressure. 

 

 Literature suggests that the results of the average decompression wave speed 

calculated with the slopes method depend on the number of pressure transducers’ locations 

included in the linear regressions [65]. Figure 5-10 shows the pressure vs. average 

decompression wave speed curves calculated using 3, 4 and 5 pressure transducers’ 
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locations closest to the open-end. For validation purposes, the average decompression 

wave speed reported by Botros et al. (2015) [15] for the shock tube test 32A is included 

in the comparison.  

 

Figure 5-10. Average decompression wave speed prediction with different number 

of pressure transducers, C = 7 s-1. 

 

As the number of pressure transducers increases, more locations farther from the 

pipeline exit are included in the linear regressions, resulting in two different effects on the 

prediction of the average decompression wave speed in Figure 5-10. Firstly, a lower initial 

decompression wave speed is obtained since the expansion wave takes more time to arrive 

at pressure transducers farther from the open-end. Therefore, the slope of the ‘location vs. 

time’ plot will be less steep, predicting a lower value for the average speed of the 

expansion wave. Secondly, the pressure corresponding to the horizontal plateau becomes 
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higher. This is related to the ‘rising plateau’ phenomenon as less delayed nucleation with 

respect to the equilibrium saturation conditions occurs at locations further from the 

pipeline outlet. This translates into a higher plateau in the pressure-time profile at those 

locations (See Figure 5-1). Consequently, when increasing the number of pressure 

transducers incorporating locations that are more distant from the open-end, the ‘average 

plateau’ in the decompression wave speed curve tends to be higher. 

Figure 5-10 depicts an underprediction of the plateau and a significant 

overprediction of the initial pressure drop region when including three pressure 

transducers’ locations in the calculation of the average decompression wave speed. In 

contrast, an overprediction of the plateau is obtained when implementing the slope method 

with five locations. Lastly, the CFD model incorporating SW successfully predicts the 

plateau when implementing four locations. Since the prediction of the pressure plateau is 

crucial for decompression modeling, this work includes four pressure transducers’ 

locations (PT1, PT1A, PT1B and PT2) for calculating the average decompression wave 

speed in Figure 5-11.  It should be noted that the same number of pressure transducers is 

used in the average decompression wave speed study for the PR approach. 

Figure 5-11 shows the comparison between the experimental average 

decompression wave speed and the predicted curves using different values for the mass 

transfer coefficient in the CFD model incorporating the SW approach. Similar to the 

pressure-time traces, the predicted and experimental curves in Figure 5-11 show an initial 

fast pressure drop followed by a pressure plateau. In comparison to the experimental 

results, the CFD model overpredicts the initial decompression wave speed. Independent 
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of the C value, an initial speed of 678 m/s is predicted by the model at 11.26 MPa-a. In 

contrast, the shock tube experiment reported an initial expansion wave speed of 585 m/s 

for this pressure. Despite the significant overprediction of one data point, there is a 

successful performance of the model when predicting the average decompression wave 

speed using C = 7 s-1, especially for the period where the speed is lower than 540 m/s. In 

the region where the speed is higher than the latter value, the experimental pressure is 

higher than the predicted pressure, indicating that a faster depressurization is simulated by 

the CFD model.  

 

Figure 5-11. Comparison of predicted and experimental average decompression 

wave speed. 

 

The effect of the mass transfer coefficient (C) on the prediction of the 

decompression wave speed curve is predominant in the pressure plateau region. Since 
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phase transition does not occur when the pressure is higher than the plateau, the mass 

transfer coefficient representing the evaporation rate does not have a relevant effect on the 

region corresponding to the initial fast pressure drop. Nevertheless, similar to the effect of 

C on the pressure-time traces, this coefficient significantly affects the prediction of the 

plateau in the decompression wave speed curve. A higher mass transfer coefficient leads 

to a plateau at higher pressure due to less deviation from equilibrium saturation conditions.  

To better understand how the thermodynamic approach in the CFD model affects 

the prediction of the decompression wave speed, Figure 5-12 combines the results for the 

C value that generates the most accurate prediction in Figure 4-10 (PR, C = 8 s-1) and the 

curve corresponding to the best model performance in Figure 5-11 (SW, C = 7 s-1). Both 

decompression wave speed predictions were calculated using the slopes for different 

isobars, implementing four pressure transducers’ locations. Since the value of the mass 

transfer coefficient (C) is proven to have an impact only on the plateau of the 

decompression wave speed curve, the model predictions for PR using C = 8 s-1 can be 

compared with the results for SW with C = 7 s-1, being certain that a minor difference in 

the mass transfer coefficient only translates into a slight discrepancy in the pressure 

plateau, while it does not have an effect on the region corresponding to the initial fast 

pressure drop.  

In general, based on the comparison shown in Figure 5-12, the SW approach 

predicts the fast pressure drop region more accurately than the CFD model using PR. The 

more accurate prediction of the liquid speed of sound when using SW may be the reason 

for the improvement in the prediction of this region. To illustrate the enhancement of the 
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model when incorporating the SW approach, it is worth to compare the pressure associated 

to some decompression wave speed values. For instance, an average decompression wave 

speed of 500 m/s is related to 4.3 MPa-a for both experimental and SW prediction; 

however, the pressure predicted by the PR model corresponds to 10 MPa-a. An additional 

example is the pressure associated to 540 m/s, which is 7 MPa-a in the case of the shock 

tube test and SW correlations, whereas the PR approach predicts 11 MPa-a. These results 

suggest that a significantly slower depressurization is simulated by the CFD model when 

incorporating the PR EoS. Although the general trend of the decompression wave speed 

improves when implementing SW, for a pressure higher than 7 MPa-a, the experimental 

pressure is higher than the predicted pressure, indicating that the simulated average 

decompression wave speed is larger than the experimental value. 

 

Figure 5-12. SW vs. PR: average decompression wave speed. 
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Despite the fact that the model prediction differs in the region of fast pressure drop 

depending on the thermodynamic approach, the pressure plateau for SW and PR match 

the experimental results very accurately. 

5.2.4. Local decompression wave speed 

Different from the average decompression wave speed which calculation involves 

the time and pressure readings of several pressure transducers’ locations simultaneously, 

the CFD model can determine the local decompression wave speed at any specific location 

along the pipeline, subtracting the local outflow velocity from the local speed of sound of 

the fluid. Since the local and average decompression wave speeds are calculated using 

different methods, their comparison should be carefully conducted. In addition, it should 

be noted that the shock tube test does not provide local decompression wave speeds.  

Figure 5-13 illustrates the model prediction for the local decompression wave 

speed and the speed of sound of the fluid at 0.2 m from the open-end (PT2 location). 

Besides, this plot includes the average decompression wave speed reported by Botros et 

al. (2015) [15] for the shock tube test 32A. A point-by-point comparison between the 

model prediction for the local decompression wave speed and the average decompression 

wave speed obtained from the experiment is not suitable since the behavior of the former 

varies with position (specifically the pressure plateau region of the curve). Nevertheless, 

the trend of both curves is very similar and the predicted local speed overlaps some 

portions of the average speed curve obtained from the experiment. 
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Figure 5-13. Comparison between decompression wave speed and speed of sound. 

 

Contrasting the model prediction for the local decompression wave speed with the 

local speed of sound of the fluid, both show a very similar behavior along the expansion 

process. The initial value of these two variables is identical (around 600 m/s) since the 

initial conditions of the model dictate zero fluid velocity before the pipeline ruptures. In 

addition, for the region of rapid pressure drop from the initial conditions up to the 

formation of the plateau, the speed of sound of the system corresponds to the speed of 

sound of the liquid, since no phase transition occurs before reaching the plateau. Besides, 

this region shows that for a specific pressure, the local decompression wave speed is lower 

than the speed of sound, this occurs due to the subtraction of the fluid velocity from the 

latter to obtain the former. Lastly, the plateau of the local expansion wave speed in Figure 

5-13 results from the discontinuity of the speed of sound due to the phase transition, since 
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the speed of sound of the two-phase mixture is commonly lower than the liquid sound 

speed. 

In general, the decompression wave speed is predominantly governed by the speed 

of sound of the fluid. Therefore, when incorporating the SW approach into the multiphase 

CFD model, the more accurate calculation of the liquid speed of sound improves the 

prediction of the decompression wave speed, enhancing the modeling of the expansion 

process in contrast with the PR EoS. A better prediction of the decompression wave speed 

avoids the delay in the wave front arrival at different pressure transducers’ locations, 

which is reported in the pressure-time traces when using PR. The significant improvement 

in the model predictions using SW is demonstrated when comparing Figure 4-1 with 

Figure 5-1.  

5.2.5. Distribution of variables along the pipeline 

Figure 5-14 depicts the distribution of pressure, temperature and liquid volume 

fraction for the SW and PR approaches after 10 ms along 8 m from the open-end, which 

corresponds to 34 m to 42 m location with respect to the closed-end of the pipeline. Both 

thermodynamic approaches incorporate a mass transfer coefficient C = 7 s-1. 

The pressure distribution along the pipeline consists of four different regions. 

Firstly, the region where the decompression wave has not arrived and the pressure has not 

decreased from its initial value (11.27 MPa-a). Secondly, the region of fast pressure drop 

from the location of the decompression wave front (36 m for SW, 37 m for PR) up to the 

saturation pressure around 4 MPa-a. The third region comprises the plateau at saturation 
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conditions. Lastly, the fourth section extends from the location of the evaporation front to 

the pipeline outlet. A more robust analysis of the four regions is conducted later.  

One of the most important observations when contrasting the pressure distribution 

predicted with the SW and the PR approaches is about the gap between the decompression 

(or expansion) wave front. After the pipeline ruptures, a decompression wave travels from 

the open-end (42 m location) to the closed-end (zero coordinate). The location of the 

expansion wave front for a specific time corresponds to the beginning of the pressure 

decrease, which is located at 36 m from the closed-end for the SW approach and 37 m 

when using the PR EoS. Therefore, the decompression wave has traveled 6 m after 

simulating 10 ms with the SW approach, and 5 m for the PR case. This gap between both 

predictions is related to the lower decompression wave speed calculated when 

incorporating PR into the CFD model, which is discussed in Section 5.2.3. and Section 

5.2.4. After 10 ms, the difference between the location of the expansion wave front 

predicted by each approach is 1 m, however, this gap is expected to increase as time passes.  

The arrival of the decompression front generates an immediate decrease in both 

pressure and temperature. Therefore, the four regions identified in the pressure distribution 

are also applicable when describing the temperature distribution along the pipeline. In 

addition, the specific locations limiting each of those sections match the temperature and 

pressure profiles.  
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Figure 5-14. Distribution of pressure, temperature and liquid volume fraction along 

the pipeline at 10 ms. 

 

The distribution of liquid volume fraction along the pipeline shows that the liquid 

phase predominates in the major part of the 8 m section illustrated in Figure 5-14. After 

10 ms, the phase transition has started adjacent to the outlet, where the CFD model reports 

liquid volume fractions lower than one. Closer to the open-end, more vaporization occurs 

and lower liquid volume fractions are obtained. The SW approach reports a liquid fraction 

of 0.21 at the outlet, which corresponds to a vapor fraction of 0.79.  
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When contrasting the pressure and liquid volume fraction distributions, two 

different fronts are generated, the decompression wave front and the evaporation front. 

The latter corresponds to the location where the liquid volume fraction starts to show 

values lower than one [80]. Therefore, an evaporation front is usually treated as a 

discontinuity between liquid and a liquid-vapor mixture [81]. To clarify the exact location 

of the evaporation front, Figure 5-15 depicts the distribution of the source term 

representing the mass transferred from the liquid to the vapor during the evaporation 

process, when incorporating the SW correlations into the CFD model. This mass source 

term is defined as follows: 

 𝑆𝑒 = 𝐶𝛼𝑙𝜌𝑙

𝑃𝑠𝑎𝑡 − 𝑃

𝑃𝑠𝑎𝑡 
    𝑤ℎ𝑒𝑛 𝑃 ≤ 𝑃𝑠𝑎𝑡 (5-1) 

Where 𝑆𝑒 is the evaporation mass source term, 𝐶 is the mass transfer coefficient 

representing the vaporization rate, 𝛼𝑙 is the liquid volume fraction, 𝜌𝑙 is the liquid density, 

𝑃𝑠𝑎𝑡 is the saturation pressure and 𝑃 is the system’s pressure. As shown in the previous 

formula, when reaching the saturation conditions the evaporation mass source term 

becomes zero. Therefore, the mass and energy transfer involved in the evaporation starts 

when 𝑃 < 𝑃𝑠𝑎𝑡, which corresponds to superheated liquid. This evaporation criterion 

related to metastable conditions is applied by some authors [82, 83]. For a specific time, 

the distribution of the mass source term along the pipeline allows identifying the location 

of the evaporation front, since the start of the phase transition corresponds to the boundary 

between 𝑆𝑒 = 0 (saturation conditions) and 𝑆𝑒 > 0 (metastable conditions).  
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Figure 5-15. Distribution of evaporation mass source term along the pipeline, and 

location of expansion and evaporation front at 10 ms. 

 

In terms of Figure 5-15, the mass source term representing the evaporation has an 

order of magnitude of 10-22 at x = 39.317 m. In contrast, the source term at x = 39.327 m 

is 0.23 kg/m3-s. Hence, after 10 ms, the CFD model with SW predicts that the evaporation 

front is located near 39.327 m from the closed-end. It should be noted that in Figure 5-15, 

the horizontal axis for the mass source term distribution only presents data from 39 m to 

41 m. Furthermore, the evaporation front is depicted in the plots corresponding to the 
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liquid volume fraction and the pressure distribution. A detailed description of different 

sections along the pipeline is shown in the latter. From left to right, the first region 

corresponds to the undisturbed liquid (34 m to 36 m); since the decompression wave has 

not arrived at this section of the pipeline after 10 ms, the pressure is equal to its initial 

value. The subsequent arrival of the decompression wave generates a rapid decrease in 

pressure from 36 m to 37 m. Then, saturation conditions are achieved, however, no phase 

transition has started in the present model due to the assumption of non-equilibrium 

evaporation, leading to a saturated liquid state until ~39.3 m. As the pressure decreases 

slightly below the saturation pressure, the phase transition starts. The beginning of non-

equilibrium vapor generation matches the evaporation front. On the right side of this phase 

transition front up to the outlet, a region of liquid-vapor mixture is shown. Since 𝑃 < 𝑃𝑠𝑎𝑡, 

an irreversible mass transfer process occurs between metastable liquid and saturated 

vapor, as explained by Downar-Zapolski et al. (1996) [77]. It is worth to highlight that 

vapor volume fractions equal to one are not reached in the time scale simulated, indicating 

that total evaporation has not occurred.  

A faster decompression wave in comparison to the evaporation front has been 

reported by several authors [80, 84-86]. As explained in Section 4.2.4. and Section 5.2.4., 

the decompression wave moves at the local speed of sound relative to the fluid velocity 

[87], resulting in the formula where the local outflow velocity (𝑢) is subtracted from the 

local speed of sound of the mixture (𝑐). Since the location of the decompression wave 

corresponds to the end of the undisturbed liquid region, the speed of this front is governed 

by the liquid sound speed at or close the initial pressure and temperature. Literature 
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suggests that the evaporation front can be treated as a second expansion wave, which speed 

also corresponds to 𝑐 − 𝑢 [82]. Therefore, based on its location, the speed of the 

evaporation front is predominantly driven by the sound speed of saturated liquid. Since 

the speed of sound at saturation conditions is lower than the liquid sound speed at/close 

initial conditions, the evaporation front propagates at a lower speed than the 

decompression wave. To provide insight into the previous statement, Figure 5-16 

illustrates the distribution of the mixture speed of sound along the pipeline. For the SW 

approach, the mixture speed of sound at 36 m corresponds to 598 m/s (equivalent to the 

liquid property since no vapor is present at this location), whereas the sound speed at 39.3 

m (location of the evaporation front) is 509 m/s. In general, the discontinuity in the speed 

of sound results in a faster decompression wave in comparison to the evaporation front.  

When modeling a depressurization case, the prediction of the speed of sound plays 

a prominent role, since it defines the speed of the decompression wave propagating along 

the pipeline. For the region corresponding to the liquid-vapor mixture (e.g., x > 39.3 m 

after modeling 10 ms with the SW approach), the CFD model calculates the mixture speed 

of sound with the following expression [58]:  

 
𝑐 =  

√

1

(𝛼𝑙𝜌𝑙 + 𝛼𝑣𝜌𝑣) (
𝛼𝑙

𝜌𝑙𝑐𝑙
2 +

𝛼𝑣

𝜌𝑣𝑐𝑣
2)

 
(5-2) 

 Where 𝛼𝑙 and 𝛼𝑣 are the liquid and vapor volume fractions, 𝜌𝑙 and 𝜌𝑣 the liquid 

and vapor densities, 𝑐𝑙 and 𝑐𝑣 the liquid and vapor sound speeds, respectively. It should 

be noted that for the region where only the liquid phase exists, the mixture speed of sound 
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is the same as the liquid sound speed. As depicted in Figure 5-16, the prediction of the 

mixture speed of sound for the PR approach shows lower values than the SW formulation, 

especially in the region corresponding to the undisturbed liquid; the CFD model 

incorporating SW predicts a liquid sound speed of 598 m/s, while 495 m/s is obtained with 

the PR approach. In addition, the distribution of the mixture speed of sound illustrates the 

four regions identified in the description of the pressure and temperature distributions for 

both approaches. Since the two CFD models incorporate the same UDFs for modeling the 

gas phase properties, the difference between the sound speed predictions significantly 

reduces as the vapor volume fraction increases, this occurs in the vicinity of the pipeline 

outlet (x = 42 m). 

The distribution of the mixture velocity in Figure 5-16 shows that the arrival of the 

decompression wave initiates the motion of the fluid at 36 m for SW and 37 m for PR. 

Also, both models present a very similar prediction for the mixture velocity at x > 37.5 m; 

this corresponds to an identical prediction of the pressure plateau when employing the 

same mass transfer coefficient (C) in both thermodynamic approaches.  

Although Figure 5-16 shows a significant discrepancy in the prediction of the 

mixture speed of sound, there are no considerable differences between the prediction of 

the mixture density when incorporating SW or PR. It is interesting to note that this 

conclusion may result from the specific range of pressure and temperature handled in the 

simulation. 
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Figure 5-16. Distribution of mixture speed of sound, mixture velocity and mixture 

density along the pipeline at 10 ms. 

 

5.3. Conclusions 

In this work, the effect of the thermodynamic approach on the CFD decompression 

model was studied. Some of the most important findings are as follows: 

• A more accurate CFD model was developed when implementing correlations 

based on data from the Span-Wagner EoS, in comparison to incorporating the 

Peng-Robinson EoS for the properties of the liquid phase. Through the 
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development of thermodynamic correlations, the prediction of the decompression 

wave speed was improved and therefore the progress of the expansion along the 

pipeline.  

• The thermodynamic approach does not seem to have a significant effect on the 

prediction of the pressure plateau representing the phase transition. The pressure 

plateau is manly driven by the mass transfer coefficient (C) in the source terms. 

• Both thermodynamic approaches show a faster decompression wave front in 

comparison to the evaporation front. This may be related to the discontinuity of 

the speed of sound along the computational domain. 

 

In general, the accuracy of the thermodynamic properties of the primary phase 

(liquid) has a significant effect on the prediction of the decompression wave speed, and 

thus on the arrival of the expansion wave front at different locations along the pipeline. 

However, the pressure plateau is primarily governed by the mass transfer coefficient 

representing the evaporation rate (C). 
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6. CONCLUSIONS AND FUTURE WORK 

 

6.1. Conclusions 

A two-dimensional multiphase decompression model for pure carbon dioxide was 

developed using the CFD software ANSYS Fluent. This model incorporates non-

equilibrium phase transition, in addition to a comparison of the performance of two 

thermodynamic approaches to predict the properties of the liquid phase, both including 

the metastable liquid region. The first corresponds to the Peng-Robinson EoS, while the 

second incorporates a series of correlations developed using data from the Span and 

Wagner EoS [37] obtained from NIST REFPROP [56]. For both approaches, the 

properties of the vapor phase are predicted with a virial expansion, together with 

correlations based on data from the Span and Wagner EoS. 

The range of pressure and temperature where the liquid and vapor correlations 

show an accurate prediction of the thermodynamic properties was selected based on the 

results of the shock tube test 32A conducted by Botros et al. (2015) [15]. Therefore, one 

of the most important contributions of this work is that the methodology can be adopted 

to model any full-bore rupture depressurization with pure liquefied CO2, implementing 

the appropriate set of thermodynamic correlations for the range of pressure and 

temperature associated with the experiment.  

The main conclusions of this research are summarized as follows: 

• Effect of thermodynamic approach on the decompression model: when contrasting 

the experimental results [15] with the predictions of the CFD model incorporating 
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the Peng-Robinson EoS (for the liquid phase) and the CFD model based on 

thermodynamic correlations, a more accurate prediction of the pressure-time 

curves along the pipeline and the average decompression wave speed was obtained 

when implementing correlations based on data from the Span and Wagner EoS. A 

more accurate prediction of the speed of sound when incorporating SW 

correlations leads to the improvement in the prediction of the decompression wave 

speed, and therefore the delay of the wave front arrival in the pressure-time curves 

predicted by PR (Figure 4-1) is not observed when implementing SW correlations 

(Figure 5-1). In general, the accuracy of the speed of sound predictions for the 

primary phase (liquid phase at early stages of the expansion) has a significant 

effect on the accuracy of the decompression model. 

• Effect of mass transfer coefficient (C) on the decompression model: for both 

thermodynamic approaches, the coefficient representing the phase transition does 

not seem to have a significant effect on the arrival of the decompression wave front 

at different pressure transducers’ locations; the wave front arrives approximately 

at the same time at a specific location when using different values of the mass 

transfer coefficient in the CFD model (See pressure-time curves for any 

thermodynamic approach).  

Similarly, the C value does not have an important effect on the fast pressure drop 

region of the pressure-temperature and the pressure-average decompression wave 

speed curves, and therefore different coefficients result in the same trajectory from 

the initial conditions to the equilibrium saturation conditions. This behavior may 
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be explained from the definition of this coefficient. Since ‘C’ represents the 

vaporization rate, its value would not have an effect before the phase transition 

starts, which is related to the initial fast pressure drop region of the curves.  

In contrast, the C value proves to have a predominant impact on the pressure 

plateau, which represents the phase transition. A smaller mass transfer coefficient 

translates into a more pronounced delayed nucleation with respect to the 

equilibrium saturation conditions, and thus a plateau at lower pressure is expected. 

In this work, equilibrium vapor generation is obtained when the mass transfer 

coefficient is as high as 1000 s-1.  

When comparing the CFD model predictions with the experimental pressure-time 

traces and average decompression wave speed, the best prediction of the pressure 

plateaus for both PR and SW approaches are obtained using small values of the 

mass transfer coefficient (C = 8 s-1 and C = 7 s-1, respectively), which highlights 

the importance of incorporating the non-equilibrium phase transition assumption 

when modeling a rapid CO2 decompression. Since the experimental data evidenced 

this non-equilibrium vaporization during the first milliseconds of the expansion, a 

mass transfer coefficient significantly smaller than 1000 s-1 generates a model 

prediction that agrees better with the observed delayed nucleation.  

Lastly, a trend towards the recovery of equilibrium is observed as curves 

representing different mass transfer coefficients approach the saturation line over 

time (See pressure-temperature curves for both thermodynamic approaches). 
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• Distribution of variables along the pipeline: The gap between the decompression 

wave front predicted by the CFD model incorporating the PR EoS and the CFD 

formulation implementing correlations based on the SW EoS is evidenced in the 

diagram ‘pressure vs. pipeline length’ reported in Section 5.2.5. This gap is related 

to the lower decompression wave speed calculated when incorporating the PR EoS. 

In addition to the decompression wave front, both thermodynamic approaches 

predict an evaporation front. The latter corresponds to the location along the 

pipeline where the liquid volume fraction starts to show values lower than one at 

a specific time. Since the location of the decompression wave corresponds to the 

end of the undisturbed liquid region, the speed of this front is governed by the 

liquid sound speed at or close the initial pressure and temperature; in contrast, the 

speed of the evaporation front is predominantly driven by the sound speed of 

saturated liquid at lower pressure and temperature. Since the latter is smaller than 

the former, the evaporation front propagates at a lower speed than the 

decompression wave. The discontinuity in the speed of sound along the 

computational domain results in a faster decompression wave in comparison to the 

evaporation front. 

6.2. Future work 

One of the most important efforts that may extend the scope of this research is the 

modeling and validation of CO2 pipeline puncture scenarios, studying the effect of orifice 

size and initial conditions on the model predictions. One of the major challenges of the 

previous research initiative corresponds to capturing the potential transition of multiphase 
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flow patterns in the pipeline during the decompression. The multiphase mixture approach 

is specialized in dispersed bubbly or droplet flows. However, since the decompression 

tends to be slower for a puncture in comparison to a full-bore rupture, phase stratification 

may occur in the pipeline during the expansion process after the puncture occurs, as 

reported by Brown et al. (2013) [17]. Therefore, a potential transition from bubbly flow 

to a stratified regime (liquid phase flowing at the bottom and vapor at the top) should be 

modeled. This involves computational challenges since current multiphase approaches are 

applicable to a specific flow pattern. Thus, a well-known strategy when modeling regime 

transitions focuses on choosing the aspect of the flow that is of most interest, and 

implement the multiphase model specialized in that characteristic. If the phase 

stratification is the focus while modeling the puncture case, the Volume of Fluid (VOF) 

approach may be an adequate alternative to represent the decompression of CO2 pipelines 

experimenting puncture fractures. Nevertheless, CFD models that can predict multiphase 

phenomena with a variety of flow patterns is an open research area, as highlighted by 

Bestion (2014) [88]. 

A second recommendation for future research consists of developing an expression 

for the mass transfer coefficient (C) representing the phase transition, potentially varying 

with time and the horizontal coordinate. For a specific location along the pipeline, the 

value of this coefficient may tend to increase with time due to the trend towards the 

recovery of equilibrium. In addition, because of the ‘rising plateau’ phenomenon 

explained in Section 4.2.2. (less delayed nucleation with respect to the equilibrium 

saturation conditions at locations farther away from the open-end), the mass transfer 
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coefficient C may also vary along the horizontal axis of the pipeline. Some researchers 

refer to this coefficient as a ‘relaxation time factor’ [5, 12]. Therefore, the potential relation 

between ‘C’ and the relaxation time, which is defined as the time taken by the system to 

return to equilibrium after the modification of a previous equilibrium state [78] may be 

investigated. It is worth to mention that empirical correlations for the CO2 relaxation time 

are published in the literature [89]. 

Lastly, another potential area of future research is the implementation of the 

Eulerian multiphase approach to model the CO2 decompression for a pipeline full-bore 

rupture case. In contrast to the multiphase mixture model, the Eulerian approach solves a 

continuity, momentum and energy conservation equations for each phase. Therefore, the 

liquid and vapor are not required to share the same pressure and temperature. A 

comparison of the results implementing a more robust multiphase approach (Eulerian 

model) with the predictions using the mixture model corresponds to an interesting research 

alternative.  
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APPENDIX A 

USER-DEFINED FUNCTION FOR MASS SOURCE TERM (LIQUID TO GAS) 
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APPENDIX B 

USER-DEFINED FUNCTIONS FOR THE VAPOR- PHASE PROPERTIES 

 

• User-defined function for density and speed of sound: 

 



 

158 

 

 



 

159 

 

• User-defined function for specific heat capacity at constant pressure: 

 

• User-defined function for thermal conductivity: 
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• User-defined function for viscosity: 
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APPENDIX C 

COEFFICIENTS IN CORRELATIONS FOR UDRGM: LIQUID-PHASE 

PROPERTIES 

Property Coefficients in correlation 

 

 

Density 

(kg/m3) 

𝑥1 = −2637.361 

𝑥2 = 1237.836 

𝑥3 = 3219.313 

𝑥4 = −1256.590 

𝑥5 = 2837.835 

𝑥6 = −4286.871 

𝑥7 = 1083.571 

𝑥8 = −17.728 

𝑥9 = −746.013 

𝑥10 = 1444.490 

𝑥11 = −758.946 

𝑥12 = 148.877 

𝑥13 = 415.360 

𝑥14 = 2315.628 

𝑥15 = −4353.894 

𝑥16 = 1350.169 

 

Enthalpy 

(kJ/kg) 

𝑦1 = −1.735 ∗ 104 

𝑦2 = 2.859 ∗ 104 

𝑦3 = −1.091 ∗ 104 

𝑦4 = 8.550 ∗ 103 

𝑦5 = −1.440 ∗ 104 

𝑦6 = 5.550 ∗ 103 

𝑦7 = −1.382 ∗ 103 

𝑦8 = 2.386 ∗ 103 

𝑦9 = −9.349 ∗ 102 

𝑦10 = 1.221 ∗ 104 

𝑦11 = −1.998 ∗ 104 

𝑦12 = 7.485 ∗ 103 

 

Entropy 

(kJ/kg-K) 

𝑧1 = −35.737 

𝑧2 = 77.5134 

𝑧3 = −52.969 

𝑧4 = 11.075 

𝑧5 = 11.496 

𝑧6 = −26.931 

𝑧7 = 20.342 

𝑧8 = −4.982 

𝑧9 = 21.662 

𝑧10 = −40.746 

𝑧11 = 17.533 

 

Specific 

heat 

(kJ/kg-K) 

𝑚1 = 7.696 ∗ 103 

𝑚2 = −1.610 ∗ 104 

𝑚3 = −1.158 ∗ 104 

𝑚4 = 1.408 ∗ 103 

𝑚5 = 1.921 ∗ 104 

𝑚6 = 5.497 ∗ 101 

𝑚7 = −1.067 ∗ 104 

𝑚8 = 2.290 ∗ 101 

𝑚9 = 6.159 ∗ 103 

𝑚10 = −4.505 ∗ 103 

𝑚11 = 1.080 ∗ 103 

𝑚12 = −1.035 ∗ 103 

𝑚13 = 1.054 ∗ 103 

𝑚14 = −2.988 ∗ 102 

𝑚15 = −1.015 ∗ 103 

𝑚16 = −6.354 ∗ 103 

𝑚17 = 1.507 ∗ 104 

 

Speed of 

sound 

(m/s) 

𝑛1 = 0.916 

𝑛2 = 28.607 

𝑛3 = −28.949 

𝑛4 = −12.062 

𝑛5 = 2.126 

𝑛6 = 9.547 

𝑛7 = 6.876 

𝑛8 = −6.763 

𝑛9 = −1.119 

𝑛10 = 1.413 

𝑛11 = −0.306 

𝑛12 = 9.356 

𝑛13 = −34.312 

𝑛14 = 24.649 
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Property Coefficients in correlation 

(
𝜕𝜌

𝜕𝑇
)
𝑃

 

(
kg

m3K
) 

𝑜1 = −7.049 ∗ 103 

𝑜2 = 1.402 ∗ 104 

𝑜3 = −6.975 ∗ 103 

𝑜4 = 4.386 ∗ 103 

𝑜5 = −8.768 ∗ 103 

𝑜6 = 4.387 ∗ 103 

𝑜7 = −1.208 ∗ 103 

𝑜8 = 2.428 ∗ 103 

𝑜9 = −1.222 ∗ 103 

𝑜10 = 1.242 ∗ 102 

𝑜11 = −2.511 ∗ 102 

𝑜12 = 1.272 ∗ 102 

𝑜13 = 4.229 ∗ 103 

𝑜14 = −8.369 ∗ 103 

𝑜15 = 4.144 ∗ 103 

(
𝜕𝜌

𝜕𝑃
)

𝑇
 

(
kg

m3MPa
) 

𝑝1 = 1.424 ∗ 104 

𝑝2 = −2.701 ∗ 104 

𝑝3 = 1.281 ∗ 104 

𝑝4 = −9.500 ∗ 103 

𝑝5 = 1.801 ∗ 104 

𝑝6 = −8.541 ∗ 103 

𝑝7 = 2.820 ∗ 103 

𝑝8 = −5.342 ∗ 103 

𝑝9 = 2.532 ∗ 103 

𝑝10 = −3.141 ∗ 102 

𝑝11 = 5.946 ∗ 102 

𝑝12 = −2.816 ∗ 102 

𝑝13 = −8.008 ∗ 103 

𝑝14 = 1.519 ∗ 104 

𝑝15 = −7.211 ∗ 103 

(
𝜕𝐻

𝜕𝑃
)
𝑇
 

(
kJ

kg MPa
) 

𝑞1 = −1.149 ∗ 103 

𝑞2 = 1.309 ∗ 104 

𝑞3 = 5.219 ∗ 103 

𝑞4 = −9.388 ∗ 103 

𝑞5 = −4.243 ∗ 103 

𝑞6 = −2.111 ∗ 102 

𝑞7 = 9.988 ∗ 103 

𝑞8 = −6.894 ∗ 103 

𝑞9 = 1.864 ∗ 103 

𝑞10 = −2.505 ∗ 103 

𝑞11 = 2.648 ∗ 103 

𝑞12 = −8.077 ∗ 102 

𝑞13 = −2.361 ∗ 101 

𝑞14 = 3.680 ∗ 103 

𝑞15 = −1.164 ∗ 104 
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APPENDIX D 

COMPARISON OF PR RESULTS WITH GEOMETRIES OF DIFFERENT 

LENGTH 

 

 

Figure D1. PR: Pressure-time traces with 42 m and 5.5 m long geometries, C=10 s-1. 
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APPENDIX E 

EFFECT OF C ON VAPOR VOLUME FRACTION 

 

Figure E1. PR: Vapor volume fraction vs. mass transfer coefficient, 10.5 ms. 

 

Figure E2. SW: Vapor volume fraction vs. mass transfer coefficient, 10.5 ms. 
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APPENDIX F 

ADDITIONAL PRESSURE-TIME CURVES FOR PENG-ROBINSON MODEL 

 

Figure F3. PR: Pressure vs. time, C=7 s-1. 

 

Figure F4. PR: Pressure vs. time, C=8 s-1.  



 

166 

 

APPENDIX G 

ADDITIONAL PRESSURE-TIME CURVES FOR SPAN-WAGNER MODEL 

 

Figure G5. SW: Pressure vs. time, C=7 s-1. 

 

Figure G6. SW: Pressure vs. time, C=8 s-1. 


