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ABSTRACT 

 

 The mammalian molecular circadian clock is composed of a transcriptional-

translational feedback loop. The positive arm of this loop is composed of the 

transcription factor CLOCK:BMAL1 which activates the transcription of their target 

genes Per and Cry. PER and CRY then feedback to inhibit their own transcription. The 

molecular circadian clock is also responsible for the activation of many clock-controlled 

genes. Recent data suggest that genes expressed in a circadian manner have little 

overlap among the tissues. The goal of this study is to determine the mechanisms by 

which the circadian clock can drive tissue-specific rhythmic gene expression.   

 To identify the genes targeted by the circadian clock, we performed BMAL1 

chromatin immunoprecipitation with massively parallel DNA sequencing (ChIP-seq) in 

the mouse liver, kidney, and heart. We determined the majority of binding to be tissue-

specific, and this was largely accounted for by differences in the permissiveness of the 

chromatin, and binding with tissue-specific transcription factors. The majority of genes 

targeted by BMAL1 were still transcribed arrhythmically, suggesting that BMAL1 binding 

alone is insufficient to drive rhythmic gene expression. To determine if enhancer-

enhancer interactions play a role in rhythmic transcription, we performed POL II ChIA-

PET at ZT6 (middle of the day) and ZT18 (middle of the night). Our data show that 

rhythmically expressed BMAL1 targets exhibit day night differences in interactions 

between BMAL1 bound DHS and neighboring DHS. Our data suggest that BMAL1-

mediated rhythmic transcription relies on the transcriptional activity of the BMAL1 bound 

DHS, neighboring DHS, and on the ability of BMAL1 to regulate the activity of 
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neighboring DHS. To address the role of enhancer-enhancer interactions and the 

intrinsic activity of enhancers in coordinating rhythmic gene expression we developed a 

technique to measure the intrinsic activity of enhancers in vivo by cloning the enhancers 

into plasmids and delivering them to the liver via hydrodynamic tail vein injection. Our 

results indicate transfection of ten percent of liver cells and expression from the vector 

with our enhancer of interest suggesting that it likely will be a viable means to measure 

the intrinsic enhancer activity. 

 

 



 

iv 

 

 

DEDICATION 

 

 This dissertation is wholeheartedly dedicated to my family. First my parents Curt 

and Jana who have always been there for me with love and support. Thank you for 

always believing in me. My sisters who have provided good times and encouragement 

along the way. Last but certainly not least I would also like to dedicate this dissertation 

to my dog Cesar who has also been there for me as a best friend and a companion in 

anything life has thrown our way until he passed away. 

 

  

 



 

v 

 

 

ACKNOWLEDGEMENTS 

 

 The course of my Ph.D. and life over the last five years has been filled with 

peaks and valleys. The first thing my Ph.D. taught me was about failure. My Ph.D. 

taught me that although for the first few years I seemed to only be climbing small hills to 

end up in even lower valleys that sometimes you must cross the valleys to get to the 

peaks. Without all the failed experiments and trial and error I would never have 

achieved the publications or Ph.D. that I have today. I would like to take these pages to 

say thank you to all the people that have helped me along the way in my growth both as 

a scientist and a person. 

 First, I would like to say thank you to Dr. Jerome Menet. You showed me what 

good science is and were the best mentor that I have seen. I have to say the experience 

was tough, but eventually you made me realize this is a good thing and discussion can 

promote better scientific thought. I know you always have the best intentions for us in 

mind when you do things and want what is best for us, and I think this is part of what 

makes you the best advisor. Your scientific knowledge and the rigor that is put into the 

science is rarely seen and has made me the scientist that I am today, so I thank you so 

much for that.  

 I would like to thank my committee members Dr. Alan Pepper, Dr. Christine 

Merlin, and Dr. Craig Kaplan who have added invaluable insight and helped steer my 

project in the best possible direction. Your insight has also taught me how to approach 

scientific challenges and how to become a better scientist. I would also like to thank all 



 

vi 

 

 

members of the clock journal club at Texas A&M University for your insightful 

comments, suggestions, and fun times at conferences. 

 I am grateful for my laboratory members that I have had along the way. They 

were a major part of making the laboratory feel like a family. I would first like to thank 

Alexandra Trott who was a mentor and like a big sister to me and was the only graduate 

student in the laboratory when I arrived. Thank you for your support, feedback, help on 

projects, and for all the wondering memories we have made. I would also like to thank 

Ben Greenwell and Collin Osborne for their input and collaborations on projects as well. 

They have also been largely responsible for creating a friendly and inviting atmosphere. 

I would also like to thank Aishwarya Sahasrabudhe for helping me learn how to mentor 

people. Ash, I may have taught you techniques but you have also helped me learn how 

to be a better mentor.  

 I would like to thank my family who have been there for me whenever I have 

needed them. Your continuous support of my goals and aspirations has been 

invaluable. I would like also like to thank my dog Cesar for being my walking partner 

and the main reason I have kept my sanity. 

 

 

 



 

vii 

 

 

CONTRIBUTORS AND FUNDING SOURCES 

 

Contributors 

 Research done in this dissertation was supervised by my advisory committee 

consisting of Dr. Jerome Menet (chair), Dr. Christine Merlin, Dr. Alan Pepper from the 

Biology Department of Texas A&M University, and Dr. Craig Kaplan formerly at the 

Biochemistry and Biophysics Department of Texas A&M University, and currently from 

University of Pittsburgh Department of Biological Sciences.   

 The work done in chapter Chapter II was conceived and designed by myself and 

Dr. Jerome Menet. I performed the majority of the experiments and the bioinformatics 

analysis. Dr. Jerome Menet performed the ChIA-PET experiments with help from 

Alexandra Trott and myself. Ben Greenwell, Collin Andrew Osborne and Dr. Jerome 

Menet helped with bioinformatics analysis. Jessica Spence and Helene Vitet performed 

ChIPs at early stages of the project. Seung-Hee Yoo, Zheng Chen, and Joseph S. 

Takahashi contributed the BMAL1 antibody used for the ChIP-seq experiments. 

Noushin Ghaffari helped with ChIA-PET bioinformatics analysis. Dr. Craig Kaplan, Dr. 

Christine Merlin, Dr Alan Pepper, and Aldrin Lugena provided insightful suggestions at 

various stages of the project. Michael Rosbash, Kate Abruzzi, Ryanne Spann, Charles 

Johnson, and Richard Metz for help with sequencing of the ChIP-seq and ChIA-PET 

libraries. 

 The work done in Chapter III was conceived and designed by myself and Dr. 

Jerome Menet. I performed the majority of the experiments and the bioinformatics 

analysis. Ben Greenwell and Jerome Menet helped with bioinformatics analysis. 



 

viii 

 

 

Aishwarya Sahasrabudhe helped with experiments performing RNA extractions and 

qPCR.  

 The work done in Chapter IV and V was conceived and designed by myself and 

Dr. Jerome Menet. The feeding experiments were performed by myself, Aishwarya 

Sahasrabudhe, Jordan Thompson, and Jared Easterling. The bioinformatics and data 

analysis were performed by myself with assistance from Ben Greenwell and Jerome 

Menet.  

Funding Sources 

 The studies and experiments performed in this study were supported by the 

Texas A&M University / Department of Biology Start Up Funds to Jerome S Menet.  

 

 
 

 
 
  



ix 

TABLE OF CONTENTS 

 Page 

ABSTRACT ............................................................................................................... ii 

DEDICATION ............................................................................................................ iv 

ACKNOWLEDGEMENTS ......................................................................................... v 

CONTRIBUTORS AND FUNDING SOURCES ......................................................... vii 

TABLE OF CONTENTS ............................................................................................ ix 

LIST OF FIGURES .................................................................................................... xiii 

CHAPTER I INTRODUCTION AND LITERATURE REVIEW .................................... 1 

1.1 The Mammalian Circadian Clock ................................................................... 1 
1.2 The mammalian Molecular Circadian Clock is Composed of a transcriptional-
Translational feedback loop ................................................................................. 2 
1.3 Chromatin structure and regulation of transcription in mammals ................... 4 
1.4 Nucleosome positioning and permissive chromatin landscape ...................... 5 
1.5 Enhancers and promoters influence transcriptional ouput ............................. 6 
1.6 Transcription initiation and elongation in mammals ....................................... 6 
1.7 The role of transcription factors in driving gene expression ........................... 8 
1.8 The three-dimensional chromatin structures role in circadian transcription ... 11 
1.9 Regulation of Circadian Transcription ............................................................ 13
1.10 Impacts of Desynchrony of the Circadian Clock ........................................... 14 
1.11 Implications of Circadian Temporal Food Preferences in Mice .................... 16 
1.12 Project Aims ................................................................................................. 20 
1.13 References................................................................................................... 22 

CHAPTER II  TISSUE-SPECIFIC BMAL1 CISTROMES REVEAL THAT RHYTHMIC 
TRANSCRIPTION IS ASSOCIATED WITH RHYTHMIC ENHANCER-ENHANCER 
INTERACTIONS ....................................................................................................... 30 

2.1 Overview ........................................................................................................ 30 
2.2 Introduction .................................................................................................... 31 
2.3 Results  ......................................................................................................... 33 

2.3.1 BMAL1 DNA binding signal is largely tissue-specific  ............................  33 
2.3.2 Chromatin accessibility contributes to tissue-specific BMAL1 DNA binding 36 
2.3.3 Tissue-specific BMAL1 peaks are enriched for tissue-specific transcription  



x 

factors DNA binding motifs ............................................................................. 40 
2.3.4 Genomic footprints for tissue-specific transcription factor are specifically 
enriched at tissue-specific BMAL1 peaks ....................................................... 45 
2.3.5 Tissue-specific and common BMAL1 peaks are co-bound by different  
classes of transcription factors .......................................................................  47 
2.3.6 BMAL1 peaks common to all three tissues exhibit stronger BMAL1 signal,  
harbor more E-boxes, are enriched at promoters, and display less nucleosome     
signal  .......................................................................................................... 50 
2.3.7 BMAL1 DNA binding contributes only partially to rhythmic gene 
 expression ..................................................................................................... 53 
2.3.8 BMAL1-bound DHSs physically interact with other DHSs ..................... 57 

2.4 Discussion...................................................................................................... 63 
2.5 Methods ......................................................................................................... 68 

2.5.1 Animals .................................................................................................. 68 
2.5.2 BMAL1 chromatin immunoprecipitation ................................................. 68 
2.5.3 Generation of BMAL1 ChIP-seq libraries and sequencing .................... 70 
2.5.4 BMAL1 ChIP-qPCR ............................................................................... 71 
2.5.5 Sequencing datasets and alignment to mouse genome ........................ 71 
2.5.6 BMAL1 ChIP-seq and DNase-seq peak calling ..................................... 75 
2.5.7 Assignment of BMAL1 peaks to their target genes ................................ 75 
2.5.8 Quantification of ChIP-seq and DNase-seq signal at BMAL1 ChIP-seq 
peaks  .......................................................................................................... 76 
2.5.9 Footprint detection ................................................................................. 76 
2.5.10 Motif analysis at BMAL1 peaks and footprints ..................................... 75 
2.5.11 Quantification of DNase I cuts at E-boxes and other TF binding 
motifs  .......................................................................................................... 77 
2.5.12 Detection of E-box and dual E-box motifs............................................ 77 
2.5.13 Gene Ontology Analysis ...................................................................... 78 
2.5.14 Rhythmic expression analysis ............................................................. 78 
2.5.15 Data from GTEX portal ........................................................................ 79 
2.5.16 Mouse liver Pol II ChIA-PET ................................................................ 79 
2.5.17 Sequencing and computational analysis of POL II ChIA-PET libraries 81 
2.5.18 Paired-End Tags (PETs) filtering ......................................................... 81 
2.5.19 Functional analysis of the mouse liver Paired-End Tags (PETs)  ........ 82 
2.5.20 Statistical analysis ............................................................................... 83 
2.5.21 Data availability ................................................................................... 83 

2.6 References..................................................................................................... 83 

CHAPTER III DESIGNING AN ASSAY TO TEASE APART THE ROLE OF 
ENHANCER-ENHANCER INTERACTIONS AND THE INTRINSIC ACTIVITY OF 
AN ENHANCER ........................................................................................................ 90 

3.1 Overview ........................................................................................................ 90 
3.2 Introduction .................................................................................................... 91 
3.3 Results   ......................................................................................................... 93 



xi 

3.3.1 Cloning strategy for the long-term measurement of enhancer activity in vivo 
in mouse liver  ................................................................................................  93 
3.3.2 Hydrodynamic tail vein injection an effective means for delivery of plasmids 
to the mouse liver for in vivo expression studies ............................................ 96 
3.3.3 SEAP protein levels can be measured in the blood but do not show 
rhythms  .......................................................................................................... 98 
3.3.4 The pLIVE Seap vector is highly expressed and in-phase with Nr1d1 
enhancer driven expression............................................................................  100 
3.3.5 The Nr1d1 enhancer is a stronger driver of transcription than AFP in the 
pLIVE® vector ................................................................................................   101 

3.4 Discussion......................................................................................................  102 
3.5 Methods .........................................................................................................  104 

3.5.1 Animals ..................................................................................................  104 
3.5.2 Hydrodynamic tail vein injection ............................................................  104 
3.5.3 SEAP detection from blood ....................................................................  105 
3.5.4 mRNA expression detection ..................................................................  106 

3.6 References.....................................................................................................  106 

CHAPTER IV Bmal1-/- MICE CAN BE ENTRAINED TO NIGHT-RESTRICTED 
FEEDING  ..........................................................................................................  109 

4.1 Overview ........................................................................................................  109 
4.2 Introduction ....................................................................................................  110 
4.3 Results  ..........................................................................................................  112

4.3.1 Bmal1-/- mice eat in an arrhythmic manner regardless of sex ................  112 
4.3.2 Male Bmal1-/- mice can be entrained to night-restricted feeding ............  116 

4.4 Discussion......................................................................................................  118 
4.5 Methods .........................................................................................................  119 

4.5.1 Animals ..................................................................................................  119 
4.5.2 Feeding setup ........................................................................................  119 
4.5.3 Measuring food consumption .................................................................  120 
4.5.4 Statistical analysis .................................................................................  120 
4.5.5 Rhythmic analysis ..................................................................................  120 

4.6 References.....................................................................................................  121 

CHAPTER V TEMPORAL FOOD PREFERENCES IN MICE SUGGEST 
STANDARD CHOW MAY NOT MEET MICE TEMPORAL FOOD NEEDS ...............   124

5.1 Overview ........................................................................................................   124 
5.2 Introduction ....................................................................................................   125 
5.3 Results   .........................................................................................................  129 

5.3.1 Male and female mice consume comparable amounts of fat, 
carbohydrates, and protein .............................................................................   129 
5.3.2 Wild-type mice display a high-degree of rhythmicity in eating the three 
major macronutrients as well as phase preferences .......................................   131 



xii 

5.4 Discussion..................................................................................................... 135 
5.5 Methods .........................................................................................................   137 

5.5.1 Animals ..................................................................................................   137 
5.5.2 Cage setup ............................................................................................   137 
5.5.3 Data collection .......................................................................................   138 
5.5.4 Data analysis .........................................................................................   138 
5.5.5 Rhythmic analysis ..................................................................................   139 

5.6 References.....................................................................................................   139 

CHAPTER VI DISCUSSION, SUMMARY, AND FUTURE DIRECTIONS ...............  143 

6.1 CLOCK:BMAL1 bind DNA in a tissue-specific manner ..................................  143 
6.2 The three-dimensional chromatin architecture contributes to rhythmic gene 
expression  ...........................................................................................................  145 
6.3 Bmal1-/- mice can be entrained to night-restricted feeding .............................   149 
6.4 Temporal food preferences in mice suggest standard chow may not meet 
mice temporal food needs ....................................................................................  150 
6.5 References.....................................................................................................  151 



xiii 

LIST OF FIGURES 

 Page 

Figure 1 The molecular circadian clock is composed of a 
transcriptional-translational feedback loop. .......................................................... 4 

Figure 2  DNase-seq and DNase footprinting allows for the identification of open 
chromatin regions and transcription factor binding............................................... 11 

Figure 3 Effects of Bmal1-/- on circadian rhythms, physiology, and metabolism........ 16 

Figure 4  Diagram of expected food consumption of different biomolecules based 
on the hypothesized temporal food consumption of mice .................................... 19 

Figure 5 BMAL1 binds rhythmically and the cistromes are largely tissue-specific .... 33 

Figure 6 BMAL1 cistromes are largely tissue-specific ............................................... 35 

Figure 7 The chromatin environment shapes tissue-specific BMAL1 binding. .......... 37 

Figure 8 The chromatin environment shapes tissue-specific BMAL1 binding. .......... 39 

Figure 9 Motifs and footprints for tissue-specific transcription factors are enriched 
at tissue-specific BMAL1 enhancers .................................................................... 41 

Figure 10 Tissue-specific transcription factors may contribute to tissue-specific 
BMAL1 DNA binding ............................................................................................ 44 

Figure 11 BMAL1 DNA binding sites common to the mouse liver, kidney, and heart 
exhibit unique features ......................................................................................... 48 

Figure 12 Differential binding of transcription factors between tissue-specific and 
common BMAL1 peaks ........................................................................................ 50 

Figure 13 Transcriptional activities of BMAL1 DHS and other DHS contribute to 
BMAL1-mediated rhythmic transcription .............................................................. 54 

Figure 14 Tissue-specificity of rhythmic BMAL1 target gene expression relies on 
the transcriptional activities of DHS bound by BMAL1, but also other DHS ......... 56 

Figure 15 Analysis of chromatin interactions by RNA polymerase II ChIA-PET in 
the mouse liver..................................................................................................... 58 

Figure 16 Pol II ChIA-PET datasets uncover interaction between DHS in the 
mouse liver .......................................................................................................... 60 



xiv 

Figure 17 Rhythmic chromatin interactions are more prevalent for rhythmically 
expressed genes.................................................................................................. 62 

Figure 18 The contribution of enhancer-enhancer interactions and intrinsic 
enhancer activity to rhythmic gene expression .................................................... 93 

Figure 19 Cloning the Nr1d1 upstream enhancer in the pLIVE® Seap vector .......... 95 

Figure 20 Hydrodynamic tail vein injection of plasmids as a means to assay 
enhancer activity .................................................................................................. 96 

Figure 21 The pLIVE® lacZ vector confirms successful hydrodynamic tail vein 
injection ................................................................................................................     98  

Figure 22 Nr1d1 drives strong and rhythmic expression of Seap from the pLIVE® 
vector ...................................................................................................................  100 

Figure 23 Bmal1-/- mice eat more food during the night than day, and do not show 
sex-based differences in the amount of food eaten daily .....................................  113 

Figure 24 Eating patterns and rhythmicity of female and male Bmal1-/- mice fed ad 
libitum ..................................................................................................................  114 

Figure 25 BMAL1-/- male mice can be entrained to eat in a rhythmic manner 
without a reduction in Kcal consumed ..................................................................  117 

Figure 26 Total consumption of food and food preference in wild-type C57/BL6 
mice for different macronutrients..........................................................................  128 

Figure 27 Table consisting of the food makeup of the diets from Research Diets .....  130 

Figure 28 Male and female mice have similar food preferences and individual mice 
eat the same macronutrients at the same time of day .........................................  132 

Figure 29 Rhythmicity and phase differences of macronutrient consumption for 
male and female wild-type mice ...........................................................................  134 



1 

CHAPTER I 

INTRODUCTION AND LITERATURE REVIEW 

1.1 The mammalian circadian clock 

The circadian clock is ubiquitously found throughout life from cyanobacteria to 

plants to insects and mammals (Bell-Pedersen et al., 2005; Dunlap, 1999). The 

circadian clock allows for the anticipation of rhythmic daily changes in the environment 

(Paranjpe and Sharma, 2005). The anticipation of changes that occur with a twenty-

four-hour period in the environment have proven to be extremely important for 

responses to environmental factors such as nutrient availability and differences in 

predation (Rodriguez et al., 2016). In mammals, the master circadian clock is located in 

the suprachiasmatic nucleus (SCN) and is entrained by light dark cycles that are sensed 

by the intrinsically photosensitive retinal ganglion cells (IPRGC’s) in the eye (Chen et 

al., 2011). The light dark cycles are conventionally referred to with Zeitgeber Time (ZT), 

and ZT0 denotes lights on while ZT12 denotes lights off. The circadian clock is 

entrained by zeitgebers (“time giver”), which are environmental cues that can 

synchronize the circadian clock. There are many different zeitgebers such as light, 

temperature, and feeding rhythms to name a few. Innervation from the eye to the SCN 

allows for the setting of the master circadian clock in the SCN (Chen et al., 2011). The 

master circadian clock then sends out signals that set the peripheral circadian clocks 

located throughout the body (Albrecht, 2012; Mohawk et al., 2012). These peripheral 

clocks can in part then drive tissue-specific rhythmic gene expression (Panda et al., 

2002; Storch et al., 2002; Zhang et al., 2014). This circadian gene expression has 
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proven to be crucial for regulating many processes in a circadian manner such as 

metabolism and blood pressure (Gnocchi et al., 2015a; Wang et al., 2008; Xie et al., 

2015). Disruption of the circadian clock has shown to affect these pathways and lead to 

diseases such as obesity and cancer (Hatori and Panda, 2015). REV-ERB proteins are 

components of the secondary feedback loop of the circadian clock that repress 

biological functions that cancer cells need such as cellular division and cell metabolism 

(Sulli et al., 2018). 

1.2 The mammalian molecular circadian clock is composed of a transcriptional-

translational feedback loop 

The same molecular clockwork mechanism is found in every cell, i.e., in the 

master circadian clock in the SCN as well as in peripheral clocks such as the liver (Fig 

1A). The peripheral clocks are able to respond to certain inputs individually depending 

on the signal of entrainment, and this in turn can contribute to tissue-specific rhythmic 

physiological outputs. The mammalian molecular circadian clock is composed of a 

transcriptional-translational feedback loop. CLOCK:BMAL1 form a heterodimer that acts 

as the positive arm of the feedback loop which activates the transcription of Per 1, 2, 

and 3 and Cry 1 and 2 by binding to E-boxes. The CLOCK:BMAL1 preferred binding 

motif is a perfect E-box CACGTG, however binding to degenerate E-boxes has been 

noted and certain degenerate motifs are preferred binding locations as compared to 

other degenerate motifs (Yoshitane et al., 2014). It has been found that the motif most 

associated with CLOCK:BMAL1 binding is  a dual E-box with a six or seven base pair 

spacer (Yoshitane et al., 2014). PER and CRY then form a heterodimer and feedback to 
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inhibit CLOCK:BMAL1 activated transcription (Fig 1A). CLOCK:BMAL1 do not only drive 

the transcription of PER and CRY, but also drive the transcription of many clock 

controlled genes. The positive arm of the circadian clock CLOCK:BMAL1 act largely as 

a transcriptional activator, and the heterodimer binds to thousands of locations in the 

genome allowing for the regulation of transcription of many genes that are not circadian 

clock components. The genome wide binding sites of the circadian clock components 

CLOCK:BMAL1 have been mapped. Transcription factor binding sites are often 

determined by chromatin immunoprecipitation sequencing (ChIP-seq), a technique that 

relies on cross-linking of DNA-protein interactions, followed by sonication of DNA to 

shear the DNA, followed by an immunoprecipitation and size selection before library 

preparation and sequencing. The technique allows for many of the DNA binding sites of 

a protein of interest to be determined. BMAL1 binding locations have been determined 

via ChIP-seq and it has been found that the genome-wide peak binding phase of 

BMAL1 DNA binding is at ZT6 (Koike et al., 2012; Menet et al., 2014; Rey et al., 2011). 
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Figure 1. The molecular circadian clock is composed of a transcriptional-translational feedback loop.  
The circadian clock is composed of a transcriptional-translational feedback loop with CLOCK:BMAL1 heterodimer 
forming the positive arm and driving transcription of Per and Cry. PER and CRY then form a heterodimer and 
feedback to inhibit CLOCK:BMAL1 activated transcription. CLOCK:BMAL1 does not only activate transcription of Per 
and Cry, they also activate the transcription of many clock controlled genes. The diagram show the molecular clock 
coming from the suprachiasmatic nucleus (SCN) the location of the master circadian clock. The liver shows an 
example of a tissue with a peripheral circadian clock as it is not the master circadian clock.

1.3 Chromatin structure and regulation of transcription in mammals 

Gene expression is extremely important in biology and is a necessity for the 

production of proteins. Gene expression is broken down into several key steps, the first 

of which is transcription. Transcription is the process of making mRNA transcripts from 

DNA. DNA in cells is found in the form of chromatin. Certain regions of the chromatin 

called enhancers and promoters are permissible and regulate transcription and are also 

regions were transcription factors and other regulatory factors bind to regulate 

transcription. Chromatin is the substance that makes up chromosomes and consists of 

DNA and proteins, the major protein components are histones which allow for the 
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compaction of the DNA. Chromatin is a dynamic structure where the nucleosomes can 

shift up and down the DNA, referred to as nucleosome positioning, as well as be 

displaced from the DNA which often occurs due to the action of ATP-dependent 

remodeling complexes. Chromatin is composed of DNA wrapped around nucleosomes. 

Chromatin is composed of DNA wrapped around histones proteins. Eukaryotic 

nucleosomes are composed of four core canonical histones (H3, H4, H2A, H2B) that 

form an octamer with two of each protein wrapped nearly twice by the DNA (Venkatesh 

and Workman, 2015). Chromatin can then come in two varieties heterochromatin which 

is a highly condensed form and euchromatin which is less condensed. The chromatin is 

a means of packing the DNA more tightly and regulating the accessibility of the DNA for 

transcription.  

1.4 Nucleosome position and a permissive chromatin landscape 

Nucleosomes at the transcription start site can inhibit the binding of RNA 

polymerase II and transcription from taking place (Soboleva et al., 2014). Nucleosome 

positioning is controlled by many different factors including: nucleosome sequence 

preferences, DNA methylation, histone variants, post-translational modifications, and 

competition between transcription factors and nucleosomes (Segal and Widom, 2009). 

Histone variants such as H2A.Z and H3.3 can replace H2A and H3 respectively and are 

correlated with active transcription. Histones can also undergo many different post-

translational modifications such as acetylation, methylation, ubiquitylation, and 

sumoylation that can affect the structure of the chromatin and the rate of transcription. 

The histone modifications are able to affect the chromatin structure and the rate of 
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transcription by interacting with chemical structures in the nucleosome, neighboring 

nucleosomes, or by affecting the histone-DNA interactions (Venkatesh and Workman, 

2015). Active cis-regulatory enhancer elements are defined by both H3K27ac and high 

levels of H3K4me1 relative to H3K4me3 (Gates et al., 2017), while repressed genes 

have a higher density of nucleosomes and can be marked by H3K9 methylation, 

H3K27me3, and H4K20me3 (Gates et al., 2017). The structure of the chromatin is not 

the only thing that has been shown to regulate transcription.  

1.5 Enhancers and promoters influence transcriptional output 

Enhancers and promoters are regions of the DNA that have been shown to have a 

major impact on the output of transcription. Enhancers are devoid of nucleosomes most 

of the time and in these regions, nucleosomes will compete with transcription factors for 

access to DNA. Enhancers are regions of DNA to which regulatory proteins bind, and 

they can be vast distances from the genes that they influence. Promoters are the DNA 

region where RNA polymerase binds to initiate transcription and are often binding sites 

for additional transcription factors. These enhancer and promoter regions can interact 

with one another through long-range chromatin interactions to help regulate 

transcriptional outputs. 

1.6 Transcription Initiation and Elongation in Mammals 

Transcription in mammals involves many steps and begins with the initiation of 

transcription which is carried out by RNA polymerase II at gene promoters. RNA 

polymerase II is responsible for the transcription of all protein-coding genes and several 
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other types of RNA as well. RNA polymerase relies on the general transcription factors 

for correct positioning at the promoter of the target gene, and for the release of RNA 

polymerase II into the elongation phase to begin transcribing the target gene. These 

general transcription factors are denoted as such since they are needed at nearly all the 

promoters that are used by RNA polymerase II. The general transcription factors form 

the pre-initiation complex or PIC along with RNA polymerase II. First, TFIID, through its 

TATA binding protein (TBP), will bind to the TATA box. TFIID binding to the TATA box 

will allow for adjacent binding of TFIIB. Then the rest of the general transcription factors 

along with RNA polymerase II will assemble at the promoter of the target gene. TFIIH 

will then use its helicase activity to separate the strands of DNA exposing the template 

strand for transcription. TFIIH will also phosphorylate RNA polymerase II which will 

allow for release of RNA polymerase II and the beginning of the elongation phase. 

Serine5 is phosphorylated during initiation and recruits capping enzyme, while serine2 

is recruited during elongation (Yu et al., 2015), which suggests that phosphorylation of 

the carboxyl-terminal domain (CTD) of RNA polymerase II (POL II) governs stage-

specific interactions with different cellular machines (Ahn et al., 2004; Bowman and 

Kelly, 2014; Corden, 1990; Nemec et al., 2019). Transcription elongation is followed by 

transcription termination, and RNA processing events. The nascent RNA will be 

processed such that a 5’ 7-methylguanosine cap will be added, introns are spliced, and 

the poly (A) tail is added. The production of mRNA can be regulated from the 

transcription initiation to the post-transcriptional processing, but transcription initiation is 

generally the main step controlling gene expression (Ogata et al., 2003). 
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1.7 The role of transcription factors in driving gene expression 

Transcription initiation can be regulated in many ways, one such way is the 

binding of transcriptional activators and repressors which is extremely important for the 

circadian clock as it is composed of a transcriptional-translational feedback loop. 

Previous research has shown that transcription factors in mammals often bind together 

and aid the binding of additional transcription factors (Stefflova et al., 2013). It has also 

been shown by the encode consortium that transcription factors bind in open chromatin 

(chromatin that is permissible to cutting by DNase I) 97.7% of the time (Thurman et al., 

2012a; Yue et al., 2014a). DNase I Hypersensitive sites (DHS) are sites that are 

preferentially digested by a mild DNase I treatment, and which therefore identify 

accessible chromatin regions within the genome by DNase-seq on intact nuclei (Fig 2). 

These open chromatin regions correspond to enhancers and promoters which are 

largely responsible for regulating transcription and are major sites of transcription factor 

binding. DNase-seq is the technique used to map these open chromatin regions and 

begins with a mild DNase I digestion, then a size selection for small DNA fragments, 

library preparation and sequencing. In addition, mild DNase I treatment can also be 

used to determine if transcription factors are bound in the enhancer via DNase 

footprinting because they will shield the DNA from being cut and allow for the mapping 

on transcription factor footprints (Fig 2).  y mapping the 5’ most base pair of the 

DNase-seq reads, the initial cut location can be identified. For transcription to take 

place, transcription factors will bind to permissible chromatin regions such as enhancer 

and promoters, which will in turn allow for the recruitment of the pre-initiation complex, 

and mediator (Allen and Taatjes, 2015; Sainsbury et al., 2015). The mediator complex is 
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responsible for relaying regulatory signals from transcription factors and the PIC to RNA 

polymerase II. Recent findings revealed that the mediator and POL II create a functional 

bridge between enhancers and promoters rather than an architectural bridge, and that 

cohesion is required to tether regulatory DNA while mediator and POL II are not (El 

Khattabi et al., 2019). A functional bridge is created instead of an architectural bridge as 

the mediator impacts promoter-enhancer contacts indirectly, by the recruitment of 

architectural proteins. The mediators’ structure is pliable and allows for the integration 

and transmission of regulatory signals.  

Transcription factors and histones have been shown to have major roles in the 

regulation of DHS activity. Transcription factors and histones compete for access to 

DNA, and some transcription factors have shown to bind DNA and reposition or 

displace histones (Magnani et al., 2011; Zaret and Carroll, 2011). BMAL1 has been 

shown to aid in the rhythmic removal of nucleosomes independent of its transcriptional 

output (Menet et al., 2014; Trott and Menet, 2018a). Prior research has shown that 

BMAL1 does not directly contribute to the activity of its enhancers, but instead opens 

the chromatin to facilitate the binding of additional transcription factors (Trott and Menet, 

2018a). These findings indicate that BMAL1 alone is insufficient to create a 

transcriptionally active enhancer, and that BMAL1 relies on the binding of additional 

ubiquitously expressed transcription factors (Trott and Menet, 2018a). Common 

characteristics of transcriptionally active enhancers are nucleosome depletion, p300, 

and chromatin remodelers binding, eRNA, POL II ChIP-seq signal and H3K27ac. 

Instances of enhancers with nucleosome depletion, p300, and chromatin remodeler 

binding have been found to be transcriptionally inactive, as they lacked H3K27ac and 
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are therefore termed poised enhancers (Calo and Wysocka, 2013; Rada-Iglesias et al., 

2011). Many of these enhancers have been found to be tissue-specific, and the majority 

of BMAL1 binding has been shown to occur in enhancer regions (Beytebiere et al., 

2019; Dunham et al., 2012; Sobel et al., 2017a; Thurman et al., 2012a; Trott and Menet, 

2018a). Current research in the field indicates that the tissue-specific chromatin 

landscape is one major factor controlling the tissue-specific binding of CLOCK:BMAL1, 

and this in turn is one of the factors contributing to tissue-specific rhythmic gene 

expression (Beytebiere et al., 2019; Perelis et al., 2015). 
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Figure 2. DNase-seq and DNase footprinting allows for the identification of open chromatin regions and transcription 

factor binding. 

DNase-seq is performed with a mild DNase I digestion of chromatin. Open chromatin will be the first regions digested 
and DNA purification with a size selection of short fragments is then performed. Library preparation must then occur 
for sequencing to take place. After this sequencing and genome mapping allows for the determination of enhancer 
regions.  apping of the 5’ most base pair allows for the determination of transcription factor binding locations as this 
DNA is protected by the transcription factor from DNase I digestion.

1.8 The three-dimensional chromatin structures role in circadian transcription 

The three-dimensional chromatin structure or gene looping has been shown to 

be important in transcriptional outputs and recent findings have shown that it is also 

very important for circadian transcription regulation (Aguilar-Arnal and Sassone-Corsi, 
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2013; Beytebiere et al., 2019; Kim et al., 2018a; Mermet et al., 2018; Yeung et al., 

2018). Previous research shows that these three-dimensional chromatin interactions are 

not random events but are coordinating gene expression for related biological functions. 

One protein that has been shown to play a large role in mediating long-range 

interactions is CCCTC-binding factor (CTCF). CTCF has been shown to bind DNA, 

recruit cohesin, and organize chromatin into topologically associated domains (TAD) 

(Cho et al., 2005; Giorgetti et al., 2016; Rubio et al., 2008; Wendt et al., 2008). Recent 

findings in the circadian field suggest that enhancer-enhancer interactions play a large 

role in the rhythmic transcription (Aguilar-Arnal and Sassone-Corsi, 2013; Beytebiere et 

al., 2019; Kim et al., 2018a; Mermet et al., 2018; Yeung et al., 2018). These findings all 

show that circadian enhancers bound by components of the circadian clock interact with 

non-circadian enhancers to drive the transcription of their target genes, while these 

interactions can take place over long distances, many of the interactions can also occur 

within the same gene. These chromatin interactions have been shown to be important 

for both BMAL1 regulated transcription and for REV- R α (a transcriptional repressor 

involved in the secondary loops of the circadian clock) mediated transcription, 

suggesting that this may occur for the primary and secondary circadian clock loops 

(Aguilar-Arnal et al., 2013; Beytebiere et al., 2019; Kim et al., 2018a; Mermet et al., 

2018; Yeung et al., 2018). Disorganization of the three-dimensional genome has been 

shown to be a common hallmark found in cancers (Barutcu et al., 2015; Flavahan et al., 

2016; Hnisz et al., 2016; Seaman et al., 2017; Taberlay et al., 2016). The three-

dimensional genome structure has also shown to be important for many other diseases. 
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These diseases include congenital limb formations, autoimmune diseases, Cooks 

Syndrome, and sex reversal (Darío et al., 2015; Franke et al., 2016; Martin et al., 2015). 

1.9 Regulation of circadian transcription 

Over fifteen percent of the mouse liver transcriptome is rhythmic and over half of 

the total transcriptome is rhythmic in at least one tissue (Menet et al., 2014; Mure et al., 

2018b; Trott and Menet, 2018a; Zhang et al., 2014). There is a great deal of tissue-

specificity in both rhythmically transcribed genes and rhythmic biological functions. One 

interesting observation is that the majority of CLOCK:BMAL1 targets are not 

rhythmically expressed in phase with CLOCK:BMAL1 binding (Menet et al., 2014; Trott 

and Menet, 2018a). The transcriptional output of CLOCK: BMAL1 targets has been 

shown to be highly heterogenous. It has been shown that this is largely accounted for 

by the binding of additional ubiquitously expressed transcription factors at 

CLOCK:BMAL1 enhancers (Trott and Menet, 2018a). It was also shown previously that 

the binding of tissue-specific transcription factors did not play a major role in whether a 

gene would be expressed rhythmically in-phase with BMAL1 binding, rhythmically out-

of-phase with BMAL1 binding, arrhythmic, or not expressed (Trott and Menet, 2018a). 

Previous findings reveal CLK:CYC, the positive arm of the circadian clock in drosophila, 

bind in a tissue-specific manner due to the binding of tissue-specific transcription factors 

(Meireles-Filho et al., 2014). Together these data suggest that there may be a role for 

ubiquitously expressed transcription factors such as NF-KB and CTCF, that is different 

from tissue-specific transcription factors. Recent findings also suggest that circadian 

transcription is not only influenced by the cell autonomous molecular circadian clock but 
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that rhythms in feeding and other external cues can aid in the driving of rhythmic gene 

expression (Greenwell et al., 2019). CLOCK:BMAL1 has been shown to promote a 

transcriptionally permissive landscape rather than directly activating transcription which 

provides a novel framework to explain the reprogramming of the circadian clock by 

environmental and pathological conditions (Trott and Menet, 2018a). Some 

mechanisms that have shown to reprogram the circadian clock are high-fat diet, 

antibiotic treatment in the liver, and LPS treatment in the lungs (Eckel-Mahan and 

Sassone-Corsi, 2013; Eckel-Mahan et al., 2013; Haspel et al., 2014; Murakami et al., 

2016). The model that CLOCK:BMAL1 binding facilitates the binding of additional TFs 

provides a mechanistic framework for how the circadian clock could be reprogrammed 

by environmental conditions such as LPS, antibiotic treatment, and high-fat diet. The 

circadian clock is largely responsible for the coordination of rhythmic transcription which 

has been shown to coordinate many metabolic pathways with important physiological 

impacts. However, when circadian clock desynchrony is observed as with shift-workers, 

many adverse physiological and metabolic impacts have been observed. 

1.10 Impacts of desynchrony of the circadian clock 

The circadian clock when disrupted has been shown to have many impacts of 

physiology and often results in diseases such as obesity, metabolic diseases, cancer, 

coronary heart disease, mood disruption, and dementia (Hatori and Panda, 2015). 

These impacts have been observed in human shift workers as well as in circadian clock 

knockouts in mice. In the circadian field, knockouts of core clock genes are often used 

for a mechanistic dissection of the clock to study the impact of the clock on different 
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outputs, and many of the same sort of pathologies are seen in animals that have had 

their clock knocked out. In Bmal1-/- mice, detrimental health effects have been observed 

such as sarcopenia, cataracts, decrease in subcutaneous fat, organ shrinkage, 

infertility, defective glucose homeostasis, and ossification of ligaments and tendons, 

reduced life-span, and a number of premature aging pathologies (Kondratov, 2006). 

These physiological impacts have also been observed in mice with knockout mutations 

in other core clock components (Liu et al., 2007; Sun et al., 2017; Turek et al., 2005). 

This suggests that the circadian clock has a crucial role in many different metabolic and 

biochemical pathways. There is an ever increasing need to mitigate the negative health 

effects of an out-of-sync circadian clock as shiftwork is becoming more common in 

society. Previous studies have shown that knockout mice do not have the same rhythms 

in behavior as wild-type mice in terms of locomotor activity and feeding (Bunger et al., 

2000; Marcheva et al., 2010). Currently more research is needed to address ways to 

mitigate the negative effects of circadian desynchrony, and clock knockouts in mice are 

one model system that could allow for this. One thing of importance is that in Bmal1 

conditional knockouts where the gene was knocked out using Cre-Lox recombination  

there were not issues with life span, fertility, body weight, blood glucose levels, and age-

dependent arthropathy, suggesting that some of these impacts may also be 

developmental (Yang et al., 2016). 
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Figure 3. Effects of Bmal1-/- on circadian rhythms, physiology, and metabolism. 

The circadian clock is composed of a transcriptional-translational feedback loop. Bmal1-/- mice experience a loss of 
many rhythms though some behaviors do have dampened rhythms due to the masking effect and photophobia of 
mice. Many physiological and metabolic disorders are observed in Bmal1-/- mice.  

1.11 Implications of circadian temporal food preferences in mice 

Feeding behavior can be broken down into three critical aspects: what food is 

eaten, when food is eaten, and how much food is eaten. Feeding behavior can also be 

divided into quantity and quality of food consumed. The quality of food consumed would 
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comprise what food is eaten and when food is eaten. These feeding behaviors can be 

determined by the homeostatic systems and hedonic system in the brain of the 

organism (Sasaki, 2017). The homeostatic system would consist of the body 

maintenance and needs of the organism while the hedonic system would cover the 

pleasure and desires of the organism. A wealth of research has been conducted into the 

quality of feeding behavior and this has largely addressed these two topics, 

macronutrient-based diet selection and feeding patterns.  

Macronutrient based diet selection has shown to be influenced by humoral 

factors, homeostatic feeding mechanisms, the hedonic system, and genetics (Sasaki, 

2017). Humoral factor FGF21 has been shown to regulate carbohydrate preferences 

(Larson et al., 2019; Stephanie et al., 2016; Talukdar et al., 2016). Ghrelin has been 

shown to regulate macronutrient preferences, however, its role is likely context-

dependent and is somewhat controversial (Kojima et al., 1999; Perello et al., 2010; 

Skibicka et al., 2011; Skibicka et al., 2012). The central melanocortin system is the most 

important system involved in the homeostatic control of energy balance, and it regulates 

the quantity of feeding. However recently it has also been shown to have an important 

role in macronutrient preference. In POMC-null mice, which lack the agonist for the 

melanocortin receptor, an elevated fat preference was observed, and a reduced 

carbohydrate preference was also observed in other mouse models affecting the 

melanocortin receptor (Koegler et al., 1999; Tung et al., 2007). In the hypothalamus, 

galanin stimulates the release of the opioid enkephalin throughout the brain which 

promotes fat preference (Nogueiras et al., 2012; Toll et al., 2016). Neuropeptide Y and 

melanocyte concentrating hormone have shown to positively regulate carbohydrate 



18 

preference and oxytocin has shown to negatively regulate carbohydrate preference 

(Domingos et al., 2013; Klockars et al., 2015; Slawecki et al., 2000; Stanley et al., 

1985). The hedonic system is important for regulating food preference, and glucose-

containing sugars and fat, have a potent reward of dopamine. While the role of the 

dopamine system in reward is evident, its role in the regulation of macronutrient 

preference remains unclear at this time. Opioid receptor mu 1 gene has been implicated 

in increasing preference for fat and protein consumption (Haghighi et al., 2014). 

Feeding patterns play an extremely important role in controlling weight and 

health (Asher and Sassone-Corsi, 2015). Ingesting the same amount of food at different 

times of day has different consequences on health, because systemic metabolic 

efficiency will fluctuate over the course of the day (Bray et al., 2010). Correcting the 

feeding schedule of mice fed a high fat diet relieved them of high-fat diet-induced 

obesity (Fuse et al., 2012; Hatori et al., 2012; Sherman et al., 2012). Different 

zeitgebers (external signals that set the internal clock) have different effects on the SCN 

and the peripheral circadian clocks. Mice consume the majority of their food during their 

active phase the night which is denoted ZT12-ZT24 and less during the day which is 

denoted ZT0-ZT12 (Yang et al., 2009).  

Currently a gap in the field exists that is if there are temporal preferences for 

different macronutrients. One prior study in wild-caught wood mice suggests that they 

have a preference for sugars early in the night but did not find a preference for protein 

later in the night (Jensen, 1993). One reason for this could be that they used food with 

mixed macronutrients instead of pure macronutrient sources. Previous studies have 

indicated that rodents will go for the highest caloric gain per unit of time spent foraging 
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(Hansson, 1985), however this may not apply when the mice are given the 

macronutrients individually instead of in mixed sources. We hypothesized that 

carbohydrates and fats peak consumption would be earlier in the night, and that protein 

peak consumption would be later in the night. One reason for this is that glycogen is the 

main energy source used by many areas of the body and is used to provide energy to 

all cells, and it can be acquired from food or from fatty acids that are beta-oxidized, and 

gluconeogenesis (Slavin and Carlson, 2014). Glycogen represent the first choice of 

energy storage and use, and when glycogen needs are met the animals will switch to 

storing lipids in adipocytes, and protein in muscles (Lu et al., 2014). 

Figure 4. Diagram of expected food consumption of different biomolecules based on the hypothesized temporal food 

consumption of mice.

Proposed model of food consumption. Carbohydrates are consumed first as glycogen is the first choice of energy 
storage and use (Lu et al., 2014). Then protein is consumed later in the active phase when the glycogen needs are 
met. Kcal of fat are expected to be consumed at the highest rate as they are the most caloric choice of the three 
biomolecules (Hansson, 1985). 
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1.12 Project aims 

Almost all mammalian cells have a circadian clock that allows for the anticipation 

of daily rhythmic oscillations. These circadian clocks rely on a transcriptional-

translational feedback loop where the positive arm is composed of the heterodimeric 

transcription factor CLOCK:BMAL1 (Fig. 1). The circadian clock coordinates rhythmic 

transcription of about fifteen percent of the liver transcriptome and coordinates rhythmic 

transcription of over half the transcriptome in at least one tissue. The rhythmic 

transcription is then able in turn to drive rhythms of many key metabolic and 

biochemical pathways. As discussed above, there is very little overlap in the genes that 

are rhythmically expressed in each tissue. Recent findings have shown a great deal of 

tissue-specificity in rhythmic gene expression in mice, suggesting that the circadian 

clock may be able to drive tissue-specific gene expression in a rhythmic manner. This 

suggests that the targets of the circadian clock may be tissue-specific or that, 

alternatively, some regulatory mechanisms occur in a tissue-specific manner to 

generate tissue-specific rhythmic gene expression despite common target genes in 

each tissue.  

The first aim of my Ph.D. (Chapter 2) was to determine if the circadian clock has 

tissue-specific gene targets, and if so, what are the mechanisms by which the circadian 

clock can target genes in a tissue-specific manner. To address this question, we 

performed Chromatin Immunoprecipitation sequencing (ChIP-seq) experiments in the 

mouse heart, kidney, and liver, and determine if BMAL1 is binding is tissue-specific. We 

found that the majority of BMAL1 binding was indeed tissue-specific, and the main 

drivers of tissue-specific binding were tissue-specific DHSs and co-binding with ts-TFs. 
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The second aim (Chapter 2) was to determine how the circadian clock can drive 

tissue-specific rhythmic gene expression. To address this aim we compared the binding 

sites of the CLOCK:BMAL1 with publicly available mRNA time courses with collections 

every four hours over the course of forty-eight hours in the heart, kidney, and liver. We 

found the majority of the rhythmic mRNA expression was tissue-specific. We found that 

the major reasons for the tissue-specific rhythms were differences in the activity of 

BMAL1-bound enhancers in tissues, BMAL1 binding to different enhancers in tissues, 

and enhancer-enhancer interactions. In accordance with recent findings showing that 

the circadian clock coordinates rhythmic transcription by promoting rhythmic enhancer-

enhancer interactions, we found that BMAL1 bound enhancers have more enhancer-

enhancer interactions at ZT6 (when CLOCK:BMAL1 are bound to DNA) than ZT18. 

These data suggest that there is a day-night difference in BMAL1 enhancer interactions, 

and that rhythmic gene expression is regulated by  multiple non-mutually exclusive 

factors. 

The third aim (Chapter 3) was to setup a technique to assay the role of the 

intrinsic activity of enhancers and compare this with the role enhancer-enhancer 

interactions in rhythmic gene expression. To determine the drivers of rhythmic gene 

expression, we want to measure the intrinsic activity of the enhancers in an episomal 

context in vivo, i.e., when the enhancer is removed from any chromatin context and not 

subject to enhancer-enhancer interaction. To measure the intrinsic activity of 

enhancers, we cloned the enhancers into plasmids that were injected through the 

mouse tail using a technique known as hydrodynamic tail vein injection. The data show 

that we can measure the intrinsic activity of an enhancer in vivo and we can compare 
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this to the ChIA-PET allowing for the determination of both aspects in driving rhythmic 

gene expression. 

The fourth aim (Chapter 4) was to determine whether Bmal1-/- mice eat in a 

rhythmic manner and whether Bmal1-/- mice experience health benefits from strong 

external rhythms. We found that Bmal1-/- mice eat in an arrhythmic manner when fed ad 

libitum, and that they are able to be entrained to a night-restricted eating pattern without 

a drop in the amount of Kcal consumed. These results will be useful to determine the 

role of rhythmic food intake vs. the molecular circadian clock in the regulation of 

rhythmic gene expression as we will be able to determine if night-restricted feeding 

restores rhythmic gene expression and behavior patterns. 

The fifth aim (Chapter 5) was to design a system to assess the temporal food 

preferences in mice for different biomolecules. Our data suggest that mice prefer eating 

carbohydrates and lipids earlier in the active phase and then protein later in the active 

phase. While additional biological replicates will be needed to complete our study, our 

data confirm previous findings showing that mice prefer sugars early in the active period 

(Jensen, 1993), and extend the rhythms in nutrient preference to lipids and proteins.  
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CHAPTER II 

TISSUE-SPECIFIC BMAL1 CISTROMES REVEAL THAT RHYTHMIC 

TRANSCRIPTION IS ASSOCIATED RHYTHMIC ENHNACER-ENHANCER 

INTERACTIONS 

2.1 Overview 

The mammalian circadian clock relies on the transcription factor CLOCK:BMAL1 

to coordinate the rhythmic expression of thousands of genes. Consistent with the 

various biological functions under clock control, rhythmic gene expression is tissue-

specific despite an identical clockwork mechanism in every cell. Here we show that 

BMAL1 DNA binding is largely tissue-specific, likely because of differences in chromatin 

accessibility between tissues and co-binding of tissue-specific transcription factors. Our 

results also indicate that BMAL1 ability to drive tissue-specific rhythmic transcription is 

not only associated with the activity of BMAL1 bound enhancers, but also with the 

activity of neighboring enhancers. Characterization of physical interactions between 

BMAL1 enhancers and other cis-regulatory regions by RNA polymerase II ChIA-PET 

reveals that rhythmic BMAL1 target gene expression correlates with rhythmic chromatin 

interactions. These data thus support that much of BMAL1 target gene transcription 

depends on BMAL1 capacity to rhythmically regulate a network of enhancers. 

Reprinted with permission from Tissue-specific BMAL1 cistromes reveal that rhythmic transcription is associated with rhythmic 
enhancer enhancer interaction by Beytebiere JR, Trott AJ, Greenwell BJ, Osborne CA, Vitet H, Spence J, Yoo SH, Chen Z, 

Takahashi JS, Ghaffari N, Menet JS, 2019. Genes and Development Volume 33, 294-309, Copyright 2019 by Cold Spring Harbor 
Laboratory Press. 
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2.2 Introduction 

Circadian clocks are found ubiquitously across all kingdoms of life and provide a 

time-keeping mechanism for organisms to anticipate rhythmic environmental changes. 

In mammals, virtually every cell harbors the same circadian clockwork that regulates 

rhythmic gene expression along with temporal cues and systemic signals, such that 

biological functions occur at the most appropriate time of day. The mammalian circadian 

clock relies on transcriptional feedback loops initiated by the heterodimeric transcription 

factor CLOCK:BMAL1 (Partch et al., 2014; Takahashi, 2016). CLOCK:BMAL1 

rhythmically binds DNA to drive the rhythmic transcription of the genes Period (Per1, 

Per2, Per3) and Cryptochrome (Cry1 and Cry2), which upon translation form a 

repressive complex that feedbacks to inhibit CLOCK:BMAL1-mediated transcription. 

CLOCK:BMAL1 binds to E-boxes and activates transcription more potently during the 

middle of the day, and maximal repression occurs during the middle of the night (Koike 

et al., 2012; Rey et al., 2011). CLOCK:BMAL1 is also responsible for the transcriptional 

regulation of many clock controlled genes, which allows for rhythms in biochemistry, 

physiology, and behavior (Panda, 2016). 

Characterization of the rhythmic transcriptional outputs driven by the circadian 

clock indicates that genes expressed in a rhythmic manner vary greatly between tissues 

in the mouse (Panda et al., 2002; Storch et al., 2002; Zhang et al., 2014). Similar 

findings in plants, insects, and primates also revealed that circadian gene expression is 

largely tissue-specific (Endo et al., 2014; Meireles-Filho et al., 2014; Mure et al., 2018a). 

However, it is still unknown how the same circadian clock mechanism can generate 

tissue-specific rhythmic gene expression. Previous work in Drosophila revealed that 
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CLOCK:CYC, the CLOCK:BMAL1 homolog, exhibits tissue-specific DNA binding 

between the body and head, and that much of this tissue-specificity is due to the co-

operation between CLOCK:CYC and tissue-specific transcription factors (TFs) 

(Meireles-Filho et al., 2014). Tissue-specific binding of another mammalian clock 

component, Rev-erbα, has also been described, but the underlying mechanisms have 

not yet been characterized (Zhang et al., 2015). 

To address the mechanisms by which the mammalian circadian clock generates 

tissue-specific circadian transcriptional programs, we performed BMAL1 chromatin 

immunoprecipitation at the genome wide level (ChIP-Seq) in the mouse liver, kidney, 

and heart. Our data revealed that the majority of BMAL1 DNA binding is tissue-specific, 

and suggest that accessibility of the chromatin (as defined by DNase I hypersensitive 

sites or DHSs; Thurman et al., 2012b) and co-binding of tissue-specific TFs (ts-TFs) 

account for much of this tissue-specificity. In addition, we found large discrepancies 

between BMAL1 DNA binding and rhythmic gene expression with, for example, many 

genes targeted by BMAL1 in all three tissues only exhibiting rhythmicity in a single 

tissue. Characterization of the underlying mechanism suggests that the ability of BMAL1 

to drive tissue-specific rhythmic gene expression depends not only on how BMAL1 

promotes the activity of the DHSs it binds to, but also of other neighboring DHSs. 

Together, our data suggest that BMAL1 transcriptional output is controlled through 

enhancer-enhancer interactions, and that BMAL1-driven rhythmic transcription depends 

on the capacity of BMAL1 to rhythmically regulate a network of DHSs. 
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Figure 5. BMAL1 binds rhythmically and the cistromes are largely tissue-specific.

(A)BMAL1 ChIP-qPCR signal at Dbp 1st intron over the course of the day in the mouse liver (blue), kidney (green),
and heart (red). Tissues were collected in wild-type mice at ZT2, ZT6, ZT10, ZT14, ZT18, and ZT22, and in Bmal1
knockout mice at ZT6 for negative control. ChIP-qPCR signal normalized to the input signal corresponds to the
average ± s.e.m. of 3 biological replicates, and the ratio ChIP/input was set to 1 for the Bmal1 knockout mice
samples. (B) Genome browser view of BMAL1 ChIP-Seq signal in the liver (blue), kidney (green), and heart (red) at
Slc35a6 and Gys2 gene loci. BMAL1 ChIP-Seq signal is tissue-specific, with kidney-specific BMAL1 binding at
Slc35a6, and liver-specific BMAL1 signal at Gys2.

2.3 Results 

2.3.1 BMAL1 DNA binding signal is largely tissue-specific 

To determine if BMAL1 cistrome differs between tissues, we performed BMAL1 

ChIP-Seq in the mouse liver, kidney and heart with three biological replicates per tissue. 

Because CLOCK:BMAL1 DNA binding sites in the liver are virtually identical over the 

light on signal). Identification of BMAL1 DNA binding sites using HOMER software 

(Heinz et al., 2010) revealed that most BMAL1 peaks were tissue-specific, with less 
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than 6% of BMAL1 peaks common to the liver, kidney and heart (Fig. 6A, B). Closer 

inspection revealed that tissue-specific BMAL1peaks were more often associated with 

BMAL1 signal below peak detection threshold in the other tissues rather than a 

complete absence of signal (Fig. 6B; 51B; see below). In addition, quantification of 

BMAL1 ChIP-Seq signal revealed that stronger BMAL1 binding is associated with peaks 

common to more than one tissue (Fig. 6C; see below).  

To ensure that differences in BMAL1 ChIP-Seq signal between tissues represent 

true biological variation, we compared BMAL1 ChIP-Seq signal between each of the 

nine datasets and found a high degree of correlation between samples originating from 

the same tissue, but not between tissues (Fig. 6D). Inter-replicates variation between 

replicates was higher for the kidney than for the liver and heart; however, this might 

reflect the higher cell-type heterogeneity and the variability in the chromatin accessibility 

landscape that are observed in the kidney when compared to the heart and liver 

(Cusanovich et al., 2018). We also found that BMAL1 ChIP-Seq signal at core clock 

genes is nearly identical between all three tissues, further indicating that differences in 

BMAL1 binding signal between tissues stem from biological variations (Fig. 6E). 

Consistent with this finding, gene ontology analysis of BMAL1 target genes for each 

tissue revealed that while circadian rhythm and other general terms are enriched in all 

three tissues, tissue-specific biological processes are enriched in a tissue-specific 

manner (Fig. 6F). Many of these tissue-specific processes have been shown to be 

regulated by the circadian clock, such as glycogen synthesis, lipid metabolism and  
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Figure 6. BMAL1 cistromes are largely tissue-specific. 
(A) Overlap of BMAL1 ChIP-Seq peaks in the mouse liver, kidney, and heart. (B) BMAL1 ChIP-Seq signal at BMAL1
peak center ± 2kb in the mouse liver, kidney, and heart, and parsed based on tissues in which BMAL1 peaks were
detected. Group1: peaks common to all three tissues; group 2: peaks common to the liver and kidney; group 3: peaks
common to the liver and heart; group 4: peaks common to the kidney and heart; group 5: liver-specific peaks, group
6: kidney-specific peaks; group 7: heart-specific peaks. (C) BMAL1 ChIP-Seq signal calculated at peak center ± 250
bp in the mouse liver, kidney, and heart. Groups with different letters are statistically different (Kruskal-Wallis test ; p
< 0.05). (D) Spearman correlation coefficients of BMAL1 ChIP-Seq signal between each biological replicate (n = 3 per
tissue) calculated at all 9,006 BMAL1 ChIP-Seq peaks. (E) Genome browser view of BMAL1 ChIP-Seq signal at
Nr1d1 and Per1 gene loci. (F) Gene ontology analysis performed using BMAL1 peaks detected in the liver, kidney, or
heart, and reporting functions enriched across the three tissues or in only one tissue (p-value < 0.05).

cholesterol homeostasis in the liver (Doi et al., 2010; Gnocchi et al., 2015b; Ma et al., 

2015), and blood pressure and vascular smooth muscle contraction in the heart (Wang 
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et al., 2008; Xie et al., 2015). Together, these results indicate that BMAL1 

predominantly binds DNA in a tissue-specific manner, and targets genes involved in the 

regulation of tissue-specific biological functions. 

2.3.2 Chromatin accessibility contributes to tissue-specific BMAL1 DNA binding 

To understand the large differences in BMAL1 ChIP-Seq signal between tissues, 

we set out to define the mechanisms that enable BMAL1 to bind DNA in a tissue-

specific manner. Characterization of the chromatin landscape by the ENCODE 

consortium and others revealed that 94.4% of transcription factor (TF) ChIP-Seq peaks 

are located in an accessible chromatin region, i.e., a region that is hypersensitive to 

DNase I (Thurman et al., 2012b; Yue et al., 2014b). Because mouse liver 

CLOCK:BMAL1 DNA binding sites are predominantly located in DHSs (Sobel et al., 

2017b; Trott and Menet, 2018b), we hypothesized that tissue-specific BMAL1 binding 

may be, at least in part, caused by differences in DNA accessibility between the liver, 

kidney and heart. To test our hypothesis, we used DNase-Seq datasets from the mouse 

ENCODE project (Vierstra et al., 2014; Yue et al., 2014b) and found that many tissue-

specific BMAL1 peaks are located in a chromatin region that is only accessible in the 

corresponding tissue (Fig. 7A). Quantification of DNase-Seq signal at liver-, kidney-, 

and heart-specific BMAL1 peaks (named group 5, 6, and 7 hereafter, respectively) 

confirmed that tissue-specific BMAL1 peaks are associated with higher DNase-Seq 

signal (Fig. 7B). However, some DNase-Seq signal could be detected above 

background level in all three tissues, suggesting  
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Figure 7. The chromatin environment shapes tissue-specific BMAL1 binding. 
(A) Genome browser view of BMAL1 ChIP-seq and DNase-seq signals in the mouse liver, kidney, and heart at twelve
BMAL1 tissue-specific peaks. (B) DNase-seq signal calculated at BMAL1 peak center ± 250 bp in the mouse liver,
kidney, and heart for tissue-specific BMAL1 peaks. Groups with different letters are statistically different (Kruskal-
Wallis test; p < 0.05). (C) BMAL1 ChIP-seq, DNase-seq, and H3K27ac ChIP-seq signal at liver specific BMAL1
peaks, parsed based on the presence of a DNase I hypersensitive sites (DHS) peak in the liver, kidney, and heart.
BMAL1 ChIP-seq and DNase-seq signals are displayed with a window of ± 2kb, whereas H3K27ac ChIP-seq signal is
displayed with a window of ± 5kb. (D-F) Quantification of DNase-seq (D), BMAL1 ChIP-Seq (E), and H3K27ac ChIP-
Seq (F) signals for liver specific BMAL1 peaks located at (top, group 5A) liver specific DHS or (bottom, group 5B)
DHS peaks common to the liver, kidney and heart. Groups with different letters are statistically different (Kruskal-
Wallis test; p < 0.05). Letters u-z denotes the outcome of the statistical analysis performed using groups 5A and 5B
together.

that tissue-specific BMAL1 peaks may not be always associated with a complete 

absence of DNase-Seq signal in other tissues. 

To investigate if tissue-specific BMAL1 binding occurs at DHSs common to 

several tissues, we mapped the genomic location of DHSs in the liver, kidney and heart 
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(Fig. 8A), and determined the fraction of tissue-specific BMAL1 peaks found at tissue-

specific DHSs or at DHSs common to more than one tissue, focusing primarily on liver-

specific BMAL1 peaks. As expected, almost all mouse liver BMAL1 peaks (97.7%) are 

located in chromatin regions that are accessible in the mouse liver (Fig. 7C). However, 

only ~20% of liver-specific BMAL1 peaks are located at a liver-specific DHSs, i.e., most 

liver-specific BMAL1 peaks are located within chromatin regions that are also 

accessible in other tissues (Fig. 7C). Importantly, we found that while no BMAL1 signal 

is detectable in the kidney and heart at liver-specific DHSs, some BMAL1 signal is 

visible at common DHSs even if it is not defined as significant BMAL1 peaks by 

HOMER (Fig. 7C-E). Similar results were observed for kidney- and heart-specific 

BMAL1 peaks (Fig. 8B, C). Because DNase I hypersensitivity does not assess the 

activity of accessible chromatin regions, we also analyzed public ChIP-Seq datasets for 

histone modifications found at transcriptionally active/primed DHSs, i.e, acetylated 

lysine 27 of histone 3 (H3K27ac) and monomethylated lysine 4 of histone 3 (H3K4me1). 

Remarkably, both H3K27ac and H3K4me1 ChIP-Seq signals mirrored the DNase-Seq 

signal and were detected in particular at kidney and heart DHSs exhibiting liver-specific 

BMAL1 peaks (Fig. 7C, 7F, 8D). 
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Figure 8. The chromatin environment shapes tissue-specific BMAL1 binding. 
(A) Venn diagram depicting the overlap of DNase hypersensitive sites (DHSs) between the mouse liver, kidney, and
heart. DNase-Seq datasets were downloaded from the ENCODE project, and analyzed to define DHSs in each of the
three tissues. Of the total 427,748 DHSs among the mouse liver, kidney, and heart, 100,009 are common to all three
tissues. (B) H3K4me1 ChIP-seq signal (log2 scale) in the mouse liver, kidney, and heart at liver-specific BMAL1
peaks located in liver-specific DHSs (top), or at liver-specific BMAL1 peaks located at DHSs common to the liver,
kidney and heart. H3k4me1 ChIP-Seq datasets were downloaded from the ENCODE project, and signal was
calculated at BMAL1 peak center ± 1kb. (C) Left: Stacked bar chart representation of the percentage of kidney-
specific BMAL1 peaks located within kidney-specific DHSs or DHSs found in other tissues. Right: Boxplot
representation of BMAL1 ChIP-seq, DNase-seq, H3K27ac ChIP-seq and H3K4me1 ChIP-seq signals at kidney-
specific BMAL1 peaks located at a kidney-specific DHSs or at a DHSs common to the liver, kidney and heart. Signal
for BMAL1 ChIP-seq and DNase-seq was calculated at BMAL1 peak center ± 250 bp, and at BMAL1 peak center ±
500 bp for ChIP-seq of histone modifications. (D) Similar to panel C, but for heart-specific BMAL1 peaks.

In summary, our data indicate that only a minority of BMAL1 binding sites are 

located at tissue-specific DHSs. For most tissue-specific BMAL1 peaks, chromatin is 
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accessible in other tissues and harbors histone modifications that mark transcriptionally 

active DHSs, albeit to lower levels. Importantly, some BMAL1 DNA binding can be 

detected at those sites, although at levels too low to be categorized as ChIP-Seq peaks 

by peak-calling algorithms. 

2.3.3 Tissue-specific BMAL1 peaks are enriched for tissue-specific transcription 

factor DNA binding motifs 

Several mechanisms may contribute to tissue-specific BMAL1 binding. First, BMAL1 

DNA binding may only rely on the presence of its binding motif in an accessible DHS. 

Under this scenario, BMAL1 binding signal would correlate with DNase-Seq signal, and 

differences between tissues would mostly depend on the proportion of cells harboring 

an accessible DHS and/or the extent to which the DHS is accessible. Alternatively, 

tissue-specific BMAL1 binding may be, as suggested for some other TFs (Gertz et al., 

2013; Hu and Gallo, 2010; Meireles-Filho et al., 2014), facilitated by tissue-specific TFs 

(ts-TFs) that bind at sites nearby BMAL1. Here, BMAL1 DNA binding signal would not 

correlate well with DNase-Seq signal, and motifs for ts-TFs would be enriched at tissue-

specific BMAL1 peaks. 

To assess if either or both of these mechanisms promote tissue-specific BMAL1 

binding, we first compared BMAL1 ChIP-Seq signal with DNase-Seq signal at liver-, 

kidney-, and heart-specific BMAL1 peaks, and found that both signals were correlated in 

the heart, but not in the liver and kidney (Fig. 9A). Differences in BMAL1 ChIP-Seq 

signal of more than 16-fold are detected at liver DHSs displaying similar DNase-Seq 

signals, and similar BMAL1 ChIP-Seq signals were observed at DHSs harboring  
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Figure 9. Motifs and footprints for tissue-specific transcription factors are enriched at tissue-specific BMAL1 
enhancers. 
(A) Correlation between DNase-seq and BMAL1 ChIP-seq signals (calculated at BMAL1 peak center ± 250 bp) at
liver-, kidney-, and heart-specific BMAL1 peaks. (B) Correlation between DNase-seq and BMAL1 ChIP-seq signal for
liver specific BMAL1 peaks harboring one E-box only. (C) Enrichment of TF motifs at liver-, kidney-, and heart-
specific BMAL1 peaks, performed using HOMER at BMAL1 peak center ± 100 bp. Enrichments are shown if q-value
< 0.05. (D) Fold-enrichment of TF motif over background at tissue-specific BMAL1 peaks (BMAL1 peak center ± 100
bp; q-value <0.05). (E) mRNA expression in the mouse liver, kidney, and heart of Bmal1 and TFs whose motifs were
enriched at BMAL1 ChIP-Seq peaks. (RNA-Seq datasets from Zhang et al., 2014). Groups with different letters are
significantly different (one-way ANOVA; p-value <0.05). (F) Distribution of DNase I footprints identified using
pyDNase and detected at BMAL1 peak center ± 100 bp, and parsed based on the tissue(s) they were found in. (G)
Motif enrichment of TFs performed at DNase I footprints identified in liver-, kidney-, and heart-specific BMAL1 peaks
(footprint center ± 15 bp). Enrichments are displayed if q-value < 0.05, and colored in grey if no significant footprint is
detected in any of the three tissues. (H) Heatmap representing DNase I cuts at BMAL1 peaks containing an E-box
and an HNF6 motif (top) or a CEBP (bottom). DNase I cut signal is centered on the E-box and sorted based on the
distance between the E-box and the liver-specific TF motif. (I) Quantification of DNase I cut signal at BMAL1 peaks
containing an E-box and an HNF6 motif (top) or a CEBP (bottom) in the liver of wild-type (left) or Bmal1-/- (right) mice.
Quantification was performed using signal centered on E-boxes (left) or on the ts-TF motif (middle). As control,
quantification was also performed at HNF6 or CEBPA peaks that do not harbor a BMAL1 ChIP-Seq peak (right;
signal corresponds to the average of 1,000 decile-normalized iterations).
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Figure 9 Continued. 

differences of DNase-Seq signal of more than 30-fold in both liver and kidney (Fig. 3A). 

Importantly, these differences are independent of the number of E-boxes within each 

DHS (Fig. 9B, 10A). These results thus indicate that, at least for the liver and kidney, 

the extent to which the chromatin is accessible cannot solely explain the differences in 

tissue-specific BMAL1 binding. 

To determine if ts-TFs may be involved, we performed a motif enrichment 

analysis at tissue-specific BMAL1 peaks using HOMER. As expected, E-boxes are 

enriched at tissue-specific BMAL1 peaks for all three tissues, along with a few additional 

motifs for ubiquitously expressed TFs (u-TFs) (Fig. 9C, 9D). However, the majority of 

the motifs were significantly enriched in only one or two tissues, with many of them 

corresponding to binding sites of well-known ts-TFs like Foxa1 and Mef2a/b (Fig 9C, 

9D). To verify that these TFs are legitimate ts-TFs, we analyzed their levels of 

expression in the liver, kidney and heart using public mouse RNA-Seq datasets (Zhang 

et al., 2014) and the Genotype-Tissue Expression (GTEx) portal for human tissues 
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(Consortium, 2013). For almost all of the >20 TFs we examined, mRNA levels were 

specific to one or two tissues, confirming that these TFs are true ts-TFs (Fig 9E, 10B, 

10C). Importantly, the tissue-specific pattern of expression matched particularly well 

with the tissue-specificity of the motif enrichment, suggesting that these TFs bind DNA 

in a tissue-specific. 
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Figure 10. Tissue-specific transcription factors may contribute to tissue-specific BMAL1 DNA binding. 

(A) Correlation between DNase-seq signal and BMAL1 ChIP-seq signal for liver- (blue), kidney- (green) and heart-
(red) specific BMAL1 peaks parsed based on the number of E-boxes. The E-boxes used in the analysis were
CACGTG, CACGNG, and CACGTT. BMAL1 ChIP-seq signal and DNase-seq signal, which are represented in log2
scale, were calculated at BMAL1 peak center ± 250 bp. (B) mRNA expression in the mouse liver, kidney, and heart of
Bmal1 and transcription factors whose motifs were enriched at BMAL1 ChIP-Seq peaks. mRNA expression was
calculated using public RNA-Seq datasets (Zhang et al., 2014) from samples collected over the course of the 24-hr
day. (C) mRNA expression (RPKM) in human liver (blue), kidney (green), and heart (red, left ventricle and atrial
appendage) for the tissue-specific transcription factors displayed in Fig. 9C, D, and E. Data were retrieved from the
GTEx portal (https://www.gtexportal.org/home/) (Consortium, 2013). (D) Illustration of the DNase-Seq protocol, and
the analysis of DNase I cuts that reveal footprints at DNase I hypersensitive sites (DHSs). Mild DNase I digestion of
nuclei preserves closed chromatin and transcription factors/nucleosomes-bound regions from DNase I cutting. Thus,
mapping regions uncut by DNase I at DHSs can reveal regions that are occupied by transcription factors and/or
nucleosomes. (E) Genome browser view of DNase-seq signal, footprints p-value, DNase I cut sites, and BMAL1
ChIP-seq signal in the mouse liver (blue), kidney (green), and heart (red) at two BMAL1 DNA binding sites. DNase-
Seq datasets were downloaded from the ENCODE project, and footprint p-value visualization files were generated
using pyDNase (Piper et al., 2015; Piper et al., 2013). Mouse liver HNF6 ChIP-Seq signal, which was downloaded
from a public dataset (Faure et al., 2012), is also displayed. Both BMAL1 peaks exhibit significant footprints at motifs
corresponding to E-boxes, as well as to motifs for other transcription factors including the liver-specific transcription
factor HNF6. (F) Distribution of DNase I footprints detected at the genomic coordinate of the DHSs bound by BMAL1,
and parsed based on the tissue(s) they were found in. Analysis was performed at BMAL1 peaks that are liver-specific
(blue), kidney-specific (green), heart-specific (red), or common to all three tissues (grey). (G) Motif enrichment of
transcription factors performed at the DNase I footprints identified within the genomic coordinate of the DHS bound by
BMAL1, for liver-, kidney-, and heart-specific BMAL1 peaks (footprint center ± 15 bp). Enrichments are displayed if q-
value < 0.05, and colored in grey in no significant footprint is detected in any of the three tissues. (G) Heatmaps
representing the DNase I cuts at BMAL1 peaks containing an E-box and a motif for another transcription factor.
DNase I cut signal is centered on the E-box and sorted based on the distance between the E-box and the
transcription factor motif. Scale corresponds to E-box center ± 250bp.

https://www.gtexportal.org/home/)
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Figure 10 Continued. 

2.3.4 Genomic footprints for tissue-specific transcription factor are specifically 

enriched at tissue-specific BMAL1 peaks 

The concordance between ts-TF motif enrichment and expression pattern (Fig. 

9C-E, 10B, 10C) does not directly show that ts-TFs bind at BMAL1 DHSs in a tissue-

specific manner. To further investigate this possibility, we took advantage of the 

genomic footprints left by chromatin-associated proteins following treatment with DNase 

I (Hesselberth et al., 2009). This analysis, which has been used successfully to define 

the genome-wide DNA binding profiles of dozens of TFs (Neph et al., 2012; Sherwood 

et al., 2014; Stergachis et al., 2014), exploits DNase-Seq datasets to uncover regions 
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within DHSs that are protected from DNase I activity by proteins bound to DNA (Fig. 

10D, 10E). To this end, we analyzed the mouse liver, kidney, and heart DNase-Seq 

datasets using pyDNase (Piper et al., 2015) and identified the genome-wide location of 

TF footprints. 

This analysis revealed that most footprints found at tissue-specific BMAL1 peaks 

are significantly enriched in the corresponding tissue. For example, 60% of the 

footprints found at liver-specific and heart-specific BMAL1 peaks are only detected in 

the liver and heart, respectively (Fig. 9F, 10F). Conversely, a large fraction of the 

footprints identified at common BMAL1 peaks are detected in all three tissues (Fig. 9F, 

10F). To identify the proteins generating these footprints, we performed a motif analysis 

restricted to the footprint genomic locations found at liver-, kidney- and heart-specific 

BMAL1 peaks. While motifs for CLOCK:BMAL1 and some u-TFs are enriched in all 

three tissues, most significantly enriched motifs correspond to ts-TFs binding sites (Fig. 

9G, 10G). For example, footprints are enriched at motifs for Hnf6, Foxa1, Cebp, Hnf1, 

and Hnf4a in the mouse liver, and for Hnf1, Hnf4a, and Tead in the kidney. We noticed 

that several ts-TFs whose motifs are enriched at BMAL1 DHSs (Fig. 9C) do not exhibit 

a significant footprint (e.g., Foxo3, Srebp, Pax8, Gata4, and Ets1; Fig. 9G), suggesting 

that they do not bind to BMAL1 DHSs despite of the presence of a cognate motif. 

However, the absence of footprints may also reflect the inability of these TFs to 

generate distinctive footprints because of DNA residence time and DNase I cut bias, as 

previously shown for a few other TFs (He et al., 2014; Sung et al., 2014). 

We then examined with heatmaps DNase I cuts at BMAL1 peaks and found that 

DHSs exhibit footprints at E-box and motifs for ts-TFs, suggesting that ts-TFs may be 
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bound to DNA concurrently with CLOCK:BMAL1 (Fig. 9H, 10H). Interestingly, 

quantification of DNase I cut signal in wild-type vs. Bmal1-/- mice revealed that Bmal1 

knockout decreases footprint signal for the ts-TFs HNF6 and CEPBA more potently at 

BMAL1 peaks than at control peaks (i.e., HNF6 and CEPBA peaks without BMAL1 

ChIP-Seq signal), suggesting that BMAL1 may increase the binding of ts-TFs at tissue-

specific DHSs (Fig. 9I). 

2.3.5 Tissue-specific and common BMAL1 peaks are co-bound by different 

classes of transcription factors 

To further assess if ts-TFs may contribute to tissue-specific BMAL1 binding, we 

determined the relative enrichment of footprints for several ts-TFs and u-TFs at BMAL1 

peaks either specific to the liver (group 5) or common to all three tissues (group 1). We 

found that footprints for ts-TFs were preferentially detected at liver-specific BMAL1 

peaks when compared to common BMAL1 peaks (Fig. 11A, 12A). Conversely, 

footprints for several u-TFs were enriched at BMAL1 peaks common to all three tissues, 

when compared to liver-, kidney-, or heart-specific BMAL1 peaks (Fig. 11A; Fig. 12A).  
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Figure 11. BMAL1 DNA binding sites common to the mouse liver, kidney, and heart exhibit unique features. 
(A) Percentage of footprints for BMAL1 (black), liver-specific TFs (blue), and u-TFs (orange) identified at liver-specific
BMAL1 peaks (group 5) or at BMAL1 peaks common to all three tissues (group 1). (B) Percentage overlap between
BMAL1 peaks and ChIP-Seq peaks for various TFs and Pol II in the mouse liver. Results are parsed based on
tissues in which BMAL1 peaks were detected: G1: peaks common to all three tissues; G2: peaks common to the liver
and kidney; G3: peaks common to the liver and heart; G4: peaks common to the kidney and heart; G5: liver-specific
peaks, G6: kidney-specific peaks; G7: heart-specific peaks. (C) Heatmap representation of mouse liver ChIP-Seq
signal for HNF6 (dataset from Faure et al., 2012), CEBPA (dataset from Faure et al., 2012) CRY1 (CT04, dataset
from Koike et al., 2012), CREB (from Everett et al., 2013), and Pol II (ZT06, dataset from Sobel et al., 2017) at
BMAL1 peaks ordered based on BMAL1 ChIP-Seq signal (as in Fig. 6B) for the group 1, 2, 3, and 5. (D) Correlation
of BMAL1 ChIP-seq signal between the mouse liver, kidney, and heart for BMAL1 peaks common to all three tissues
(group 1). (E) BMAL1 ChIP-Seq signal for BMAL1 peaks common to all tissues parsed based on the number of E-
boxes (canonical E-box CACGTG and degenerate E-boxes CACGTT and CACGNG). (F) Fraction of BMAL1 peaks
harboring a dual E-box motif (two E-boxes separated with 6 or 7 bp). (G) Location of BMAL1 peaks for each of the
seven groups. Statistical analysis was performed using a chi square test, and post-hoc analysis was performed with
Fisher’s exact test. Groups with different letters are statistically different (p < 0.01). (H) Nucleosome signal at BMAL1
DNA binding sites parsed based on tissues in which BMAL1 peaks were detected (group 1 to 7, see above).
Nucleosome signal was retrieved from mouse liver MNase-Seq datasets (Menet et al., 2014), which consists of 6
time points each separated by 4 hours with n = 4 mice for each time point, and is displayed as the average of the 24
datasets ± s.e.m.
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Differences in footprint enrichment between ts-TFs and u-TFs were also observed at 

liver-specific BMAL1 peaks based on whether DHS are liver-specific or ubiquitous, 

respectively (Fig. 12B). These results thus suggest that ts-TFs are more effectively 

recruited to tissue-specific BMAL1 peaks whereas u-TFs may be more effectively 

recruited to BMAL1 peaks common to different tissues. 

To address this possibility more directly, we determined the relative distribution of 

TF ChIP-Seq peaks between tissue-specific and common BMAL1 peaks using public 

mouse liver ChIP-Seq datasets for more than 25 TFs. Results largely confirmed the 

footprint analysis, as ts-TF ChIP-Seq peaks were more potently found at liver-specific 

BMAL1 peaks than at peaks common to all three tissues (Fig. 11B, 11C, 12C). 

Moreover, ChIP-Seq peaks for RNA Polymerase II (Pol II) and the u-TFs CREB and 

GABPA were preferentially observed at common BMAL1 peaks. Intriguingly, we noticed 

that liver-specific BMAL1 peaks were also more frequently associated with ChIP-Seq for 

nuclear receptors (Fig. 11B, 11C). Taken together, these results thus indicate that 

BMAL1 peaks harbor a remarkable dissimilarity of TF bound near BMAL1, with ts-TFs 

and nuclear receptors being enriched at tissue-specific BMAL1 peaks while Pol II and 

some u-TFs being enriched at BMAL1 peaks common to different tissues. 
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2.3.6 BMAL1 peaks common to all three tissues exhibit stronger BMAL1 signal, 

harbor more E-boxes, are enriched at promoters, and display less nucleosome 

signal 

More than 500 BMAL1 ChIP-Seq peaks targeting 294 genes are common to the liver, 

kidney and heart (Fig. 6A). These genes comprise all expected core clock genes and 

regulate biological processes that are ubiquitous to most mammalian tissues (Fig. 12D). 

Figure 12. Differential binding of transcription factors between tissue-specific and common BMAL1 peaks. 
(A, B) Percentage of footprints for BMAL1 (black), liver-specific transcription factors (HNF6, HNF4A, HNF1, FOXA1, 
CEBP; blue), and ubiquitous transcription factors (SP1, CREB, HLF; orange) identified at (E) BMAL1 peaks common 
to all three tissues (group 1), BMAL1 peaks that are liver-specific (group 5), kidney-specific (group 6), and heart-
specific (group 7), or at (F) liver-specific peaks that are located at a liver-specific DHS (group 5A) or located at a DHS 
that is common to the liver, kidney, and heart. (C) Heatmap representation of mouse liver ChIP-Seq signal for 
different transcription factors at BMAL1 peaks ordered based on BMAL1 ChIP-Seq signal (as in Fig. 6B) for the group 
1 (peaks common to all three tissues), 2 (peaks common to the liver and kidney), 3 (peaks common to the liver and 
heart), and 5 (liver-specific peaks). ChIP-Seq datasets were retrieved from public depositories (see methods for 
details). (D) Gene ontology analysis of the genes targeted by BMAL1 peaks common to all three tissues (p-value < 
0.05). (E) Correlation between DNase-seq and BMAL1 ChIP-seq signals for BMAL1 peaks that are common to all 
three tissues. Signal was calculated at BMAL1 peak center ± 250 bp in the mouse liver, kidney, and heart, and is 
displayed in log2 scale. (F, G) Enrichment for the motifs of clock genes (F) and u-TFs (G) at tissue-specific BMAL1 
peaks (liver in blue, kidney in green, and heart in red) or BMAL1 peaks common to the three tissues (black). Asterisks 
illustrate a q-value < 0.05. (H) Nucleosome signal at BMAL1 DNA binding sites parsed based on tissues in which 
BMAL1 peaks were detected (group 1 to 7, see above). Nucleosome signal was retrieved from liver MNase-Seq 
datasets of wild-type and Bmal1-/- mice (Menet et al., 2014), which consists of 6 time points each separated by 4 
hours with n = 4 mice for each time point, and is displayed as the average of the 24 datasets ± s.e.m. 
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Figure 12 Continued. 

Consistent with the hypothesis that BMAL1 binding at peaks common to several tissues 

is less dependent on ts-TFs than tissue-specific BMAL1 peaks, we found that BMAL1 

ChIP-Seq signal at common BMAL1 peaks is well correlated with DNase-Seq signal 

(Fig. 12E), and between tissues (Fig. 11D). Analysis of the DNA binding motifs at 

common BMAL1 peaks revealed that E-boxes were enriched along with motifs for the 

clock genes Rev-erb/ and Ror// (RORE) and E4bp4/Dbp/Tef/Hlf (D-box), as well 

as motifs for well-characterized u-TFs such as CREB, SP1 and HLF (Fig. 12F, 12G). 
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The reasons to why REV-ERB/ DNA binding is lower at common BMAL1 peaks (Fig. 

11B, 11C, 12C) in spite of RORE motif enrichment are unknown, but may include the 

recently described recruitment of REV-ERB to DNA-bound ts-TFs like HNF6 (Zhang et 

al., 2015). To investigate if the higher enrichment for E-boxes at common BMAL1 peaks 

(Fig. 12F) may contribute to the increased BMAL1 ChIP-Seq signal at those sites (Fig. 

6C), we quantified BMAL1 ChIP-Seq signal based on the number of E-boxes and found 

that BMAL1 signal was positively correlated with increasing number of E-boxes for all 

three tissues (Fig. 11E). Moreover, dual E-boxes, i.e. two E-box motifs separated by 6 

or 7 nucleotides and which have been proposed to be a preferred CLOCK:BMAL1 

binding site (Paquet et al., 2008), are also more enriched at common BMAL1 peaks 

(Fig. 11F). Characterization of the location of BMAL1 peaks revealed that peaks 

common to all three tissues were predominantly located at promoter/TSS, whereas 

tissue-specific BMAL1 peaks were more consistently located within introns and 

intergenic regions (Fig. 11G). Finally, nucleosome signal at common BMAL1 peaks was 

lower compared to other groups (Fig. 11H, 12H). This result, which is likely due to 

differences in BMAL1 peak location between groups, suggests that DNA is more 

accessible at peaks common to all three tissues. 

Together, these results indicate that BMAL1 peaks common to all three tissues, 

which target genes that are involved in generic biological processes, are enriched for E-

boxes, are predominantly localized at promoter regions/TSS, and exhibit less 

nucleosome signal. These features likely contribute to the higher BMAL1 ChIP-Seq 

signal observed at those sites. 
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2.3.7 BMAL1 DNA binding contributes only partially to rhythmic gene expression 

To determine whether tissue-specific BMAL1 binding contributes to generating 

tissue-specific circadian transcription, we analyzed BMAL1 target gene expression in 

the mouse liver, kidney and heart using public datasets that assessed the rhythmic 

transcriptome in those tissues (Zhang et al., 2014). In agreement with the literature 

(Menet et al., 2012; Rey et al., 2011), genes targeted by BMAL1 exhibit a higher 

proportion of rhythmic mRNA expression than those not targeted by BMAL1. 

Specifically, rhythmic expression of BMAL1 targets in the liver, kidney and heart is 

increased by ~2-fold compared to all genes, and by ~1.3-1.5-fold compared to genes 

targeted by BMAL1 in other tissues (Fig. 13A). Surprisingly, genes targeted by BMAL1 

in all three tissues (group 1) do not exhibit substantially more rhythmic expression 

despite increased BMAL1 ChIP-Seq signal, increased number of E-boxes, and 

preferential peak location at promoter/TSS (Fig. 13A). Moreover, the majority of BMAL1 

target genes are not rhythmically expressed in any of the three tissues (Fig. 13A). 

These results thus suggest  
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Figure 13: Transcriptional activities of BMAL1 DHS and other DHS contribute to BMAL1-mediated rhythmic 
transcription.  
(A) Percentage of rhythmically expressed gene for the seven groups of BMAL1 binding sites. Gene expression data
originate from public microarray datasets (Zhang et al., 2014) and is considered rhythmic if q-value <0.05 using JTK-
cycle. (B) Overlap of rhythmic expression for peaks common to all three tissues (group1), and for liver-, kidney-, and
heart-specific BMAL1 peaks (groups 5, 6, and 7, respectively). The number of genes that are rhythmically expressed
for the mouse liver (blue), kidney (green), and heart (red) is displayed, along with the number and percentage of non-
rhythmically expressed genes (AR). (C, D) mRNA expression (left) and genome browser view (right) of BMAL1 ChIP-
seq and DNase-seq signals in the mouse liver (blue), kidney (green), and heart (red). Rhythmic expression
determined by JTK-cycle is defined as *** if q-value < 0.001, ** if q-value < 0.01, and * if q-value < 0.05. The genes
Coq10b and Abcf1 (C) represent two examples for which the activity of BMAL1 DHS likely contributes to the
differences in mRNA expression, where the genes Dusp7 and Comt (D) represent two examples for which the activity
of other DHS likely contributes to BMAL1-mediated rhythmic transcription.

that although BMAL1 DNA binding contribute to increased rhythmic expression, it is not 

sufficient to drive rhythmic transcription. 

Consistent with this notion, BMAL1 targets common to all three tissues display a 

widely heterogeneous rhythmic output, with most genes being rhythmic in only one 

tissue (83 genes out of 125 rhythmically expressed genes; Fig. 13B). In fact, only 16 
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genes targeted by common BMAL1 peaks are rhythmically expressed in all three 

tissues, and most of them are core clock genes. We also found that many genes 

targeted by BMAL1 in one tissue were rhythmic only in another tissue (Fig. 13B). To 

characterize the mechanisms underlying this poor overlap between BMAL1 binding and 

rhythmic gene expression, we examined the profiles of DNase-Seq and BMAL1 ChIP-

Seq datasets in the liver, kidney, and heart. While we were unable to detect a unified 

mechanism that may explain the variability in BMAL1 transcriptional output, we 

identified two important features that likely contribute to rhythmic transcription. First, 

similar BMAL1 ChIP-Seq signal between tissues can result in significantly different 

levels and/or rhythmicity of target gene expression (Fig. 13C, 14A). This observation 

was made at genes targeted by a unique DHS, suggesting that factors other than just 

BMAL1 contribute to the activity of BMAL1-bound DHSs and to rhythmic BMAL1 target 

gene expression. Second, we found that rhythmicity of BMAL1 target genes was often 

associated with higher levels of expression and more DHSs, thus suggesting that 

rhythmic gene expression results from functional interactions between BMAL1 DHSs 

and other DHSs (Fig. 13D, 14B). We also found a few instances where more DHSs 

were associated with decreased expression, suggesting that interactions between 

multiple DHSs may also result in decreased transcription activation (Fig. 14C). 
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Figure 14: Tissue-specificity of rhythmic BMAL1 target gene expression relies on the transcriptional activities of DHS 
bound by BMAL1, but also other DHS. 
(A-C) mRNA expression (left) and genome browser view (right) of BMAL1 ChIP-seq and DNase-seq signals in the 
mouse liver (blue), kidney (green), and heart (red). Rhythmic expression determined by JTK-cycle is defined as *** if 
q-value < 0.001, ** if q-value < 0.01, and * if q-value < 0.05. Panel A represents examples for which the activity of
BMAL1 DHS likely contributes to the differences in mRNA expression, whereas panels B and C represent examples
for which the activity of other DHS likely contributes to BMAL1-mediated rhythmic transcription. The activity of these
other enhancers often enhances (rhythmic) target gene expression (B), but it can also lead to decrease (rhythmic)
gene expression (C).
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In summary, our results indicate that, as recently reported (Trott and Menet, 

2018b), BMAL1 DNA binding is not sufficient to drive rhythmic transcription. They also 

suggest that rhythmic BMAL1 target gene expression likely results from (i) interactions 

between DHSs bound by BMAL1 and other DHSs, and (ii) the activity of each DHS, 

including those bound by BMAL1. 

2.3.8 BMAL1-bound DHSs physically interact with other DHSs  

To determine the extent to which BMAL1 target gene transcription relies on physical 

interactions between DHSs, we performed RNA Polymerase II (Pol II) Chromatin 

Interaction Analysis by Paired-End Tag Sequencing (ChIA-PET) in the mouse liver at 

ZT6 and ZT18 with 3 biological replicates per time point. By incorporating a Pol II ChIP 

step, this technique identifies interactions between enhancers and/or TSS of genes that 

are being transcribed (Fig. 15A) (Kieffer-Kwon et al., 2013; Li et al., 2012).  

To assess the efficiency of our mouse liver Pol II ChIA-PET in detecting 

chromatin interactions at transcriptionally active genes, we determined the number of 

Paired-End Tags (PETs) mapped to a single gene based on gene transcription using 

public mouse liver Nascent-Seq datasets (Menet et al., 2012). We found that most 

PETs mapped to transcriptionally active genes, with 23.4% of all PETs located within 

the top 10% of genes transcribed in the mouse liver (Fig. 15B, 16A). Analysis of PETs 

with reads located in two different DHSs and visualization of chromatin interactions at 

mouse liver BMAL1 target genes further confirmed that actively transcribed genes 

harbor many PETs mapping to different DHSs, including some bound by BMAL1 (Fig. 
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13C, 15D). These data indicate that DHSs located within the same gene physically 

interact 

Figure 15: Analysis of chromatin interactions by RNA polymerase II ChIA-PET in the mouse liver.
(A) Illustration of the ChIA-PET technique. (B) Number of Paired-End Tags (PET) with both reads mapped to the
same gene and parsed based on gene nascent RNA expression in the mouse liver. Red circles represent the
average PET number for each decile ± 95% confidence intervals. (C) Average number of PET per gene in the mouse
liver with both reads located in different DHS and mapped to the same gene, parsed based on gene nascent RNA
expression. Error bars represent the 95% confidence intervals. (D) Genome browser view of mouse liver BMAL1
ChIP-seq (this study), DNase-seq (ENCODE), and Pol II ChIP-seq (from Sobel et al., 2017b). PET with both reads
mapped to DHS are in red, while PETs with one read mapped to a DHS are in orange and those not mapped to a
DHS are in grey. (E-G) Percentage of PETs detected at ZT6 (white bar and dashed black line) or ZT18 (grey bar and
solid black line), displayed as the average ± s.e.m. of 3 independent experiments based on the type of PET, the
rhythmicity of gene expression, and the phase of expression. * denotes p < 0.05 between ZT6 and ZT18, and #
denotes an interaction found in the two-way ANOVA (p < 0.05) between the phase of expression and the time of the
ChIA-PET experiment (ZT6 or ZT18). Triangles represent DHSs, and may be located within a gene or not.
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via gene looping, and suggest that transcriptional activation results from the synergistic 

interaction between DHSs. To assay if rhythmic gene expression is associated with 

changes in chromatin interactions, we determined the number of PETs between DHSs 

based on the phase of rhythmic gene expression. We found small day vs. night 

differences in chromatin interactions in the mouse liver, with about 10% more PETs 

between two DHSs at ZT6 for genes with a peak of expression at ZT9-15 (Fig. 15E). In 

addition, analysis of interactions between a DHS and a non-DHS site, e.g., a site with 

elongating Pol II that is expected to better reflect transcriptional activity revealed that 

DHS-non-DHS interactions exhibit day vs. night differences, with more interactions at 

ZT18 for genes expressed from ZT15 to ZT3 (Fig. 15F, 15G). 

A few recent reports suggested that rhythmic interactions between BMAL1 DHSs 

and other DHSs underlie the rhythmic transcription of BMAL1 target genes (Aguilar-

Arnal et al., 2013; Mermet et al., 2018; Yeung et al., 2017). To investigate this 

possibility, we quantified the number of PETs mapped to BMAL1 target genes. We 

found that, at rhythmically expressed BMAL1 target genes, the number of chromatin 

interactions between two DHSs containing at least one BMAL1 peak is higher at ZT6 

when BMAL1 binding is maximal (Fig. 17A, 17B). This higher number of PETs at ZT6 

vs. ZT18 was specifically observed for rhythmically expressed targets peaking at ZT3-

ZT15, i.e., at times corresponding relatively well with BMAL1 DNA binding, and after 

incorporation of chromatin interactions involving distal BMAL1-bound DHSs, which 

account for ~15-20% of DHS-DHS interactions (Fig. 17A, 17B). In addition, analysis of  
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Figure 16: Pol II ChIA-PET datasets uncover interaction between DHS in the mouse liver. 
(A) Summary of the sequencing analysis for the three independent Pol II ChIA-PET experiments performed in this
project. QC stands for quality check. (B) Number (black) and percentage (blue) of Paired-End Tags (PET) based on
the distance between the two reads for the three independent Pol II ChIA-PET experiments. Reads mapping to two
different chromosomes are labeled as extra-chrom. reads. (C) Percentage of PET with non-chimeric half-linker
barcodes (specific products, grey) and chimeric half-linker barcodes (non-specific products, black) for each of the
three independent Pol II ChIA-PET experiments. (D) Distribution of the PET length for the non-chimeric PET (specific
products, grey) and the chimeric PET (non-specific products, black), for the mouse liver Pol II ChIA-PET experiments
performed with single crosslinked nuclei (left) or dual crosslinked nuclei (right). The ratio between non-chimeric PET
and chimeric PET is overlaid in red. Both y-axis are represented in log10 scale. (E) Genome browser view of mouse
liver BMAL1 ChIP-seq (this study), DNase-seq (ENCODE), and Pol II ChIP-seq (from Sobel et al., 2017b). PETs with
both reads mapped to DHSs are in red, while PETs with one read mapped to a DHS are in orange and those not
mapped to a DHS are in grey.
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interactions between a BMAL1 peak and a non-DHS site revealed that while the 

proportion of PETs between ZT6 and ZT18 was similar for rhythmically and 

arrhythmically expressed targets, more PETs were found at ZT18 for the target genes 

rhythmically expressed at a similar phase (Fig. 17C, 17D).  

To further characterize chromatin interactions between BMAL1-bound DHSs and 

other DHSs, we analyzed the type of DHSs to which BMAL1-bound DHSs interacts with 

(i.e., liver-specific DHS or DHS common to the kidney and/or heart) as well as their 

genomic location (i.e., promoter, intron, etc.). We found that interactions between 

BMAL1-bound DHSs and DHSs common to several tissues were enriched for 

rhythmically expressed genes (Fig. 17E), and that interactions with DHSs located in 

introns were enriched for rhythmically expressed genes with a peak of expression at 

ZT9-15, i.e., a few hours after maximal BMAL1 DNA binding (Fig. 17F). Future 

experiments will be required to determine if these differences in the type and location of 

chromatin interactions are relevant for BMAL1-mediated rhythmic gene expression.  

Taken together, these results indicate that BMAL1-bound DHSs interacts with 

other DHSs, and that these interactions are more prevalent when BMAL1 is bound to 

DNA at ZT6 for rhythmic targets expressed at ZT3-15. Because the number of 

interactions is not rhythmic for arrhythmically expressed targets, this suggests that 

rhythmic chromatin interactions between BMAL1-bound DHSs and other DHS may 

contribute to rhythmic gene expression.  
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Figure 17: Rhythmic chromatin interactions are more prevalent for rhythmically expressed genes.
(A-D) Percentage of PETs detected at ZT6 (empty/white bar and dashed black line) or ZT18 (solid bar and solid black 
line) are displayed as the average ± s.e.m. of 3 independent experiments based on the type of PET, the rhythmicity of 
gene expression, the presence of a BMAL1-bound DHS, and the phase of gene expression. R = rhythmic expression; 
AR = arrhythmic expression. Triangles represent DHSs, and may be located within a gene or not. * denotes p < 0.05 
between ZT6 and ZT18. (E) Type of DHS (liver-specific DHS or DHS common to the liver, kidney and heart) 
interacting with a BMAL1 DHS is displayed based on the transcriptional output of BMAL1 target genes (rhythmic or 
non-rhythmic) and the time at which the ChIA-PET experiment was performed (ZT6 or ZT18). Results are shown as 
percentage of PETs per ChIA-PET time point (as in panel 17A, top) or as the ratio of common DHS over liver-specific 
DHS (bottom). (F) Genomic location of DHSs interacting with BMAL1-bound DHS is displayed based on the 
transcriptional output of BMAL1 target genes (phase of expression, and rhythmic or non-rhythmic) and the time at 
which the ChIA-PET experiment was performed (ZT6 or ZT18). Location of DHSs consists of exon and transcription 
termination site (TTS) in black, introns in grey, promoter and transcription start site (TSS) in dark orange (-1 kb to 
+100 bp from TSS), and extended promoter in light orange (-10 kb to -1 kb from TSS). (G) Hypothetical model
illustrating how CLOCK:BMAL1 generates tissue-specific rhythmic transcriptional programs. This model incorporates
mechanisms on how BMAL1 binds to DNA in a tissue-specific manner (chromatin accessibility and co-binding with ts-
TFs), and how u-TFs might contribute to BMAL1 DHS rhythmic transcriptional activity. It also illustrates how
functional interaction between BMAL1 DHSs and other DHSs (including tissue-specific DHS) may contribute to
rhythmic transcription.
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Figure 17 Continued. 

2.4 Discussion 

Although the same clockwork mechanism is found in essentially all tissues, clock-

controlled gene rhythmic expression is mainly tissue-specific, reflecting the large 

number of biological functions that are clock controlled (Mure et al., 2018a; Panda et al., 

2002; Storch et al., 2002; Zhang et al., 2014). By characterizing BMAL1 cistromes in 

three 

mammalian tissues, we show that tissue-specific circadian transcriptional programs can 

be directly initiated by the core circadian clock. We provide evidence that BMAL1 DNA 

binding profiles are largely tissue-specific, which coincides with tissue-specific 

chromatin accessibility and co-binding with ts-TFs. Our analysis of BMAL1 target gene 

expression also indicates that rhythmic CLOCK:BMAL1 transcriptional output relies, at 

least in part, on the rhythmic interaction between BMAL1-bound DHSs and other DHSs. 
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Given that some of these other DHSs are either tissue-specific or more accessible in 

specific tissues (e.g., Fig. 13D, 14B), our data suggest that enhancer-enhancer 

interactions can drive rhythmic BMAL1 target gene expression in a tissue-specific 

fashion (Fig. 17E). Taken together, chromatin accessibility and enhancer-enhancer 

interactions may explain how the circadian clock generates tissue-specific circadian 

transcriptional programs, thereby regulating biological functions in a tissue-specific 

manner. We anticipate that these mechanisms apply to other TFs that regulate gene 

expression in a tissue-specific manner.  

Recent characterization of the chromatin accessible landscape revealed that 

most TFs bind to regions that are hypersensitive to nuclease digestion (Thurman et al., 

2012b; Yue et al., 2014b). Because many of these DHSs are tissue-specific (Fig. 8A), it 

is not surprising that differences in the openness of the chromatin between tissues can 

promote tissue-specific BMAL1 binding. However, the majority of tissue-specific BMAL1 

peaks are located in chromatin regions accessible in other tissues (Fig. 7C, 8C, 8D). 

DHSs are clusters of TF binding motifs, and TF recruitment to DHSs often results from 

cooperative binding between TFs. In particular, ts-TFs can cooperate with u-TFs to 

facilitate DNA binding: CEBPB cooperates with glucocorticoid receptor in the mouse 

liver (Grontved et al., 2013), FOXA1 and GATA3 with the estrogen receptor in primary 

breasts tumors (Hurtado et al., 2011; Theodorou et al., 2013), and OPA and SERPENT 

with Drosophila CLK:CYC (Meireles-Filho et al., 2014). Our finding that binding motifs, 

genomic footprints and ChIP-Seq signal for liver-specific TFs are enriched at liver-

specific BMAL1 peaks, but not at common peaks, strongly suggests that this ts-TF/u-TF 
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cooperation applies to BMAL1 and that ts-TFs facilitate tissue-specific CLOCK:BMAL1 

binding (Fig. 17C).  

By analyzing the genome-wide nucleosome positioning in the mouse liver over 

the course of the day, it has recently been shown that CLOCK:BMAL1 promotes 

rhythmic nucleosome removal at its binding sites and proposed that CLOCK:BMAL1 is a 

pioneer-like TF (Menet et al., 2014). Our findings that BMAL1 binds in a tissue-specific 

manner even at DHSs common to several tissues seems contradictory to BMAL1 

pioneering-like function. Instead of generating new DHSs (an expected feature from 

pioneer TF; Zaret and Carroll, 2011), our data rather suggest that BMAL1 DNA binding 

prevents the folding of DNA around histones and thus nucleosome formation. As a 

result, BMAL1 DNA binding would increase the exposure of naked DNA for other TFs 

and DNase I and facilitate their binding on DNA. This scenario, which is consistent with 

the analysis of nucleosome signal at tissue-specific BMAL1 peaks in Bmal1-/- mice (Fig. 

12H), would explain why DNase I signal is decreased in Bmal1-/- mice not only around 

E-boxes but also around ts-TFs motifs (Fig. 9H, 9I). Conversely, ts-TFs may play a

similar role at tissue-specific DHSs, i.e., their binding to DNA may facilitate the access 

of CLOCK:BMAL1 to exposed E-boxes by preventing nucleosome formation. This 

mechanism, which has been previously proposed to illustrate cooperative TF binding to 

DHSs (Mirny, 2010), may explain at least in part tissue-specific BMAL1 binding at DHSs 

common to several tissues. Future experiments will be required to experimentally 

validate this hypothesis, and eventually clarify BMAL1 pioneering like function. 

Genes targeted by BMAL1 in all three tissues do not exhibit a higher rate of 

rhythmic expression and display a remarkable heterogeneity in the rhythmic output (Fig. 
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13A, 13B), indicating that even robust BMAL1 binding is not sufficient to drive rhythmic 

transcription. As recently suggested (Trott and Menet, 2018b), this may be explained by 

the contribution of u-TFs in regulating the transcriptional activity of BMAL1 DHSs and 

promoting gene expression. However, our analysis suggests an additional level of 

regulation that includes DHSs unbound by BMAL1, and through which interactions 

between BMAL1-bound DHSs and other DHSs would contribute to the regulation of 

rhythmic gene expression (Fig. 13D). To characterize if DHSs not bound by BMAL1 

might contribute to rhythmic BMAL1 transcriptional output, we conducted mouse liver 

Pol II ChIA-PET to identify physical interactions between DHSs within genes engaged in 

active transcription (Fig. 6). In agreement with the literature, we found that the number 

of DHS-DHS interactions correlates with transcriptional levels. Relevant to how the 

circadian clock might regulate rhythmic gene expression, we identified a large number 

of interactions between BMAL1-bound DHSs and other DHSs, suggesting that BMAL1 

target gene transcription relies more on the functional interaction between DHSs rather 

than just BMAL1-bound DHSs. In addition, and consistent with previous reports that 

used the 4C technique (Aguilar-Arnal et al., 2013; Mermet et al., 2018; Yeung et al., 

2017), we found that the number of interactions between BMAL1 DHSs and other DHSs 

is higher at ZT6, i.e., at time of maximal BMAL1 DNA binding. Importantly, this higher 

number of chromatin interactions at ZT6 was observed for rhythmically expressed target 

genes that peak during the day and not at arrhythmically expressed targets, suggesting 

that BMAL1-mediated rhythmic transcription relies on the capacity of BMAL1 to regulate 

rhythmic enhancer-enhancer interactions. These results are concordant with recent 

reports showing that rhythmic transcription in mammals is associated with rhythmic 
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long-range interactions between cis-regulatory elements and rhythmic gene looping 

(Aguilar-Arnal et al., 2013; Kim et al., 2018b; Mermet et al., 2018; Yeung et al., 2017). 

While the mechanisms underlying rhythmic enhancer-enhancer interactions remain 

vastly unknown, they likely involve the Mediator complex and transcriptional regulators 

recognizing histone modifications associated with transcriptional activation (Kim et al., 

2018b). In addition, our and others findings raise the hypothesis that the expression of 

BMAL1 target genes relies on the relative contribution of BMAL1-bound DHSs vs. other 

DHSs, and that changes in the activity of other DHSs can impair the rhythmic 

expression of BMAL1 targets without affecting the molecular clockwork mechanism. 

Such a mechanism may well explain why circadian transcriptional programs can be 

reprogrammed by environmental challenges without affecting much of the clockwork 

mechanism (Eckel-Mahan et al., 2013; Murakami et al., 2016; Sato et al., 2017).  

In summary, our results provide novel insights into how BMAL1 regulates 

rhythmic gene expression in a tissue-specific manner, and shed light on the role of 

enhancer-enhancer interactions in generating circadian transcriptional programs. We 

anticipate that these findings will be relevant for our understanding of how the circadian 

clock regulates a wide array of biological functions under normal and diseased states, 

and will apply more generally to how other TFs regulate tissue-specific gene 

expression. 
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2.5 Methods 

2.5.1 Animals 

Male C57BL/6J and Bmal1-/- mice were housed under 12-h light:12-h dark (LD12:12) 

with food and water available ad libitum. Bmal1-/- were kindly provided by Christopher 

Bradfield (Bunger et al., 2000). The age of animals collected was between three and six 

months old. All experiments were approved by the TAMU Institutional Animal Care and 

Use Committee (AUP# 2016-0199 and AUP 2013-0158). 

2.5.2 BMAL1 chromatin immunoprecipitation 

Mice were euthanized by isoflurane anesthesia followed by decapitation, and 

livers, kidneys, and hearts were collected, rinsed in ice-cold 1X PBS, minced, and 

immediately homogenized in 1X PBS containing 1% formaldehyde for 10 minutes at 

room temperature (4ml for livers, 2ml for kidneys, and 1ml for heart). Formaldehyde 

cross-linking was quenched by adding 2M glycine to a final concentration of 140 mM. 

Samples were then kept on ice for ten minutes, washed twice with hypotonic buffer 

(10mM Hepes pH 7.6, 15mM KCl, 0.15% NP-40, 1mM DTT, and 1mM PMSF), and 

centrifuged at 1500g for 2 minutes at 4ºC. Nuclei were purified by centrifuging on a 

sucrose cushion (10mM Hepes pH7.6, 15mM KCl, 0.15% NP-40, 24% sucrose, 1mM 

DTT, 1mM PMSF) at 20,000g for 10 minutes at 4°C, and then washed with hypotonic 

buffer four times. Sonication for the liver and kidneys were done by resuspending the 

samples in 12ml per liver and 4.5 ml per kidney of sonication buffer (10mM Tris pH 7.5, 

150mM NaCl, 2mM EDTA, 0.25% SDS, 0.2% Triton). Sonication of the heart was done 

by resuspending the heart in 500 µl of sonication solution (10mM Tris pH 7.5, 150mM 
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NaCl, 2mM EDTA, 0.5% Sarkosyl, 1X protease inhibitor cocktail). Samples were 

sonicated in 500 µl aliquots to obtain chromatin fragments of about 100-600 bp in 

length. After sonication, samples were centrifuged at 15,000g for 10 minutes at 4°C, 

supernatants were moved to a new tube, and inputs (25 µl) and ChIP (200 µl) samples 

were made. The 200 µl ChIP aliquots were diluted (final concentration: 10mM Tris-Cl pH 

7.5, 150mM NaCl, 1% Triton X-100, 0.1% sodium deoxycholate, 0.1% SDS or sarkosyl, 

2mM EDTA), 1 µl of BMAL1 antibody (chicken anti-BMAL1) was added and left to rotate 

overnight at 4ºC. Dynabeads antibody coupling kit (#14311D, Invitrogen) was used with 

rabbit anti-chicken IgY antibody (# 31104, Invitrogen) to immunoprecipitate BMAL1 

chromatin complexes. Dynabeads were washed with IP buffer twice (10mM Tris-Cl pH 

7.5, 150mM NaCl, 1% Triton X-100, 0.1% sodium deoxycholate, 0.1% SDS or sarkosyl, 

2mM EDTA), resuspended in blocking solution (IP buffer with 1 mg/ml bovine serum 

albumin and 0.1 mg/ml yeast tRNA) and left rotating overnight at 4°C. After overnight 

incubation, dynabeads were washed once with final IP buffer, the chromatin was added, 

and left rotating at 4°C for two hours. BMAL1 immunoprecipitated chromatin was then 

washed twice with TSEI buffer (10mM Tris pH 7.5, 0.1%SDS, 1% Triton X-100, 2mM 

EDTA, 150mM NaCl, 1mM DTT, 1X Protease Inhibitor Cocktail), twice with TSEII buffer 

(10mM Tris pH 7.5, 0.1%SDS, 1% Triton X-100, 2mM EDTA, 500mM NaCl, 1mM DTT, 

1mM PMSF), twice with LiCl Buffer III (10mM Tris pH 7.5, 0.25M LiCl, 1% NP-40, 1% 

Na Deoxycholate, 1mM EDTA, 1mM DTT, 1mM PMSF), twice with TENT buffer (10mM 

Tris pH 7.5, 1mM EDTA, 150NaCl, 0.1% Triton X-100), and once with TET buffer 

(10mM Tris pH 7.5, 1mM EDTA, 0.1% Triton). ChIP samples were then resuspended in 

200uL of ChIP Elution Buffer (50mM Tris-HCl pH8, 10mM EDTA, 1% SDS, 1mMDTT) 
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while input samples were supplemented with 175 µl of ChIP Elution buffer, and 

incubated for 6-18 hours at 65ºC. After the incubation, samples were purified using 

Qiagen PCR purification columns (# 28106), and efficiency of BMAL1 ChIP was verified 

by qPCR as described below.  

2.5.3 Generation of BMAL1 ChIP-seq libraries and sequencing 

BMAL1 and input ChIP-Seq libraries were generated from liver, kidney, and heart 

samples (n = 3 mice per tissue) using NEBNext® ChIP-Seq Library Prep Master Mix 

Set (# E6240, NEB) as per the manufacturer’s instructions. DN  from ChIP and input 

were quantified using a Quantus Fluorometer (# E6150, Promega), and 10 ng was used 

to generate the libraries. DNA end repair was performed with NEBNext End Repair 

Reaction Buffer and Enzyme Mix for 30 minutes at 20°C. dA-Tailing of end-repaired 

DNA was performed with NEBNext dA-Tailing Reaction Buffer and Klenow Fragment 

(3’→5’ exo) for 3  minutes at 37°C. Adapter ligation of dA-tailed DNA was performed 

with Quick Ligation Reaction Buffer, NEBNext Adaptor ( .5 μ ), and Quic     DN  

Ligase. Libraries were generated by PCR amplification of adaptor ligated DNA using 

NEBNext Multiplex oligonucleotides and Phusion Taq (M0530S). Libraries were 

amplified for 16 cycles. Libraries were quantified with qPCR with TRUseq library 

standards, and with a Quantus Fluorometer. DNA cleanup between each reaction was 

performed using Solid Phase Reversible Immobilization (SPRI) beads generated in the 

lab from Sera-mag SpeedBeads (# catalog number 09-981-123, Thermo-Fisher). 

BMAL1 ChIP-seq and input libraries were sequenced using an Illumina NextSeq with a 

sequence length of 76 bp.  
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2.5.4 BMAL1 ChIP-qPCR 

Chromatin Immunoprecipitation was performed as described above with the following 

exceptions. After tissue collection, tissues were flash frozen in liquid nitrogen and kept 

at -80ºC. Nuclei extraction was conducted using seven samples at a time (6 time points 

in wild-type mice -ZT2, ZT6, ZT10, ZT14, ZT18, and ZT22-, and the ZT6 sample from 

Bmal1-/- mouse) to minimize inter-individual variations, and nuclei were flash-frozen in 

glycerol storage buffer (10mM Tris-Cl pH 7.5, 50mM NaCl, 2mM EDTA, 50% glycerol, 

1mMDTT, 0.15mM spermine, 0.5mM spermidine, 1X PIC). BMAL1 ChIPs were also 

performed using seven samples at a time as described above, except for the BMAL1 

antibody (# ab3350, abcam) and the Dynabeads protein G (# 10004D, Invitrogen).  

qPCR was performed using the BIO-RAD iTaq Universal SYBR Green Supermix 

(# 1725124, and BIO-RAD CFX Connect). ChIP fold enrichment was calculated as the 

ratio between Dbp 1st intron ChIP signal normalized to input and intergenic region ChIP 

signal normalized to input. The primer sequences used are: 

Dbp 1st intron (forward): ATGCTCACACGGTGCAGACA 

Dbp 1st intron (reverse): CTGCTCAGGCACATTCCTCAT 

Intergenic region (forward): CTTTTAATGAGGCTGTGTGGA 

Intergenic region (reverse): ACTCCCTTGCGAATGTCCTA 

2.5.5 Sequencing datasets and alignment to the mouse genome 

All public datasets were downloaded from NCBI or https://encodeproject.org (unless 

noted below) as fastq or Short Read Archive (SRA) file formats. To avoid issues due to 

https://encodeproject.org/


72 

the utilization of different protocols/procedures for each tissue, each of the liver, kidney 

and heart ChIP-Seq, DNase-Seq and mRNA expression datasets used in cross-

comparisons were generated for the from the same research laboratory. Accession 

number are as follow: 

(i) H3K27ac ChIP-seq (comparison between tissues): downloaded from

https://encodeproject.org, accession numbers GSM1000093 (heart), GSM1000140

(liver), and GSM1000092(kidney).

(ii) H3K4me1 ChIP-seq: downloaded from https://encodeproject.org, accession numbers

GSM769025 (heart), GSM769023 (kidney), and GSM769015 (liver).

(iii) DNase-seq: downloaded from https://encodeproject.org, accession numbers

GSM1014166 (heart), GSM1014193 (kidney) and (liver).

(iv) RNA-seq and microarray datasets: downloaded from the NCBI website, accession

numbers GSE54652 (Zhang et al., 2014).

Some other datasets were also use to further characterize tissue-specific BMAL1 

DNA binding:  

(v) Mouse liver H3K27ac and RNA Polymerase II ChIP-seq (time-course in wild-type

and

Bmal1-/- mice): downloaded from the NCBI website, accession number GSE60430

(Sobel et al., 2017b).

(vi) Mouse liver DNase-Seq datasets from wild-type and Bmal1-/- mice: downloaded

from the NCBI website, accession number GSE60430 (Sobel et al., 2017b).

https://encodeproject.org/
https://encodeproject.org/
https://encodeproject.org/
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(vii) Mouse liver PER1, PER2, CRY1, and CRY2 ChIP-Seq datasets: downloaded from

the NCBI website, accession number GSE39977 (Koike et al., 2012).

(viii) Mouse liver CREB ChIP-Seq datasets: downloaded from the NCBI website,

accession number GSE45674 (Everett et al., 2013).

(ix) Mouse liver MYC and TEAD4 ChIP-Seq datasets: downloaded from the NCBI

website, accession number GSE83869 (Croci et al., 2017).

(x) Mouse liver CTCF, GABPA, CBP, p300, HNF4A, CEBPA, HNF1A, and HNF6 ChIP-

Seq datasets: downloaded at https://www.ebi.ac.uk/arrayexpress/experiments/E-

MTAB-941/ (Faure et al., 2012).

(xi) Mouse liver BCL6 and STAT5 ChIP-Seq datasets: downloaded from the NCBI

website, accession number GSE31578 (Zhang et al., 2012b).

(xii) Mouse liver ER ChIP-Seq datasets: downloaded from the NCBI website,

accession number GSE52351 (Gordon et al., 2014).

(xiii) Mouse liver REV-ERB ChIP-Seq datasets: downloaded from the NCBI website,

accession number GSE34020 (Cho et al., 2012).

(xiv) Mouse liver GR ChIP-Seq datasets: downloaded from the NCBI website, accession

number GSE59752 (Lim et al., 2015).

(xv) Mouse liver PPAR, LXR, and RXR ChIP-Seq datasets: downloaded from the

NCBI website, accession number GSE35262 (Boergesen et al., 2012).

(xvi) Mouse liver FOXA1 and FOXA2 ChIP-Seq datasets: downloaded from the NCBI

website, accession number GSE17067 (MacIsaac et al., 2010).



74 

SRA files were converted to fastq files using SRA toolkit (Leinonen et al., 2011). 

ChIP-seq and DNase-seq datasets were aligned to the mouse genome (version mm10) 

using bowtie2 (Langmead and Salzberg, 2012) using the parameters: -x and --end-to-

end. Uniquely mapped reads were only considered for analysis, and up to 3 duplicated 

sequences were kept for each BMAL1 ChIP-Seq dataset. The heart BMAL1 ChIP-Seq 

replicate 1 dataset contains two technical replicates that were merged into a single bam 

file, which was then randomly downsampled using samtools from 47,936,219 read to 

17,253,305 reads to avoid overrepresentation of one replicate in the final merged file 

comprising the three biological replicates. All bam files from the heart were then merged 

for a total read count of 36,975,623 reads (replicate 1: 17,253,305 reads; replicate 2: 

11,994,180 reads; replicate 3: 7,728,138 reads). The kidney biological replicate 1 was 

also downsampled using samtools from 26,840,611 reads to 8,856,833 reads. All bam 

files from the kidney were then merged for a total of 26, 930,789 reads (replicate 1: 

8,856,833 reads; replicate 2: 7,381,236 reads; replicate 3: 10,692,720 reads). None of 

the liver samples were downsampled, and the bam files were merged using samtools 

for a total of 34,846,537 reads (replicate 1: 10,966,215 reads; replicate 2: 11,265,139 

reads; replicate 3: 12,615,183 reads). Visualization files were generated using bedtools 

(Quinlan and Hall, 2010) and normalized to 10,000,000 reads. Input files were 

processed individually and then merged as bam files using samtools. 

For DNase-seq datasets, bam files from all technical and biological replicates 

were merged and no downsampling was performed. Reads from the RNA-Seq dataset 

were trimmed using fastx_trimmer (http://hannonlab.cshl.edu/fastx_toolkit/) with the 

following parameters -f 1 -l 100 -Q 33, and aligned to the genome using STAR (Dobin et 
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al., 2013) with the default parameters and the option: --outFilterIntronMotifs 

RemoveNoncanonica. Gene expression data were retrieved using cufflinks (Trapnell et 

al., 2012) and the genome version GRCm38.p5_M14 and default parameters. 

2.5.6 BMAL1 ChIP-seq and DNase-seq peak calling 

 Peak calling for both BMAL1 ChIP-seq and DNase-seq data was performed with 

findPeaks from the HOMER suite (Heinz et al., 2010). A minimum local enrichment of 4-

fold was set up as necessary, and the following parameters were used: -style factor and 

-i (for BMAL1 ChIP-Seq) or -style dnase and -region (for DNase-Seq). No input was

used to identify DNase-seq peaks. Overlap between ChIP-Seq or DNase-Seq peaks 

was determined using the function intersectBed from Bedtools suite (Quinlan and Hall, 

2010) using default parameters. Heatmaps were using the Rscript pheatmap.R.  

2.5.7 Assignment of BMAL1 peaks to their target genes  

BMAL1 peaks were assigned to their target genes using the perl script 

annotatePeaks.pl from the HOMER suite with the mm10 mouse genome as a reference 

(Heinz et al., 2010). The HOMER gene annotation script outputs each peak into the 

following categories: (i) Promoter-TSS, corresponding to TSS - 10kb to TSS + 1kb, (ii) 

Transcription termination site (TTS), corresponding to TTS - 100 bp to TTS + 1kb, (iii) 

exons, (iv) introns, and (v) intergenic, which corresponds to peaks located upstream of 

the TSS by more than 10 kb and downstream the TTS by more than 1 kb. Intron and 



76 

exon assignments were not adjusted from the output of HOMER annotatepeaks.pl. 

BMAL1 peaks labeled as intergenic were not assigned to a target gene.  

2.5.8 Quantification of ChIP-Seq and DNase-Seq signal at BMAL1 ChIP-Seq peaks 

ChIP-seq and DNase-seq signal was calculated using scripts from Bedtools (Quinlan 

and Hall, 2010), the uniquely mapped reads (mm10 version) and the genomic 

coordinates of BMAL1 ChIP-seq peaks or mouse liver DHS peaks. Signal was 

calculated in a ± 250 bp region from the peak center for DNase-seq as well as for 

BMAL1 and other TF ChIP-seq signal, and in a ± 1 kb region from the peak center for 

H3K27ac ChIP-Seq signal.  

2.5.9 Footprint detection  

Detection of footprints was performed using the python script wellington_footprints.py 

from the pyDNase suite (Piper et al., 2015; Piper et al., 2013). All parameters were set 

to default, and a p-value of -20 was used along with an FDR of 0.01. Wig files 

generated by wellington_footprints.py were converted to BigWig files with the 

wigToBigWig algorithm downloaded at https://genome.ucsc.edu/.  

2.5.10 Motif analysis at BMAL1 peaks and footprints  

Motif analysis was performed at BMAL1 DNA binding sites (genomic location of BMAL1 

ChIP-Seq peaks) using the perl script findMotifsGenome.pl from the HOMER suite 

(Heinz et al., 2010), using the parameter -size 200. Motifs were considered as 

significantly enriched if the q-value was less than 0.05. Motif enrichment was calculated 
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based on the background from the output of findMotifsGenome.pl. Motif analysis at 

footprints located with BMAL1 peaks and BMAL1 DNase I hypersensitive sites (peak 

center ± 15bp) has been performed similarly.  

2.5.11 Quantification of DNase I cuts at E-boxes and other TF binding motifs 

The genomic location of DNase I cuts was retrieved from DNase-Seq datasets by 

reporting the position and strandness of the first nucleotide of each read in a bam file. 

Average DNase I cut signal was calculated at E-boxes and other TF binding motifs 

using scripts from Bedtools (Quinlan and Hall, 2010). Quantification of the average 

DNase I cut signal at control peaks (i.e., TF ChIP-Seq peaks that do not exhibit BMAL1 

ChIP-Seq signal; Fig. 9I) was performed by randomly selecting an equivalent number of 

TF ChIP-Seq peaks without BMAL1 to the number of peaks with BMAL1. Because most 

TF ChIP-Seq peaks with BMAL1 signal exhibit strong DNase-Seq signal (i.e., most of 

them are within the strongest DHSs), the random selection was performed by matching 

the number of peaks within each DNase-Seq signal decile. This process was repeated 

1,000 times, and the average of 1,000 iterations calculated.  

2.5.12 Detection of E-box and dual E-box motifs 

Generation of motifs for E-boxes and dual E-boxes was performed with the perl script 

seq2profile.pl from the HOMER suite (Heinz et al., 2010). The E-boxes considered for 

analysis were as follows CACGTG, CACGNG and CACGTT. These E-boxes contained 

only one mismatch from the canonical motif and were found to be functional CLOCK-

binding motifs in vitro (Yoshitane et al., 2014). The dual E-box motif tolerates up to two 
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mismatches between the two E-boxes and contains a spacer of either six or seven base 

pair.  

2.5.13 Gene ontology analysis  

Gene ontology was performed using the perl script annotatePeaks.pl from the HOMER 

suite (Heinz et al., 2010), with the parameter -go and mm10 genome. HOMER assigns 

target genes based on the closest gene to the BMAL1 binding region, and then 

searches for enriched functional categories. 

2.5.14 Rhythmic expression analysis 

Rhythmic expression of BMAL1 target genes was determined using public microarray 

datasets performed in the same research lab (Zhang et al., 2014). Files containing 

expression values for each microarray probe were downloaded from the NCBI website 

(GSE54652), and no analysis of the original files were performed. Rhythmic gene 

expression was determined using JTK cycle (Hughes et al., 2010) with the following 

parameters: timepoints 18-64, and all other parameters were left to default, and was 

considered significant if q-value < 0.05. The output regarding phase of expression, 

which is reported for every gene, was used in the ChIA-PET analysis. For results 

presented in Fig. 13A and 13B, genes targeted by two or more BMAL1 ChIP-Seq peaks 

assigned to different categories (e.g., a gene targeted by two BMAL1 peaks: one 

common to all three tissues, and one specific to the liver) were not considered. 
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2.5.15 Data from GTEX portal  

Graphs in Fig. 10C displaying the RPKM values of different TFs in human liver, kidney, 

and heart (atrial appendage and left ventricle) were retrieved from GTEX portal 

(Consortium, 2013) in April 2016.  

2.5.16 Mouse liver Pol II ChIA-PET  

Pol II ChIA-PET experiments were performed using mouse livers collected at either ZT6 

or ZT18, with three biological replicates per time point and following previously 

published protocols (Fullwood and Ruan, 2009; Li et al., 2010; Zhang et al., 2012a). Pol 

II ChIP, which is the starting point of the ChIA-PET experiment (Fig. 15A), was 

performed similarly to BMAL1 ChIP with the following modifications: 

(i) Livers were collected, rinsed in ice-cold 1X PBS, flash frozen in liquid nitrogen,

and stored at -80°C. Frozen livers were crushed to a fine powder in liquid nitrogen using 

a mortar, and resuspended in 1X PBS containing the crosslinking reagents. One ChIA-

PET experiment (JM11) was performed on livers crosslinked with 1% formaldehyde for 

10 minutes at room temperature (single crosslinking), and two experiments (JM08 and 

JM12) were performed on livers first crosslinked with 1.5 mM EGS for 20 minutes at 

room temperature, and then for 10 additional minutes with 1% formaldehyde (dual 

crosslinking).  

(ii) Nuclei were sonicated in 10 mM Tris pH 7.5, 150 mM NaCl, 2 mM EDTA, 0.5%

SDS, 0.2% Triton, 1X protease inhibitor cocktail. Because large amounts of starting 

material were required, sonicated liver chromatin from 3-7 mice were pulled together, 

resulting in chromatin amounts ranging from 1.3 mg to 4.1 mg in a volume of ~10 ml. 

Chromatin samples were diluted 5-fold to obtain a final concentration of ChIP buffer of 
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10mM Tris-Cl pH 7.5, 150mM NaCl, 1% Triton X-100, 0.1% sodium deoxycholate, 0.1% 

SDS, 1X protease inhibitor cocktail. Pol II ChIP were performed in 50 ml canonical tube 

with 65 µg of anti-RNA Polymerase II 8WG16 monoclonal antibody (# MMS-126R, 

Covance). Immunoprecipitated chromatin was washed once with TSEI buffer, once with 

TSEII buffer, once with LiCl Buffer III, and once with TET buffer (see above for buffer 

composition). Beads were finally resuspended in 2 ml of 1X TE buffer supplemented 

with 1X protease inhibitor cocktail.  

(iii) A sample corresponding to 1/40th of each ChIP was set apart and processed

for DNA purification and assessment of ChIP enrichment by qPCR. Enrichment was 

calculated as the ratio between Aldob TSS ChIP signal normalized to input and 

intergenic region ChIP signal normalized to input. The Aldob primer sequences used 

are (forward) TGTTATCATTAACCCAGCTTGC and (reverse) 

CTGCCACCTCACACAGCTT. The intergenic region primer sequences are described 

above. 

Libraries were generated following published protocols (Fullwood and Ruan, 

2009; Li et al., 2010; Zhang et al., 2012a). Immunoprecipitated chromatin was end-

repaired, processed for ligation with biotinylated half-lin ers, and 5’ phosphorylated 

while still complexed with Pol II antibodies on magnetic beads. Chromatin was then 

eluted, diluted to a final volume of 10 ml, and used for the proximity ligation step 

(performed for a minimum of 16 hours at 4ºC under extremely diluted conditions, i.e., < 

 .2 ng DN /μ , to favor ligation events within individual crosslin ed chromatin 

complexes). Following the proximity ligation step, chromatin was treated with proteinase 

K, reverse crosslinked, and the DNA purified. ChIA-PET DNA was then digested with 
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MmeI, immobilized on streptavidin beads, and ligated to the ChIA-PET adapters. The 

DNA samples were finally proceeded through nick translation and a PCR amplification 

step to generate the library (number of cycles indicated in Fig. S16A). Libraries were ran 

on an agarose gel, and fragment of ~229 bp were gel-extracted, purified, and quantified 

using a quantus fluorometer.  

2.5.17 Sequencing and computational analysis of Pol II ChIA-PET libraries 

ChIA-PET libraries were sequenced on a HiSeq 2000 (JM08 and JM12) or a MiSeq 

(JM11) to a length of 90 bp (JM08), 100 bp (JM11), and 125 bp (JM12). Reads from the 

fastq files were processed to extract the tag 1 and 2 (i.e., read 1 and 2) along with their 

accompanying half-linker code using a custom-made Python script and generate two 

fastq files (R1 and R2 file) containing the sequence identifier, the raw sequence, and 

the sequence quality values for each tag. These two files were then aligned to the 

mouse genome (mm10 version) as paired-end reads using bowtie2 and the options -X 5 

and --fast. 

2.5.18 Paired-End Tags (PETs) filtering 

Only paired tags with both reads mapping uniquely to the mouse genome were 

considered in our analysis. First, PETs were parsed based on the half-linker barcodes 

into non-chimeric PETs (specific products) or chimeric PETs (non-specific products) 

(Fig. 15A). Then, duplicated PETs (i.e., PCR duplicates) were removed for both 

chimeric and non-chimeric products. PETs with a tag location shifted by 1 bp compared 

to an existing PET were also considered as PCR duplicates and removed. Identical PET 
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found at both ZT6 and ZT18 for the same experiment (JM08, JM11 or JM12), and which 

likely originate from PCR errors due to priming from half-linkers, were also filtered out. 

Quality of the ChIA-PET experiments was assessed by determining the percentage of 

non-chimeric/specific vs. chimeric/non-specific PETs (Fig. 16C), the proportion of PETs 

with both tags being on the same chromosome (Fig. 16D), and the distance between 

each tag (Fig. 16B, D).  

2.5.19 Functional analysis of the mouse liver Paired-End Tags (PETs) 

PETs with both reads on the same chromosome and with a distance between reads  

500 bp were only considered in our analysis (n = 218,639 PETs). For all PETs, each of 

the two tags was extended to 200 bp (tag location ± 100 bp) and this tag genomic 

location (chr:start-end) was used to map tags to (i) a gene, and (ii) a DNase I 

hypersensitive site, using intersectBed from bedtools (Quinlan and Hall, 2010). Gene 

coordinates were defined at TSS - 10kb to TTS + 1kb. Mapping to DHS was performed 

using a more stringent analysis of the mouse liver DNase-Seq datasets from ENCODE, 

and which mostly reports stronger DHSs (see Fig. 15D). This is because relaxation of 

the parameters for DNase-Seq analysis often consolidate several distinct DHS peaks 

into one DHS of several kilobases, thereby resulting into reporting PETs into the same 

DHS when both reads were distinctively located into two different DHS peaks. DHSs 

harboring a mouse liver BMAL1 peak were identified with intersectBed between the 

DHS peak list described above and the list of mouse liver ChIP-Seq peaks generated in 

this manuscript. To validate that mouse liver PETs contribute to gene transcription (Fig. 

15B, 15C), we used public mouse liver Nascent-Seq datasets (Menet et al., 2012), and 
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averaged values for each of the 12 independent samples. Finally, we considered genes 

to be rhythmically expressed based on the analysis of the microarray datasets from 

Zhang and collaborators (Zhang et al., 2014), as described above.  

2.5.20 Statistical analysis 

Statistical analysis was carried out in JMP®, Version 12.0.1 SAS Institute., Cary, NC, 

1989-2007. ChIP-Seq and DNase-Seq signals were analyzed using a Kruskal-Wallis 

test, and post-hoc analysis with a Wilcoxon each pair test. Analysis of TF mRNA 

expression between the three tissues was performed using a one-way ANOVA. 

Analysis of the differences in BMAL1 peaks genomic locations was performed using a 

chi-square test, and differences in the number of BMAL1 peaks per genomic locations 

we analyzed by a Fisher’s exact test. Spearman correlation was used to determine the 

degree of correlation between signals (e.g., ChIP-Seq with DNA-Seq) or signal between 

tissues. Results were considered significant if p-value < 0.05 for the Kruskal-Wallis, 

student t-test and ANOVA tests, and p-value <  .   for Fisher’s exact test.  

2.5.21 Data availability 

The sequencing datasets generated in this paper (BMAL1 ChIP-seq and Pol II ChIA-

PET) have been deposited to GEO under the accession code GSE110604.  
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CHAPTER III 

DESIGNING AN ASSAY TO TEASE APART THE ROLE OF ENHANCER-ENHANCER 

INTERACTIONS AND THE INTRINSIC ACTIVITY OF AN ENHANCER 

3.1 Overview 

Nearly every mammalian cell harbors a molecular circadian clock that relies on the 

heterodimeric transcription factor (TF) CLOCK:BMAL1 to drive rhythmic gene 

expression in a tissue-specific manner. Previous findings from our lab and others 

indicate that the rhythmic transcription of CLOCK:BMAL1 target genes coincides with 

rhythmic interactions between CLOCK:BMAL1-bound enhancers and other enhancers 

(Aguilar-Arnal and Sassone-Corsi, 2013; Beytebiere et al., 2019; Kim et al., 2018a; 

Mermet et al., 2018; Yeung et al., 2018). Based on these findings, we hypothesized that 

CLOCK:BMAL1-bound enhancers rhythmically interact with other enhancers to regulate 

their activity and initiate rhythmic target gene transcription. In this chapter, I describe the 

development of a technique that aims at assessing in vivo in mouse liver the activity of 

individual enhancers when they are free from interactions with other enhancers. This 

technique relies on cloning an enhancer-of-interest upstream of a reporter gene in a 

plasmid and transfecting this plasmid in the mouse liver cells by hydrodynamic tail vein 

injection. Our data, which are still preliminary, strongly suggest that this technique may 

be valuable to not only determine the intrinsic activity of enhancers, but also assess 

whether enhancer-enhancer interactions impact enhancer activity to initiate rhythmic 

gene expression.  
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3.2 Introduction  

The circadian clock drives the rhythmic expression of about twenty percent of the 

mouse liver transcriptome, and over half the mouse genome is rhythmically expressed 

in at least one tissue (Menet et al., 2012; Zhang et al., 2014). In mammals, the 

molecular clock relies on the heterodimeric transcription factor (TF) CLOCK:BMAL1 to 

initiate directly and indirectly genome-wide rhythmic transcription. Recent 

characterization of BMAL1 cistromes in different tissues revealed that BMAL1 DNA 

binding is largely tissue-specific, mostly because BMAL1 binds tissue-specific cis-

regulatory regions (i.e., enhancers and promoters) and cooperates with tissue-specific 

TFs (ts-TFs) to bind DNA at cis-regulatory regions common to several tissues 

(Beytebiere et al., 2019; Perelis et al., 2015). Surprisingly however, CLOCK:BMAL1 

tissue-specific binding is not sufficient to account for tissue-specific rhythmic gene 

expression. Recent characterization of the 3-D genome by us and others suggests that 

enhancer-enhancer interactions play a crucial role in driving rhythmic gene expression 

(Aguilar-Arnal et al., 2013; Beytebiere et al., 2019; Kim et al., 2018a; Mermet et al., 

2018; Yeung et al., 2018). Based on these data, we hypothesize that CLOCK:BMAL1-

bound enhancers rhythmically interact with other enhancers to regulate their activity and 

drive rhythmic gene expression. A corollary of this hypothesis is that when other non-

rhythmic enhancers regulate the activity of CLOCK:BMAL1-bound enhancers by 

constitutive interactions that in turn drives constitutive expression. The consequences of 

this hypothesis are that CLOCK:BMAL1-bound enhancers intrinsic activity when 
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removed from the chromatin context (without enhancer-enhancer interactions) will be 

rhythmically active. Non-rhythmic enhancers intrinsic activity when removed from the 

chromatin context (without enhancer-enhancer interactions) will be unable to drive 

rhythmic gene expression, regardless of the expression in the genomic context. 

To test our hypothesis, we sought to design an assay to determine the intrinsic 

activity of an enhancer in vivo, i.e., when this enhancer is removed from functional 

enhancer-enhancer interactions, and to compare enhancer intrinsic activity to enhancer 

activity when in chromatin, i.e., when subjected to enhancer-enhancer regulation. 

Additionally, we aimed at using our previously published ChIA-PET dataset to assess 

the contribution of CLOCK:BMAL1 enhancers and of enhancer-enhancer interactions to 

rhythmic gene expression. Our results, which are based on the utilization of vectors 

designed for long-term reporter expression when transfected in the liver by 

hydrodynamic tail vein injection, suggest that our strategy will be successful at 

measuring the intrinsic activity of an enhancer in vivo. For example, transfection of a 

vector carrying a reporter gene under the transcriptional control of a circadian enhancer 

located in the Nr1d1 gene loci was sufficient to drive rhythmic expression of the reporter 

gene. We predict that this technique will be useful to address the role of enhancer-

enhancer interactions in coordinating enhancer activity and driving rhythmic gene 

expression. 
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Figure 18. The contribution of enhancer-enhancer interactions and intrinsic enhancer activity to rhythmic gene 
expression.  
A graphical depiction of the hypothesis for enhancer activity in a native chromatin state versus the intrinsic activity of 
an enhancer in the episomal state. 

3.3 Results 

3.3.1 Cloning strategy for the long-term measurement of enhancer activity in vivo 

in mouse liver 

To measure the intrinsic activity of enhancers in vivo in mouse liver, we decided 

to use the pLIVE® plasmid system along with hydrodynamic tail vein injection. Previous 

findings have shown that utilization of liver-specific gene promoter (e.g., minimal 

albumin promoter) is more efficient than exogenous/generic promoter (e.g., 

cytomegalovirus -CMV- promoter) to maintain sustained episomal reporter expression 

over weeks and even months (Herweijer et al., 2001; Stenler et al., 2014). Indeed, 

exogenous promoters like CMV can generate high transcription levels, yet, this high 

expression is only maintained for about a day because exogenous promoters are 

quickly targeted for DNA methylation on CpG and their activity is subsequently 

downregulated (Herweijer et al., 2001). pLIVE® vectors carry a reporter gene (either β-

galactosidase or Secreted embryonic alkaline phosphatase -Seap-) under the control of 

mouse cis-regulatory elements: an Albumin minimal promoter and an Alpha-fetoprotein 

(Afp) enhancer. Previous studies have shown that the minimal albumin promoter is 
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necessary but not sufficient to drive transcription (Descombes et al., 1990; Izban and 

Papaconstantinou, 1989; Maire et al., 1989; Milos and Zaret, 1992), and that the Afp 

enhancer region can promote transcription when linked to the the Albumin promoter (Jin 

et al., 2009). Based on this data, we reasoned that replacing the Afp enhancer with our 

enhancers of interest would enable us to assay for intrinsic enhancer activity.  

To determine if our strategy would be sufficient to measure rhythmic enhancer 

activity, we chose an enhancer located in the Nr1d1 gene locus because Nr1d1 is a 

core clock gene that is targeted by CLOCK:BMAL1 and it is strongly rhythmically 

expressed with a phase coincidental to CLOCK:BMAL1 DNA binding (Fig 19A, 19C). 

We also chose to insert three repeats of a small portion of the Nr1d1 enhancer rather 

than inserting a single copy of the full enhancer for several reasons. First, we sought to 

include CLOCK:BMAL1 DNA binding sites and eliminate other potential binding sites for 

other TFs. Previous studies have also shown that CLOCK:BMAL1 binds E-boxes 

(CACGTG sequence), and preferentially when separated by a six or seven base pair 

spacer (Yoshitane et al., 2014). Analysis of the candidate Nr1d1 enhancer revealed the 

presence of two perfect E-boxes, as well as a degenerate E-Box seven base pair away 

of each perfect E-box (Fig 19A, 19C). We thus selected this 65 base pair region that 

contain two perfect E-boxes for our cloning strategy. Second, we chose to multimerize 

this CLOCK:BMAL1 DNA binding region three times, because many reports in the 

literature indicate that multimerization of DNA binding sites enhances transcription 

activation (Blain et al., 2010; Hollevoet et al., 2018; Rushton, 2016; Su et al., 2002).  

Finally, we chose to use Seap as the reporter gene. First, SEAP is secreted into the 

bloodstream and thus reporter gene expression can be measured in the blood without 
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having to euthanize the animal. SEAP phosphatase activity can be measured from 

blood samples using commercially available kits such as the Applied Biosystems 

Phospha-LightTM SEAP Reporter Gene Assay System. (Fig 19A, 19B).  

Cloning the Nr1d1 enhancer into the pLIVE® Seap plasmid has been performed 

using standard cloning protocols. We first removed the Afp enhancer using restriction 

enzymes and added the three Nr1d1 enhancers to the same plasmid in triplicate.  

Figure 19. Cloning the Nr1d1 upstream enhancer in the pLIVE® Seap vector 

(A) A gene browser view of the BMAL1 ChIP-seq signal in the mouse liver at ZT6 the peak phase of BMAL1 binding.
(B) A graph depicting the gene expression from microarray data for Nr1d1 from Zhang et al., 2014. (C) A schematic
design of the altered pLIVE® Seap vector with three copies of the Nr1d1 enhancer and without the AFP enhancer.
The red box contains the sequence of the triplicate Nr1d1 enhancer. The yellow highlight signifies a perfect E-box,
and the blue highlight signifies a degenerate E-box. The plasmid also contains a minimal albumin promoter.

A B 

C 
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3.3.2 Hydrodynamic tail vein injection as an effective means for delivery of 

plasmids to the mouse liver for in vivo expression studies 

We used the technique of hydrodynamic tail vein injection to deliver plasmids to 

the mouse liver. Previous studies have shown that this technique is efficient at targeting 

plasmids to the liver, with very little expression in other tissues (Kovacsics and Raper, 

2014; Meyer-Kovac et al., 2017; Nguyen et al., 2008). Hydrodynamic tail vein injections 

rely on an injection of a large volume of fluid containing plasmids into the mouse tail 

vein (roughly ten percent of the body weight of the mouse) which exceeds the cardiac 

output. This injection of fluid then causes a development of a high pressure which leads 

to a backflow of solution towards the organs where the vast majority will be absorbed by 

the liver (Fig 20) (Meyer-Kovac et al., 2017; Nguyen et al., 2008). 

Figure 20. Hydrodynamic tail vein injection of plasmids as a means to assay enhancer activity. 

A diagram for the hydrodynamic tail vein injection technique. The technique relies on a large volume of fluid (ten 
percent of the mouse’s body weight) to be injected into the tail vein with 50 micrograms of plasmid such that the 
cardiac output is exceeded. This leads to the development of a high pressure, a backflow of solution towards the 
organs through the inferior vena cava, and the liver will absorb most of the injected solution and the plasmids. 
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To determine the rate of transfection using the hydrodynamic tail vein injection, 

we injected fifty micrograms of the pLIVE® lacZ vector under the control of the minimal 

albumin promoter and the AFP enhancer (Fig 21A). Two weeks post-injection, mice 

were euthanized, and the liver collected and processed for β-galactosidase activity 

assay using standard X-Gal staining on 20 µm liver sections. X-gal staining could be 

observed in roughly ten percent of the cells, indicating that we were able to successfully 

transfect plasmids in the liver (Fig 21B). The injections of both the pLIVE® lacZ and 

triplicate Nr1d1 pLIVE® resulted in a modest degree of transfection, however the 

transfection efficiency was better for the Nr1d1-driven Seap plasmid and this may be 

due to this plasmid being smaller in size or the injection of 5 μg of plasmid instead of 25 

μg of plasmid (Fig 21C). 
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Figure 21. The pLIVE® lacZ vector confirms successful hydrodynamic tail vein injection. 

(A) Depicts a X-gal staining of a liver from a male wild-type mouse that underwent a hydrodynamic tail vein injection.
The mouse was injected with fifty micrograms of plasmid in a 2.5mL total volume of TRANSIT-EE® solution. The liver
was sectioned in 12 micrometer slices and then stained with X-gal and counterstained with picrosirius red. (B)
Schematic of the pLIVE® lacZ vector that was used for the hydrodynamic tail vein injection. The expression of lacZ is
driven by a minimal albumin promoter and the AFP enhancer. (C) The number of plasmids found on average in a
mouse liver cell based on qPCR analysis with a 5 μg injection for Seap and a 25μg injection for lac .  he error bars
represent the standard error.

3.3.3 SEAP Protein Levels Can be Measured in the Blood but do Not Show Rhythms 

To determine the intrinsic activity of the Nr1d1 enhancer, six male mice were 

injected with EE-solution (Mirus) (a patented solution that has shown to deliver higher 
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transfection efficiency using hydrodynamic tail vein injection) with fifty micrograms of the 

pLIVE® vector containing three copies of the Nr1d1 enhancer and twenty-five 

micrograms of the lacZ vector such that the level of SEAP protein could be measured 

from the blood without euthanizing the animal over the course of the day. We performed 

blood draws of 5μ  every four hours for twenty-four hours for the six injected mice. We 

found the overall SEAP activity levels to be highly variable and there were no 

discernable rhythms in the levels of SEAP phosphatase activity between the six animals 

(Fig 22A). The results were thus inconclusive as to whether the transcription driven by 

Nr1d1 is rhythmic. There were three major reasons that could account for Seap failing 

to be expressed rhythmically: (i) the D-box element in the minimal Albumin promoter, 

which has a significant effect on the transcription of Albumin (Maire et al., 1989), is 

causing a negative interaction since it is a target of another circadian component DBP, 

(ii) the Nr1d1 enhancer is unable to drive expression, and/or (iii) the transcription driven

by the three Nr1d1 enhancers is rhythmic but the secretion of SEAP into the blood is not 

rhythmic and/or in phase between animals. We decided to test this last possibility by 

measuring Seap mRNA in mouse liver.  

 To further test these hypotheses, we euthanized three mice at ZT6 and three mice 

at ZT18 such that mRNA levels could be determined for the middle of the day and the 

middle of the night. 
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Figure 22. Nr1d1 drives strong and rhythmic expression of Seap from the pLIVE® vector
(A) Measurement of the luminescence of the Seap vector using a  it from applied biosystems from 2.5 μ  of blood
from male mice. The enrichment was calculated by taking the wavelength the substrate luminesces at over a
wavelength without luminescence. Measurements were recorded every four hours over a twenty-four hour time
period. (B) The level of protein enrichment in the blood for the pLIVE® Seap vector driven by the AFP enhancer, a
single Nr1d1 enhancer, and triplicate Nr1d1 enhancer. (C) The level of mRNA expression from the pLIVE® Seap and
pLIVE® lacZ vector normalized to the plasmid copy number. (D) The level of mRNA expression from the pLIVE®
Seap vector over the mRNA expression from pLIVE® lacZ vector. The Nr1d1 and Bmal1 expression from the same
mice. (E) The mRNA expression level of Nr1d1 and Bmal1 at ZT6 and ZT18 from the mice that were injected with the
pLIVE® Seap and lacZ vectors.

  

 

 

3.3.4 The pLIVE Seap vector is highly expressed and in-phase with Nr1d1 

enhancer driven expression 

To determine if the triplicate Nr1d1 enhancer construct is able to drive rhythmic 

gene expression, we euthanized three mice during the middle of the light phase (ZT6) 
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and three mice during middle of the dark phase (ZT18), and collected the liver. Total 

RNA was then extracted and processed to determine if there were day/night differences 

in gene expression. To first confirm that hydrodynamic tail vein injection did not impair 

endogenous circadian rhythms in mouse liver, we performed qPCR for Nr1d1 and 

Bmal1 pre-mRNA transcripts (Fig. 22D). We found that the data was in line with the 

peak phase of both Nr1d1 and Bmal1, with Nr1d1 being expressed ten-fold higher 

during the day and Bmal1 being expressed five-fold more during the night. We then 

examined Seap mRNA expression and found that the Seap transcripts levels were two-

fold higher at ZT6 than ZT18 (Fig 22C). We standardized the expression of Seap with 

the expression of lacZ as lacZ expression should remain relatively constant throughout 

the course of the day as it does not contain the three Nr1d1 enhancers. Seap mRNA 

enrichment at ZT6 showed the same day night enrichment when standardized to the 

number of plasmids in the mouse liver (Fig 22B). The rhythm of Seap mRNA does not 

reflect the level of rhythm with Nr1d1 expression. Together, our data showed that the 

Nr1d1 enhancers can drive rhythmic gene expression, and thus indicate that this 

technique can be used to measure the intrinsic activity of enhancers.  

3.3.5 The Nr1d1 Enhancer is a Stronger Driver of Transcription Than AFP in the 

pLIVE® Vector 

To determine the strength of the Nr1d1 enhancer, we injected the Seap pLIVE® 

plasmid that either contained the Afp enhancer, one Nr1d1 enhancer (i.e., the 65 base 

pair region, see above), or the triplicate Nr1d1 enhancer. We found that the Afp 

enhancer had the lowest levels of SEAP activity in the blood, while the triplicate Nr1d1 
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enhancer was able to produce the highest levels of SEAP activity (Fig 22B). Moreover, 

the triplicate Nr1d1 enhancer resulted in about three times more SEAP activity than the 

single Nr1d1 enhancer, indicating that additional E-boxes were able to promote 

increased transcription activation. Our data also showed a strong correlation between 

the protein levels measured in the blood and the mRNA measured via qPCR.  

Together, these results suggest that assaying SEAP activity in the blood can be 

used to test for transfection efficiency of the pLIVE® plasmids, but that it is not 

appropriate for measuring 24-hour rhythms in enhancer activity (Fig 22A).  

3.4 Discussion 

The circadian clock plays a vital role in driving rhythmic gene expression allowing 

organisms to anticipate rhythmic daily oscillations. Previous reports have shown that 

even though CLOCK:BMAL1 target many genes in the mouse liver, only a fraction of 

these genes are rhythmically expressed in phase with the rhythmic binding of 

CLOCK:BMAL1 to DNA (Beytebiere et al., 2019). The fact that many CLOCK:BMAL1 

targets are arrhythmic is counterintuitive to the idea that CLOCK:BMAL1 is the sole 

driver of rhythmic gene expression and highlights the importance of the enhancer-

enhancer interactions in driving rhythmic gene expression. Circadian enhancers have 

been shown to have an important role in driving rhythmic gene expression (Beytebiere 

et al., 2019; Kim et al., 2018a; Yeung et al., 2018). For these reasons, we sought to 

develop a technique that would allow us to tease apart the contribution to rhythmic gene 

expression from both the enhancer-enhancer interactions as well as the role of the 

intrinsic activity of the enhancer. 
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The delivery of multiple plasmids per liver cell and the visible transfection of 

about ten percent of the liver indicate that plasmid delivery via hydrodynamic tail vein 

injection will provide sufficient resolution to address the role of the intrinsic enhancer 

activity to rhythmic gene expression. The data shows that the quantity of SEAP protein 

in the blood provides insight into the amount of expression of the protein. However, the 

time resolution does not match the expression data which is possibly due to 

complications with the secretion of the protein. The expression data suggest that the 

Nr1d1 enhancer is capable of driving rhythmic gene expression in both its native 

chromatin context as well as in an episomal context. Further experiments will be needed 

to determine if the Nr1d1 enhancer drives rhythmic expression across a six time-point 

rhythm as currently only day-night differences have been observed.  

Future directions for this project would be to perform hydrodynamic tail vein 

injections with multiple plasmids. Anywhere from ten to one hundred plasmids at a time 

could be used with a barcode in the 3’ U R to differentiate them. It remains unclear how 

many plasmid constructs could be used in one animal, and the optimal number of 

plasmids will need to be experimentally determined. Different nucleotide barcodes could 

be added to the 3’U R of each plasmid, such that each plasmid could use a unique 

primer for amplification in qPCR to determine the amount of gene expression for each 

enhancer. To dissect the role of the individual enhancer and enhancer-enhancer 

interactions, it would be relevant to add enhancers to the plasmids that target the exact 

same gene in their native chromatin context. This would allow us to tease apart the role 

of intrinsic enhancer activity and enhancer-enhancer interactions. Future studies should 

address this role in genes that are BMAL1 targets, and which are either rhythmic in-
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phase with BMAL1 binding, rhythmic out-of-phase with BMAL1 binding, arrhythmic, or 

not expressed.  

Further studies will also likely need to address the role of enhancer-enhancer 

interactions to a greater depth. The ChIA-PET performed previously in the Menet 

laboratory would provide a deeper insight if it was sequenced at a much greater depth 

(Beytebiere et al., 2019). Indeed, the current resolution of the ChIA-PET datasets is not 

sufficient enough to draw conclusions about individual interactions between enhancers. 

After these techniques are established in the mouse liver, they could be carried over to 

other tissues such as the kidneys and the heart to determine if enhancer-enhancer 

interactions have a similar role across multiple tissues to drive rhythmic gene 

expression (Woodard et al., 2018). This would allow stronger conclusions on the role of 

the circadian clock in driving tissue-specific rhythmic gene expression. 

3.5 Methods 

3.5.1 Animals 

Male C57BL/6J and were housed under 12 h light:12 h dark (LD12:12) with food and 

water available ad libitum. All experiments were approved by the Texas A&M University 

Institutional Animal Care and Use Committee. 

3.5.2 Hydrodynamic tail vein injection 

Hydrodynamic tail vein injections were performed as described by Kovacsics and 

colleagues. The mice were first weighed and a volume equivalent to ten percent the 
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body weight was injected. The syringes were prepared for injection with TRANSIT-EE® 

solution (Mirus) biosciences. The plasmid was mixed in the solution according to the 

weight of the mouse such that each mouse would receive 5  μg of plasmid.   sterile 

twenty-gauge one-half inch needle was used for the injections. Mice cages were placed 

on heating pads, and the mice were sufficiently warmed prior to the injection. The mice 

were placed on heating pads between 38-39°C for twenty to thirty minutes prior to 

injection such that the blood vessels would dilate. Once the mice were prepared for 

injection, they were inserted into a fifty-milliliter falcon tube were the tail was wiped with 

an ethanol wipe to make the vein easier to see. The falcon tube was restrained by 

taping it to a flat surface with laboratory tape. The solution is then completely injected in 

one slow steady motion over the course of a few seconds. After the injection the mice 

are then returned to the 38-39°C cage for several minutes until they have recovered 

from the injection at which point, they are then returned to their original cage. The mice 

were monitored for several days to ensure no complications would arise.  

3.5.3 SEAP detection from blood 

To detect SEAP from the blood we first snipped a ~1mm portion of the mouse tail. Then 

collected the blood via capillary tube, and then add the blood to a heparinized tube. 

After collection the blood was kept on ice for the remainder of the collection. The blood 

is then centrifuged at   ,   g for 5 minutes.  he plasma was then removed in 5μ  

increments and frozen in a -  °C freezer.  he 5μ  of plasma is diluted to 5 μ  with 

water and the applied biosystems kit (Phospha-Light™ SEAP Reporter Gene 
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Assay System catalog number T1015) is then used to determine the amount of 

SEAP in the blood.  

3.5.4 mRNA expression detection 

Mouse livers were flash frozen and crushed with a mortar and pestle and divided into 

twelve tubes. One tube was taken and resuspended in Trizol and then phenol 

chloroform extracted. Reverse transcription was performed with MMLV reverse 

transcriptase made in house. qPCR was performed with a Bio-Rad CFX connect and 

Bio-Rad qPCR master mix. 
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CHAPTER IV 

Bmal1-/- MICE CAN BE ENTRAINED TO NIGHT-RESTRICTED FEEDING 

4.1 Overview 

The circadian clock plays an extremely vital role for organisms’ anticipation of 

daily oscillations of the environment. When the circadian clock is disrupted or 

desynchronized, this leads to physiological and psychological disorders in animal 

models and humans (Hatori and Panda, 2015). Chronic disruption of circadian rhythms 

has been linked to obesity, metabolic diseases, cancer, coronary heart disease, mood 

disruption, and dementia (Barclay et al., 2012; Bass, 2012; Davis et al., 2001; Fonken et 

al., 2010; Karlsson, 2001). Deletion of Bmal1, which constitutes the major component of 

the positive arm of the circadian clock, leads to many similar detrimental health effects 

in mice as are observed from chronic disruption of circadian rhythms (Kondratov et al., 

2006). Reports from the literature suggest that some of the effects observed in 

organisms bearing a disrupted or desynchronized clock arise from the loss of rhythmic 

food intake. Importantly, restoration of rhythmic food intake in clock-deficient mice has 

been proposed as a means to alleviate symptoms associated with disruption or 

desynchronization of the clock. In this study, we aimed to design a system to test 

whether rhythmic food intake can mitigate the negative health effects experienced by 

Bmal1-/- mice. Our results show that the majority of Bmal1-/- mice eat in an arrhythmic 

manner when fed ad libitum regardless of gender, and those that are rhythmic have a 

dampened rhythm as compared to wild type. In addition, we found that male Bmal1-/- 

mice are able to entrain to the night-restricted pattern without decreasing their daily 
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intake of calories, and eat in a rhythmic manner. Together, our data suggest that the 

lack of Bmal1-/- mice feeding rhythms can be restored when forced to eat in a night 

restricted manner, which could in turn lead to a decrease in the amount of metabolic 

issues, for example decreased glucose homeostasis experienced by these mice.  

4.2 Introduction 

The circadian clock is found ubiquitously throughout nature from cyanobacteria to 

flies, plants, and mammals. The circadian clock is an important mechanism that allows 

for the anticipation of rhythmic daily oscillations. The mammalian circadian clock is 

composed of a transcriptional feedback loop that relies on the positive arm 

CLOCK:BMAL1 to activate the  transcription of the negative arm PER:CRY, which in 

turn feedback to inhibit CLOCK:BMAL1 activated transcription. CLOCK:BMAL1 does 

not only activate the transcription of Per and Cry, but also of many other clock controlled 

genes. Many processes are controlled by the circadian clock such as rhythms in 

metabolism, sleep-wake cycles, rhythmic blood pressure, and many other processes 

(Cheng et al., 2002; Gnocchi et al., 2015a; Jeyaraj et al., 2012; Kaasik et al., 2013; 

Kramer, 2001; Wang et al., 2008). Upon knock out of Bmal1, i.e., part of the positive 

arm of the circadian clock, many of the daily biological processes that were once 

rhythmic now become arrhythmic. There are also many negative health defects 

experienced by Bmal1-/- mice such as sarcopenia, cataracts, decrease in subcutaneous 

fat, organ shrinkage, infertility, defective glucose homeostasis, and ossification of 

ligaments and tendons, and premature aging (Kondratov et al., 2006). Mice are 

nocturnal animals, and they consume the majority of their food during the active phase 
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(seventy-five percent of their food intake occurs at night) (Yang et al., 2009). It has been 

shown previously that Bmal1-/- mice consume more food during the night than during the 

day, however less so that the contrast seen for wild-type mice (Marcheva et al., 2010). 

While wild-type mice eat about 75% of their daily food intake during their active phase, 

Bmal1-/- mice eat ~60% at night (Marcheva et al., 2010). This could result from two 

possibilities: either Bmal1-/- mice eat in a rhythmic fashion with a dampened amplitude, 

or Bmal1-/- mice eat more food at night but are not eating rhythmically. It has been 

shown previously that much of the rhythmic gene expression in wild-type mice is 

arrhythmic in Bmal1-/- mice (Atger et al., 2015; Greenwell et al., 2019). However, mice 

including Bmal1-/- present a masking effect to light (Bunger et al., 2000). This masking 

effect creates an activity pattern in response to lights on and lights off that is 

independent of the circadian clock due to the photophobicity of mice (Bunger et al., 

2000; Crawley and Goodwin, 1980). It allows for the mouse behavior to occur in a 

rhythmic manner due to environmental factors like the light dark cycle and is not driven 

by the circadian clock. Therefore, we asked first, do Bmal1-/- mice eat rhythmically or 

arrhythmically, and second, if they do not eat in a rhythmic fashion, whether they can be 

entrained to eat in a rhythmic fashion. Additionally, if Bmal1-/- mice eat in an arrhythmic 

manner, will forcing them to eat rhythmically have an effect on circadian gene 

expression and physiology? We hypothesized that if Bmal1-/- mice do not eat in a 

rhythmic fashion, then night restricted feeding should allow for increased molecular 

rhythms in Bmal1-/- mice which, consequently, may lead to less issues with glucose 

homeostasis and metabolism in the Bmal1-/- mice. To address this question, we used a 



112 

feeding system previously designed in the laboratory (Fig. 23A; see below) (Greenwell 

et al., 2019).  

4.3 Results 

4.3.1 Bmal1-/- mice eat in an arrhythmic manner regardless of sex 

To determine if there were sex-based differences in the feeding patterns of 

Bmal1-/- mice, we performed the feeding experiments in both male and female mice. 

First, we analyzed the total amount of food consumed by gender between the Bmal1-/- 

mice, and we did not find a statistically significant difference between the amount of 

food consumed between male or female Bmal1-/- mice (Fig. 23B). To test if the male 

and female mice were eating the same amount of food during the day as at night, we 

monitored the amount consumed in each three-hour window. We found results that 

matched previous findings in the field showing that Bmal1-/- mice eat about sixty percent 

of their food at night, and about forty percent of their food during the day (Fig. 23C) 

(Marcheva et al., 2010). There was a statistically different amount of food eaten during 

the day for both males and females (Fig. 23C).  
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Figure 23. Bmal1-/- mice eat more food during the night than day, and do not show sex-based differences in the 
amount of food eaten daily. 
(A)Illustration of the feeding apparatus used for feeding the Bmal1-/- mice under all three conditions ad libitum,
transition, and night-restricted (Greenwell et al., 2019). (B) Boxplot representing the amount of food consumed by
kilocalories for female and male mice fed ad libitum across the entire day, and averaged over the course of one week
with the dots representing individual feeding values. Statistical tests were performed with a Welch two sample T-test.
(C) Boxplot representing the amount of food consumed by males and females in kilocalories during the day (ZT0 to
ZT12) and night (ZT12 to ZT24) averaged over the course of one week. The dots represent individual data points.
Statistical tests were carried out with an ANOVA and a post-hoc analysis with Tukey HSD.

We plotted the amount of food eaten every three hours for a week to visualize 

the rhythms, and did not see a discernible rhythm in the data (Fig. 24A). Individual plots 

of the data reveal that there is a lot of noise for each individual animal even those that 

have were called rhythmic (i.e., BM1858 and BM1859 Fig. 24B). We found that the 

majority of Bmal1-/- mice were arrhythmic with all of the female mice being arrhythmic 

B 

C 
A 

0
2

4
6

F
e

m
a

le
 A

D
 L

IB
IT

U
M

 D
A

Y

F
e

m
a

le
 A

D
 L

IB
IT

U
M

 N
IG

H
T

M
a

le
 A

D
 L

IB
IT

U
M

 D
A

Y

M
a

le
 A

D
 L

IB
IT

U
M

 N
IG

H
T

K
c
a

l 
F

o
o

d
 C

o
n

s
u

m
e

d

a a 

a b a b 



114 

and three out of the five male mice being arrhythmic (Fig. 24C). For the mice that were 

rhythmic they still have a dampened rhythm compared to wild-type which consume 75% 

of their food at night (Yang et al., 2009).  

Figure 24. Eating patterns and rhythmicity of female and male Bmal1-/- mice fed ad libitum. 
(A)Line graph illustration of the amount of food consumed in kilocalories by male and female knockout mice fed ad
libitum over the course of a week with each individuals plotted with their own line with measurements being recorded
every three hours for twenty-four hours for the course of a week. (B) table of p-values for rhythmic analysis for
metacycle and harmonic regression.

A 
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Figure 24 Continued. 

male 
mice metacycle 

harmonic 
regression 

1827 0.49 0.03 

1832 1.00 0.20 

1852 1.00 0.09 

1858 0.00 0.00 

1859 0.00 0.00 

female 
mice metacycle 

harmonic  
regression 

1812 0.25 0.11 

1829 0.29 0.09 

1868 0.29 0.29 

1871 0.29 0.28 

B 

C 
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4.3.2 Male Bmal1-/- mice can be entrained to night-restricted feeding 

Since Bmal1-/- mice eat in an arrhythmic or dampened rhythmic pattern we fed 

them in a night restricted manner to ascertain if they could eat in a rhythmic manner 

without consuming a different amount of total kilocalories. These experiments were 

carried out with the male mice used in the experiments described above (Fig. 24A, 

24B). We first transitioned the mice by lowering the amount of food available to the mice 

during the day (see methods). We found that there was no statistical difference between 

the amount of food eaten during the ad libitum phase and the transition phase, and 

between the ad libitum phase and the night-restricted schedule (Fig. 25A). However, 

there was a statistically significant difference between the night-restricted and transition 

paradigms (Fig. 25A). The difference between ad libitum and transition could largely be 

due to the temporal food availability be shifted on the mice as we do not see a 

significant difference between the night-restricted and the ad libitum paradigms once the 

mice had adjusted. Under the transition and night restricted paradigms, the Bmal1-/- 

mice were able to be forced to eat rhythmically without lowering their total daily food 

intake (Fig. 25B). Previous publications have shown that rhythmic feeding is a major 

driver of rhythmic gene expression (Greenwell et al., 2019). These data combined with 

the current findings suggest that being able to restore Bmal1-/- mice to a rhythmic eating 

pattern will allow our lab to test in future studies whether rhythmic food intake can 

restore (even partially) the circadian transcriptome in different tissues, and determine if 

rhythmic food intake can alleviate the physiological issues seen in Bmal1-/- mice.  
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Figure 25. BMAL1-/- male mice can be entrained to eat in a rhythmic manner without a reduction in Kcal consumed. 
(A)Plot for the five male mice over the course of the entire experiment. Each individual line plot is for the different
conditions: ad libitum, transition, and night restricted. (B) Boxplot illustration of the amount of food consumed by male
mice under the three feeding conditions ad libitum, transition, and night-restricted. The amount of food consumed is
displayed in kilocalories with statistical tests performed with an  N V  and  u ey’s HSD.
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4.4 Discussion 

Bmal1-/- mice suffer from a large variety of ailments including ossification of 

tendons, reduced life-span, infertility, ocular abnormalities, and brain astrogliosis 

(Kondratov, 2006; Lananna et al., 2018). Previous research has shown that night 

restricted feeding in Bmal1-/- mice increases the amount of rhythmic gene expression, 

however there are a subset of genes that were not restored (Atger et al., 2015; 

Greenwell et al., 2019). It was unclear if night-restricted feeding was altering the amount 

of food eaten daily by Bmal1-/- mice, and if this feeding was occurring in a rhythmic 

manner because of photophobicity/masking. The effect of masking could be tested by 

housing the mice in constant darkness or constant red light. This is particularly 

important because it has been shown that calorie restriction can attenuate many age-

related diseases and extend the maximal life span (Weindruch et al., 1988). Our results 

demonstrate that the Bmal1-/- mice when fed ad libitum will eat in a dampened or 

arrhythmic manner. Moreover, our results also indicate that the mice can be entrained 

to a night-restricted eating paradigm without consuming less food during the night-

restricted paradigm than during the ad libitum paradigm. This suggests that any 

potential health benefits or increases in rhythmicity are not due to a caloric restriction on 

the mice. Further studies will be needed to determine how introducing a feeding rhythm 

in knockout mice effects the physiology and health span of the animals. Potential ways 

of looking at the health span of the animals would include hair weight, tight wire clinging 

time, activity in an open field environment, tail collagen, hair growth, wound healing, and 

hemoglobin concentration tests as described previously (Harrison and Archer, 1988). 

Further studies would also be needed to determine if the Bmal1-/- mice experience an 
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increased life span with strong rhythms in feeding. This could also translate to potential 

benefits for humans suffering from circadian related disorders as new potential non-

invasive treatment plans such as a strongly rhythmic diet could be employed. Future 

research will also be needed to determine if strong rhythms in other external cues are 

able to improve health span and life span in Bmal1-/- mice. Some of the other external 

cues that could likely have an impact are stronger rhythms in light, temperature, and 

social rhythms that can come from being housed with wild-type mice. 

4.5 Methods 

4.5.1 Animals 

Male C57BL/6J and Bmal1−/− mice were housed under 12 h light:12 h dark (LD12:12) 

with food and water available ad libitum. Bmal1−/− were kindly provided by Christopher 

Bradfield (Bunger et al., 2000). All experiments were approved by the Texas A&M 

University Institutional Animal Care and Use Committee. 

4.5.2 Feeding setup 

The mice were housed in specially designed cages with a timer that would turn on a 

continuous basis with a plastic container with the food. It had eight compartments 

allowing for a three-hour resolution. Two grams of Bio-serv dustless precision rodent 

pellets (product number F0165) were used per compartment. Each pellet has a weight 

of 45 milligrams. The food was replaced everyday at ZT8. Mouse cages were changed 

weekly at the same time as the food change out. For the transition period the feeding 

during the night remained the same however the day was reduced to five pellets for the 
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first two days, and was then reduced by one pellet per day until no pellets remained. 

The night restricted feeding was carried on for one week with no food given during the 

day and two grams given in each of the four night compartments. 

4.5.3 Measuring food consumption 

The food in each compartment was weighed out to be 2 grams ± 0.02 grams using 

pellets that were 45 milligrams each. Then, after each day the container was replaced 

with a new container. The food from the old container was dumped out one 

compartment at a time and each pellet was counted and multiplied by 45 milligrams to 

determine the weigh leftover and the weight consumed. 

4.5.4 Statistical analysis 

Statistical analysis was performed in R. A welch two sample T-test was used to 

determine the any differences in the amount of food consumed by sex. An ANOVA and 

Tukey HSD was used to determine any differences in between the amount of food 

consumed during the ad libitum fed state, transition feeding state, and the night-

restricted feeding state. Differences between groups was considered significant if p < 

0.05. 

4.5.5 Rhythmic analysis 

Rhythmic analysis was performed with metacycle and harmonic regression (Lück et al., 

2014; Wu et al., 2016). Standard conditions were used for each program. 
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CHAPTER V 

TEMPORAL FOOD PREFERENCES IN MICE SUGGEST STANDARD CHOW MAY 

NOT MEET MICE TEMPORAL FOOD NEEDS 

5.1 Overview 

Laboratory mice are often raised on a standard chow diet with the same 

composition of macronutrients with no difference in what they are fed over the course of 

the day. However, it has been shown that many metabolic pathways such as glucose 

metabolism, lipid metabolism, and protein metabolism are rhythmic, and this may 

suggest that biomolecular needs of organisms vary throughout the course of the day 

(Barclay et al., 2012; Bass, 2012; Davis et al., 2001; Fonken et al., 2010; Karlsson, 

2001). We hypothesized that mice would prefer carbohydrates and fat early on in the 

night as glycogen is the first choice of energy storage and use, and then would have a 

selection for proteins later on in the night (Lu et al., 2014). The rationale for this 

hypothesis is that glycogen is a preferred nutrient for cells as it can be quickly utilized 

for energy release and will likely be rhythmic in animals that consume food in a rhythmic 

manner. To test this hypothesis, we developed a novel feeding system based on a 

feeding apparatus designed in the Menet lab to manipulate the daily food intake rhythm 

in the mouse (Greenwell et al., 2019). The system consisted of a large cage (25.4 by 

45.7 centimeters) containing three feeding systems, with each of them accommodating 

an eight-compartment food dispenser that rotated continuously and completing one 

rotation every twenty-four hours, thereby allowing for a three-hour resolution of food 

consumption. By providing different nutrient sources in each of the three-feeding 
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systems (carbohydrates, lipids, and proteins), we found that wild-type male and female 

C57BL/6 mice eat the fat with the earliest phase in the night followed by carbohydrates 

and then by protein. These promising results will be useful to determine if animals being 

allowed to choose their source of energy across the 24-hr day exhibit better 

physiological markers and are overall healthier than animals eating the same food all 

the time. 

5.2 Introduction 

There has been a substantial amount of research into food preference, however 

it has yet to be addressed if there are temporal food preferences for different 

macronutrients, and if these temporal food preferences have physiological impacts on 

organisms. Mice are nocturnal animals that are mostly active during the night (ZT12-

ZT24) and are less active during the day (ZT0-ZT12), and have been shown to have 

photophobia and masking (Bunger et al., 2000; Crawley and Goodwin, 1980). ZT or 

zeitgeber time is a system where ZT0 denotes lights on and ZT12 denotes lights off. 

Previous studies have shown that mice eat about seventy-five percent of their food 

during the night (Yang et al., 2009). However, it has been shown that many metabolic 

pathways such as glucose metabolism, lipid metabolism, and protein metabolism are 

rhythmic, and this may suggest that biomolecular needs of organisms vary throughout 

the course of the day (Barclay et al., 2012; Bass, 2012; Davis et al., 2001; Fonken et al., 

2010; Karlsson, 2001). 

Feeding behavior has been shown to be very important for organisms and can be 

divided into two major categories, quantity and quality. Quantity simple refers to the 
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amount of food consumed, while quality refers to what food is eaten and when food is 

eaten. There are two major systems that have been described to control food 

preferences: the homeostatic and hedonic systems. The homeostatic system refers to 

the needs of the organism while the hedonic system refers to the wants of the organism 

(Berridge and Robinson, 2003; Berridge et al., 2009; Berthoud and Morrison, 2008). 

Research into the quality of feeding behavior largely addresses two topics: 

macronutrient-based diet selection and feeding patterns. 

Macronutrient based diet selection has shown to be influenced by humoral 

factors, homeostatic feeding mechanisms, the hedonic system, and genetics (Sasaki, 

2017). The humoral factor FGF21 regulates carbohydrate preference, and the humoral 

factor ghrelin has also been shown to have an impact on food preference (Larson et al., 

2019; Stephanie et al., 2016; Talukdar et al., 2016). One way the hedonic system plays 

a role in food preference is with glucose-containing sugars and fat, that have a potent 

reward of dopamine (Hajnal, 2003; Steinbusch et al., 2015).  

Feeding patterns have shown to play a very important role in controlling weight 

and health (Asher and Sassone-Corsi, 2015). Ingestion of the same amount of food at 

different times of day has different health consequences because the systemic 

metabolic efficiency will fluctuate throughout the course of the day. Current research 

has shown that a high-fat diet is capable of reprogramming the circadian clock (Eckel-

Mahan et al., 2013; Kohsaka et al., 2007). Correcting the feeding schedule of mice on a 

high-fat diet has shown to relieve them of high-fat diet induced obesity (Fuse et al., 

2012; Hatori et al., 2012; Sherman et al., 2012).  
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Currently a gap in the field exists as it has yet to be fully addressed whether 

there is a temporal preference for different macronutrients throughout the course of the 

day. Previous research indicates that mice do have a preference for sugars early in the 

active phase, however this research did not find a preference for protein later in the 

night as they had hypothesized (Jensen, 1993). One potential explanation is that they 

were not using pure forms of the macronutrients and instead used fruits and nuts which 

would be mixed. We hypothesized that carbohydrates and fats peak consumption would 

be earlier in the night, and that protein peak consumption would be later in the night. 

One reason for this is that glycogen is the main energy source used by many areas of 

the body and is used to provide energy to all cells, and it can be acquired from food or 

from fatty acids that are beta-oxidized, and gluconeogenesis (Slavin and Carlson, 

2014). Glycogen represent the first choice of energy storage and use, and when 

glycogen needs are met the animals will switch to storing lipids in adipocytes, and 

protein in muscles (Lu et al., 2014). 
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Figure 26. Total consumption of food and food preference in wild-type C57/BL6 mice for different macronutrients. 
(A)Schematic Illustration of the feeding apparatus. Showing the (B) Boxplot for the amount of kilocalories consumed
by sex. Data was averaged for males and females based on the total Kcal consumed in a day for six recordings
occurring every three days. Kcal consumed for carbohydrate, fat, and protein were added together for each animal
and then used to generate the total food consumed for each individual. The dots represent the value for total Kcal
consumed for each individual point. (C) Boxplot of Kcal consumed between males and females for the three
macronutrients carbohydrate, fat, and protein. The data was recorded for six recordings occurring every three days.
The dots represent the individual values.
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Figure 26 Continued. 

5.3 Results 

5.3.1 Male and Female Mice Consume Comparable Amounts of Carbohydrate, Fat, 

and Protein 

To study the temporal food preferences of C57BL/6 male and female mice, we 

designed a novel feeding system that allows for the detection of the food consumed 

within a three-hour window (Fig. 26A). We ordered three special diets from Research 

Diets where 99% of the Kcal originate for only one nutrient source: carbohydrates, 

a c b 

 a c a 

b 

 a c 

C 
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lipids, or proteins (Fig. 27). Each diet contains equal amounts of vitamins, minerals, and 

fiber (cellulose), such that the only difference between diets comes from the nutrient 

source. By providing these three diets in our custom-made cages, we were able to 

measure the exact amount of carbohydrates, fat, and protein consumed with a three-

hour resolution across the 24-hour day. 

Figure 27. Table consisting of the food makeup of the diets from Research Diets.  
Greater than 99% of the Kcal come from one source either carbohydrate, protein, or carbohydrates. All diets have the 
same mineral and vitamin mix to ensure a consistent delivery of micronutrients.
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To determine whether there were sex-based differences in food preference in 

mice, we first examined the total kilocalories (Kcal) of food consumed by male or female 

mice. We found that there was not a significant difference in the total Kcal consumed by 

gender (Fig. 26B). Interestingly, we also found that there is a significantly higher amount 

of Kcal consumed of fat and carbohydrate when compared to the Kcal of protein 

consumed for both genders (Fig. 26C). There is also a significantly higher Kcal of fat 

consumed for males than females when compared to male carbohydrate but not when 

compared to female carbohydrate. We found there to be no significant difference in the 

amount of carbohydrates, fat, or protein consumed based between males and females.  

5.3.2 Wild-type Mice Display a High-degree of Rhythmicity in Eating the Three 

Major Macronutrients as Well as Phase Preferences 

To determine whether there were time-of-day differences in feeding, we fed the 

mice in a special designed cage system such that we could record the food eaten with a 

three-hour resolution (Fig 26A). We found that for both male and female mice, for all 

three macronutrients, there was more food eaten during the night than during the day 

(Fig. 28A). We found that there were variations between the individual mice for 

consumption of the macronutrients, but each mouse ate in very similar way across the 

entire experiment for all three macronutrients (Fig 28B). 

We found the majority of the mice eat each macronutrient in a rhythmic manner 

based on metacycle and harmonic regression (Fig. 29A) (Lück et al., 2014; Wu et al., 

2016). All the male mice were rhythmic for each macronutrient according to at least one 

rhythmic program (Fig. 29A). While all but one of the female mice were rhythmic  



132 

0

1

2

3

4

5

6

7

8

9

ZT0 ZT3 ZT6 ZT9 ZT12 ZT15 ZT18 ZT21

A
v
e
ra

g
e
 K

c
a
l 
fo

o
d
 

c
o
n
s
u
m

e
d
(f

e
m

a
le

s
)

carbohydrate protein fat

0

1

2

3

4

5

6

7

8

9

ZT0 ZT3 ZT6 ZT9 ZT12 ZT15 ZT18 ZT21

A
v
e
ra

g
e
 K

c
a
l 
fo

o
d
 

c
o
n
s
u
m

e
d
(m

a
le

s
)

carbohydrate protein fat

0

2

4

6

8

10

12

ZT0 ZT3 ZT6 ZT9 ZT12 ZT15 ZT18 ZT21

K
c
a

l 
fa

t 
c
o

n
s
u

m
e

d
 (

W
T

1
3

3
)

day 1 day 2 day 3

day 4 day 5 day 6

0

1

2

3

4

5

6

ZT0 ZT3 ZT6 ZT9 ZT12 ZT15 ZT18 ZT21

K
c
a
l 
c
a
rb

o
h
yd

ra
te

 
c
o
n
s
u
m

(W
T

1
3
3
)

day 1 day 2 day 3

day 4 day 5 day 6

0

1

2

3

4

5

6

ZT0 ZT3 ZT6 ZT9 ZT12 ZT15 ZT18 ZT21

K
c
a
l 
p
ro

te
in

 
c
o
n
s
u
m

e
d
(W

T
1
3
3
)

day 1 day 2 day 3

day 4 day 5 day 6

Figure 28. Male and female mice have similar food preferences and individual mice eat the same macronutrients at 
the same time of day. 
(A)Line graph of the amount of food consumed on average for male and female mice over the course of the day. The
average was calculated with six samples for males and four for females for each macronutrient. The error bars
represent the standard error. (B) Is the eating pattern for an individual male mouse number 133 in the experiment that
is characteristic of all the mice in the experiment.

 

 

A 

B 



133 

according to at least one program, and the one female that was arrhythmic for 

carbohydrates and proteins (Fig. 29A). The mice also had different peak phases of 

consumption between the different macronutrient categories (Fig. 29B). There were 

slight differences based on gender, but both genders consumed fat the earliest, 

followed by carbohydrates, and then proteins (Fig. 29 B). 
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Figure 29. Rhythmicity and phase differences of macronutrient consumption for male and female wild-type mice.
(A)Adjusted p-values of metacycle and harmonic regression for male and female mice based on the three
macronutrient categories. (B)Phase diagram of the representative peak phase of expression in male and female mice
for the three macronutrients carbohydrates, fats, and protein. The bars represent the average phase for the sex and
macronutrient type with the standard error on each side. The dots are the individual peak phases for each individual
mouse averaged over the course of the six recordings that were taken every three days.
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5.4 Discussion

Many aspects of food preferences have been addressed across many species, 

however temporal changes in food preferences remain largely unaddressed. Previous 

findings have shown that mice preferred sugars early in their active phase, and that 

there was no strong temporal preference for proteins (Jensen, 1993). Previous research 

has also suggested that in natural populations, rodents will go for the highest caloric 

gain per unit of time spent foraging (Hansson, 1985). This data suggests that the mice 

may in general prefer the highest caloric foods first, which could also contribute to an 

earlier consumption of fat in mice.  

Our data suggest that there is little difference in the total amount of food 

consumed in Kcal by male and female mice when fed pure carbohydrate, fat, and 

protein diets. However, there were differences in the amount of the different 

macronutrients consumed with fat being the most consumed macronutrient. There were 

also mouse-to-mouse differences in the amount of each macronutrient consumed, with 

some of the mice preferring carbohydrates, and others preferring fats. With a larger 

sample size these individual preferences could likely be minimized such that a stronger 

conclusion can be reached. The data also suggest that there are differences in the 

phase of food consumption for the major macronutrients. With only six male mice and 

four female mice future experiments would benefit from a larger sample size of mice, 

such as 15 mice or greater of each gender, being used such that the eating pattern of 

an individual mouse has less overall impact on the results. This is one of the first 

studies that has directly looked at the temporal food preferences for different 

macronutrients in mice with a nearly pure form of each macronutrient.  
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Some future directions that could benefit the scope and impact of the project 

would be to address elderly mice, effects of pregnancy on temporal macronutrient 

preference, effects of Bmal1-/- on temporal food preferences, effects of injecting glucose, 

ghrelin, galanin, neuropeptide Y, and oxytocin at different times of day, and treatment 

with antibiotics. Bmal1-/- mice could be used to study the role of the clock in temporal 

food preferences. Pregnant mice may have different nutrient requirements which this 

feeding system would be able to address (Butte and King, 2005; Cox and Phelan, 2008; 

Elango and Ball, 2016). Injections of ghrelin and galanin have shown to increase fat 

preference and if injecting at different times their temporal effects could be studied 

(Shimbara et al., 2004; Tempel et al., 1988). Neuropeptide Y injection has been shown 

to promote carbohydrate preference and could also be used to determine whether it has 

a different effect at different times of day (Slawecki et al., 2000; Stanley et al., 1985). 

While oxytocin reduced sensitivity to sweet taste, and knockouts could allow for the role 

of the hedonic system to be reduced such that the homeostatic systems role can be 

further determined (Klockars et al., 2015; Olszewski et al., 2010). Antibiotics could also 

be administered, and the feed paradigm applied to tease apart the role of the 

microbiome in temporal food preferences. The gut microbiome has been reported to 

affect multiple aspects of health and a gavage of certain bacteria has been reported to 

alleviate diet-induced obesity (Liu et al., 2017; Ridaura et al., 2013). 

In modern chow for both laboratory and pet animals’ temporal food preferences 

have remained unaddressed. Our data suggest that there are temporal food 

preferences in mice for different macronutrients. These findings may also translate to 

other species that are often kept as household pets. The physiological impacts of 
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temporal changes in food preference remain unclear, and further studies will need to be 

done to determine the physiological impacts of these temporal changes in food 

preferences in mice. Further studies will need to be done to look at the metabolic 

impacts of temporal changes in food preferences versus feeding a single type of chow 

with the same carbohydrate, fat, and protein composition. Some ways that these 

physiological and metabolic impacts could be addressed are with O2 consumption, CO2 

production, temperature, activity measurements, and a metabolic screen to look for the 

amount of cholesterol, bile acids, blood urea nitrogen, and many other signs of 

metabolic disorders. These results could also allow for better treatment of humans with 

circadian related disorders, however further research would need to be done to 

determine if humans have a biological preference for carbohydrates and fats early in the 

active phase followed by proteins later on in the active phase.  

5.5 Methods 

5.5.1 Animals 

The mice were housed under 12 h light: 12 h dark (LD12:12) with food and water 

provided ad libitum. All experiments were approved by the Texas A&M University 

Institutional Animal Care and Use Committee, AUP number 2016-0199.  

5.5.2 Cage setup 

The mice were housed individually in a rat cage that measured   .25”X  . 25”X .25”. 

Three circular holes were drilled into the rat cage with a PVC pipe fitted to the holes 

(Figure 26A). A timer was then added through the PVC pipe, and the timer was 
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attached to a grey PVC base for support and so it would not shift during the 

experiments. A plastic container with eight compartments was then attached to the timer 

via screws that were embedded into the top of the timer. A plastic lid was then used to 

cover the eight feeding compartments with a cutout such that one feeding compartment 

could be accessed at a time.  

5.5.3 Data collection 

Mice were fed roughly 1.5 grams of each type of food every three days. Every three 

days the weight of food consumed was recorded, and the mice were checked every day 

to ensure that they had plenty of food. The weight of food consumed was done by first 

measuring the weight of food added to the container at least 1.5 grams but potentially 

slightly higher. The weight after three days was then recorded for each compartment 

and the difference was used to calculate the amount of food that was consumed. 

Recordings were taken for each compartment for each of the macronutrients.  

5.5.4 Data analysis 

The amount of total Kcal consumed was analyzed in R with a Welch two-sample T-test. 

The comparison of the feeding categories based on gender and biomolecule was done 

in R with an ANOVA and a post-hoc analysis with TukeyHSD. The graphs showing the 

average of food consumed by gender have the average plus/minus the standard error. 

Considered significant with a p-value < 0.05. 
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5.5.5 Rhythmic analysis 

Rhythmic Analysis was performed with metacycle and harmonic regression (Lück et al., 

2014; Wu et al., 2016). The peak phase of expression was determined with metacycle. 

Standard parameters were used. 
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CHAPTER VI 

DISCUSSION,  SUMMARY, AND FUTURE DIRECTIONS 

6.1 CLOCK:BMAL1 bind DNA in a tissue-specific manner 

To determine how the circadian clock drives tissue-specific rhythmic 

transcription, we performed BMAL1 ChIP-seq experiments in the mouse liver, kidney, 

and heart. We identified two major mechanisms that contribute to the tissue-specific 

binding of CLOCK:BMAL1, the first being the binding of tissue-specific transcription 

factors (ts-TFs) and the second being a tissue-specific permissive chromatin landscape. 

Current research suggests that ts-TFs may be at least partially responsible for creating 

a permissive chromatin landscape which would suggest that these two mechanisms are 

not mutually exclusive (Cieśli  and  e iranov, 2  5; Iwafuchi-Doi et al., 2016; Zaret and 

Carroll, 2011). The vast majority of CLOCK:BMAL1 binding sites were found to be in 

open chromatin across the mouse liver, kidney, and heart. This data parallels what has 

been seen for many other transcription factors, as the ENCODE consortium found that 

94.4% of transcription factor binding occurs in an open chromatin environment 

(Thurman et al., 2012b; Yue et al., 2014a). Previous research has also observed tissue-

specific binding of a ubiquitously expressed transcription factor (u-TFs) due to binding 

with different tissue-specific transcription factors in different tissues (Glass and Natoli, 

2016; Grontved et al., 2013; Heinz et al., 2015; Hurtado et al., 2011). This suggests that 

one major role of ts-TFs is to direct u-TFs such as CLOCK:BMAL1 to the correct 

locations in the tissue. Previous research suggests that the purpose of the u-TFs is to 

control the intrinsic activity of the BMAL1 bound enhancers enhancer (Trott and Menet, 
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2018a). This data suggests that different types of transcription factors will have different 

roles, and that in many instances ts-TFs will be responsible for controlling the 

permissiveness of the chromatin landscape, while u-TFs are responsible for the 

transcriptional output of the enhancers target gene. Much of the BMAL1 binding also 

occurred in a tissue-specific manner when the chromatin was permissive in all three 

tissues. This evidence suggests that instead of BMAL1 acting as a pioneer transcription 

factor and generating a new DHS, that it instead prevents DNA from wrapping around 

the nucleosomes and creates a permissive chromatin landscape with help from ts-TFs 

but does not generate new DHS. The idea is that BMAL1 and the ts- F’s are preferred 

binders as compared to the nucleosomes in these enhancer regions and thus are able 

to maintain a DHS in these regions. Our current hypothesis is that the nucleosomes 

found at BMAL1-bound enhancers are often fragile nucleosomes, and thus BMAL1 out 

competes the nucleosomes at these locations. Further research would be needed to 

test this hypothesis to determine if there is a difference in the histone modifications at 

CLOCK:BMAL1 bound enhancers. It has been previously suggested that H3K27ac 

could be a major component of driving rhythmic transcription (Trott and Menet, 2018a). 

We hypothesized that the vast majority of BMAL1 bound enhancers would be 

responsible for driving rhythmic gene expression. Previous publications from the 

laboratory have shown that CLOCK:BMAL1 bound enhancers activity are largely 

determined by the binding of additional u-TFs (Trott and Menet, 2018). While the 

rhythmicity of BMAL1 bound enhancers was higher than observed for non-BMAL1 

bound enhancers, the majority were still expressed in an arrhythmic manner (Fig 13). 

This evidence suggests that while u-TFs are responsible for controlling the intrinsic 
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activity of an enhancer, the intrinsic activity may not be sufficient to drive tissue-specific 

rhythmic transcription. For many genes there are multiple enhancers found within the 

same gene, and enhancers have shown to interact over very long distances, and in 

some instances even between different chromosomes (Dekker and Misteli, 2015; 

Sanyal et al., 2012).  

6.2 The Three-dimensional chromatin architecture contributes to rhythmic gene 

expression 

Recent findings have shown that u-TFs are largely responsible for controlling the 

intrinsic activity of CLOCK:BMAL1 bound enhancers, and our findings expand on this 

suggesting that transcription is often regulated with another layer of complexity with 

enhancer-enhancer interactions (Beytebiere et al., 2019; Trott and Menet, 2018a). The 

three-dimensional chromatin architecture has been shown to be important for gene 

expression and its mis-regulation has shown to lead to cancer and many disease states 

(Barutcu et al., 2015; Darío et al., 2015; Flavahan et al., 2016; Franke et al., 2016; 

Hnisz et al., 2016; Martin et al., 2015; Seaman et al., 2017; Taberlay et al., 2016). Our 

results show that BMAL1 enhancers and neighboring enhancers have day-night 

differences in the number of interactions for rhythmic targets, whereas these day-night 

differences in the number of interactions are not observed for arrhythmic targets. These 

findings are consistent with previous findings using 4C thus suggesting that BMAL1-

mediated rhythmic transcription relies on the ability of BMAL1 to regulate rhythmic 

enhancer-enhancer interactions (Aguilar-Arnal and Sassone-Corsi, 2013; Mermet et al., 

2016; Yeung et al., 2018). Previous research utilizing 4C in the liver showed that 
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BMAL1 bound enhancers were recruited to promoters during the day to drive liver 

specific rhythmic gene expression (Yeung et al., 2018). Multiple recent publications 

have shown that rhythmic transcription in mammals is associated with rhythmic long-

range interactions (Aguilar-Arnal and Sassone-Corsi, 2013; Beytebiere et al., 2019; Kim 

et al., 2018a; Mermet et al., 2016; Yeung et al., 2018). The mechanisms that control 

rhythmic enhancer-enhancer interactions are still not fully understood, but would likely 

include the mediator complex, histone modifications, and transcription factors. Recent 

findings have shown that the mediator acts as a functional bridge rather than an 

architectural bridge, and the cohesin is required to tether regulatory DNA (El Khattabi et 

al., 2019). These findings altogether led to the hypothesis that enhancers can either 

play a dominant or a subordinate role in regulating the transcriptional output of a given 

gene. It is also hypothesized that a dominant enhancer under one environmental 

condition could become a subordinate enhancer under another given condition, i.e., it 

becomes controlled by another enhancer. For example, under ad libitum feeding 

conditions with standard chow, the dominant enhancer for a given gene may no longer 

be the dominant enhancer under high fat diet conditions suggesting that these 

enhancer-enhancer interactions offer a very dynamic way to regulate gene expression. 

It is also very likely that while the dominant enhancers play the major role in regulating 

transcription, the subordinate enhancers still have an important role in the 

transcriptional output. Future research could also look to determine whether there is 

also a circadian link between the enhancer-enhancer interactions and cancer as three-

dimensional chromatin interactions have already shown to play a pivotal role in cancer 

development (Barutcu et al., 2015; Flavahan et al., 2016; Hnisz et al., 2016; Seaman et 
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al., 2017; Taberlay et al., 2016). Further research will be needed to determine the exact 

role enhancer-enhancer interactions play in driving rhythmic gene expression. It is 

currently technically challenging to determine the different effects of enhancer-enhancer 

interactions and whether these interactions regulate the intrinsic activity of an enhancer. 

To start addressing this question, we have developed a technique that aims at directly 

teasing apart the contribution of enhancer-enhancer interactions and of the intrinsic 

activity of enhancers are to the transcriptional output. As described in Chapter 3, this 

technique relies on cloning enhancers into a plasmid and delivering it to the mouse liver 

by hydrodynamic tail vein injection. 

Based on the current levels of transfection observed using hydrodynamic tail vein 

injection, this technique will provide sufficient transfection rate to determine the 

contribution of the intrinsic activity of an enhancer to rhythmic gene expression. We 

were able to detect SEAP protein in the blood, but it was not rhythmic over the course of 

the 24-hr day when driven by the Nr1d1 enhancer. Because rhythmic Seap mRNA 

expression was observed in the liver, it may be that Seap mRNA is translated 

rhythmically, but its secretion from hepatocytes into the bloodstream is not clock-

controlled and thereby lead to arrhythmic blood levels. Our data also suggest that Nr1d1 

enhancer can drive rhythmic expression in both the native chromatin context and in the 

episomal context. One interesting point is that the mRNA levels only had a two-fold 

difference from the episomal context between ZT6 and ZT18 while for the pre-mRNA 

from Nr1d1 enhancers native context the amplitude was ten-fold. One plausible 

explanation is that the four CLOCK:BMAL1 enhancers located in Nr1d1 locus may have 

an additive or synergistic effect on the transcriptional output in the native context, and 
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that this effect is not observed when the enhancer is removed from the chromatin 

context. Additional experiments will be needed to test this hypothesis. In addition, 

additional experiments where intrinsic activity of enhancer is measured every four hours 

for 24-hours (i.e., six-time point rhythm) will be required to expand the day-night 

differences we have uncovered.  

Future directions for the project will also include performing the technique with a 

larger number of enhancers. The technique will need to be scaled up to include 

between ten to one hundred plasmids per mouse depending on what is found 

experimentally to be the optimal number. It will also be ideal to add a different barcode 

to the plasmid for each enhancer such that the transcription rate from each plasmid can 

be easily determined. The most important part for the future of the project is the 

determination of which enhancers to use. It would be a good strategy to take multiple 

enhancers from the same gene. It would also be good to pick genetic targets of BMAL1 

that are rhythmic in-phase, rhythmic out-of-phase, arrhythmic, and not-expressed. This 

would allow for the determination of the role of enhancer-enhancer interactions and the 

intrinsic activity of enhancers. It would also allow for the determination of whether 

dominant enhancers and subordinate enhancers work together to drive transcription of 

the target genes. It may allow for the further elucidation of what makes a dominant and 

subordinate enhancer take their given role. The enhancer-enhancer interactions can 

currently be addressed on a genome-wide scale, but further experiments will be needed 

such that individual interactions can be studied. The ChIA-PET experiments could be 

performed as previously done in the Menet laboratory but sequenced to a significantly 

greater depth (Beytebiere et al., 2019). The next step for this project would then be to 
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address if these interactions similarly dictate rhythmic gene expression across multiple 

tissues. This would allow for strong claims about how the circadian clock drives 

rhythmic gene expression throughout the organism and not just in the liver. 

6.3 Bmal1-/- mice can be entrained to night-restricted feeding 

Bmal1-/- mice lack rhythms in much of their behavior and activity, and develop 

many different physiological disorders as they age (Kondratov et al., 2006). Previous 

studies have shown that Bmal1-/- mice lack rhythmic activity (Park et al., 2015). We fed 

Bmal1-/- mice in a feeding apparatus previously designed in the laboratory to determine 

their feeding behavior (Greenwell et al., 2019). We found that the knockout mice eat in 

an arrhythmic manner, but that they could be entrained to eat in a night restricted 

manner without lowering the amount of food they consumed. Similar food consumption 

is important so that health benefits of rhythmic food consumption can be teased apart 

from restricted caloric intake. This suggests that the Bmal1-/- mice can respond to 

external rhythms and that these can set the Bmal1-/- mice to have rhythmic feeding 

behavior. Further research will be needed to determine the effects of night-restricted 

feeding in knockouts on rhythmic gene expression. Previous publications have shown 

that mice fed only at night have a set of genes in the liver that are rhythmically 

transcribed due to the circadian clock (~ 30%) and that ~70% of the rhythmically 

expressed genes are rhythmic due to rhythmic food intake (Atger et al., 2015; Greenwell 

et al., 2019). These experiments were only conducted with four days of night-restricted 

feeding, which is sufficient for differences in gene expression. However, to study the 

physiological impacts, it is likely that the experiments would need to be run for a much 
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longer amount of time. Some questions that future studies should address are whether 

or not the physiological issues observed by Bmal1-/- mice can be mitigated by strong 

environmental rhythms. Some tests that would be worth running are whether rhythmic 

food intake coupled with strong rhythms in lighting are able to not only restore Bmal1-/- 

behavior rhythms but whether it can diminish the physiological issues.  

6.4 Temporal food preferences in mice suggest standard chow may not meet 

mice temporal food needs 

Most laboratory mice are commonly fed standard chow that has the same 

composition of carbohydrates, fats, and proteins throughout the course of the day. This 

leads to the mice having the same ratio of macronutrients at every feeding session. 

However, previous publications suggest that there may be a temporal food preference 

for sugars early in the active phase (Jensen, 1993). Previous publications did not find a 

preference for protein later in the active phase as we hypothesized, but one reason 

could be due to the protein sources they used not being pure protein and having a high 

source of fat (seeds and nuts). Many factors have shown to regulate food preferences 

such as humoral factors, homeostatic feeding mechanisms, the hedonic system, and 

genetics (Sasaki, 2017). 

We used a novel feeding system that was adapted from the feeding system 

previously developed in the laboratory (Greenwell et al., 2019). We found that lipids had 

the earliest peak phase of consumption, followed by carbohydrates, and then by 

proteins. This is expected since glycogen is the preferred form of energy. Glycogen can 

be quickly utilized to meet the energy needs of the cell. The main source of glycogen is 
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glucose, but fat can also be a source from gluconeogenesis. Adding more replicates for 

both males and females (fifteen biological replicates for both males and females) will be 

necessary to expand on this study, and provide more robust results. In any case, our 

preliminary data suggest that mice have temporal food preferences, and further 

research will be needed to determine the impacts on physiology and gene expression. 

Previous publications have shown that rhythmic food intake is capable of driving 

rhythmic gene expression (Greenwell et al., 2019). This system could be further used to 

address for preferences in Bmal1-/- mice, and in pregnant mice, and could be used to 

test the effects of different factors controlling food preference such as ghrelin, FGF21, 

and glucose injections. 
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