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ABSTRACT

The sub-wavelength optical confinement of low optical loss photonics intensely increases the

probability of light-matter interaction up to a single quantum level. The chip based photonics

provide a scalable platform from which to study many effects that are crucial in many applications

ranging from chemical sensing and nonlinear optics, to quantum information processing and cavity

optomechanics.

This work addresses the use of photonic devices in quantum optics, including device design,

fabrication and characterization, and optical coupling. We present a scalable "semicircular holes"

design for 1D photonic crystal cavities that combines an ultrahigh Q/V value and high trans-

mission. In high refractive index materials such as gallium phosphide (GaP), our design ideally

possesses Q/V > 107 and transmission over 90%. We also address the fabrication of GaP-based

photonic devices using different methods despite the challenges due to mainly the lack of the nec-

essary tools and equipment. Besides the design and fabrication, we propose a new scheme for

coupling photons strongly to a single photon emitter, namely germanium vacancy (GeV) center in

diamond, based on cavity QED. Our analysis reveals a strong coupling regime can be achieved for

the first time using a solid-state single photon emitter.

Next, we shift to silicon nitride (Si3N4) material that is cheap and easy to grow, fabricate,

and measure. We again design silicon nitride nanobeam cavities based on the quadratic tapering

method with and without semicircular holes. The designed devices feature large optical quality

factors, in excess of 105. We also study cavity QED for a single GeV center that is strongly

coupled to the cavity field. The fabrication of Si3N4 nanobeam cavities is discussed together with

the optimization needed mostly for electron-beam lithography (EBL) process. We demonstrate

engineered nanobeam cavities for Si3N4 grown by plasma-enhanced chemical vapor deposition

(PECVD) films as well as low pressure chemical vapor deposition (LPCVD) films. The devices

grown by the latter method possess relatively large optical quality factors, approaches 104, around

the zero-phonon line (ZPL) of GeV center.
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Lastly, we present a method for fiber-waveguide coupling that allows efficient power trans-

fer from an optical fiber into a waveguide and vice versa. We study the design and fabrication

method in details for both structures, and optimize the coupling using finite difference time do-

main (FDTD). Our method uses conical tapered optical fibers (with a tapering angle of ∼ 4◦) that

are coupled over ∼ 11 µm to a Si3N4 waveguide taper (with a tapering angle of ∼ 1◦). We demon-

strate using a deterministic approach single-mode fiber-waveguide coupling efficiency as high as

96%.
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NOMENCLATURE

QED Quantum electrodynamics

FDTD finite difference time domain

FCC Face-centered cubic

NV Nitrogen-vacancy

SiV Silicon-vacancy

GeV Germanium-vacancy

ZPL Zero-phonon line

VCSEL Vertical cavity surface emitting lasers

TIR Total internal reflection

FDTD Finite Difference Time Domain

TE Transverse-electric

TM Transverse-magnetic

HF hydrofluoric acid

PL Photoluminescence

GaP Gallium Phosphide

DNC Diamond nanocrystal

AFM Atomic force microscope

EBL Electron beam lithography

ICP-RIE Inductively coupled plasma reactive ion etching

CMOS Complementary metal oxide semiconductor

PECVD Plasma-enhanced chemical vapor deposition

LPCVD Low pressure chemical vapor deposition
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1. INTRODUCTION

Quantum information processing is a thriving field in quantum optics that requires manipu-

lating light at a single photon level. One of the most powerful approaches to achieve such light

control is by coupling spin qubits to solid-state cavity QED systems. During the past few years,

we have studied properties of color centers in diamond together with photonic crystal cavities to

build a reliable quantum network. Now, we give a brief introduction about the each element.

1.1 Color centers in diamond

Diamond consists of allotrope of carbon constructed by sp3 hybridized covalent bonds in the

form of a tetrahedral geometry. It has two face-centered cubic (fcc) lattice structures, as plotted Fig.

1.1 (a). These covalent bonds make diamond one of the strongest and robust materials. Although

diamond is a well known thermal conductor, it is also a great electronic insulator with a band gap

of 5.5eV which gives rise to its optical transparency in the visible regime.

(a) (b)

Figure 1.1: (a) The diamond lattice consists of a pair of intersecting face-centered cubic lattices,
with each separated by 1/4 of the width of the unit cell in each dimension. This picture is reprinted
from ref. [1]. (b) Fluorescence from different structural defects in diamond reprinted from ref. [2].

Color centers in diamond occur when a defect occurs in the unit cell in which a carbon atom is

1



replaced by a different element and vacancies. These defects give rise to different visible colors,

many of which are also fluorescent, see Fig. 1.1b. Though color centers can occur naturally in

diamond, ion implantation and subsequent annealing is the standard method to produce diamond

color centers[3]. Stability in room-temperature is one key property of these systems as it leads

to fast research and development cycles used to enhance the material. The most widely studied

defect in diamond is the negatively charged nitrogen-vacancy NV. A wide range of applications

have been achieved using NV center, including quantum information [4–6], magnetic field sensing

[7, 8], and thermometry [9]. However, the optical properties of the NV centre are not ideal for

quantum information processing since only a small fraction of the emitted photons can be used as

qubits due to its strong phonon sideband. Moreover, NV centre is very sensitive to surface defects

and damages created by the fabrication process.

On the other hand, silicon-vacancy SiV centers have been emerging during the last decade

as alternative color centers which exhibit a very narrow emission bandwidth at room temperature

(>70% in the ZPL) due to a weak electron-phonon coupling [10]. Moreover, SiV center has an

inversion symmetry of D3d class, making it more stable and resistant to the fluctuations in the

local environment[11]. These properties make the SiV center a promising single-photon source

for applications such as quantum communications and quantum information processing[12, 13],

bioimaging of living organisms [14]. However, the photon emission rate is very low compared to

NV centre as a result of the low quantum efficiency ( > 10% in bulk diamonds [15]).

On the other hand, negatively charged germanium-vacancy (GeV) centers have recently drawn

a considerable attention. The germanium atom in the GeV center is not located on the carbon

lattice site but between two vacancies along the <111> lattice direction resulting in an inversion

symmetry of D3d class similar to SiV centers, as shown in Fig. 1.2 (a).
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(a) (b)

Figure 1.2: (a) Molecular structure of the GeV center. The Germanium atom is located between
two empty lattice sites to make inversion symmetry. (b) PL spectrum of the GeV center reveals
four optical transitions. (inset) Electronic structure and optical transitions. Figure (a) & (b) are
reprinted from ref. [16].

The symmetry and optical properties of GeV center has been found similar to SiV center with

a nearly unitary quantum efficiency, making it a promising single-photon source for quantum ap-

plications. In Chapter 2 and Chapter 3, we develop a scheme where a single GeV center is incor-

porated in nanodiamonds and placed on top of photonic crystal cavities to enhance the light-matter

interaction.

1.2 Photonic crystal cavities

Photonic crystals are one of the most promising platform for optical communications due to

their compactness which enables scientists and engineers to integrate many components into one

chip device. In solid-state physics, semiconductors have periodic electronic potentials which give

rise to what is known as the electronic bandgap, a region in which no electron states can exist. The

optical analogue is the photonic crystals, in which the atoms are replaced by low-loss dielectric

media and the periodic potential is replaced by a periodic refractive index. The periodicity of the

refractive index gives rise to a photonic bandgap, preventing photons from propagating in certain

energy bands (i.e., a certain range of wavelengths).

Different classes of photonic crystals can be defined based on the dimensionality of such pe-
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riodicity. For example, one-dimensional photonic crystals, known as distributed Bragg reflectors

(DBR), have been used extensively as mirrors in a vertical cavity surface emitting lasers (VC-

SELs) [17]. 3D-periodic structures have been suggested simultaneously by Yablonovitch [18] and

John [19] in 1987, exactly one century after Rayleigh discovered 1D band gaps. Even though

3D photonic crystals can result in a complete photonic bandgap and can precisely control the light

propagation in all directions, the actual fabrication of such structure remain challenging, especially

for visible wavelength.

Photonic crystal slabs have received a significant attention recently due to their compactness

and feasibility. The slab consists of a thin semiconductor layer that has periodic symmetry along

the horizontal dimensions and continuous symmetry along the vertical dimensions, See Fig. 1.3. In

photonic crystal slabs, total internal reflection (TIR) controls the light confinement in the vertical

direction as a result of the high index contrast between the slab and the surrounding medium, and

the confinement of the horizontal direction is controlled by the associated photonic bandgap. This

feasibility comes at a price of incomplete band gap that appears in the dispersion relation which

we shall explain.

The dispersion diagrams ω(k) contain the most of the optical properties of photonic crystals

slabs by giving the frequencies of the Bloch modes as a function of the conserved wavevector

along the slab, which is kx in Fig. 1.3. The modes in dispersion relation are simply the eigenvalues

of so-called master equation:

∇×
(

1

ε(r)
∇×H(r)

)
=

(
ω

c

)2

H(r) (1.1)

where H(r) is the macroscopic magnetic field and ε(r) is the relative permittivity. Considering a

plain wave (i.e., H(r) = Aeik·r) in Eq. (1.1), one can find the eigenvalues of the master equation

which represent the dispersion relation:

ω = c
|k|√
ε

(1.2)
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Figure 1.3: Band diagram of a free standing 1D photonic crystal slab reprinted from ref. [20].
(inset) photonic crystal slab has periodic holes along the dimension x and finite thickness (0.4 a)
and width (1 a). The lateral axis represents the value of the reciprocal space, and the vertical axis
represents normalized frequencies. The discrete frequencies below the light line were obtained by
solving the dispersion equation numerically.

Figure 1.3 shows the dispersion diagram for even and odd modes, with respect to mirror sym-

metry plane z = 0, of 1D photonic crystal slabs using 3D Finite Difference Time Domain (FDTD)

method. The even modes are referred as transverse-electric (TE) modes which have the dominant

Ex, Ey, and Hz components. In contrast, the odd modes are referred as transverse-magnetic (TM)

modes which have dominant Hx, Hy, and Ez components. In Fig. 1.3, it is clear that photonic

crystal slabs are favorable for TE-like modes as the size of the TE bandgap size is much larger than

size of TM bandgap, as apposed to photonic crystal rods which favor TM-like modes [21].
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Figure 1.4: sketch of a nanobeam cavity created by removing one hole breaking the symmetry of
the x-direction. The corresponding Hz field pattern of a localized cavity resonance taken at z = 0
plane. The localization of Hz field is slowly decaying to the waveguide representing in-plane loss.
The out-of plane loss also exists as a result of coupling to the radiation modes discussed in the text.

In the slab shown in Fig. 1.3, the slab is neither infinite nor periodic in the z-direction, and

so incident light to the interface between the semiconductor slab and air can escape and couple to

continuum radiation modes if angles smaller than the critical angle. That lead to what is called

intrinsic radiative loss; the main disadvantage of incomplete bandgaps exist in 1D photonic crystal

slabs. The complete bandgaps can be obtain only in 3D photonic crystals [22]. We use the concept

of the light line, indicated by the solid black line in Fig. 1.3, to consider these losses in the analysis

of slabs. The region above the light line (called light-cone) corresponds to the continuum radiation

modes which are not confined by TIR. The modes below the light line can be guided in the slab and

are called index guided modes. The photonic bandgap, highlight in Fig. 1.3, is the region between

the the first and second band. The first two bands are called dielectric and air band, respectively,

by analogy with valance and conduction band in solid-state physics.

A very interesting application of photonic crystal slabs is to realize optical nanobeam cavities

which can trap the light in a very small volume (Vmode) for a long period of time (proportional to the

cavity quality factor). Photonic crystal nanobeam cavities can be formed by introducing a defect
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to one of these parameters: holes size, dimension of the slab, refractive index, and the spacing

between holes. The simplest case of such defect is shown in Fig. 1.4 where one hole at the cavity

center is removed. Such changes will pull a mode from the dielectric band or air band into the

bandgap and cavity resonance starts to appear. Because the transnational symmetry is broken, the

wave vector is no longer conserved and the cavity resonance leaks to light-cone modes, therefore,

called leaky mode. We note that this type of point defect has a huge radiative loss and not really

desirable for achieving high Q/V value.

In chapter 2, we develop a new design for nanobeam cavities to mitigate the radiative loss.

Simulation results show that the figure of merit Q/V value could reach up to 108 and transmission

to the waveguide mode exceeds 70%. The proposed design is based on a new scalable approach

developed to reduce the footprint of nanobeam cavities by more than 50% without lowering the

cavity Q/V value or its transmission. This design can be used as a platform for quantum networks

which require high interaction between the photons and atoms. In chapter 2, we discuss cavity

QED figure of merits for a system consists of a single diamond nano crystal that contains a GeV

color center placed on top of the design nanobeam cavity. We show that the strong coupling

regime can be reached with very compact and simple nanobeam cavity. Besides the numerical

simulations, we explain the fabrication process for nanobeam cavities based on GaP material and

how to overcome challenges encountered during the fabrication procedure.

In chapter 3, we extend the new design and implement it for nanobeam cavities based on

silicon nitride material films. Despite the low index of refraction associated with the Si3N4 films,

the simulated Q/V value could reach up to 105. This design is used for cavity QED analysis for

a system that consists of a GeV color center and Si3N4 nanobeam cavity. We show that the strong

coupling regime can be achieved using Si3N4 nanobeam cavities despite the low cooperativity

compared to the GaP case. In addition, we fabricate and characterize nanobeam cavities based on

Si3N4 films grown by PECVD and LPCVD techniques. We experimentally demonstrate quality

factor of Q ∼ 104 for resonances around ZPL of GeV center (600nm wavelength).

In chapter 4, we address the coupling between optical fiber and Si3N4 waveguides. We develop
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a reliable scheme to achieve efficient fiber-waveguide coupling by means of adiabatic mode trans-

fer using finely tapered fiber and waveguide. We explain the fabrication process of tapered fiber

tips and related characterizations. We experimentally demonstrate an efficient coupling of 96%

with a high degree of both accuracy and precision.
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2. GALLIUM PHOSPHIDE NANOBEAM CAVITIES*

2.1 Introduction

Nanobeam cavities have recently gained more attention due to their high quality factor, compa-

rable to 2-D photonic crystal cavities, and sub-wavelength footprint. The strong light localization

in nanobeam cavities characterized by mode volume (Vmod), the effective volume in which light is

stored in the resonator. The mode volume can be expressed in terms of peak energy density as:

V mod =

∫
n2(r)E2(r)dr

|n2(r)E2(r)|max
(2.1)

where E and n are the electric field magnitude and refractive index of the profile mode, respectively.

Here, we note that this definition is only accurate if the the cavity finesse is finite, which is the case

in photonics cavities. A new generalized definition of the mode volume was proposed, which is

well-behaved for both high and low finesse resonators [23].

Another figure of merit is the temporal confinement of light in the resonator characterized by

quality factor (Q), which can be interpreted in different ways. First, the Q is dimensionless life time

describing the number of optical cycles before the stored energy decays to exp−2π. Second, 1/Q

is a dimensionless decay rate describing the ratio of the energy dissipated per cycle to the energy

stored in the resonator. Third, Q is the ratio of the frequency to the bandwidth of the resonator

mode [20]:

Q =
λresonance

δλ
(2.2)

As we are particularly interested in the nanobeam cavities, we will examine the decay mecha-

nisms of the cavity resonance related to nanobeam cavities. Theses mechanisms are shown in Fig.

2.1 (a). The first decay goes through the uniform dielectric strip (which works as a waveguide)

*Part of the result reported in this chapter is reprinted with permission from "Compact design of a gallium phos-
phide nanobeam cavity for coupling to diamond germanium-vacancy centers" by Alajlan, A. and Cojocaru, V. and
Akimov, A. V., Opt. Mater. Express 9, 1678-1688 (2019), Copyright (2019) by The Optical Society.
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on either side of the cavity structure, denoted as 1/Qw. The other decay scatters the light in the

surrounding medium (air if the cavity is suspended), denoted as 1/Qr. Therefore, the total quality

factor can be written as the sum of the two decay rates:

1

Qtotal
=

1

Qw
+

1

Qr
(2.3)

Intuitively, the first component 1/Qw can be significantly suppressed by elongating the cavity

footprint or increasing the number of holes in both sides of the nanobeam cavity, whereas 1/Qr

is totally independent from the number of holes. In practice, the nanobeam cavity needs to be

efficiently coupled to the waveguide in order to attain high transmission when probing the cavity.

The transmission of the cavity resonant mode can be expressed as:

T =
Qtotal

Qw
(2.4)

In order to achieve near unity transmission, the cavity quality factor should be limited by Qr

(i.e., T→1 requires that 1/Qr << 1/Qw).

In general, ultrahigh quality factor nanobeam cavities can be obtained by two techniques. The

first one is to adjust the holes shape and spacing while keeping the nanobeam width uniform

[24–26]. The second technique is to modify the nanobeam width while keeping the holes shape

uniform [27, 28]. while both methods require expanding the cavity footprint, and therefore adding

more holes in order to obtain ultrahigh Q/V regardless of the chip material. One drawback of

such long cavities is that the fundamental mode will be perplexed by a excessive amount of high

order modes. In addition, the real transmission of the cavity mode would be greatly ruined by the

increasing number of holes.

In this chapter, we describe a new promising design for nanobeam cavities that can support

a mode with ultrahigh Q/V value and high transmission. The geometry of the designed device

is illustrated in Fig.2.2 (a). The clear distinction between our design and previous designs is the

extra semicircular holes added on each side of hole segment. While this technique is scalable and
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(a)

Figure 2.1: Schematic of a typical nanobeam cavity. Qw and Qr refer to the decay mechanism of
the cavity resonance due to coupling to the waveguide mode and radiation mode, respectively.

can be essentially implemented in any nanobeam cavity design with circular holes, we employ the

quadratic tapering method of the nanobeam width [27] for the following reasons. First, tapering

nanobeam width is easy to adjust and control during the fabrication as well as in simulations.

Moreover, this method has more tolerance as it tapers relatively large features (nanobeam width)

rather than small features (nanobeam radius).

In this chapter, We will first discuss the concept of the mirror strength which is the underlying

principle for compacting the cavity footprint. A comparison between our design and other designs

in literature will be provided to manifest the advantages of our design. After that, the details

of our design will be explained along with optimizations for some geometric parameters such

nanobeam width and thickness based on FDTD simulations. Then, we discuss cavity QED with

GeV embedded in diamond nanocrystal that is placed on top of the cavity we propose. We consider

a range of sizes for diamond nanocrystals as synthesis technologies are yet to produce small sizes

with the same properties as in bulk diamond, specifically for GeV centers. Finally, we explain the

fabrication procedure for Gallium Phosphide (GaP) nanobeam cavities suspended in air. Here, we
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introduce a new fabrication method that uses a silicon nitride hard mask instead of the resist.

(a)

(b)

(c)

Figure 2.2: (a) Sketch of tapered nanobeam cavity with semicircular holes added to each side
of the hole segment. (b) Eyfield distribution of the fundamental TE mode in the middle (z =
0) plane of the nanobeam cavity. (c) Ey field distribution for the TE fundamental mode ob-
tained from FDTD simulations (blue dots) and from an analytic formula (red line): Ey =
cos ((x− x0)

π
a
) exp (−σ2(x− x0)). Figures (a)-(c) are reprinted with permission from ref. [28].
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2.2 Cavity mirror strength

In the case of DBM, the spacial component of evanescent field inside the mirror can be ex-

pressed as a product of a sinusoidal wave with a wavevector k, and an envelope function that

represents the field attenuation. The scattering loss can be suppressed in the mirror strength when

the wave has a delta function in the Fourier transform spectrum with peaks at k = π/a [29]. The

envelope function modifies field attenuation in Fourier transform spectrum that is determined by

the mirror structure. Since we are studying a nanobeam cavity that is periodic in one dimension,

each side of the cavity is considered as DBM. We first calculate the attenuation constant analyt-

ically using the plane wave expansion method. Since the dielectric function in photonic crystals

is periodic (i.e., ε(x + a) = ε(x)), one can expand ε−1(x) in the master equation (1.1) in Fourier

series:

ε−1(x) =
∞∑

m=−∞

Ame
iLmx (2.5)

whereL = 2π/a. For simplicity, we assume that only components with m = 0 and±1 are dominant

in the expansion (2.5):

1

ε(x)
≈ A0 + A1e

iLx + A-1e
−iLx (2.6)

The first two Fourier components can be expressed as [30]:

A0 =
f

ε1
+

1− f
ε2

(2.7)

A1 = 2f

(
1

ε1
− 1

ε2

)
J1(LR)

LR
(2.8)

where f is the ratio of the area of the hole to the area of the unit cell, ε2 and ε1 are the dielectric

function of the photonic crystal material and the surrounding, respectively. Now on, we consider

one-dimensional Gallium Phosphide (GaP) nanobeam cavity suspended in air and the cavity res-

onance is adjusted at λ = 600 nm close to the zero-phonon line of the GeV center. Therefore,
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dielectric constants whould be ε1 = 1 and ε2 = 3.36.

Modes localized within a photonic bandgap have a complex wavevector k+ iγ. The imaginary

component denotes the attenuation of the field due to the mirror reflection which is called the

mirror strength. Since the bandgap locates between the first two bands (dielectric and air band) at

the edge of Brillouin zone (BZ), we can consider only solutions for k = π/a. The frequency and

wavevector can be written as:

ω = (1−∆)
√
A0
cπ

a
(2.9)

k = (1 + iγ)
π

a
(2.10)

where ∆ is the detuning from the mid-gap frequency. Substituting Eq. (2.9) and Eq. (2.10) into

the master equation (1.1) we obtain:

γ2 ≈ A1
2

4A0
2
−∆2 (2.11)

(a) (b)

Figure 2.3: (a) Mirror strength of each hole segment for linear (red) and quadratic (blue) tapering
profile. (b) Mirror strength of each hole segment for a nanobeam with only central holes (blue)
and with additional semicircular holes (yellow). Both figures were obtained from the analytic
expression Eq. (2.11) derived from the plane wave expansion method.

The radiation loss characterized by 1/Qr depends heavily on the filed profile in the cavity.

14



Studies have shown that this field profile should be Gaussian-like in order to achieve high quality

factors [31]. A Linear increase of the mirror strength as a function of the hole position along the

cavity has been shown to form such Gaussian-like field profile, suppressing greatly scattering loss

estimated by Fourier space analysis [32]. Figure 2.3 (a) shows the mirror strength γ for different

tapering profiles calculated from the analytic expression Eq. (2.11). It can be seen that the mirror

strength increases linearly for the quadratic tapering profile, whereas the linear tapering leads to an

exponential rise of the mirror strength. Similar results have been reported for other designs based

on tapering holes radii instead of the nanobeam width [33].

(a) (b)

(c) (d)

Figure 2.4: Mirror strength obtained from FDTD simulations. (a) Mirror strength as a function
of nanobeam final width for three configurations: only central holes (green), central holes with
in-phase semicircular holes (orange), central holes with out-of-phase semicircular holes (blue).
(b) Mirror strength as a function of the hole segment number after quadratic tapering for only
central holes (green) and out-of-phase semicircular holes (blue). The dashed line is a linear fit with
R2 = 0.98. (c) & (d) Mirror strength as a function of hole radius for two nanobeam designs with
(blue) and without (orange) semicircular holes suggested by Qimin et al. [33] and Notomi et al.
[34], respectively. Figures (a)-(d) are reprinted with permission from ref. [28].
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Despite the gain in the quality factor, the quadratic tapering method has the disadvantage of a

large cavity footprint and therefore the large mode volume, as clearly shown in Fig. 2.3 (a). More

importantly, large footprint cavities suffer from the high order modes beside the fundamental mode,

downgrading the cavity performance. To address this issue, we propose a new design that differs

from the other designs by the extra semicircular holes added to each hole segment, as depicted in

Fig. 2.2 (a). The field profile of the cavity Fundamental mode inside the cavity has been analyzed

numerically. Figure 2.2 (c) shows the field distribution along the cavity axis, which is fitted by an

analytic formula to confirm the Gaussian-like profile.

Figure 2.3 (b) shows that extra semicircular holes result in a significant increase of the mirror

strength. The reason is that the Fourier series coefficient in Eq. 2.8 increases proportionally to the

filling fraction of low index material. Even though the area of the individual holes does not change,

the filling fraction can be increased by adding semicircular holes per unit cell. On the other hand,

increasing the size of individual holes would not results to an equivalent gain in mirror strength

since the periodicity of hole limits the maximum of hole radius only to half spacing between holes,

i.e., r < 1/2a. Furthermore, large radii would result in very low transmission as the scattering loss

increases proportional to the hole radius.

Although we have calculated the mirror strength using the analytic expression Eq. (2.11), the

results shown in Fig. 2.3 do not take into account important parameters, e.g. thickness of the slab

and the actual position of the semicircular holes. An accurate analysis was proposed previously

to calculate the mirror strength by inserting the frequency of each band into the following formula

[32]:

γ =

√
(ω1 − ω2)2

(ω1 + ω2)2
− (ωres − ω0)2

ω0
2

(2.12)

where ω1, ω2, ω0, and ωres are the air band edge, dielectric band edge, middle frequency and

resonant frequency, respectively. The results for the mirror strength based on Eq. 2.12 are shown

in Fig. 2.4. The contrast between the mirror strength corresponding to each design is similar to

what is shown previously in Fig. 2.3. Interestingly, the maximum mirror strength is achieved
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when semicircular holes are adjusted such that they are shifted horizontally from the central holes

by 1/2a, where a is the lattice constant. In addition, numerical simulations show that in-phase

semicircular holes leads to a huge scattering loss and bad transmission. Therefore, we do not

consider this design in the following optimizations. On the other hand, the linear increase of the

mirror strength can be obtained by slowly tapering the corresponding nanobeam widths, as shown

in Fig 2.4 (b). We note that the final width should be chosen before the point where the mirror

strength start to saturate in order to make it linear. In the next section, we study Q/V dependence

on some width parameters in more details.

Even though semicircular holes have been applied for a specific design, the idea is scalable

and can be implemented to other nanobeam designs. To verify that, Figure 2.4 (c) and (d) show

mirror strength when semicircular holes are applied to different designs [33, 34]. The resulting

mirror strength in both designs has enhanced considerably, in agreement with our claim. We note

that the difference of the enhancement between the two designs is due to the difference in width

parameters chosen for each nanobeam design.

(a) (b)

Figure 2.5: (a) & (b) TE band structure for nanobeam cavity with additional semicircular holes and
with only central holes, respectively. The dashed line marks the cavity resonant frequency which
is found to be 1% less than the dielectric band-edge of the first hole. The bandgap includes all
modes between dielectric band-edge and extend to the air band-edge of the last hole (i.e., between
the two red lines). All geometries are assumed to be GaP slab suspended in air (n =3.36) and the
thickness is the same as the spacing between holes. Figure (a) & (b) are reprinted with permission
from ref. [28].
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2.3 Geometric optimizations

Using 3D-FDTD numerical simulations free software (MEEP), we optimize the nanobeam

width and thickness based on Q/V value and number of holes needed in each side of the cavity.

The first step is to determine the initial width W i (the width a the cavity center). In principle, a

small initial width shifts the dielectric band towards the light line, and thus causes scattering losses,

whereas a large width pulls high order modes into the bandgap and decreases its size. Examining

the band structure for different initial widths, we found that W i/a = 1.5 is a good compromise.

Then, we select the final width W f at the corner of the cavity such that the corresponding mirror

strength is high enough but not saturated. For the first approximation, W f/a = 1.8 satisfies the

previous condition. The corresponding band structure for TE modes is shown Fig. 2.5 (a) and (b).

The size of the bandgap for our design has slightly broadened compared to the original geometry

(without semicircular holes) which indicates lower scattering losses.

Although we have selected the initial and final cavity width based on the band diagram, a

further calculations based on Q/V ratio is more accurate. Since our design considers tapering

the nanobeam width, our optimizations have been done for the initial width (W i) and final width

(W f). In Fig. 2.6 (a), we examine Q/V ratio and transmission dependence for out-of-phase holes

geometry on three final widths: W f/a = 1.7, W f/a = 1.8, and W f/a = 1.9. Our results reveal

that small final widths are favorable for ultrahigh Q/V value as the cavity transmission drops fast

for large nanobeam widths as a result of non-adiabatic tapering profile. In addition, small final

widths are also recommended to make the associated mirror strength linear which would results

in Gaussian-like field profile, as mentioned in the previous section. Similar examination has been

done for the central holes design, see Fig. 2.6 (b). For this case, the difference between the three

final widths becomes not as inconsequential as the semicircular holes design. That indicates that

the tolerance of this geometry is more profound than the first structure, which is one drawback of

the semicircular holes.

Despite the fact that small final nanobeam widths have better Q/V and transmission depen-

dence, that does not necessarily indicate that the small final widths are preferable. In fact, the
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(a) (b)

(c) (d)

Figure 2.6: (a) & (b) transmission dependence on Q/V ratio for different nanobeam final widths
in semicircular holes and central holes design, respectively. (c) & (d) number of holes dependence
on Q/V ratio for different final widths in semicircular holes and central holes design, respectively.
The initial width is consistent (Wi/a = 1.5) for the plots. Figure (a) & (c) are reprinted with
permission from ref. [28].

enhancement of Q/V values may not be as significant as the nanobeam footprint. The Q/V value

and cavity footprint dependence is plotted in Fig. 2.6 (c). It is obvious that the cavity footprint,

which is characterized by the number of holes, increases as the final width shrinks close to the ini-

tial width and one has to consider both parameters before fabricating any nanobeam device. Based

on our optimizations, it seems that W f/a = 1.8 is a good trade-off between the number of holes

and the Q/V value. The Q/V value for our design could reach up to 108 with transmission higher

than 70% after optimizing the nanobeam final width.

On the other hand, the nanobeam initial width is also an important parameter that plays a crucial

role in the Q/V value and nanobeam footprint. In figure 2.7 (a), we examine the Q/V value for
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(a) (b)

(c) (d)

Figure 2.7: (a) The dependence of Q/V value taken at 90% cavity transmission on the nanobeam
initial width. The difference between the final and initial width is fixed, ∆W/a = 0.3. (b) The
number of holes dependence on Q/V calculated for W i/a = 1.5 in both geometries. (inset)
Reduction factor in number of holes as a function of Q/V value gained by adding semicircular
holes. (c) & (d) The number of holes dependence on Q/V calculated for different nanobeam
initial widths. Figure (a) & (b) are reprinted with permission from ref. [28].

different nanobeam initial nanobeam widths. In general, Q/V value increases gradually as the

nanobeam width broadens to a critical width before it declines again at large widths. Interestingly,

Q/V value plunges one order of magnitude for small nanobeam widths, as can be seen in W i/a =

1.4 for the cavity with semicircular holes, and atW i/a = 1.3 for the cavity with only central holes.

The reason is that the cavity resonance for such small initial widths generally shifts distinctly

towards the light line, causing the light to radiate in air.

Besides Q/V and transmission dependence, we have analyzed the cavity footprint or number

of holes for different initial widths. The dependence of initial width on the cavity footprint is

shown in Fig. 2.7 (c). Unlike the trend for final nanobeam width, the nanobeam footprint increases
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proportionally with the initial width, as a results of the change in the cavity resonance. Similar be-

haviour can be seen for nanobeam cavities with only central holes, see Fig. 2.7 (d). By comparing

both the Q/V value and the number of holes, the initial width W i/a = 1.5 may be the optimal

initial width.

The reduction of the nanobeam footprint due to the semicircular holes is so significant. Figure

2.7 (b) shows that semicircular holes can reduce the cavity footprint by 50% while maintaining the

cavityQ/V and transmission. This reduction in the cavity footprint is in line with the enhancement

of the mirror strength calculated in the previous section. We noted that the reduction factor depends

to some extent on the nanobeam initial width. To achieve a great reduction factor, a relatively small

initial width is recommended, see Fig. 2.4 (d).

(a) (b)

Figure 2.8: Cavity Q/V and transmission dependence on the nanobeam thickness. We consider
the following nanobeam widths: W i/a = 1.5 and W f/a = 1.8, based on our width optimizations
discussed previously. Figure (a) is reprinted with permission from ref. [28].

The nanobeam thickness is rarely considered and optimized since it is predetermined by the

choice of chip wafer. Nevertheless, it is very important to optimize the nanobeam thickness care-

fully before growing the wafer or buying a commercial standard thickness as the cavity Q/V

depends on the nanobeam thickness. In Fig. 2.8, transmission dependence on Q/V values is plot-

ted for different nanobeam thicknesses. It can be seen that Q/V value increases proportional to

the thickness as a result of the increase in the corresponding bandgap size. However, Q/V value
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tends to drop again after reaching a critical thickness. The reason of such drop is that high order

modes start to show up into the bandgap at large thicknesses [20]. Notably, we found that Q/V

value and number of holes dependence is insensitive to the changes in nanobeam cavity thickness

for both designs discussed above. In the next section, we will discuss the thickness role in the case

of a quantum emitter placed on top of a nanobeam cavity.

2.4 Cavity QED analysis with GeV center

In this section, we consider a model system that consists of a single two-state atom (GeV

center) placed at the center of the top nanobeam surface of the nanobeam cavity, as illustrated in

Fig. 2.9 (a). The interaction of the single GeV center with the cavity resonant is determined by the

Jaynes-Cummings-Hamiltonian [35]:

HJC =
h̄ωa

2
σz + h̄ωca

†a+ ih̄[ga†σ− − g∗aσ+] (2.13)

The first and second component in Jaynes-Cummings-Hamiltonian represent the energy of

the atomic excitation and the electromagnetic field inside the cavity, respectively, whereas the

third term represents the energy due to the interaction of the atom with a electromagnetic field.

As we are particularly interested in studying the interaction between the single photon field in

the nanobeam cavity and the GeV center, it is necessary to calculate parameters governing the

dynamics of cavity QED systems. The key parameters are: atom-photon interaction rate g (vacuum

Rabi frequency), atomic decay rate γsp (spontaneous emission rate), and cavity field decay rate κ.

The Rabi frequency is defined as :

g =
d ·E
h

(2.14)

where d and E are the dipole moment of the GeV center and the single photon electric field

amplitude, respectively.

The single photon electric field amplitude for a given cavity mode can be written as:

22



(a) (b)

Figure 2.9: (a) Sketch of DNC placed on top of a nanobeam cavity. (b) Ey cross sections of the
TE fundamental mode. α2 is the ratio of the energy density in the GaP nanobeam cavity to the
maximum energy density at the DNC calculated for different nanobeam thicknesses. Figure (a) &
(b) are reprinted with permission from ref. [28].

E =

√
πh̄c

ε0λnG
2V mod

(2.15)

where nG = 3.36 is the refractive index of GaP, λ is the the cavity resonance, and V mod is the mode

volume of the cavity resonance. Throughout our calculations, we will assume that cavity mode is

tuned to the ZPL optical transition of GeV center (i.e., λ = 602 nm).

The dipole moment of the GeV can be derived from its spontaneous emission lifetime (τ ) which

can be express as [36]:

1

τ
=

2π

h̄2
|Ed|2ω

2ndnc
3V

3π2c3
(2.16)

Substituting Eq. 2.15 gives:

d =
1

2

√
3γspε0λ3h̄

2π2ndnc
(2.17)

Then, the Rabi frequency can be evaluated to give:

g =
η

2α

√
3cλ2

τndncn0
2V mod

(2.18)
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Since the ZPL optical transition of GeV center contributes about 60% of the total emission

(the rest is associated with a non-radiative emission) [37], the dipole moment must be scaled by

η =
√

0.6. In contrast, the quantum efficiency of SiV center is less than 10% [38].

In principle, the DNC cannot be embedded inside the cavity except if it is placed in the middle

of chip growing process [39], which has not been demonstrated experimentally so far. For sim-

plicity, the DNC is assumed to be on top of the nanobeam cavity. Therefore, the mode volume

must be scaled by α2 = |nG
2EG

2|/|n0
2E0

2|, the ratio of the maximum energy density in the GaP

nanobeam cavity to the maximum energy density at the DNC position. FDTD calculations show

that the ratio changes depending on the slab thickness (Fig. 2.9 (b)). On the other hand, we found

that the position of DNC is somewhat flexible in the lateral direction. The difference in the maxi-

mum energy ratio between the case where the DNC is placed at either cavity lateral edge and the

case where it is placed at the center is ∆α2 = 0.3.

(a) (b)

Figure 2.10: (a) Relevant cavity QED rates as a function of number of holes. κ/2π is the cavity
decay rate, γsp/2π is the atomic decay rate of the GeV center, and g/2π is the single photon
coupling rate. (b) Cooperativity (dots) and weak/strong coupling index (open circles) as a function
of number of holes. Figure (a) & (b) are reprinted with permission from ref. [28].

The relevant cavity QED figures of merit is plotted in Fig. 2.10 (a). It can be seen that the cavity

field decay rate κ is the only parameter that depends heavily on the number of holes although the

Rabi frequency g has a weak dependence due to the changes in the cavity mode volume. The
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two regions of particular interest in cavity QED systems are the strong-coupling regime and the

weak-coupling regime. The strong-coupling criterion is satisfied when the atom-photon coupling

rate exceeds the decay rate of the system, g > [κ, γsp]max. This condition is satisfied for nanobeam

cavities with at least 12 holes in each side which corresponds to Q/V of 2.6× 105. In this regime,

atomic energy can be coherently exchanged with the cavity resonant mode at the vacuum Rabi

frequency, as described by Jaynes-Cummings Hamiltonian Eq. (2.13). This dynamic of such

system is reversible as long as the system is being isolated. As mentioned before, all optical

cavities have a finite quality factor that limits (or prevents sometimes) the atom-field interaction by

allowing the cavity mode to leak irreversibly into the surrounding.

(a) (b)

Figure 2.11: (a) Cooperativity (dots) and weak/strong coupling index (open circles) as a function
of nanobeam thickness. We considered cavities with 14 number of holes (Q/V ≈ 106) for all
thicknesses to maintain the cavity transmission. (d) cooperativity as a function of number of holes
for different DNC sizes. Figure (b) is reprinted with permission from ref. [28].

In the weak-coupling regime, the cavity decay rate exceeds the light-matter interaction rate

but the atomic radiative decay rate into the cavity resonant mode exceeds the free space atomic

decoherence rate, κ > [g2/κ] > γsp. In such scenario, the spontaneous emission rate of the atom

will be strongly enhanced by the Purcell factor [40]:
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F =
3

4α2π2

(
λ

n

)3
Q

V
(2.19)

In both coupling regimes, the atom decays predominantly into the cavity mode, permitting effi-

cient photon collection. The cooperativity, defined as C = g2/κγsp, in the strong-coupling regime

in our system varies from 102 up to 105 depending on the cavity number of holes. Furthermore, the

cooperativity also depends on the nanobeam thickness. In Fig 2.11 (a), we consider a nanobeam

cavity with 14 holes, for example, to maintain the cavity transmission at different thicknesses and

push away cavity high order modes. It is clear that the cooperativity can enhance one order of

magnitude for thinner nanobeam cavities mainly due to the gain in α2 value. Our results represent

nearly two orders of magnitude improvement compared to the previous analysis using a similar

scheme [41].

Although techniques have been developed recently to yield sub-10-nm DNCs at low cost [42,

43], some newly invented color centers may not attainable in such tiny sizes. Therefore, it is

important to quantify the effect of the DNC size on our system. We performed simulations of

a GaP nanobeam cavity and a cube NDC on the top surface with a refractive index of 2.4 and

different sizes ranging from 10 nm to 50 nm. The results are shown in Fig. 2.11 (b). Interestingly,

DNC with 10 nm size has no impact on the cavity Q/V value, therefore, the interaction between

the color center and the cavity does not depend on the size of the DNC nor on its shape. For

DNC with sizes larger than 10 nm, the impact on low Q/V cavities is very minor, whereas the

ultrahigh Q/V cavities would suffer from an exponential decrease in their Q/V value as the DNC

size increases. Nevertheless, the condition for strong coupling is still satisfied and the cooperativity

value will be limited within a small range as quality factor reaches a saturation limit after a certain

number of holes.

2.5 Fabrication of GaP nanobeam cavities

Gallium phosphide (GaP) is a typical IIIâĂŞV compound semiconductor that has an indirect

band gap of 2.26 eV. It has been used mainly as an efficient low-cost wafers for visible LEDs
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[44]. Nevertheless, GaP can be used for a wide range of applications such as solar cells [45],

gravitational waves [46] and nonlinear optics [47]. Despite the progress in the growth of bulk

GaP, single crystalline GaP nanolayers are very hard to grow especially on metallic substrates.

Our GaP chip has been grown by gas-source molecular beam epitaxy at Humboldt University. The

schematic chip structure is shown in Fig. 2.12 (a). It consists of a 120 nm GaP membrane on top of

1 µm-thick sacrificial layer (Al0.91GaP0.09) and 250 nm overgrowth GaP membrane on top of bulk

GaP wafer (001) which ensures the lattice matching between theses layers. The surface profile of

the top GaP membrane was measured by an atomic force microscope (AFM). The surface profile

for a large and small area is shown in Fig. 2.12 (b) & (c), respectively.

Speed (rpm) Thickness (nm)
1500 55
2000 40
3000 35

Table 2.1: HSQ thickness for different spin coating speeds.

In order to demonstrate the proposed devices, we have developed the fabrication procedure

for suspended gallium phosphide photonic devices. We carried out the fabrication for GaP mem-

branes using two approaches: negative resist and positive resist with Si3N4 hard mask. The fab-

rication process flow for the negative resist is depicted in Fig. 2.13. The resist used here is hy-

drogen silsesquioxane (HSQ, XR-1541-002 from Dow Corning Inc.) negative resist that can be

directly spin coated on GaP substrates without an adhesion promoter such as HexaMethylDiSi-

lazane (HMDS) and surpass 3000. The thickness of the resist is determined by the coating speeds,

see Table 2.1. After the spin coating, a typical prebaking was performed at 250°C for two minutes.

We note that the temperature and time are flexible for most of the EBL resists.
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(a) (b)

(c)

Figure 2.12: (a) Schematic of the layers grown in the GaP substrate. (b) Atomic force microscope
scan for 10 × 10 µm2 area of the top GaP membrane. The corresponding root mean square is
2.3 nm. (c) Atomic force microscope scan for 10 × 10 µm2 area between the rough points. The
corresponding root mean square is 0.2 nm.

Next, the resist is scanned by a focused beam of electrons via EBL equipment (30kV, TESCAN

MIRA3) operting at 30 kV. The details of EBL process are explained in Appendix (B). Unexposed

resist was removed in MF-319 developer (70 seconds at room temperature). For a high contrast,

it is recommended to use 25 % tetramethyl ammonium hydroxide (TMAH) developer for only 15

seconds [48]. After the development step, the pattern is formed in the silica surface which works

as a mask in the consequent etching step.
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(a) Spin coating HSQ (b) Writing and developing the pattern

(c) Dry etch of the GaP substrate (d) Removal of Al0.91GaP0.09 sacrificial layer

(e) SEM image of the suspended GaP nanobeam cavity taken at a stage tilt of 70º

Figure 2.13: Fabrication steps of the GaP nanobeam cavity using HSQ negative resist.
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The exposed silica mask pattern is transferred into the GaP via Cl-based inductively coupled

plasma reactive ion etching (ICP-RIE, Oxford Instruments) [49]. The etching process was done at

microelectronics research center (MRC) at the University of Texas since the Cl2 gas is not provided

locally at TAMU for safety reasons. The details of this process are shown in table 2.2. This recipe

is mostly based on the previous work for the bulk GaP [49]. We note that the etch rate reported

here are not constant due to fluctuations in DC self-bias voltage which controls the ion energy.

Following the etching, the sacrificial layer (Al0.91GaP0.09) is removed by a hydrofluoric (HF) acid

wet etch. The concentration of HF is reduced to 1% to slow down the undercutting procedure.

The etch rate of the sacrificial layer is 0.1 micron/second. It is recommended to lower the HF

concentration for high Al content to control the undercutting procedure. Lastly, The undercut

device is immersed in water for 1 minute to clean some metallic residues.

H2 flow 14.5 sccm
CH4 flow 5 sccm
Cl2 flow 10 sccm
BCl3 flow 10 sccm
RF power 120 W
DC bias 70 V
ICP power 200 W
Chamber pressure 5 mTorr
Temperature 20°C
Etch rate 1.75 nm/s
selectivity (GaP:HSQ) 5:1

Table 2.2: Dry etching recipe for GaP.

30



(a) (b)

Figure 2.14: (a) The corrosion of the intermediate layer Al0.91GaP0.09 after a Cl2 based dry etch.
(b) Suspended GaP membranes one week following the undercutting procedure.

The main challenge here is the removal of the sacrificial layer Al0.91GaP0.09. We often observe

some cracks and fractures after the etching process, see Fig. 2.14 (a). This may not be evident

immediately after doing the dry etch, as it takes sometimes one or two days to appear. Because of

that, the undercutting procedure should be done soon after the etching process and before the the

sacrificial layer starts to corrode.

Following the undercutting step, we observe that the stability of the suspended membranes

degrades over time. A few days after the undercutting procedure, most of the membrane found

already detached from the surface, see Fig. 2.14 (b). The collaborator in nanoFab, University

of Alberta, suggested that might due to the corrosion of the aluminum element in the sacrificial

layer. In particular, The interaction between Cl2 and Al yields AlCl3 as a volatile product causing

the sacrificial layer to corrode. To mitigate such issue, the AlCl3 can be removed by running

an additional dry etching recipe that contains a mixture of O2 and CHF4 immediately after the

undercutting procedure.
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(a) Spin coating PMMA (b) Writing and developing the pattern

(c) Rry etch of the Si3N4 hard mask (d) Dry etch of GaP

(e) Removal of Al0.91GaP0.09 sacrificial layer (f) Removal of Si3N4 hard mask

Figure 2.15: Fabrication steps of the GaP nanobeam cavity using PMMA positive resist.
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The environmental stability of HSQ resist is another challenge, which adds more complexity

and restrictions on the lithography process [50, 51]. In addition to the resist stability, the shelf life

is too short compared to conventional positive resists such as polymethyl methacrylate (PMMA)

and ZEP520. More importantly, the GaP chip cannot be used again after the dry etch since the

negative resist covers only the area in which the structures are written. Therefore, it is necessary

to find another fabrication method that is more convenient and less time consuming.

Now, we will discuss another method that uses polymethyl methacrylate (PMMA) positive

resist together with Si3N4 hard mask instead of HSQ. PMMA is most common resist used for EBL

process, which is very well-known for its stability and low cost. The fabrication steps are depicted

in Fig. 2.15. In general, thin resists are recommended for writing small features that require high

resolution. Therefore, we chose 950 PMMA A2 in Anisole instead of other thicker resists. Since

PMMA has a poor resistance to the dry etch, a thin layer of Si3N4 (thickness ∼ 50 nm) was grown

on top of the GaP surface as a hard mask. First, the resist is spin coated on top of the hard mask

at 3000 rpm for 40 seconds, which yields a thickness of around 90 nm. Then, prebaking was

performed on a hotplate at 180°C for 90 seconds. After writing the pattern via the same EBL

equipment mentioned above, the unexposed resist remains and the exposed resist is removed in

Methyl isobutyl ketone (MIBK) developer mixed with Isopropyl solution 1:3. Following the EBL

process, the pattern is transferred to the Si3N4 hard mask via ICP-RIE, Oxford Instruments. The

recipe details are explained in table 2.3. Then, the pattern is transferred to the GaP substrate in the

same way as described above for the HSQ negative resist. Interestingly, the selectivity of GaP with

respect to Si3N4 hard mask is found similar to the HSQ resist (∼ 5:1). Finally, the hard mask should

be removed after running the last subsequent etching process. We note that this work explains for

the first time a robust and convenient method to fabricate suspended GaP photonics devices based

on PMMA resist. The common resist for GaP devices is ZEP520A which has strong resistance in

the dry etching process [52]. However, the cost of the ZEP520A resist is far expensive compared

to the cost of PMMA resist. .
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CHF4 flow 50 sccm
RF power 200 W
DC bias 330 V
ICP power 0 W
Chamber pressure 20 mTorr
Temperature 18°C
Etch rate 0.55 nm/s
selectivity (Si3N4:PMMA) 4:5

Table 2.3: Dry etching recipe for Si3N4 hard mask.

(a) (b)

Figure 2.16: (a) SEM image of Si3N4 hard mask after CHF4 dry etch. (b) SEM image of suspended
GaP membranes following the undercutting procedure.

2.6 Conclusion

In this chapter, we have illustrated a compact design for nanobeam cavities with an ultrahigh

Q/V value for the purpose of strong coupling between the cavity mode and a single GeV center.

Our design is based on the quadratic tapering method to obtain the Gaussian-like field profile for

the cavity resonance. The cavity footprint is reduced thanks to the idea of semicircular holes, which

we have introduced to enhance the mirror strength of the cavity. Therefore, the cavity footprint of

the original structure was reduced by nearly 50%. On the other hand, the fabrication procedure of
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suspended GaP nanobeam cavities was also investigated and explained in this work. In general, the

challenges and problems related to the GaP fabrication have been addressed. We have made a new

fabrication method is based on using Si3N4 hard mask, which saves money and time compared to

other conventional methods explained in this chapter. However, we were not able to characterize

and measure the fabricated GaP nanobeam devices due to instability issues and the lack of tools

and equipment. On the other hand, we have also provided detailed analysis of the cavity QED

for different DNC sizes embedding single GeV center. Our results reveal a high cooperativity that

reaches up to five orders of magnitude, for the first time, in the strong-coupling regime. This work

will facilitate the design of ultrahigh Q/V photonic devices, and thus support integrated photonic

structures used in a broad range of quantum networks.
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3. SILICON NITRIDE NANOBEAM CAVITIES

3.1 Introduction

The recent progress in quantum optics has increased the demands for an ideal material that

posses excellent optical properties and high quality at a low cost. The properties of the most com-

mon materials for integrated photonic crystal nanobeam cavities are shown in Table 3.1. Among

these, GaP offers several advantages over the other materials mainly due to its high refractive index

(n ∼ 3.3) and good quality. The wide optical transparency window allows GaP to be applicable in

quantum information systems involving diamond color centers [41]. As mentioned in Chapter 2,

the fabrication processes of integrated photonic devices on GaP chip are still challenging and the

material growth requires advanced tools and equipment.

Alternatively, diamond has been recently emerging as a potential platform for quantum infor-

mation application[53]. The growth of noncrystalline diamond suffers from substantial propaga-

tion losses due to its high scattering and absorption losses. This limits the ability to fabricate

diamond photonic devices on noncrystalline diamond thin films. However, several groups have

already designed and fabricated diamond photonic devices on bulk diamond single-crystal sub-

strates via focused ion beam (FIB) [54] or EBL followed by an angled dry etch [55]. Nonetheless,

the design and fabrication based on these methods are still challenging and not compatible with

standard fabrication technology.

Silicon nitride has received increasing attention thanks to the compatibility of the manufac-

turing process with standard CMOS fabrication. Furthermore, Si3N4 photonic circuits are fully

bio-compatible, opening new possibilities for of bio-photonic applications. The optical properties

of Si3N4 feature a large band gap and wide optical transparency window spanning from the ultravi-

olet to near-infrared spectral region. Microdesks resonator fabricated in Si3N4 chips have ultrahigh

quality factor, up to 17 × 106 [56], and have been extensively used in non-linear optics [57] and

cavity optomechanics [58].
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Material Optical window
(µm)

Refractive index
(n)

Bandgap energy
(eV)

Si3N4 0.3 - 5.5 2 5

Si 1.1 - 6.1 3.4 1.1

SiO2 0.38 - 2.2 1.5 9

SiC 0.2 - 5 2.6 2.4

Diamond 0.22 - 20 2.4 5.5

GaP 0.54 - 10 3.3 2.2

GaN 0.36 - 7 2.4 3.4

GaAs 0.9 - 17.3 3.7 1.42

TiO2 0.42 - 4 2.5 3.5

Table 3.1: Optical constants of Si3N4 and alternative materials. For more details, see ref. [59].

Photonic crystal slabs have many advantages over microdesk resonators due to their low mode

volume and large separation between high order modes. Because of the relatively low refractive

index, the 2D-photonic bandgap of Si3N4 photonic crystal slabs is narrow. This makes the design

of highQ/V cavities in 2D-photonic crystals unattainable. The cavity quality factors demonstrated

so far for 2D-photonic crystals cavities were quite modest (103 − 5× 103) [60, 61].

With inspirations from the GaP nanobeam design, we have extended the design with semicir-

cular holes to nanobeam cavities based on Si3N4 material. Since the design have been thoroughly

investigated and explained in Chapter 1, we focus mostly on fabrications and characterizations

throughout this chapter. We note that there are many designs of Si3N4 nanobeam cavities, some of

which have been used in various fields including cavity optomechanics [26, 62], quantum networks

[39, 63, 64].
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3.2 Design of Si3N4 nanobeam cavities

(a)

(b) (c)

Figure 3.1: (a) Sketch of Si3N4 nanobeam cavity for the central holes design (top) and for semicir-
cular holes (bottom). (b) & (c) The corresponding TE band structure calculated by FDTD simula-
tions. The dashed line marks the resonant frequency. The thickness for the central holes design is
d/a = 0.9, and for semicircular holes is d/a = 0.85.

The design of Si3N4 nanobeam cavities is based on the quadratic tapering method which gen-

erates a Gaussian-like field profile inside the cavity, as discussed thoroughly in Chapter 1. In this

chapter, we consider two designs depicted in Fig.3.1 (a). The most useful plot of any photonic crys-

tals is the band structure which gives a general idea about the designed device. The band structure

corresponding to each design is shown in Fig. 3.1 (b) and (c). Since the refractive index of Si3N4 is

relatively low (n = 2), the cavity resonance naturally shifts to higher frequencies towards the light

line. Introducing semicircular holes shifts the resonant frequency even higher. The most important
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implication of this shift is that it would essentially increase the probability of the coupling between

the resonant mode and the radiated mode in air, leading to a huge radiative loss. Therefore, we

expect the radiative loss, which is characterized by Qr to be much less than Qr calculated for GaP

nanobeam cavities. By comparing the bandgap of each design, it can be seen that semicircular

holes design has a broader bandgap than the first design. This gain in the band gap size indicates

better mode confinement and higher cavity quality factor. In contrast, the bandgap of 2D-photonic

crystals Si3N4 is much narrower than 1D structure due to the additional dimension in the Brillouin

zone [65].

(a) (b)

Figure 3.2: (a) Transmission dependence on Q/V value for the central holes design and the semi-
circular holes design. The initial width is Wi/a = 1.5, and the final width is Wf/a = 2. (b) Number
of holes dependence on Q/V value for both designs. (inset) Reduction factor in number of holes
as a function of Q/V value gained by adding the semicircular holes.

The width of the nanobeam cavity was optimized by examining the band structure for different

nanobeam widths. Because of the low index of refraction, the difference between the initial and

final width in this case has to be larger than that in GaP films. Otherwise, the bandgap size would

be very small and the cavity resonance would leak fast to the surrounding air. On the other hand,

increasing the contrast between the initial and final width suppresses the cavity transmission as a

result of the non-adiabatic tapering profile, as proven in Chapter 2 (Fig.2.6). Examining the band
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structure for different nanobeam widths, we found that W i/a = 1.5 and W f = 2 is the optimal

width. Here, the choice of the nanobeam width is somewhat more flexible than GaP.

A comparison between cavity transmission dependence and the Q/V value in both designs is

shown in Fig.3.3b (a). It is clear that the cavityQ/V for the semicircular holes design surpasses the

other design because of the increase in the corresponding bandgap. In fact, the simulation results

reveals that the quality factor limited by the the radiation loss Qr has increased by almost one order

of magnitude for the first design. The exact Qr value for the semicircular holes design and for

the second design is 7×106 and 6×105, respectively. However, Qr for GaP nanobeam cavities has

similar value in both designs though the band gap has increased for the first design. We note that

the MeeP simulations may not be precise enough to make distinction between two closed ultrahigh

Q/V values.

(a) (b)

Figure 3.3: (a) Mirror strength as a function of nanobeam final width for two configurations: only
central holes (orange) and out-of-phase semicircular holes (blue). (b) Ey field distribution for the
TE fundamental mode of the central hole design obtained from FDTD simulations (blue dots) and
from an analytic formula (red line): Ey = cos ((x− x0)

π
a
) exp (−σ2(x− x0)).

Because of the low index of refraction, it might seem to be intuitive that the number of holes

is required to obtain a high quality factors in the Si3N4 material is larger than in GaP. However,

one has to keep in mind that the Qr in this case is lower that in GaP nanobeam cavities by at least

2 order of magnitude. Therefore, the maximum number of holes one can add would correspond
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to that when Qtot reaches the same order of magnitude as Qr, or equivalently, when the cavity

transmission drops below 70%. Figure 3.2 (b) shows the number of holes and Q/V dependence.

It can be seen that the maximum number of holes in Si3N4 nanobeam cavities and GaP nanobeam

cavities is approximately similar though each design has a different maximum number of holes.

The reduction in the cavity footprint is∼ 1.25, which is lower than that for GaP nanobeam cavities.

This can be explained by the mirror strength corresponding to both designs, see Fig.3.3 (a). The

difference between the mirror strength of each design is quite small compared to GaP nanobeam

cavities due to the decrease in the overall mirror strength. Nevertheless, the fundamental mode of

Si3N4 nanobeam cavities has a Gaussian-like field profile. Fig.3.3 (b) shows Ey field distribution

across the cavity axis is fitted with a Gaussian function. Such profile is necessary for cavities with

ultrahigh quality factor, as explained in chapter 2.

(a) (b)

Figure 3.4: (a) Relevant cavity QED rates as a function of number of holes for Si3N4 nanobeam
cavities. κ/2π is the cavity decay rate, γsp/2π is the atomic decay rate of the GeV center, and
g/2π is the single photon coupling rate. (b) Cooperativity (dots) and weak/strong coupling index
(open circles) as a function of number of holes. Results shown in (a) and (b) are related to the
semicircular holes design.

3.3 Cavity QED analysis

Since the quality factor of Si3N4 nanobeam cavities could reach to a high limit (∼ 106), we

can consider a scheme where a single DNC embedding GeV center is placed on top of the cavity
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surface, as we did with GaP nanobeam cavities in Chapter 2. Using FDTD simulations, we found

that the ratio of the maximum energy density in the nanobeam cavity to the maximum energy

density at the DNC position (α2) has decreased by a factor of 1.7 compared to the GaP case.

Cavity QED figures of merit are plotted in Fig. 3.5. As before, the cavity field decay rate κ is the

only parameter that depends heavily on the number of holes. By stretching the cavity footprint, the

cavity field decay rate can be suppressed below the vacuum Rabi frequency g, allowing the atom-

photon interaction to be in the strong coupling regime. This condition is satisfied for nanobeam

cavities with at least 17 holes in each side of the cavity, which corresponds to Q/V of 5 × 104.

The cooperativity in this regime ranges from 102 up to 103, as shown in Fig. 3.5 (b). Though the

strong coupling regime seems to be challenging with Si3N4 nanobeam cavities, some applications

such as quantum information processing and quantum repeaters can operate efficiently even if the

atom-light interaction lies in the weak coupling regime [66, 67].

10 12 14 16 18 20 22
10

20

30

40

50

number of holes

N
D
si
ze

(n
m
)

Log(C)

1.0
1.5
2.0
2.5
3.0
3.5

(a)

3.0 3.5 4.0 4.5 5.0 5.5
10

20

30

40

50

Log(Q/V)

N
D
si
ze

(n
m
)

Log(C)

1.0
1.5
2.0
2.5
3.0
3.5

(b)

Figure 3.5: (a) & (b) Cooperativity as a function of number of holes and cavity Q/V value for
different DNC sizes placed on top of Si3N4 nanobeam cavity, respectively.

Figure 3.5 shows the cooperativity for different DNC sizes. The impact of the large DNC on

the cavity Q/V value has caused the cooperativity to drop at least by one order of multitude for
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high Q/V cavities. On the contrary, DNCs with sizes > 30 nm have a negligible effect on the

cavity Q/V value, in agreement with the previous results of GaP cavities. We note that all Cavity

QED calculations have been performed particularly on semicircular holes design. Nevertheless,

we expect the results of the second design to be qualitatively consistent with the first design, since

these two designs have close Q/V values.

(a) Spin coating PMMA (b) Writing and developing the pattern

(c) Dry etch of Si3N4 substrate (d) Si substrate undercut

Figure 3.6: Fabrication steps of Si3N4 nanobeam cavities.
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3.4 Fabrication of Si3N4 nanobeam cavities

In this section, we explain the fabrication procedure for Si3N4 nanobeam cavities suspended

in air. Initial devices were fabricated locally from Si wafers with 180 nm thick Si3N4 layer gown

by plasma enhanced chemical vapor deposition (PECVD), Oxford Plasmalab tool. In general,

PECVD method is based on creating plasma from Silane (SiH4) and ammonia (NH3) molecules

by using two parallel plates and radio frequency [68]. This method allows to grow silicon nitride

at a relatively low temperature (< 400°C). However, PECVD nitride suffers from a high hydrogen

impurities density in the form of N-H and Si-H bonds. These impurities act as absorption centers

responsible for the propagation losses at visible and telecommunications wavelengths [69]. How-

ever, a subsequent thermal annealing at a high temperature might eliminate or perhaps lower the

hydrogen impurities density, and therefore improves the properties of Si3N4 film to a great extent

[70, 71].

The other deposition technique used to deposit the silicon nitride films is low pressure chem-

ical vapor deposition (LPCVD). These films are deposited by the gas phase chemical reaction of

dichlorosilane (SiH2Cl2) and ammonia (NH3) at a high temperature (> 700°C) [72, 73]. The first

advantage is that the hydrogen concentration for LPCVD nitride films is too low (∼ 3%) compared

to the PECVD films (∼ 40%) [74]. The low hydrogen concentration is very crucial for enhancing

the film quality and reducing optical losses. This can be verified by measuring two similar de-

vices grown differently, as we will show in the next section. Another advantage of LPCVD film is

that it has higher intrinsic stress and therefore is more robust and resistance to KOH etching. Our

LPCVD nitride films were bought commercially from Rogue Valley Microdevices. This film has

∼800 MPa Tensile Stress, compared to∼250 MPa Tensile Stress for PECVD nitride films. Never-

theless, we were able to fabricate structures from PECVD nitride films and release the suspended

cavities without the use of any critical point drying.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.7: (a) & (b) SEM image of two different designs explained in the text of Si3N4 nanobeam
cavities after the dry etch. (c) & (d) SEM image of the same devices after the undercutting proce-
dure of the underlying Si layer. (e) & (f) high resolution SEM images of the same devices taken at
a 35° stage tilt.
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Fabrication of the Si3N4 nanobeam cavities follows a similar process flow as the GaP devices

in the previous chapter. As shown in Fig. 3.7, 950 PMMA A4 resist in Anisole was spin coated on

top of the nitride layer at 3000 rpm for 40 seconds, which yields a thickness of ∼240 nm. Then,

prebaking was performed on a hotplate at 180 °C for 90 seconds. Though the thinner resist (950

PMMA A2) provides higher resolution, it cannot withstand until the end of the dry etching process.

After writing the pattern via the same EBL equipment used for GaP devices, the unexposed resist

remains and the exposed resist is removed in Methyl isobutyl ketone (MIBK) developer mixed

with Isopropyl solution 1:3. Following the EBL process, the pattern is transferred to the Si3N4 via

dry etching (ICP-RIE, Oxford Instruments). The etching recipe is provided in Chapter 2 (table ??).

After stripping the resist in acetone, 30% KOH solution was used to etch the exposed silicon at

100 °C for 10 minutes. Potassium hydroxide (KOH) is known to etch silicon preferentially in the

(100) plane resulting in an anisotropic etch, with sidewalls that form∼ 55° angle with surface [75].

The etch rate for Si layer is ∼ 0.5 nm per minute. Optimizations for the fabrication process are

mentioned in the appendix B. Figure 3.7 shows SEM images at different stages of the fabrication

process.

Because of PMMA inferior performance in the dry etching process, we also have tried CSAR

62 positive resist (AR-P 6200.09, allresist) that offers better etching resistance. First, CSAR 62

resist was spin coated on top of the substrate at 4000 rpm for 60 seconds, which yields a thickness

of ∼ 200 nm. Then, prebaking was performed on a hotplate at 150 °C for 60 seconds. After

writing the pattern via the same EBL system mentioned above, the unexposed resist remains and

the exposed resist is removed in amyl acetate developer. The sensitivity of CSAR 62 resist is much

higher than that of PMMA, and as a result, the exposure dose optimization is quite challenging.

The rest of the fabrication process follows the same procedure as in PMMA resist. The major issue

in CSAR 62 resist is the corresponding edge roughness. Figure 3.8 shows a comparison between

two devices fabricated from CSAR 62 resist and PMMA resist. SEM images show that the overall

roughness of the latter devices has enhanced drastically. This is confirmed by calculating the

corresponding standard deviation for nanobeam holes (Fig.3.8).
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(a) (b)

(c) (d)

Figure 3.8: (a) & (b) High resolution SEM images of the device fabricated from CSAR 62 resist
and 950 PMMA A4 resist, respectively. (c) & (d) Hole profiles extracted with a Gaussian filter
to measure the hole roughness for CSAR 62 resist and 950 PMMA A4 resist, respectively. The
corresponding standard deviation is σ = 22 nm and σ = 14 nm. The dark spots appear in (a) refer
to CSAR 62 resist residues left after the dry etching process and cannot be removed by a resist
remover or O2 plasma ashing.

The width-edge roughness is also calculated. The corresponding corresponding standard de-

viation is σ = 5.5 nm and σ = 1.6 nm for CSAR 62 resist and PMMA resist, respectively. We

note that the standard deviation for nanobeam holes is much higher than that for nanobeam width
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mainly because of less number of points per area.

Another problem in CSAR 62 resist is the development process which has to be done in a low

temperature condition in order to achieve better edge roughness, similar to development process

for ZEP-520A resist [76]. In addition, CSAR 62 resist is hard to remove with the specified re-

mover (AR 600-71) and even with O2 plasma ashing. Nevertheless, piranha cleaning or O2 plasma

cleaning with inductively coupled plasma (ICP) might be useful for cleaning the surface from any

polymer residues. We note that preforming O2 plasma cleaning with the ICP power is detrimental

to nano-structures in most cases especially if the ICP power is high (> 200 W).

3.5 Characterization and quality factor measurement

In order to characterize the cavity resonances around the ZPL transition of GeV center, light

from a supercontinuum laser source (SuperK EVo, NKT Photonics) was coupled into the Si3N4

nanobeam cavity via an optical fiber tip, then the reflection spectra were collected and sent to a

commercial spectrometer (SP-2150, Princeton instruments). Thee experimental setup is shown in

Fig.3.9 (a). The coupling efficiency between the cavity and the optical fiber tip is addressed in the

chapter 4.

Figure 3.9 (c) shows the reflection spectrum collected from Si3N4 nanobeam cavity which has

20 central holes in each side. quality factors > 3000 were routinely observe for devices fabricated

from LPCVD nitride films. The best device we characterized shows a total quality factor of ∼

9,300, which is limited by the resolution of the spectrometer. The quality factor calculated in

FDTD simulations for this specific design is Qtotal ∼ 20,000. After measuring multiple cavities, we

found that almost 1/3 of the fabricated devices possess a quality factors of ∼ 9,000, which is quite

common in photonic devices characterization due to the fabrication imperfections [77, 78]. On

the other hand, the separation between the fundamental and high order modes is ∼ 10 nm in most

devices. It is worth noting that the separation between modes depends heavily on the number of

holes in the cavity, and it becomes wider as we shrink the cavity footprint, which is the advantage

of the semicircular holes design.
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(a)

(b)

(c)

Figure 3.9: (a) Schematic of the optical characterization of Si3N4 nanobeam cavities. DC and
BS are the abbreviation of dichroic mirror (which is used as a band pass filter) and beam splitter,
respectively. (b) SEM images of the typical device with a zoomed image of the nanobeam cavity
with the central holes design. (c) Normalized reflection spectrum of the cavity TE modes centered
at wavelength λ = 630 nm. The Lorentzian fit yields a total quality factor of Qtotal ∼ 9,300.
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Similar measurement was also conducted for the semicircular holes design. Figure 3.10 (b)

shows the corresponding reflection spectrum collected from Si3N4 nanobeam cavity with 16 holes

in each side. we routinely observe quality factors > 3000 for devices, qualitatively similar to

the cavities with central hole design. The maximum quality factor measured for devices with this

design was∼ 5,100, which is limited by the resolution of the spectrometer. However, the calculated

quality factor was ∼ 7,000 for this design. We note that this simulated quality factor is lower than

that in central holes design since this cavity includes only 10 holes in the nanobeam taper. The

simulated cavity quality factor for the device with 15 holes is ∼ 20,000, which is equivalent to the

central design with 20 holes.

Now, we compare the simulated and calculated quality factor for both designs. In principle,

quality factor should be be limited by the simulated radiation loss characterized by Qr ( > 106 in

Si3N4 nanobeam cavity). However, the real radiation loss is much higher than the simulated case

due to the fabrication imperfections including imperfect shapes, edge/side-wall roughness, and

material absorption. Figure 3.11 (b) shows a comparison between measured and calculated quality

factors for different set of cavities. Devices with quality factor up to 2,000 show a good agreement

between the simulation results and the experimental measurement.

Away from the quality factor measurement, the separation between the fundamental and high

order modes has increased compared to the central hole design. Examining different devices with

the same design, e.g. in the semicircular holes design, we found that the separation between the

fundamental and high order modes are not constant and depends on the symmetry of the nanobeam

cavity. Sometimes the symmetry can be broken when the central holes are not aligned exactly in

the middle plane of the nanobeam as a result of the origin deflection of the electron beam writer.

Since optical fibers exhibit linear and circular birefringence as a result of the fiber core de-

formation and external stress applied on the fiber (such as twisting and bending) [79], we use a

polarization controller to converts the polarization to the desired state. In our experiment, we ini-

tially used a 3-paddle polarization controller (FPC030, Thorlabs): one functions as a half-wave and

two as a quarter-wave plate. However, the resulting bending loss of the fiber we used (S405-XP,
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(a)

(b)

Figure 3.10: (a) SEM images of the typical device with a zoomed image of the nanobeam cavity
with the semicircular holes design. The cavity includes 10 holes in the nanobeam taper, and 6
additional holes in the waveguide region. (b) Normalized reflection spectrum of the cavity TE
modes centered at wavelength λ = 630 nm.v The Lorentzian fits yields a total quality factor of
Qtotal ∼ 5,100.

Thorlabs) was huge so that the controller had very weak performance. In fact, the linear polarizer

used for the laser beam controls the linear polarization very well despite the birefringence existing

in the fiber. By changing the angle of the polarization, the spectrum around the cavity resonance

can be optimized or suppressed, as shown in Fig.3.11 (a). However, the linear polarizer does not

compensate for circular birefringence which affects the coupling efficiency to the waveguide mode

but does not affect the collected spectrum.
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Figure 3.11: (a) Cavity resonance taken at different input polarizations. The cavity was fabricated
from a PECVD nitride film. (b) Comparison between the cavity quality factor obtained from the
experimental measurement and numerical calculation as a function of number of holes.

(a) (b)

(c)

Figure 3.12: (a) AFM scan of the top PECVD Si3N4 membrane. The corresponding root mean
square is 2 nm. (b) SEM image of the cavity fabricated from PECVD film. (c) Normalized re-
flection spectrum of the cavity TE modes centered at wavelength λ = 630 nm. The Lorentzian fits
yields a total quality factor of Qtotal ∼ 2,000.
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As mentioned above, PECVD nitride films contain high hydrogen impurities, and therefore

have a low tensile stress. SEM images of devices fabricated from PECVD always show structures

bending and deflecting downwards, as displayed in Fig.3.12 (b). This indicates that the fabrication

of long suspended devices would be challenging as the capillary force increases the pressure and

affects the device stability [80]. The best nanobeam cavity fabricated from PECVD nitride pos-

sesses Qtotal ∼ 2,000 (Fig.3.12), limited by the scattering loss due to the material absorption. On

the other hand, the scattering loss due surface roughness plays a minor role in our devices. The

corresponding AFM scan reveals a smooth profile with RMS roughness of ∼ 2 nm.

3.6 Conclusion

In summary, we have developed a design of a high Q/V nanobeam cavity based on silicon

nitride material for the purpose of strong coupling between the cavity mode and a single GeV

center. We have shown that the semicircular holes increases the photonic band gap size, and

therefore improves the cavity quality factor. We have also provided a detailed analysis of the cavity

QED for different DNC sizes embedding single GeV center. Our results reveal the cooperativity

could reach up to 103 in the strong-coupling regime, representing nearly an order of magnitude

improvement compared to the previous
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4. EFFICIENT FIBER-WAVEGUIDE COUPLING

4.1 Introduction

The utility of photonic devices lies in efficiently coupling photons from nanoscale optical sys-

tems to conventional optical components such as lenses and fibers. Unlike micropost [81] and

Fabry-Perot [82] cavities, nanobeam cavities are not inherently suited to coupling with conven-

tional free-space or fiber optics due to their ultra-small mode volume and their external radiation

pattern. The coupling becomes more complicated as refractive index and frequency of photonic

devices increases get higher due to the huge difference in the mode-size and mode effective index

between the fiber the nanobeam cavities, as shown in Fig. 4.1. Such mismatch causes an excessive

propagation loss additional to other sources such the surface roughness and material absorption.

Figure 4.1: Typical dimension of optical single-mode fibre core and photonic waveguide for high-
index material (GaP) and low-index material (Si3N4) operating at the visible regime.

A wide range of methods have been developed to mitigate the loss in fiber-to-chip light cou-

pling. Figure 4.2 summarizes the most well known techniques used for this purpose. Perhaps the

54



most popular approach is to use diffractive grating couplers. In this scheme, the waveguide mode

is expanded over the lateral direction using an adiabatic taper into a waveguide of about 12 µm

width, which matches the mode size of an optical fiber, see Fig. 4.2 (a). The beam is then cou-

pled into the optical fiber by the diffraction from the gratings. Often, the optical fiber is slightly

tilted with an angle of about 10◦ to suppress the second-order Bragg back reflection which would

reflect up to half of optical power back into the waveguide [83]. Precise alignment of the angle be-

tween the grating and optical fiber would add more complexity into the alignment process, making

this method undesirable to many applications. The number of grating teeth is calculated from the

phase match condition to ensure the unidirectional coupling. Although various designs have been

demonstrated using this method, including multi-layered gratings [84], apodized gratings [85], and

metallic gratings [86], the highest coupling efficiency have been demonstrated so far is 81% [87].

Another coupling method that is well developed and studied is called edge coupling where

the fiber facet is held against the facet of the chip, as shown in Fig. 4.2 (b). In order to achieve

efficient coupling, a mode converter is attached to the end of the waveguide which helps to min-

imize the mismatch between the fiber mode and the waveguide mode. Inverse taper coupler is

one of the several techniques have been proposed for designing such mode converters [88]. In

this scheme, waveguides are tapered down, on the contrary of gratings, to increase the mode size

which increases the overlap with the the fiber mode. The highest coupling efficiency have been

demonstrated so far is 85% when the waveguide taper is separated by 2 µm SiO2 gap from the chip

facet [89]. Typically, in edge coupling method, the light is collected from the waveguide by lensed

fibers.

More recently, on-chip dielectric waveguides have been directly coupled to the optical fiber.

The coupling scheme heavily relies on overlapping the tapered optical fiber and the waveguide

which would yield near unity coupling efficiency via adiabatic mode transfer (Fig. 4.2 (c)). This

method reducing complexity of the previous methods in which the phase-matching and mode-

matching are not required to achieve highly efficient coupling between the waveguide and the

fiber. In addition, the misalignment tolerance is relatively high compared to the previous methods.
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The initial work shows 95% coupling efficiency using a biconical fiber taper [90]. Similar coupling

efficiency has been demonstrated for conical tapered fiber tip [91].

(a) (b)

(c)

Figure 4.2: (a) Schematic representation of fiber-to-chip light coupling through grating couplers
reprinted from ref. [83]. (b) Schematic representation of edge coupling the fiber to Si waveguide
using lensed fibers reprinted from ref. [92]. (c) SEM image of conical tapered fiber tip coupled to
Si3N4 waveguide taper reprinted from ref. [91].

In this chapter, I will explain a new design for high efficient coupling between on-chip Si3N4

waveguide and a single-mode optical fiber. First I will address the adiabatic criterion which should

be fulfilled to achieve high coupling efficiency. Then, I will discuss the design and fabrication of

the tapered fiber tips. Finally, I will discuss the characterization and optimization of the waveguide

taper.
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4.2 Adiabatic mode transfer

It is a well known in quantum mechanics that if the Hamiltonian of a system is time depen-

dent, the Schrodinger equation of motion has no stationary solution. However, if the Hamiltonian

changes slowly, the system would pass through stationary states for all time [93]. Therefore, an

eigenmode at a specific moment is adiabatically transformed into a new pure eigenmode at later

time. Likewise, if the waveguide cross section is slowly modified along the propagation direction,

the optical mode can be adiabatically transferred into another mode with new characteristics.

The question is that how slow the fiber or the waveguide should be changed in order to achieve

an adiabatic mode transfer? i.e., what is the upper limit on the taper angle in which the adiabatic

propagation can be ensured throughout the taper? To address this question, let us suppose a waveg-

uide with the first two corresponding eigenmodes characterized by their effective indices n1 and

n2. The length over which these two modes would couple is defined as :

zb =
2π

β1 − β2
=

λ

n1 − n2
(4.1)

This characteristic length scale is called beating length. Wave numbers n1 and n2 can be cal-

culated from the dispersion relation (Fig. 4.3 (b)). If we taper the waveguide over a length-scale

zt, the taper angle will be θ = dW/dz, as illustrated in Fig. 4.3 (a), where w is the half width of

the waveguide and z is the distance along the taper. Since we are interested only in θ � 1, the

length-scale zt can be expressed as:

zt ≈
W

θ
(4.2)

The characteristics of mode transformation depend the ratio between these length scales. The

first case where zt/zb > 1 along the taper results in adiabatic mode transformation. Contrariwise,

if zt/zb < 1 the eigenmodes will strongly couple to each other, and so the fundamental mode will

have a significant power loss. In between these two conditions, i.e., zt/zb = 1, indicates the case

in which the power is divided equally between the two eigenmodes. The angle in this case can be

expressed as:
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(a)

(b)

Figure 4.3: (a) Schematic diagram of a tapered slab semiconductor waveguide. Adiabatic mode
transformation can be achieved only for a small taper angle, as explained in the text. (b) Harmonic
mode frequencies of Si3N4 slab from Fig.4.1 for TE polarization. Blue lines correspond to modes
that are localized in the slab. The red line is the light line ω = ck. The black line marks the
frequency we are interested in or the cavity resonance.

θ =
W (n1 − n2)

λ
(4.3)

While this method is based on the wave propagation, another method based on the stationary

field distributions can also be used [94]. However, the latter method does not provide a delineation

criterion for taper angles which ensures the adiabatic propagation, and those which have significant
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power loss.

(a)

(b)

(c) (d) (e)

Figure 4.4: (a) Schematic of fiber-waveguide taper adiabatic coupling. The waveguide has a rectan-
gular hole designed to decrease the effective index of the supermode slowly to ensure the adiabatic
mode transformation. (b) Effective index neff of the waveguide mode (blue), fiber mode (orange),
and supermode of the combined structure (green). The opening angle of the fiber (waveguide) is of
3.5◦ (2.2◦). (c) - (e) Cross sections of |E|2 obtained from the FDTD simulation at different normal
planes of the combined structure.
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4.3 Design and fabrication of waveguide tapers

Since the coupling efficiency between the fiber and waveguide depends on the spatial mode

profiles, Our design is based on FDTD simulations to ensure the adiabatic mode transformation.

Figure 4.4 (a) shows the schematic of a typical device. A conical tip at the end of an optical fiber is

attached to 12 µm Si3 N4 waveguide. The waveguide taper is designed to evolve from the standard

width (560 nm in our case) to sub 150 nm point to allow for mechanical support at the end of the

taper. According to dispersion relation (Fig.4.3 (b)) Si3 N4 slab has two modes at the resonant

frequency ωres: the fundamental mode and the radiation mode (light line). The effective index for

the waveguide fundamental mode is 1.6, as shown in Fig. 4.4 (b). Therefore, the beating length zb

would be in this particular waveguide is 1 µm. The adiabatic condition can be fulfilled by choosing

zt >1 µm. However, Since we need to couple the optical fiber to the waveguide, we should not rely

on the adiabatic condition in the waveguide, but we need to consider the optical fiber taper as well

as the region where the waveguide and optical fiber overlap.

The beating length in the combined structure can be determined by the coupling of the lowest

effective index of the fundamental mode (neff = 1.3) and radiation mode (air). The corresponding

beating length is 2 µm. Though a long taper length (a small taper angle) is recommended, sus-

pended devices with long tapers might be mechanically unstable. On the other side, small taper

length would make the fiber tip unstable when coupled to the waveguide. Based on numerical

simulations, we found that the taper length 14 > zt > 8 µm, which corresponds to 2◦ > θ >1◦, is

a good compromise.

The fabrication of the waveguide taper has been done using e-beam lithography tools and

etching process discussed in the previous section. Figure 4.5 displays SEM images of the typical

device. The nanobeam cavity and the tapered waveguide are integrated seamlessly in the device

layer of the chip which makes the nanobeam cavity optically interfaced with the light transmitted

through the waveguide.
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(a)

(b) (c)

Figure 4.5: (a) SEM images of the Si3N4 nanophotonic device which combines a nanobeam cavity
and a feeding waveguide tapered at one end, offering efficient coupling to the optical fiber. (b) &
(c) SEM image of the waveguide taper supported by the horizontal rods.

Though the fiber can couple to the waveguide taper on the chip, the coupling might not be stable

and huge reflection might be collected from the chip near the waveguide. Several techniques have

been proposed to overcome the chip reflection including detaching cavities from the chip using a

tungsten tip [63] and vertical waveguide support structures using angled-etching nanofabrication

[78]. While the detaching cavities from the chip adds more complexity to the setup in addition

to the cost, it is not practical for integrated on-chip nanophotonic networks. As for the latter
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technique, the angled-etching requires to change the original design and fabrication method used

for nanobeam cavities. In our work, we employ horizontal rods which have a width of∼ 100 nm at

the end of the waveguide taper (Fig. 4.5), similar to the supporting tethers implemented for zipper

nanobeam cavities [95]. The purpose of the horizontal rods is not only to remove the effects of the

chip reflections, but also to ensure robust mechanical performance.

4.4 Design and fabrication of optical fiber tips

Tapering a single-mode optical fibre rapidly can result in a great power loss of the fundamental

mode which is localized at the fiber core. This loss is associated with the phase change due to the

coupling between the fundamental mode and higher order modes in the fiber cladding. In such

case, as wave propagates along the taper, the field cannot change its distribution rapidly enough to

keep up with the fundamental mode variance. The idea of adiabatic mode transformation explained

previously can also be applied to the optical fiber case, where the fiber taper cross-section is tapered

slowly enough such that all power of the fundamental mode remains intact while the coupling to

high order modes is negligible [96].

(a) (b)

Figure 4.6: (a) Schematic of illustration of the chemical wet etching approach for fabricating
tapered fiber tips reprinted from ref. [97]. (b) Schematic of illustration of the heating and pulling
approach for fabricating tapered nanofibers reprinted from ref. [98].

Optical fibers can be tapered by two common approaches: chemical wet etching or heating

followed by pulling the two fiber ends, as depicted in Fig.4.6. The first approach is based on
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etching glass fibers at the meniscus formed at the etchant-oil interface. [97, 99]. Here, the key

component is the thin overlayer of an organic solvent which controls the height of the meniscus of

the etchant (e.g. hydrofluoric acid). The meniscus height decreases as the fiber diameter shrinks

during the etching, forming a smooth taper tip at the end of the process. Another advantage of

using the thin overlayer of an organic solvent is to prevent any potential contamination caused by

the dangerous etchant vapors.

The other approach to produce tapered optical fibers is based on heating of an optical fiber

and subsequently pulling it apart [100]. Typically, the fiber is heated by a heat source, such as an

isobutane torch, heating foil, and CO2 lasers, over a variable length. Then, a fast pull is applied

to the stage holding the fiber, resulting in a long fiber taper with a conical shape tip. Since the

fibre diameter is tapered down to a subwavelength size, the core turns to be too small to guide the

light effectively. The fundamental mode therefore has become guided in the cladding region. The

incoming light must pass through a taper transition to propagate between the untapered and tapered

region. Such a transition must be gradual enough to prevent light to be coupled to higher-order

cladding modes, thereby leading to the power loss of the fundamental mode, as mentioned above.

In this work, we employ the chemical wet etching method as we already have access to the

main tools and equipment needed in the fabrication process. Another advantage of this method

is that the fundamental mode (HE11) does not couple to the cladding mode, as apposed to the

heating and pulling method. Therefore the beating length is determined by the coupling between

the HE11 core mode at the lowest tapering point and the radiation instead of the cladding modes.

The resulting beating length in the fiber taper is comparable to that of the combined structure, and

therefore the taper angle is not restricted to θ < 5◦, as in the case of the previous method [91].

We confirm the adiabatic mode transformation in our design by FDTD simulations, where a

propagating mode of TE-like polarization is launched from the top of the waveguide. We then

monitor the power output at the other end of the fiber far from the waveguide. The power transfer

is near unity in the optical fiber, indicating that our design satisfies the adiabatic criterion. Figures

4.4 (c) to (e) show the cross-sectional field profiles at various locations along the overlapping
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region.

(a)
(b)

(c) (d)

Figure 4.7: (a) Schematic of fabrication of conical fiber tapers. (b), (d) and (C) SEM images of the
final tapered fiber for different speeds resulting in different angles: 2◦, 3◦, and 4◦, respectively.

single-mode fiber (S405-XP, Thorlabs) is tapered as explained in the following recipe. First,

the single-mode optical fiber is cleaned in piranha solution to remove any polymer residues left

after stripping the coating layer. The cleaned fiber is mounted on a fiber clamp precisely in the
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vertical direction to avoid any anisotropic etching. The clamp is mounted on a motorized stage

(MT1-Z8, Thorlabs) which is connected to the motor controller (KDC101, Thorlabs). Then, the

fiber is submerged in hydrofluoric acid (HF) and pulled slowly in a constant acceleration to form a

tapering profile, as depicted in Fig. 4.7 (a). A thin layer of an organic solvent (i.e., o-xylene) on top

of HF offers an additional etching via oil-water interface meniscus which promotes a conical shape

formation at the end of the fiber. The meniscus height depends on several parameters including the

original fiber diameter and the surface tension difference between the acid and the organic solvent

[97, 99]. When the HF etches through the whole fiber diameter, the formation of the fiber taper tip

has finished and the process self-terminates. Finally, the fiber is cleaned in DI water to clean any

acid or oil residues left at the fiber tip.

A key parameter that enables full control over the final taper is the drawing speed of the mo-

torized stage which holds the fiber. This speed can be optimized by trying different speed values

while making sure that the fiber is completely etched. Figure 4.7 (b), (c), and (d) shows SEM

images for different fibers corresponding to different drawing speed values: 2 µm/s, 1 µm/s, and

0.75 µm/s, respectively. Though all fibers show a tapering angle less than what is required for

the adiabatic mode transformation as discussed above, the fiber of the slowest speed and relatively

large tapering angle (θ ∼ 4◦) has a far better performance. The fibers with small tapering angles

are unstable and very sensitive to the environment.

4.5 Characterization and optimization

This section describes several measurements used to characterize the fabricated devices. In the

first measurement, we measure the power transmission of the fiber tip using a custom setup, where

an objective with 0.6 numerical aperture (NA) is used to collect the power from the end of the fiber

tip. The fiber is placed onto a fiber holder (HFV002, Thorlabs) which is mounted on a manual

stage to offer a precise control of the fiber position to enable the beam collimation. The collected

power is then normalized to the power obtained from the same optical fiber with a clean surface.

All fibers fabricated in different speed show a high power transmission (∼ 99%), confirming that

all three different fiber taper angles (2◦, 3◦, and 4◦), in agreement with the simulation results. The
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far-field profile is Gaussian for all three fibers which indicates that most of the power remains in

the fundamental mode (HE11), as shown in Fig.4.8 (c).

(a) (b)

(c) (d)

Figure 4.8: SEM images of optical fiber tips fabricated with non-optimized parameters. (a) A
small portion of silica remaining at the end of the fiber tip attributed to insufficient acid etching.
(b) Asymmetrical conical fiber tip as a result of inaccurate adjustment of the fiber direction. The
fiber should be oriented perpendicular to the surface during the etching process. (c) & (d) Far-field
mode profile of a rough and smooth fiber tip, respectively.

We note that low power transmission was observed for some fibers due to the fabrication imper-

fections such as insufficient acid etching, inaccurate adjustment of the fiber direction, and improper
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piranha cleaning. SEM image of such imperfect fibers is shown Fig.4.8 (a) and (b). The far field

for these fiber always show imperfect Gaussian field profiles due to the huge loss in the fundamen-

tal mode (Fig. 4.8 (d)). In fact, analyzing the far-field profiles of the fiber mode is very effective

method to check if the fiber tip is single-mode or multi-modes, and it is faster than measuring

the power transmission [91]. However, it requires a high resolution camera in order to obtain an

accurate far-field profile.

(a)

(b) (c)

Figure 4.9: (a) Schematic of the coupling efficiency characterization setup. Fibers are connected
by splicing two optical fibers end-to-end using fusion splicer tool (FITEL S179). We routinely
achieve less than 0.2dB loss. (b) Normalized reflection spectrum of the cavity TE modes centered
at wavelength λ = 630 nm. (c) Optical micrograph of a waveguide coupled to an optical fiber
obtained from CCD camera.

After confirming that all the power in our fiber tips are attributed to the fundamental mode
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(HE11), we bring the fiber tip into close proximity of the waveguide taper to measure the coupling

efficiency (µc). The fiber tip is mounted on a fiber clamp and then controlled precisely by 3-axis

stage which is connected to a piezo controller (MDT693B, Thorlabs). The stage is tilted down

around the vertical axis by 10◦ to offset the fiber tip angle and therefore avoid coupling to the chip

surface. The generalized optical-fiber coupling system is shown in Fig. 4.9 (a). A supercontinuum

laser (SuperK EVo, NKT Photonics) is launched into a dichroic mirror, which filters unwanted

wavelength range, and a polarizer before coupled into the fiber network. Then, 50:50 fiber coupler

splits the incoming beam into two paths: one goes to a photodetector to measure the incoming

beam intensity, and the other one goes to the fiber tip. After coupling to the waveguide taper,

the photonic crystal cavity reflects back all frequencies within its bandgap, except for the cavity

resonant modes. Finally, the reflected light splits into paths: one goes to an optical spectrometer

to record reflection spectra, and the other path goes to a photodiode to measure the reflected beam

intensity. The reflected spectrum is normalized by the reflection collected from a fiber-coupled

retroreflector (P1-630R-P01-1, Thorlabs).

Though the retroreflector is suppose to reflect ∼ 98% of the incoming beam, the actual reflec-

tion might vary depending on wavelength range designed for each retroreflector. Since our devices

are operating slightly lower than the designed wavelength range, we found that the actual reflec-

tion of the retroreflector in our case is only ∼ 60%. The method for measuring the retroreflector

reflection is explained in Appendix C. Figure 4.9 (b) shows the reflection spectra obtained from

the nanobeam cavity and retroreflector after taking the reflection loss into account. Interestingly,

the ratio of the maximum signal in both spectra approaches unity, indicating that the coupling ef-

ficiency between the fiber tip and the waveguide is very high. However, this method can be used

only as a qualitative measure of the coupling efficiency.

For an accurate measurement of the coupling efficiency, we used two photodetectors PD1 and

PD2 to record the incoming and reflected beam intensity. We first connect the retroreflector and

measure the ratio between the value of PD1 and PD2:
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(a) (b)

Figure 4.10: (a) Optical micrograph of an optical fiber coupled to a waveguide taper that is not
appropriately rotated to the same angle of the optical fiber. (b) Optical micrograph of an optical
fiber coupled to the chip behind the waveguide taper indicated by the huge scattering at the end of
the taper.

ζ =
PD2

βPD1
(4.4)

where β is the measured reflection of the retroreflector. Now, we measure the same ratio between

the value of PD1 and PD2 but after the fiber tip is connected and coupled to the waveguide taper.

The coupling efficiency is given by:

µc
2 =

PD2

ζµBraggPD1
(4.5)

where µBragg is the reflection of the the nanobeam cavity Bragg mirror which is assumed to be

approximately 1. The maximum coupling efficiency we have achieved is µc = 0.96 ± 0.02. The

error bar reflects the fluctuations in the data collected by photodetectors which is averaged over a

long period. However, sometimes we noticed a degradation in the coupling efficiency after after

some period of time due to the instability of fiber during the coupling to the waveguide. Such

instability can be attributed to mismatching between the fiber and waveguide angle, unexpected

coupling to the chip nearby, or ruined fiber tip as a result of hard pushing to the fiber (Fig. 4.10).

The fiber stability can be enhanced by grooving the chip nearby the waveguide taper and adding
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nano-rods to support the suspended device. The loss in the coupling efficiency of due to supporting

rods is negligible and can be suppressed by shrinking the rod size and adding extra rods, see Fig.4.5

(b) and (c).

We verify our measurements by performing FDTD simulations on some width dependence

parameters. Figure (a) 4.11 reveals the relation between the coupling efficiency and length of

the physical contact region between the fiber and the waveguide. The width of the waveguide

was kept constant dx = 150 nm while extending the contact region. The results show that the

coupling efficiency changes exponentially as the contact region is prolonged. Interestingly, the the

saturation starts at a short distance (∼ 7 µm), in agreement with the experimental observations. In

comparison, waveguides fabricated by the angled etching method require much longer overlapping

contact region, increasing the footprint by at least a factor of 2 [78]. On the other hand, the

coupling efficiency depends heavily on the width of the waveguide taper. Figure 4.11 (b) shows that

coupling efficiency is inverse proportional to the waveguide width, and as the nanobeam widens

the efficiency starts to saturate at a small fraction.

(a) (b)

Figure 4.11: (a) & (b) The coupling efficiency of TE-polarized waveguide mode to the optical-fiber
HE11 mode as a function of fiber-waveguide overlap and waveguide width, respectively, obtained
from FDTD simulations.
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4.6 Conclusion

We have studied the fiber-waveguide optical coupling which is very essential in integrated

quantum photonics. The coupling can be enhanced by tapering the waveguide and optical fiber

down to small sizes while the opening angle is kept below the critical angle required for the adia-

batic mode transformation. The optical fibers were fabricated by chemical wet etching technique,

which is very reliable and flexible compared to the heating and pulling technique. Our measure-

ments indicate coupling efficiencies above 90% for a range of devices. The maximum coupling

efficiency we have demonstrated is µc = 0.96 ± 0.02. Our photonic networks utilize suspended

waveguide tapers, which renders a low optical loss despite being supported through horizontal

nano-rods connected to the chip. This work is expected to find an advantageous application for

characterizing on-chip optical devices in quantum non-linear optics [101] and optomechanics sys-

tems [102] where the highly efficient collection and detection of photons is very crucial.

71



5. SUMMARY

In this dissertation, we have developed nanobeam cavities to increase the light-matter inter-

action which is very essential to many applications such as chemical sensing, nonlinear optics,

quantum information processing and cavity optomechanics.

We have focused on designing and fabricating nanobeam cavities based on different dielectric

materials. The first device is made of gallium phosphide material which feature unique optical

properties including the high index of refraction. We have developed so-called "semicircular holes"

design for nanobeam cavities that combines an ultrahigh Q/V value and high transmission. This

design is not limited only to GaP material, but it can be implemented in various dielectric materials

as well. The key feature of this design manifested in the corresponding gain in the cavity mirror

strength. Such cavities are suitable to host single photon emitters and establish strong coupling

with the confined light. We have studied a cavity QED system that involves a single germanium

vacancy center incorporated in a diamond nanocrystal that is placed on top of the nanobeam cavity.

Our numerical results show that a strong coupling regime can be achieved for the first time using a

solid-state single photon emitter.

Since GaP material is hard to grow and fabricate, we have considered an alternative material,

namely, silicon nitride which is more feasible than the previous one. Simulations show that Q/V

value of Si3N4 nanobeam cavities is lower than those based on GaP by almost two orders of mag-

nitude. However, we were able to study the cavity QED analysis of a system that involves Si3N4

nanobeam cavities and diamond nanocrystal placed on top of it. Numerical results demonstrate

a strong coupling regime for nanobeam cavities with Q/V > 104, which is close to the maxi-

mum Q/V value. The fabrication method was discussed thoroughly in this work for both GaP

and Si3N4 devices along with necessary optimizations needed for the EBL system. We have ex-

perimentally measured and characterized nanobeam cavities for Si3N4 grown by different growing

methods, namely PECVD and LPCVD. The maximum measured quality factor was ∼ 104, which

is attributed to devices grown by the LPCVD method.
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The light was coupled to the nanobeam devices via fiber-waveguide interface. Engineering

the tapering profile in both structures allows for efficient fiber-waveguide coupling by means of

adiabatic mode transfer. We have illustrated the fabrication process of the fiber taper which is

based on chemical wet etching method. The maximum coupling efficiency we have demonstrated

is 96%. This work will facilitate the design and fabrication of photonic devices used in a wide

range of quantum applications.
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APPENDIX A

MEEP SOFTWARE FOR FDTD SIMULATIONS

Though nanobeam cavities used in this work are designed and modeled using FDTD numerical

simulations, the initial numerical optimizations were based on FEM simulations (COMSOL) which

divides the system into small nonuniform grids and then combines all element equations into a

global set of equations [103]. COMSOL has many advantages for plasmonic structures in which

relatively large wavelengths are divided with nano-scale skin depths. However, this flexibility

has negative consequences (such as spurious modes and mesh roughness) in dielectric devices

where the refractive index varies slightly between dielectric materials. FDTD has the advantages

of robustness and simplicity as it provides versatile modeling technique to solve time-dependent

Maxwell equations for any arbitrary materials (including nonlinear, dispersive, and anisotropic

materials) in single simulation run.

Despite the fact that many commercial FDTD software packages are available for purchase,

scientific research often demands the flexibility to access and play with the source code. Meep

is a free software package that implements FDTD method for computational electromagnetics.

It is mainly designed to solve eigenfrequencies of photonic devices and calculate the associated

figure of merits such quality factors, mode volume, band gaps, and transmission [104]. Here, we

provide detailed discussions for implementing MEEP software in our geometries along with the

manuscripts.

A.1 Photonic band structure

Universal crystals of molecules and atoms are not continuous, and therefore do not possess

continuous translational symmetry. Instead, they have possess discrete translational symmetry

which makes them invariant under translations of a fixed distance. Likewise, photonic crystals

have discrete symmetry which creates a periodic dielectric function ε(x) = ε(x + R) for some

vector R which is an integral multiple of primitive lattice vector a (i.e., R = ma, where m is an
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integer).

Figure A.1: Left: Band diagram of a uniform one-dimensional medium. Right: Band diagram of a
multilayer film that is periodic in one direction (inset). The gap arises at the edge of the Brillouin
zone due to the difference in field energy location between the first and second band. Both figures
are reprinted from [20].

For simplicity, we consider a photonic crystals that is periodic in only one direction as shown

in Fig. A.1. In this case, the solution of the master equation Eq. (1.1) is given by Bloch’s theorem:

H(x) = eik·xHn,k(x) (A.1)

where Hn,k(x) is periodic function in x. Therefore, the master’s equation can be written as:
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(∇+ ik)× 1

ε
(∇+ ik)×Hn,k(x) =

(
ωn(k)

c

)2

Hn,k(x) (A.2)

where each value of k yields a different eigenvalue ω(k) over the primitive lattice vector a. These

eigenvalues ωn(k) form discrete bands, labelled n = 1,2,..., in band structure shown in Fig. 1.3.

One important fact is that the eigenvalue ω with the wavevector k and the eigenvalue ω with

the wavevector k+mG are identical, where G is the primitive reciprocal lattice vector defined by

R ·G = 2π. Therefore, one needs only to compute the eigenvalues for k within the primitive re-

ciprocal lattice vector which is conventionally known as the first Brillouin zone. This region spans

from −π/a to π/a in the reciprocal lattice since we consider only 1D photonic crystals. More-

over, the first Brillouin zone itself is redundant under further symmetries such as mirror planes.

By omitting these redundant regions, one obtains the irreducible Brillouin zone. since most 1D

photonic crystals systems will have time-reversal (k → −k), the irreducible Brillouin zone spans

from 0 to π/a.

Since photonic crystals, especially 2D and 3D are complex system, numerical computations are

very essential in theoretical analyse. Here, we give a general theme how to write and run the script

of Meep software to find the band structure for the nanobeam design mentioned in the chapter 2

and chapter 3. First, the computational cell is constructed such that the component in the periodic

direction (x) has the same dimension as the unit cell a. Since the dielectric function and the field

obey Bloch-periodic boundary conditions, the field would be redundant in the region out of the

unit cell. Then, Gaussian pulses or any time-dependent source is placed in the dielectric area. The

frequency can be any arbitrary user-specified in units of c/a. After that, the resolution is specified,

e.g. to 16 pixels per one unit (16 pixels/a). After the source is turned off, we wait enough time, e.g.

300 in units of a/c, before finally analyze the response via Harminv software at a point in dielectric

region.

Meep script for the band structure is shown in the following code:

( d e f i n e−param n2 3 . 4 ) ; r e f r a c t i v e i n d e x of waveguide
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( d e f i n e−param w 1) ; s p e c i f i e d waveguide wid th

( d e f i n e−param l 1 ) ; s p e c i f i e d waveguide l e n g t h

( d e f i n e−param h 0 . 6 6 7 ) ; s p e c i f i e d waveguide h e i g h t

( d e f i n e−param r 0 . 3 ) ; s p e c i f i e d c y l i n d e r r a d i u s

( d e f i n e−param dpml 1) ; p e r f e c t l y matched l a y e r s

( d e f i n e−param pad 0 . 5 ) ; padd ing between waveguide and PML

( d e f i n e−param k 0 . 2 ) ; s p e c i f i e d p o i n t i n k−s p a c e

( d e f i n e sy (+ w (* 2 (+ pad dpml ) ) ) ) ; Y c e l l s i z e

( d e f i n e sz (+ h (* 2 (+ pad dpml ) ) ) ) ; Z c e l l s i z e

( s e t ! geometry− l a t t i c e ( make l a t t i c e ( s i z e l sy sz ) ) )

( s e t ! pml− l a y e r s ( l i s t ( make pml ( d i r e c t i o n Y) ( t h i c k n e s s dpml ) )

( make pml ( d i r e c t i o n Z ) ( t h i c k n e s s dpml ) )

)

)

( s e t ! geomet ry ( l i s t

( make b l o c k ( c e n t e r 0 0 0) ( s i z e l w h )

( m a t e r i a l ( make d i e l e c t r i c ( i n d e x n2 ) ) )

)

( make c y l i n d e r

( c e n t e r 0 0 0) ( r a d i u s r ) ( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r

( c e n t e r −0.5 ( / w 2) 0 ) ( r a d i u s r ) ( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r
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( c e n t e r −0.5 ( / w −2) 0 ) ( r a d i u s r ) ( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r

( c e n t e r 0 . 5 ( / w 2) 0 ) ( r a d i u s r ) ( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r

( c e n t e r 0 . 5 ( / w −2) 0 ) ( r a d i u s r ) ( h e i g h t h )

( m a t e r i a l a i r )

)

)

)

( s e t−param ! r e s o l u t i o n 1 6 ) ; i n c r e a s e from d e f a u l t v a l u e o f 10

( d e f i n e−param f c e n 0 . 2 3 ) ; p u l s e c e n t e r f r e q u e n c y

( d e f i n e−param df 0 . 0 8 ) ; p u l s e f r e q u e n c y wid th

( s e t ! s o u r c e s ( l i s t

( make s o u r c e ( s r c ( make g a u s s i a n−s r c ( f r e q u e n c y f c e n ) ( f w i d t h d f ) ) )

( component Ey )

( c e n t e r 0 . 4 0 0 )

)

)

)

( s e t ! s y m m e t r i e s ( l i s t ( make m i r r o r−sym ( d i r e c t i o n Y) ( phase −1) ) ) )

; ( s e t−param ! k−p o i n t ( v e c t o r 3 k 0 ) )

( use−o u t p u t−d i r e c t o r y )

( run−s o u r c e s + 300
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( a t−b e g i n n i n g o u t p u t−e p s i l o n )

( a f t e r −s o u r c e s ( harminv Hz ( v e c t o r 3 0 . 4 ) f c e n d f ) ) )

( d e f i n e−param k− i n t e r p 19)

( run−k−p o i n t s 500 ( i n t e r p o l a t e k− i n t e r p ( l i s t

( v e c t o r 3 0 0) ( v e c t o r 3 0 . 5 0 )

)

)

)

Computing band structure with Meep involves several subtleties. For instance, Harminv ac-

curacy goes down for large frequency bandwidths, as the increased number of bands makes the

signal-processing more complicated. Sometimes, spurious modes appear as isolated dots on the

band structure plot due to small number of pixels per unit cell. Therefore, it is recommended to

increase the resolution from the default value as shown in the script. Also, it is recommended to

exploit mirror symmetries to reduce the amount of computation and storage required for the sim-

ulation. Though the structure has mirror symmetry planes through the x and y axes, the source

breaks the mirror symmetry through the y axis. In the script, the mirror symmetry through the x

axis is exploited. More technical issues can be found in the Meep website.

A.2 Cavities resonant modes

Frequencies exist within the photonic bandgap are not allowed to propagate inside photonic

crystals. However, one can introduce some modes to the bandgap by creating a defect in the

crystal. The defect can be formed by modifying the photonic crystals geometry. Since these modes

are confined in the bandgap, they either decay in the uniform waveguide that lies on either side of

the holes (characterized by 1/Qw) or decay in the surrounding air (characterized by 1/Qr). Now, we

explain how to calculate quality factors of long lifetime resonant modes. First, the computational

cell is constructed such that padding and perfectly matched layers are added at the end of all axes.

After that, we specify the geometry of the nanobeam cavity as well as the attached waveguide using
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loops and predefined functions such as "geometric-object-duplicates". Next, a Gaussian pulse or

any time-dependent source is placed at the canter of the cavity. As before, we wait enough time

after the source is turned off and then analyze the response via Harminv at the cavity center. The

resulting quality factor is the the total quality factor Qtot given by the Eq. 2.3.

In order to calculate the cavity transmission one can place the source in one end of the cell

and compute the transmission (or the flux spectrum) at the other end. Since the cavity bounces the

beam back and forth, one has to collect the spectrum until the field decays by at least 1/1000 at

the flux plane. However, the time it takes to run this simulation is very long for high quality factor

cavities, and sometimes it goes beyond the limit we have in the cluster computer. Another way to

calculate the cavity transmission is to compute first Qr by adding 10 holes in each side of the cavity

where Qtot ∼ Qr. Then, we extract Qw using the Eq. 2.3 and substitute it in Eq. 2.4 to estimate the

cavity transmission.

Cavity mode volume defined in Eq. 2.1 can also be calculated in Meep using the predefined

function "meep-fields-modal-volume-in-box fields". The resulting volume is in unit of a3 which is

different from the conventional unit (λ/n)3. To convert the mode volume to the conventional unit,

multiply the default volume by (ωnorm · n)3.

Meep script for the quality factor and mode volume calculation is shown in the following code:

( d e f i n e−param n 3 . 4 ) ; s p e c i f i e d waveguide r e f r a c t i v e i n d e x

( d e f i n e−param wf 1 . 8 ) ; s p e c i f i e d f i n a l wid th

( d e f i n e−param wi 1 . 5 ) ; s p e c i f i e d i n i t i a l wid th

( d e f i n e−param l e n 32) ; l e n g t h o f waveguide

( d e f i n e−param r f 0 . 3 ) ; r a d i u s o f t h e h o l e s

( d e f i n e−param pad 3) ; padd ing between t h e waveguide and PML

( d e f i n e−param rw 8 5 3 . 4 ) ; c u r v a t u r e o f t h e w a i s t

( d e f i n e−param dpml 1) ; t h i c k n e s s o f PML

( d e f i n e−param nh 1 6 ) ; No . o f h o l e s

( d e f i n e−param h 1 ) ; waveguide h e i g h t
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( d e f i n e−param add t ime 1 0 0 0 ) ; r u n n i n g a d d i t i o n a l t ime

( d e f i n e sx (* 2 (+ nh pad dpml ) ) ) ; X c e l l s i z e

( d e f i n e sy (+ wf (* 2 pad dpml ) ) ) ; Y c e l l s i z e

( d e f i n e sz (+ h (* 2 pad dpml ) ) ) ; Z c e l l s i z e

( s e t ! geometry− l a t t i c e ( make l a t t i c e ( s i z e sx sy sz ) ) )

( s e t ! geomet ry

( append

( g e o m e t r i c−o b j e c t−d u p l i c a t e s

( v e c t o r 3 1 0) 0 (+ (− nh ( / l e n 2 ) ) pad dpml )

( make b l o c k ( c e n t e r (+ (* l e n 0 . 5 ) 1 ) 0 ) ( s i z e 1 wf h )

( m a t e r i a l ( make d i e l e c t r i c ( i n d e x n ) ) )

)

)

( g e o m e t r i c−o b j e c t−d u p l i c a t e s

( v e c t o r 3 −1 0) 0 (+ (− nh ( / l e n 2 ) ) pad dpml )

( make b l o c k ( c e n t e r (− (* l e n −0.5) 1 ) 0 ) ( s i z e 1 wf h )

( m a t e r i a l ( make d i e l e c t r i c ( i n d e x n ) ) )

)

)

)

)

( d e f i n e ( copy x x−max dx )

( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make b l o c k ( c e n t e r x 0 0)

( s i z e 1 (+ wi (* +2 rw ) (* −2 rw ( s q r t (− 1 ( e x p t ( / x rw ) 2 ) ) ) ) ) h )

( m a t e r i a l ( make d i e l e c t r i c ( i n d e x n ) ) )
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)

)

)

)

( copy (+ x dx ) x−max dx )

)

)

)

( copy (* ( / l e n 2 ) −1) (* ( / l e n 2 ) 1 ) 1 )

( d e f i n e ( a d d r i g h t x x−max dx )

( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make c y l i n d e r ( c e n t e r (+ x 0) ( / wf 2 ) )

( r a d i u s r f ) ( h e i g h t h ) ( m a t e r i a l a i r )

)

( make c y l i n d e r ( c e n t e r (+ x 0) ( / wf −2))

( r a d i u s r f ) ( h e i g h t h ) ( m a t e r i a l a i r )

)

)

)

)

( a d d r i g h t (+ x dx ) x−max dx )

)

)

)

( d e f i n e−param a d d s i d e ? t r u e )

( i f a d d s i d e ?
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( b e g i n

( a d d r i g h t (+ ( / l e n 2 ) 0 ) (* 1 nh ) 1 )

)

)

( d e f i n e ( a d d l i f t x x−max dx )

( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make c y l i n d e r ( c e n t e r (− x 0) ( / wf 2 ) )

( r a d i u s r f ) ( h e i g h t h ) ( m a t e r i a l a i r )

)

( make c y l i n d e r ( c e n t e r (− x 0) ( / wf −2))

( r a d i u s r f ) ( h e i g h t h ) ( m a t e r i a l a i r )

)

)

)

)

( a d d l i f t (+ x dx ) x−max dx )

)

)

)

( d e f i n e−param a d d s i d e ? t r u e )

( i f a d d s i d e ?

( b e g i n

( a d d l i f t (* −1 nh ) (* ( / l e n 2 ) −1) 1 )

)

)

( d e f i n e ( f i l l x x−max dx )
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( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make c y l i n d e r ( c e n t e r x 0 0)

( r a d i u s r f )

( h e i g h t h )

( m a t e r i a l a i r )

)

)

)

)

( f i l l (+ x dx ) x−max dx )

)

)

)

( d e f i n e−param h o l e s ? t r u e )

( i f h o l e s ?

( b e g i n

( f i l l (+ (* −1 nh ) 0 . 5 ) (− (* 1 nh ) 0 . 5 ) 1 )

)

)

( d e f i n e ( s i d e x x−max dx )

( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make c y l i n d e r

( c e n t e r (+ x 0) ( / (+ wi (* +2 rw )

(* −2 rw ( s q r t (− 1 ( e x p t ( / x rw ) 2 ) ) ) ) 0 ) 2 ) 0 )

( r a d i u s r f )
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( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r

( c e n t e r (+ x 0) ( / (+ wi (* +2 rw )

(* −2 rw ( s q r t (− 1 ( e x p t ( / x rw ) 2 ) ) ) ) 0 ) −2) 0 )

( r a d i u s r f )

( h e i g h t h )

( m a t e r i a l a i r )

)

)

)

)

( s i d e (+ x dx ) x−max dx )

)

)

)

( d e f i n e−param h o l e s i d e ? t r u e )

( i f h o l e s i d e ?

( b e g i n

( s i d e 0 (* 1 ( / l e n 2 ) ) 1 )

)

)

( d e f i n e ( s i d e x x−max dx )

( i f ( <= x x−max )

( b e g i n ( s e t ! geomet ry ( append geomet ry ( l i s t

( make c y l i n d e r
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( c e n t e r (− x 0) ( / (+ wi (* +2 rw )

(* −2 rw ( s q r t (− 1 ( e x p t ( / x rw ) 2 ) ) ) ) 0 ) 2 ) 0 )

( r a d i u s r f )

( h e i g h t h )

( m a t e r i a l a i r )

)

( make c y l i n d e r

( c e n t e r (− x 0) ( / (+ wi (* +2 rw )

(* −2 rw ( s q r t (− 1 ( e x p t ( / x rw ) 2 ) ) ) ) 0 ) −2) 0 )

( r a d i u s r f )

( h e i g h t h )

( m a t e r i a l a i r )

)

)

)

)

( s i d e (+ x dx ) x−max dx )

)

)

)

( d e f i n e−param h o l e s i d e ? t r u e )

( i f h o l e s i d e ?

( b e g i n

( s i d e (* −1 ( / l e n 2 ) ) 0 1 )

)

)

( s e t ! pml− l a y e r s ( l i s t ( make pml ( t h i c k n e s s dpml ) ) ) )
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( s e t−param ! r e s o l u t i o n 2 4 ) ; i n c r e a s e from d e f a u l t v a l u e o f 10

( d e f i n e−param f c e n 0 . 2 2 6 ) ; p u l s e c e n t e r f r e q u e n c y

( d e f i n e−param df 0 . 0 0 4 ) ; p u l s e wid th ( i n f r e q u e n c y )

( s e t ! s o u r c e s ( l i s t

( make s o u r c e

( s r c ( make g a u s s i a n−s r c ( f r e q u e n c y f c e n ) ( f w i d t h d f ) ) )

( component Ey )

( c e n t e r 0 0 0)

)

)

)

( s e t ! s y m m e t r i e s

( l i s t ( make m i r r o r−sym ( d i r e c t i o n Y) ( phase −1))

( make m i r r o r−sym ( d i r e c t i o n X) ( phase + 1 ) )

( make m i r r o r−sym ( d i r e c t i o n Z ) ( phase + 1 ) )

)

)

( d e f i n e ( p r i n t−mode−volume ) ( p r i n t

" mode_volume : " ( meep−t ime )

" , " ( e l e c t r i c −energy−in−box

( meep−f i e l d s − t o t a l −volume f i e l d s ) )

" , " ( meep−f i e l d s −e l e c t r i c −energy−max−in−box f i e l d s

( meep−f i e l d s − t o t a l −volume f i e l d s ) )

" , " ( meep−f i e l d s −modal−volume−in−box f i e l d s

( meep−f i e l d s − t o t a l −volume f i e l d s ) )

" \ n " )

)
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( use−o u t p u t−d i r e c t o r y )

( run−s o u r c e s + add t ime

( a t−b e g i n n i n g o u t p u t−e p s i l o n )

( a f t e r −s o u r c e s ( harminv Ey ( v e c t o r 3 0 0 0) f c e n d f ) )

( a f t e r −s o u r c e s + (− add t ime ( / . 0 5 f c e n ) ) p r i n t−mode−volume )

)

( run−u n t i l ( / 1 f c e n ) ( a t−e v e r y ( / 1 f c e n 10) o u t p u t−e f i e l d −y ) )

Calculating quality factors with Meep involves several subtleties. Sometimes, modes are not

showing up at the end of the simulation. This happens mostly because of mismatching between

the field component or the polarization of the source and the cavity resonance we are looking for.

Since we are interested in TE modes localized in the bandgap, the source should have one of these

components: Hz, Ey, and Ex. For a technical reason, we usually choose Ey for the Gaussian source.

In addition, the structure has mirror symmetry planes through all axes, and therefore we can exploit

the mirror symmetries while the ensuring the correct phase of even and odd symmetries. This helps

not only to reduce the amount of the computation but also to decrease the error in quality factor

calculations. Moreover, specifying the central frequency and the bandwidth is quite elusive. We

often try different frequencies and bandwidths with close values and check the corresponding error

and the modal value.
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APPENDIX B

OPTIMIZATION OF ELECTRON BEAM LITHOGRAPHY

The fabrication procedure for both GaP devices and Si3N4 devices involves many challenges.

In this section, we explain the most fundamental issues we have encountered specifically during

the EBL process. First of all, one has to optimize the basic variables of EBL procedure. The

most crucial variable is the electron beam dose, in essence, how many electrons per unit area of

exposure. This value changes depending on the dimension of the pattern, the resist type, and the

beam power. For example, the optimal dose for 950 PMMA A4 resist is around 300 µC/cm2. For

HSQ negative resist, the the optimal dose is not stable but mostly is found around 800 µC/cm2.

The first obscured problem concerns the shape and smoothness of nanobeam tapering arcs.

SEM images for different rotational angles are displayed in Figure B.1 (a) and (b). It is clear

that straight and right angle have imperfectly rounded arcs, whereas the angled structures exhibit

smooth and fine arcs. However, this problem only appears for curves and rounded structures. The

shape of the circular holes is another challenge, especially for relatively big feature sizes. SEM

image of a typical Si3N4 nanobeam cavity is displayed in Fig. B.1 (c). It can be seen that the holes

size and shape is not uniform and disordered. In addition, the sidewalls roughness is too poor.

In general, sidewalls roughness is a combination of the resist-edge roughness and etched surface

roughness. We notice that such problems arise when the e-beam is exposed to big and small

features simultaneously. To circumvent these issues, we divide big areas into separate zones by

writing only around their boundaries, as shown in Fig. B.1 (d). The resulting large rectangles will

be gone after the Si undercut. The key advantage of this method is that we keep the exposed areas

approximately in the same size to avoid any consequences for combining big and small features at

the same time.

While most of the EBL problems can be resolved by adjusting universal parameters and vari-

ables governing EBL procedure, some issues are linked not to the EBL system itself but to the layer
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(a) (b)

(c) (d)

Figure B.1: SEM images of a nanobeam cavities fabricated via EBL process with various opti-
mization parameters. (a) & (b) Structures fabricated on different rotational angles. These devices
were initially fabricated with notches for free space-waveguide coupling instead of the waveguide
taper. (c) Imperfect circular holes and rough sidewalls are observed as a result of combining big
and small features. (d) Relatively big structures are marked around the device to keep the size
of the exposed areas relatively close. These structures will be eradicated during the undercutting
procedure.
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in which the pattern is transferred. For instance, Si3N4 films has a relatively large bandgap (5 eV)

making the e-beam focusing at the resist surface burdensome. Moreover, PMMA resist is known

to have a bad selectivity in Si3N4 dry etch process, especially PECVD films according to Table

2.3 in Chapter 1. We deposit ∼ 20 nm of tungsten as a hard mask using DC sputtering tool which

enables us to overcome these limitations. The pattern is transferred to the tungsten layer via RIE

etching. The recipe is summarized in Table B.1. The selectivity of Si3N4 to tungsten during the

dry etching is relatively high (5:1). After the etching process, the remaining tungsten is removed

via a high temperature wet etching which uses Hydrogen peroxide (H2O2). Figure B.2 and shows

SEM images of devices fabricated with tungsten hard mask and without it. The roughness of the

lines is slightly enhanced with tungsten hard mask. However, the overall shape does not improve

significantly.

SF6 flow 20 sccm

RF power 200 W

DC bias 330 V

ICP power 0 W

Chamber pressure 10 mTorr

Temperature 20°C

Etch rate 0.85 nm/s

selectivity (Tungsten:PMMA) 1:5

Table B.1: Dry etching recipe of tungsten hard mask.
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(a) (b)

(c) (d)

Figure B.2: (a) & (b) SEM images of a nanobeam cavity fabricated on tungsten hard mask before
transferred to Si3N4 layer. (c) & (d) SEM images of a nanobeam cavity fabricated on Si3N4 layer
without a tungsten hard mask. Left images are taken after the dry etching process, and right images
are taken after the undercutting process.
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APPENDIX C

REFLECTION OF THE FIBER RETROREFLECTOR

(a)

(b)

Figure C.1: (a) Schematic of the setup used to measure the reflection of the fiber retroreflector. (b)
Schematic of the setup used to measure the power transmission between the point PM1 to the point
PM2.

In chapter 4, we address the fiber-waveguide coupling efficiency which can be calculated by

different schemes. The easiest scheme involves two photo diodes: one to calculated the power

before the fiber and one after the fiber [91]. Then, the coupling efficiency would be simply the

ratio of these two power values, after compensating for the power loss in the bath between the two

points. Though this method seems to be straightforward, photo diodes are not always identical and

this might lead to a huge error bar. The other alternative method is to use the fiber retroreflectors,

which reflects all incident the beam, to calculate the normalization constant (ζ) in Eq. 4.5.
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In principle, the average reflection from the fiber retroreflectors should be higher than 97.5%

for the wavelength larger than 450 nm, based on the data sheet provided from Thorlabs. According

to this estimate, the coupling efficiency we get is larger than 100%. This indicates that something

is either missing or overestimated. To investigate this issue, we measure the actual reflection of

the retroreflector using the scheme shown in Fig. C.1 (a). We send the light from the same source

we used for calculating the coupling efficiency (SuperK EVo, NKT Photonics) and then measure

the power that is coming in/out from the fiber retroreflector. Therefore, the reflection of the fiber

retroreflector will be given by:

β =
PM2

αPM1
(C.1)

where α is the power transmitted through the optics locate between the two points where the power

is measured, namely, PM1 and PM2. The measured transmission is α = 0.037% using the scheme

shown in Fig. C.1 (b) where the incoming beam is connected to the same point where the fiber

retroreflector used to be connected. Finally, we found that the reflection of the retroreflector is only

β = 60%.
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