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 ABSTRACT 

 

The interaction of light with biological media represents an increasingly 

important area of research. Recent expansion of ultrafast laser sources in the mid-

infrared (MIR) regime is driving research in previously unexplored areas. In particular, 

the applications of these systems to biological materials is significant due to biological 

materials response to MIR wavelengths. The first two works presented here are 

motivated by gaps in the American National Standard for Safe Use of Lasers (ANSI) 

Z136.1 for eye safety. While we are ultimately interested in the nonlinear effects of MIR 

laser sources and the potential for retinal damage, we began by studying nonlinear 

behavior in Zinc Selenide (ZnSe) and air. The nonlinear processes examined were that of 

harmonic and continuum generation. The filament that was generated by the laser pulse 

in atmospheric air produced enough visible light at several wavelengths that were 

determined to be hazardous to the retina. Further work is required by the study in ZnSe 

to determine if maximum permissible exposure limits for retinal tissue was exceeded, 

despite significant visible light generation having been observed in spectral analysis. 

Laser light is not only a threat to safety, but a tool for use in diagnosing and 

understanding complicated biological structures. Raman spectroscopy allows for precise 

chemical and molecular analysis. The information Raman spectroscopy provides can 

identify the composition of unknown materials along with quantification of molecular 

concentration. Analysis of a commercial Raman spectrometer provided information 

about the most effective operation parameters for signal-to-noise enhancement. 
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Thereafter, the spectrometer was used in determining the effectiveness of a microfluidic 

device as a cultivation tool for microalgae produced lipids. The results showed that 

Raman spectroscopy worked as effectively at measuring lipid production for time-course 

analysis as conventional methods without causing the damage to the algae cell typical of 

those conventional methods. Finally, a random Raman laser was investigated as a tool 

for imaging phenomena with lifetimes on the order of nanoseconds. The work 

determined the random Raman laser to be a more effective imaging tool when compared 

to two other conventional strobe methods. 
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CHAPTER I  

INTRODUCTION  

 

1.1 Motivation 

Since its invention, the laser has become a tool widely used throughout society 

[1]. Its many applications from precision measurement to medical technology mean that 

more people come in contact with these systems each year. As such, it is important to 

understand how the light generated from laser systems interact with the biological 

materials with which they come into contact. Certain critical parts of the eye are very 

susceptible to damage induced by a laser. Parts of the eye like the cornea and lens absorb 

a significant portion of light outside of the visible spectrum and even if damaged will not 

prevent sight. Light that passes through these outer eye layers will generally reach the 

retina. Should the retina be damaged, loss of eyesight can occur. This necessitates 

having strongly set and defined maximum permissible exposure (MPE) limits based on 

laser wavelength and time duration.  

Lasers have significant applications to the advancement of biological and 

medical technologies. Raman scattering is an extremely versatile tool due to the 

molecular chemical information it provides. The chemical information acts essentially as 

a “fingerprint” for the material being analyzed. Utilizing this tool for analysis of 

materials over time can impact how we produce goods. Imaging, while possibly one of 

the oldest uses of light, is still one of the most important. Many medical technologies 

from magnetic resonance imaging (MRI) to ultrasound, allow doctors to view human 
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anatomy or observe physiology. Discovering new ways to image within the body in non-

invasive manners would be extreme breakthroughs. 

1.2 ANSI Standards 

The current ANSI eye safety standards (Z136.1) currently do not set MPE limits 

that account for nonlinear processes that could alter laser frequency in mid-infrared 

(MIR) wavelengths. The standard for retinal damage is currently based on pulse 

durations ranging from second to nanosecond. The nonlinear effects of those pulse 

durations are negligible, however picosecond to femtosecond pulses can have drastic 

nonlinear responses. Therefore, the laser eye protection (LEP) equipment required for 

safe operation may not be suitable given current standards when operating in these MIR 

ultrafast pulse regimes. The cornea, aqueous, and vitreous humors of the eye absorb 

MIR light to such a significant degree that ANSI allows for high MPE limits. The 

damage is therefore limited to the lens and cornea in a linear optics system. When 

dealing with nonlinear phenomena such as harmonic and supercontinuum generation, the 

visible and near-infrared (NIR) wavelengths become accessible with MIR laser pulses. 

The lack of absorption in the eye before the retina for wavelengths under 1.2 µm allows 

the visible and NIR light generated from the original MIR pulse to pass to the retina. The 

retina has lower MPE limits in the visible and NIR, thus the generated light might be 

damaging. [2] 

A few of the characteristics of electromagnetic radiation that play a significant 

role in the interaction with a media are the pulse energy, pulse width, and the temporal 

shape of the pulse, which in turn are related to the peak power of the pulse. When 
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observing a light pulse, the pulse energy can be found by simply integrating the curve of 

the optical power of an electromagnetic radiation pulse as a function of time. The peak 

power of the pulse is found from the place of maximum amplitude on the optical power 

curve. Imagine that pulse energy remained constant, but the duration of the pulse was 

decreased. The pulse energy remaining constant requires that the area under the optical 

power curve remains a constant and thereby forces the maximum amplitude to 

significantly increase. Higher peak power is obtained simply by changing pulse duration 

without changing the pulse energy. The relationship is given by: 

 𝑃𝑒𝑎𝑘 𝑃𝑜𝑤𝑒𝑟 =  
𝑃𝑢𝑙𝑠𝑒 𝐸𝑛𝑒𝑟𝑔𝑦

𝑃𝑢𝑙𝑠𝑒 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛
 (Eq. 1.1) 

 The different components of the eye have different thresholds for damage. 

Damage thresholds are stated as the amount of radiant exposure with units of Joules per 

square centimeter. The radiant exposure thresholds are typically for wavelengths ranging 

from the ultraviolet to the far-infrared. The thresholds take the duration of exposure to 

the radiation in to account as well. The MPE threshold as determined by ANSI is the 

maximum allowed radiant exposure of electromagnetic radiation for a given wavelength 

to the cornea of the eye before damage to critical optical components will occur. The 

peak power relates to the MPE thresholds and the standards ANSI sets for laser eye 

protection. Decreases in pulse duration also decrease exposure time. The resulting 

increased peak power results in lower MPE thresholds. 

 The current ANSI Z136.1 eye safety standards were released in 2014. When 

compared to the previous 2007 recommendations, a significant increase in MPE limits in 

the 1200 to 1400 nm region with pulse durations from 100 femtoseconds to 30,000 
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seconds were allowed. The increase was based on minimum visible lesions collected for 

pulse durations of 100 fs and greater. Substantial attenuation from absorption in the front 

of the eye such as the vitreous and aqueous humors suggests acceptable radiant exposure 

levels can be exceptionally high in the NIR regime [3-12]. Even if the assumption that 

the attenuation of the radiation is still significant enough for shorter duration pulses, the 

nonlinear effects that those pulses can generate may generate visible light which have 

lower exposure thresholds. 

1.3 Harmonic and Supercontinuum Generation 

The nonlinear optical effects primarily important are harmonic generation and 

continuum generation. A high intensity laser pulse interacting with a sample media 

causes harmonic generation. A simple model of harmonic generation considers N 

photons “mixing” into a single photon [Fig. I.1]. This photon has energy equal to the 

sum of the original N photons and is the Nth harmonic of the original frequency. In 

terms of atomic interactions, an atom interacts with the intense laser pulse causing a 

time-dependent dipole moment that radiates at the allowed multiples of the original 

pulse frequency [13]. The allowed multiples are dependent on the atom or media the 

field interacts with. When harmonic generation goes above fifth order, it is considered to 

be high harmonic generation. A recent study in air saw up to ninth order harmonic 

generation due to filamentation generation [14]. Lower order harmonics such as second 

and third are quite easily found. Second harmonic generation has been utilized in 

applications such as microscopy for simple filtering of the excitation light while 

providing high spatial resolution without use of pinholes [15, 16].  
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Figure I.1: a) Second harmonic generation and b) Nth harmonic generation. Second 

harmonic generation occurs when two photons of the same frequency ν collectively 

excite the molecule into a virtual state. The resulting drop back to the ground state 

emits a photon with twice the energy and therefore frequency of one of the incident 

photons. The Nth harmonic is an extrapolation of the second harmonic case. 

 

Supercontinuum generation [17] occurs when the laser pulse interacts with the 

medium to cause a spectral broadening of the original pulse bandwidth. Spectral 

broadening [18] is generally the result of self-phase modulation (SPM) which is itself 

related to the Kerr effect. The Kerr effect describes a nonlinear response of a medium’s 

index of refraction due to an intense laser pulse [19]. The changing or nonlinear 

refractive index is caused by the nonlinear polarization of the media due to the laser 

pulse interacting with the medium [20]. The nonlinear change in refractive index is 

therefore dependent on the time varying intensity of the propagating pulse. A phase shift 

in the pulse results from the changes in index of refraction over time. The initial pulse 

has acquired a “chirp” or time varying instantaneous frequency. Studies performed using 

Raman spectroscopy [21], STED microscopy [22], and optical coherence tomography 

[23] have all utilized continuum generation. 
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Harmonic and supercontinuum generation can be understood as a consequence of 

the optical nonlinearity of a medium. The following treatment on optical nonlinearities 

and their consequences (harmonic and supercontinuum generation) will follow from 

Robert Boyd’s “Nonlinear Optics” [24]. We begin by considering the dipole moment per 

unit volume (polarization) �̃�(𝑡) of a material system. The polarization depends on the 

strength of the applied optical field, �̃�(𝑡). By expressing the polarization as a Taylor 

series expansion of the field strength, we get: 

  �̃�(𝑡) = 𝜖0[𝜒(1)�̃�1(𝑡) + 𝜒(2)�̃�2(𝑡) + 𝜒(3)�̃�3(𝑡) + ⋯ ] (Eq. 1.2) 

The quantity 𝜒(1) is the linear susceptibility whereas 𝜒(2), 𝜒(3), etc. are the second- and 

third-order nonlinear susceptibilities respectively. The value 𝜖0 is the permittivity of free 

space. The time-varying polarization acts as a source of new components of the 

electromagnetic field when the nonlinear regime is reached.  

 We now apply an electromagnetic field from a laser beam to the polarization 

equation. The laser beam field is represented as: 

  �̃�(𝑡) = 𝐸𝑒−𝑖𝜔𝑡 + 𝑐. 𝑐. (Eq. 1.3) 

where 𝜔 is the frequency of the optical field, 𝐸 is the amplitude, and c.c. is the complex 

conjugate of 𝐸𝑒−𝑖𝜔𝑡. The beam is incident on a crystal with a nonzero second-order 

susceptibility. The second-order nonlinear polarization is then given by: 

  �̃�(2)(𝑡) = 2𝜖0𝜒(2)𝐸𝐸∗ + (𝜖0𝜒(2)𝐸2𝑒−2𝑖𝜔𝑡 + 𝑐. 𝑐) (Eq. 1.4) 

The resulting second-order nonlinear polarization provides two terms to consider. The 

first term is a constant and contributes at the zero frequency. The second term 

contributes to a polarization at the frequency 2𝜔. The contribution from the second term 
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indicates the possibility of generation of radiation at the double of the initial frequency 

or the second harmonic. Given proper conditions, the second-harmonic generation 

process can be exceptionally efficient, such that nearly all of the power from the incident 

radiation is converted to radiation at the second-harmonic frequency. This can be 

extrapolated to higher order harmonics. 

 Supercontinuum generation follows from self-phase modulation and the Kerr 

effect. As described in Boyd [24], self-phase modulation derives from an optical pulse’s 

interaction with a material’s nonlinear refractive index causing a change in the phase of 

the pulse. Boyd begins by adjusting the optical field equation 1.4 by adding a spatial and 

time varying component to the field amplitude and defining the nonlinear refractive 

index as: 

  �̃�(𝑧, 𝑡) = �̃�(𝑧, 𝑡)𝑒𝑖(𝑘0𝑧−𝜔0𝑡) + 𝑐. 𝑐. (Eq. 1.5) 

  𝑛(𝑡) = 𝑛0 + 𝑛2𝐼(𝑡) (Eq. 1.6) 

where 𝜔0 is the frequency of the pulse, 𝑘0 is the wavenumber of the pulse, 𝑛0 is the 

linear refractive index, 𝑛2 is the second-order nonlinear refractive index, and 𝐼(𝑡) is the 

time varying intensity of the field. Two assumptions are made in this theory. First, the 

medium can respond instantaneously to the pulse intensity. Second, the length of the 

medium is short enough that no reshaping of the pulse occurs within the medium. The 

medium alters the transmitted pulse’s phase by: 

  𝜙𝑁𝐿(𝑡) = −𝑛2𝐼(𝑡)𝜔0
𝐿

𝑐
 (Eq. 1.7) 

where 𝐿 is the length of the medium the pulse propagates through and 𝑐 is the speed of 

light in a vacuum. The variance in the phase as a function of time can cause the spectrum 
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of the transmitted pulse to be broader than the incident pulse. Boyd [24] states that while 

the spectral content of the transmitted pulse can be determined by calculating its energy 

spectrum: 

  𝑆(𝜔) = |∫ �̃�(𝑡)𝑒−𝑖𝜔0𝑡−𝑖𝜙𝑁𝐿(𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞

−∞
|

2
 (Eq. 1.8) 

the more intuitive approach is to define the instantaneous frequency 𝜔(𝑡) of the pulse 

and derive the broadened spectrum from there. 

  𝜔(𝑡) = 𝜔0 +
𝑑

𝑑𝑡
𝜙𝑁𝐿(𝑡) (Eq. 1.9) 

The instantaneous frequency is centered on the optical frequency 𝜔0 and varies based on 

the change in the nonlinear phase. The instantaneous frequency as defined is valid so 

long as the optical field amplitude, �̃�(𝑡), varies slowly when compared to the optical 

period. Assuming a Gaussian profile for the incident pulse, the equation for the time 

dependent intensity can be written as: 

  𝐼(𝑡) = 𝐼0𝑒
−𝑡2

𝜏2  (Eq. 1.10) 

where 𝐼0 is the peak intensity and 𝜏 is full width half-maximum pulse duration. Figure 

I.2 represents this pulse.  
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Figure I.2: Time dependent intensity of a Gaussian laser pulse. The pulse has a 

maximum amplitude of 𝑰𝟎 at time zero. As time increases, the pulse propagates into 

and through the medium. Therefore, the side of the pulse that first interacts with 

the medium is at times 𝒕 < 𝟎, also known as the leading edge. 

 

Two terms that will be utilized to describe the pulse are the leading edge and the trailing 

edge. The term “edge” refers to the transition of the pulse from low to high intensity or 

high to low intensity as it propagates through the medium. The leading edge is the 

considered to be the front of the pulse, or the first part of the pulse that interacts with the 

medium, where the intensity is going from zero to 𝐼0. The pulse intensity described in 

Equation 1.10 has its leading edge at time 𝑡 < 0. Meaning that the medium first interacts 

with the pulse intensities on that side of time zero. The pulse’s trailing edge is 

considered the back edge of the pulse. The trailing edge is the portion of the pulse where 

the intensity is going from high to low intensity or from 𝐼0 to zero. The Gaussian pulse 
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from Equation 1.10 has its trailing edge at time 𝑡 > 0. The nonlinear phase shift and 

instantaneous frequency are then determined to be: 

  𝜙𝑁𝐿(𝑡) = −𝑛2𝜔0
𝐿

𝑐
𝐼0𝑒

−𝑡2

𝜏2  (Eq. 1.11) 

  𝜔(𝑡) = 𝜔0 + 2
𝑛2𝜔0𝐿𝐼0

𝑐𝜏2 𝑡𝑒
−𝑡2

𝜏2  (Eq. 1.12) 

 The instantaneous frequency equation now describes how the pulse frequency 

changes as it passes through the nonlinear medium [Fig. I.3]. Before it arrives, the pulse 

has a frequency of 𝜔0. As it begins to pass through the medium, the leading edge of the 

pulse experiences a frequency shift to lower frequencies. Eventually the center of the 

pulse, where the intensity is the highest, arrives but experiences no frequency shift. As 

the pulse continues to travel through the medium, the trailing edge of the pulse instead 

experiences a shift to higher frequencies. By taking the time derivative of the 

instantaneous frequency and setting it equal to zero, one can find the maximum and 

minimum values for the shifts in the frequency. The instantaneous frequency indicates 

that either increases in the second-order nonlinear refractive index or the maximum 

intensity of the pulse will lead to increases in the broadening. If the spectral broadening 

becomes large enough such that a wide range of frequencies are observed with a 

reasonably smooth spectral continuum, then the pulse is said to be a supercontinuum. 
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Figure I.3: The instantaneous frequency demonstrates how the pulse is spectrally 

broadened as it passes through the medium. Before the pulse arrives at the 

medium, it has a frequency of 𝝎𝟎. As the leading edge interacts with the medium, 

the change in the nonlinear phase shift induces a red shift in the frequency. The 

center of the pulse, with the highest intensity, experiences no shift. The trailing edge 

has a blue shift in its frequency. 

 

1.4 Filamentation 

Harmonic and supercontinuum generation can occur in a myriad of ways and 

need not just be due to a highly nonlinear material. While the medium that the high 

intensity light passes through may cause the effect, another method of generation is 

through laser filamentation. A filament’s unique ability to beat the diffraction limit over 

extended distances makes them of interest and important to many studies such as 

atmospheric filamentation. Studies utilized atmospheric filamentation to demonstrate 

applications of femtosecond (fs) LIDAR remote sensing [25], laser-induced breakdown 

spectroscopy [26], and white light continuum ranging [27].  
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Figure I.4: Filamentation. The black dotted outer lines demonstrates the standard 

diffraction limit of a focused laser beam. The red inner lines demonstrate a 

filament beating the diffraction limit while balancing the effects of self-focusing and 

plasma defocusing. Adapted from Couairon, et al. “Femtosecond filamentation in 

transparent media” [28]. 

 

 

The nonlinear laser filamentation effect occurs when self-focusing and plasma 

generation combine to beat the diffraction limit of a beam in a gas, liquid, or solid 

material well past the Rayleigh length [28]. The filament is generated when Kerr-lens 

self-focusing is started by interaction of the laser pulse with an intensity dependent 

refractive index (Eq. 1.6) [Fig. I.4]. Self-focusing only occurs when the incident pulse 

power (Eq. 1.13) exceeds the required critical power (Eq. 1.14). Passing the power 

threshold will cause the Kerr lensing to beat the diffraction limit and collapse the beam. 

The very collapse will generate multiphoton ionization or plasma in the medium. The 

generated plasma prevents further collapse and acts as a defocusing lens. Self-focusing 

and plasma defocusing will balance for a short time creating multiple thin filaments 
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beating the Rayleigh length. The high intensity of the light in the filament can cause 

SPM leading to continuum generation.  

 𝑃𝑝𝑢𝑙𝑠𝑒 = 𝐾
𝐸𝑝𝑢𝑙𝑠𝑒

𝑡𝑝𝑢𝑙𝑠𝑒
, 𝐾 = 0.94 for a Gaussian Beam  (Eq. 1.13) 

 𝑃𝑐𝑟𝑖𝑡 =
𝐶𝜆2

8𝜋𝑛0𝑛2
 , 3.72 < 𝐶 < 6.4 (Eq. 1.14) 

 

 

Figure I.5: Self-focusing. A collimated laser beam with a beam waist radius of 𝒘𝟎 is 

incident upon a nonlinear medium. The intensity profile of the beam is such that 

the on-axis intensity is larger than that of the edges. The result is a spatially varying 

refractive index, where the refractive index decreases until it becomes just the 

linear refractive index as one moves away from the beam axis. The self-focusing 

distance (𝒛𝒔𝒇) and angle (𝜽𝒔𝒇), where 𝒛𝒔𝒇 can be found by application of Fermat’s 

principle. Adapted from Robert Boyd’s “Nonlinear Optics” [24]. 

  

 Boyd [24] models the self-focusing process by at first ignoring diffraction 

effects, due to an assumption that either the beam intensity or diameter is sufficiently 

large. A collimated laser beam of radius 𝑤0 and an on-axis intensity of 𝐼0 passes into a 

nonlinear optical medium where 𝑛2 > 0. The interaction of the beam with the medium 

causes the beam to self-focus. The self-focusing distance is called 𝑧𝑠𝑓 and is the distance 
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from the input face of the medium to the focal point. The self-focusing distance is found 

by application of Fermat’s principle. Fermat’s principle essentially states that light will 

follow the path of least time. More explicitly, Fermat’s principle states that the optical 

path length between two points, a and b, of all rays from a wavefront to the self-focus 

must be equal: 

  𝑂𝑝𝑡𝑖𝑐𝑎𝑙 𝑃𝑎𝑡ℎ 𝐿𝑒𝑛𝑔𝑡ℎ = ∫ 𝑛(𝒓)𝑑𝑙
𝑏

𝑎
 (Eq. 1.15) 

The three rays shown in Figure I.5 are the central ray (ray at the center of the beam, and 

the two marginal rays (rays at the radius of the beam). The marginal rays experience a 

lower nonlinear refractive index (Eq. 1.6), due to the majority of the energy in the beam 

being located towards the center of the beam. At first approximation, the marginal rays 

can be said to experience the linear refractive index, 𝑛0 of the medium. The central ray 

experiences a refractive index of 𝑛0 + 𝑛2𝐼0. The difference in the refractive index based 

on the distance from beam axis, where the optical intensity is the largest, is essentially 

how a material lens operates. A typical converging lens deforms a laser beam’s 

wavefront [Fig. I.6]. The originally flat wavefront from the collimated beam becomes 

curved after passing through the lens.  



 

15 

 

 

Figure I.6: Optical wavefront deformation by a lens. The collimated laser beam has 

a flat wavefront before interacting with the positive lens. After passing through the 

lens, the wavefront becomes curved and converges on the focal point. 

 

 

 The medium induces a phase delay whose magnitude depends on the intensity of 

the light transmitted and thus the distance from the center of the collimated beam. The 

self-focusing effect can be said to be caused by a Kerr lens. Applying Fermat’s principle 

to the two ray paths shows: 

  (𝑛0 + 𝑛2𝐼0)𝑧𝑠𝑓 =
𝑛0𝑧𝑠𝑓

cos 𝜃𝑠𝑓
 (Eq. 1.16) 

where 𝜃𝑠𝑓 is the angle between the central ray or beam axis and the marginal rays. 

Assuming that 𝜃𝑠𝑓 is very small, cos 𝜃𝑠𝑓 then can be approximated as 1 −
1

2
𝜃𝑠𝑓

2 . Solving 

Equation 1.16 for 𝜃𝑠𝑓  gives the self-focusing angle and from there find the self-focusing 

distance, again using the small angle approximation: 
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  𝜃𝑠𝑓 = √
2𝑛2𝐼0

𝑛0
 (Eq. 1.17) 

  𝑧𝑠𝑓 = 𝑤0√
𝑛0

2𝑛2𝐼0
 (Eq. 1.18) 

Assuming that the beam exhibits a Gaussian profile, the beam intensity can be 

approximated by: 

  𝐼0 =
2𝑃

𝜋𝑤0
2 (Eq. 1.19) 

Using Equation 1.19 and the critical power given by Equation 1.14, Equation 1.18 can 

be modified: 

  𝑧𝑠𝑓 = √
2𝜋2

𝐶
×

𝑤0
2𝑛0

𝜆2
√

𝑃𝑐𝑟

𝑃
, for 𝑃 ≫ 𝑃𝑐𝑟 (Eq. 1.20) 

Thus giving a calculation that can be done with measurable parameters and doesn’t 

require prior knowledge of the nonlinear refractive index. The self-focus distance 

assumes that the laser power is greater than the critical power.  

 The result of the self-focusing of the pulse is the large increase in the intensity of 

the electromagnetic radiation in the focal region. The intense field in the focal region can 

ionize the electrons in the medium creating a plasma [28]. The increased electron density 

from the plasma lowers the susceptibility of the medium. The reduction in susceptibility 

leads to a decrease in the index of refraction. In an optically isotropic medium, the 

second-order nonlinear refractive index, 𝑛2, is related to the third-order susceptibility, 

𝜒(3), by [28]: 

  𝜒(3) =
4𝜖0𝑐𝑛2𝑛0

2

3
  (Eq. 1.21) 

The decrease in the index of refraction due to the plasma is given by [17]: 
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  𝑛 ≃ 𝑛0 −
𝜌(𝑟,𝑡)

2𝜌𝑐𝑟
 (Eq. 1.22) 

where 𝜌(𝑟, 𝑡) is the density of the free electrons and 𝜌𝑐𝑟 is the critical plasma density. 

Should the density of the free electrons become higher than the critical density, the 

plasma becomes opaque to the pulse. The plasma acts as a defocusing or divergent lens 

due to this reduction in the refractive index. This prevents the beam from completely 

collapsing on itself.  

 The pulse not only undergoes changes in spatial profile, but also in its temporal 

profile, due to the plasma. The plasma defocusing acts locally in time. The leading edge 

of the pulse generates the plasma causing the trailing edge to experience the defocusing 

effect. When the plasma defocusing balances with the self-focusing effect, the 

diffraction limit can be beaten over a significant distance, thereby generating a filament 

[28].    

 The plasma also contributes to the spectral broadening the filament along with 

the effects of self-phase modulation and self-steepening [28]. Self-phase modulation 

plays a role in the spectral broadening of the pulse, due to the time dependent laser 

intensity interacting with an intensity dependent refractive index (Eqs. 1.5 and 1.6). The 

photo-ionization and plasma generation can modify the instantaneous frequency given 

by Equation 1.12 by contributing an additional frequency shift: 

  𝛿𝜔𝑝𝑙𝑎𝑠𝑚𝑎 ∼
𝜔0𝐿

2𝑐𝑛0𝜌𝑐𝑟

𝜕𝜌(𝑟,𝑡)

𝜕𝑡
 (Eq. 1.23) 

The frequency shift contributes to an increase in the frequency in the leading edge of the 

pulse [28].  
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Figure I.7: Self-steepening. a) A Gaussian laser pulse begins propagating through a 

nonlinear medium. b) As the pulse interacts with the medium, the more intense 

portions of the pulse are slowed by interaction with a higher refractive index. The 

trailing edge of the pulse then begins to accrue a steeper slope as the peak of the 

pulse is slowed and the trailing edge catches up, which is known as self-steepening. 

Adapted from Robert Boyd’s “Nonlinear Optics” [24]. 

 

 Self-steepening describes how the group velocity of the electromagnetic radiation 

of the pulse is altered by the medium [24,28]. Given a positive second-order nonlinear 

refractive index, the group velocity is slowed depending on its intensity. The more 

intense the radiation, the slower the propagation through the medium. Assuming a 

Gaussian pulse profile, the leading edge of the pulse is generally not significantly 

affected. As pulse propagates through the medium, the peak is slowed down relative to 

the rest of the pulse, such that the trailing edge catches up to the peak [Fig I.7]. The 

temporal spectral profile then forms a steep edge in the trailing portion of the pulse. A 

side effect of self-steepening is the trailing portion of the pulse undergoes faster self-

focusing than the leading edge, as well as undergoing the generation of higher frequency 

light. 

 



 

19 

 

1.5 Raman Spectroscopy 

Raman spectroscopy is a useful tool for chemical identification and 

quantification. A significant benefit of the Raman process to biological organisms is the 

ability to investigate sensitive cells without the need for chemically tagging the 

molecules of interest or destroying the cell [29-31]. Raman spectra are generated by the 

inelastic scattering of light off of a molecule, whereas Rayleigh scattering is an elastic 

collision. 

Raman and Rayleigh scattering are dependent upon the polarizability of the 

molecule in the interaction. The excitation of the incident light upon the molecule causes 

an excitation in the vibrational or rotational levels of the molecule. The excitation causes 

the molecule to enter an excited virtual state. If the molecule returns to its initial state, 

the scattered photon will retain its energy and have the same frequency. Raman 

scattering occurs when the molecule couples to a different vibrational state than the one 

it began in. By conservation of energy, the molecule ending in a different vibrational 

state means that the scattered photon must either gain or lose energy and therefore 

increase or decrease in frequency.  

Stokes Raman scattering occurs when the scattered light has a lower frequency 

than the incident light and the molecule moves from the ground state to an excited 

vibrational state [Fig. I.8]. Anti-Stokes occurs when the light gains energy from the 

molecule and the molecule moves from an excited vibrational state to the ground state. 

The Raman scattering effect is significantly weaker than the Rayleigh scattering effect. 

The Raman scattering effect is so weak that only about 1 in every 1010 photons 
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experience it. The ratio of Stokes to Anti-Stokes photons depends upon the initial 

vibrational states of the population of molecules in the material observed, which is 

dependent upon the temperature. Therefore, Stokes scattering will occur more often than 

Anti-Stokes when dealing with a population of molecules at room temperature. More 

molecules will be in the ground state at room temperature than in an excited vibrational 

state. 

 

 

Figure I.8: a) Rayleigh Scattering, b) Stokes Raman Scattering, and c) Anti-Stokes 

Raman Scattering. Note about “vibrational levels”: figures’ vibrational states are 

just to represent the multiple states of a molecule, distance of separation in figure is 

not representative of real vibrational states. 

 

 

Raman spectroscopy occurs when Raman scattering is applied using a 

monochromatic intense light source. The Stokes and Anti-stokes photons of the Raman 

spectrum form a symmetric array of peaks around the fundamental, or incident, laser 

excitation source. The symmetry of peaks arises due to the difference in energy between 

any two vibrational states of the molecule in both processes corresponding to only those 

two states. The wavelength of these peaks is dependent on the wavelength of the laser 
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exciting the molecule, however the vibrational energy state change is independent of 

wavelength. This makes it desirable to plot Raman spectra in a manner that demonstrates 

the independence of the Raman scattered or shifted photons from the incident excitation 

light. To accomplish this goal, wavelength is converted into wavenumber and the 

relative shift in wavenumber from the excitation wavelength is computed. Wavenumber 

has a linear relationship with energy and thus allows for a universal spectra to emerge. 

The Raman shift is calculated by: 

 ∆𝜈 = (
1

𝜆0
−

1

𝜆1
)

−1

 (Eq. 1.24) 

where 𝜆0 is the excitation wavelength, 𝜆1 is the Raman wavelength, and ∆ν is the Raman 

shift. The peaks in the Raman spectrum are correlated to specific vibrational modes of 

the molecule and the height of the peak tells us about the concentration of the molecule 

in the observed sample. 
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CHAPTER II  

SUPERCONTINUUM GENERATION IN ZINC SELENIDE FROM MIR LASER 

PULSES 

2.1 Background and Motivation 

Zinc selenide (ZnSe) is a particularly interesting semiconducting optical medium 

to investigate nonlinear phenomena. Its nonlinear properties have caused it to be used for 

broadband frequency conversion [32] as well as harmonic generation [33]. An intrinsic 

semiconductor with a 2.71 eV band gap [34], ZnSe is a member of the zinc-blende 

crystal group, thereby making them optically isotropic without having a center of 

inversion. They can therefore provide even number harmonics when optically pumped 

[35]. Perhaps most critically, ZnSe has a high optical damage threshold of 0.53 J/cm2 for 

500 fs pulses at 1030 nm [36]. Finally, its nonlinear index of refraction is 6 × 10-15 

cm2/W [37]. The crystal grains of polycrystalline ZnSe exhibit a quasi-phase matching 

condition. Enhancements in difference frequency generation (DFG) [38], sum frequency 

generation [39], and second harmonic generation [32,39] have been observed due to the 

quasi-phase matching in ZnSe crystal grains. Even extended phase matching conditions 

for broadband frequency conversion have been reported due to the quasi-phase matching 

conditions of its crystal grains [39,40]. 

The same properties that make ZnSe useful as a medium for investigating 

nonlinear phenomena, also make it widely used in the design of optical elements in the 

MIR. The material is used frequently in infrared laser systems and experiments as lenses, 

windows, beamsplitters, and prisms due to a high optical transmission from 0.5 to 20 
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µm. The ubiquity of ZnSe in optical components indicates a possibility of strong 

generation of unintended wavelengths of electromagnetic radiation due to its strong 

nonlinear refractive index. When dealing with mid-infrared wavelengths, laser operators 

may be unintentionally exposed to harmful radiation from supercontinuum or harmonic 

generation that laser eye protection (LEP) is not designed to protect against. The ANSI 

laser eye safety standards set the MPE limits by wavelength and pulse duration. The 

limits for retinal exposure in the visible to near-infrared are lower than the mid-infrared 

due to the aqueous and vitreous humors of the eye absorbing strongly in the mid-infrared 

[2]. These concerns are backed up by previous work detailing visible blue filaments 

generated in ZnSe from high intensity pulses near the front surface of ZnSe windows 

[41,42]. The generated filament in ZnSe has resulted in supercontinuum generation 

[40,43]. 

The generation of supercontinuum light in ZnSe was investigated using MIR 

pulses ranging from 4 to 20 µm. Preliminary results indicated significant broadband 

supercontinuum generation reaching into the visible. While visible light energy was not 

measured for comparison with MPE limits set by ANSI due to time constraints, the 

breadth of continuum generation is cause for concern regarding eye safety. 

2.2 Materials and Methods 

A study was performed in polycrystalline zinc-selenide (ZnSe) using mid-

infrared (MIR) light. A Spectra Physics® Spitfire Ace regenerative amplifier (model 

8PTFA-100F-1K-ACE) was employed in this experiment. It outputs 15 mJ pulses at 1 

kHz with ~85 fs pulses at a wavelength of 800 nm. The Spitfire Ace is followed by an 
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HE TOPAS (model TH8F1), an Optical Parametric Amplifier (OPA), with a tuning 

range from 1100 to 2900 nm. The system was based in the designs in [44, 45] The OPA 

produces a signal and an idler beam from interaction with the OPA crystal. The signal 

beam wavelengths cover the range from 1100 to 1600 nm, whereas the idler beam covers 

from 1600 to 2900 nm. Typical pulse output energy of the TOPAS signal and idler 

beams ~3 mJ. The signal and idler outputs of the OPA are sent to a difference frequency 

generator (DFG). The DFG produces tunable light from 4 to 20 µm. Typical energy 

output for 4, 6, 8, 10, and 20 µm is 220, 160, 75, 30 and 10 µJ respectively with a linear 

decrease in energy output from 10 to 20 µm. We simultaneously probed the light 

generated in the ZnSe plate using an Ocean Optics® NIR-512 infrared spectrometer and 

an Ocean Optics® USB2000+ visible spectrometer.  

As shown in Figure II.1, the MIR light from the DFG is passed through an iris 

which is used to block the unconverted signal and idler beams. The interaction with the 

DFG crystal between signal and idler also caused sum frequency generation to occur, 

producing the 800 nm fundamental. A germanium filter was added to block the 800 nm 

fundamental from further propagation in the setup. An uncoated germanium window 

typically has a low wavelength cutoff of approximately 2000 nm. A positive 10 cm focal 

length ZnSe lens (labeled L1 in Fig. II.1) focuses the beam into our ZnSe plate. The 

supercontinuum generated light is then collimated using a 75 mm, calcium-fluoride 

(CaF2) lens (labeled L2 in Fig. II.1). A ZnSe lens is necessary for the focusing of the 

MIR light due to its transmission window from 0.5 to 20 µm. CaF2 can transmit light 

into the ultraviolet, lower than ZnSe, but its higher wavelength cutoff is approximately 9 
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µm. The NIR spectrometer can only detect wavelengths of light up to 1750 nm. Our 

spectral detection is therefore not limited due to collection optics. A positive 250 mm 

CaF2 lens (labeled L3 in Fig. II.1) is used to focus the collected continuum generated 

light onto the slits of the infrared (labeled S1 in Fig. II.1) and visible (labeled S2 in Fig. 

II.1). A cold mirror from Edmund Optics (stock #64-447, labeled M3 in Fig II.1) with an 

angle of incidence of 45° separated the infrared and visible wavelengths of light to allow 

for simultaneous detection of supercontinuum light. 

 

 

Figure II.1: Experimental setup to observe supercontinuum generation in ZnSe 

 

2.3 Results and Discussion 

The MIR wavelengths that interacted with the ZnSe produced an extremely 

strong supercontinuum as evidenced by Figure II.2. The wavelength range of the NIR-

512 spectrometer is roughly from 880 to 1750 nm. The rapid decay of the spectra at the 
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cutoff region of the NIR spectrometer appears to indicate that the spectral broadening 

causing the continuum generation goes well on into the MIR. Unfortunately without a 

detection system that can observe those MIR wavelengths, we cannot confirm that the 

spectral broadening is a single continuum from the original pulse wavelength.  

 

 

Figure II.2: Supercontinuum generation in ZnSe from an input beam wavelength of 

a) 4 µm, b) 10 µm, c) 12 µm, and d) 20 µm. The black spectra were collected from 

an Ocean Optics visible spectrometer and the red from an Ocean Optics NIR 

spectrometer. The spectra all have a common feature of a dip in the continuum 

from ~600 to 1000 nm which are due to the transmittance/reflectance of the cold 

mirror. The small “peaks” in this region are due to the variations in the reflectance 

curve of the cold mirror. Of note are the harmonic peaks generated by the 10 and 

12 µm beams at 475 and 478 nm respectively. Those correspond to the 21st and 25th 

harmonic, respectively, of the incident 10 and 12 µm beams. 
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Self-phase modulation theory would imply that the observed spectra are part of a 

single continuum. The pulse’s interaction with the medium would lead to self-phase 

modulation thereby causing spectral broadening. The collected spectra have a few 

features that need to be addressed if a single continuum is to be claimed. The spectra 

collected in the visible spectrometer shows a decrease in intensity from ~600 nm to the 

end of the spectrometer’s range around 800 nm. The other issue is that the two peaks we 

see between 600 and 800 nm, do not correspond to actual harmonics of the MIR beam. 

The false peaks we observe in the visible spectra are caused by the cold mirror from 

Edmund Optics (stock #64-447). The cold mirror utilized reflects around 95% of light 

from 400 to 690 nm. At roughly 700 nm, the cold mirror reflects approximately half of 

the light. The cold mirror transmits approximately 90% of light from 750 to 1200 nm. 

The transmittance curve from the Edmund Optics catalog demonstrates the ideal 

performance of the cold mirror. A slight deformity or damage of the coating could cause 

slight changes in the wavelength dependent transmittance and reflectance curves of the 

cold mirror. The peaks in the 600 to 800 nm area are likely caused by slight changes in 

the reflectance and transmittance.  

The 10 and 12 µm supercontinuum spectra have one significant difference in that 

they have a small peak just below the low wavelength end of the visible continuum. 

These peaks are far enough away from the concerning 600 to 800 nm region to be 

caused by it. When compared to predicted harmonics, we find that the 10 µm beam has 

produced a 21st harmonic at 475 nm and the 12 µm beam produced a 25th harmonic at 

478 nm. The evidence of harmonic generation seems to indicate we have reached a 
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saturation limit where supercontinuum generation has drown out the harmonic 

generation signal. Table II.1 shows the results for each MIR wavelength used. 

 

Table II.1: Summary of Supercontinuum and Harmonic Spectral Data for MIR 

Pump Laser in ZnSe 
Wavelength 

(µm) 

Supercontinuum 

Range 1 
(nm) 

Supercontinuum 

Range 2 
(nm) 

Predicted 

Harmonic 
(nm) 

Observed 

Harmonic 
(nm) 

4 510-795 880-1720 NO NO 

6  510-795 880-1720 NO NO 

8 500-790 880-1720 NO NO 

10 460-775 880-1720 476 (21st) 475 (21st) 

12 470-780 880-1720 480 (25th) 478 (25th) 

14 480-780 880-1720 NO NO 

16 500-780 880-1720 NO NO 

18 500-800 880-1720 NO NO 

20 510-730 880-1720 NO NO 

Acronyms: Not Observed (NO), Not Measured (NM) 

 

2.4 Conclusions 

A study on the interaction between high intensity MIR pulses and ZnSe was 

performed. The DFG produced wavelengths from 4 to 20 µm that were used to generate 

a supercontinuum and gave evidence of high harmonic generation. Work remains to be 

done however. The pulses both before and after interacting with the ZnSe need to be 

characterized in a systematic way detailing their energy and beam width. Only through 

accomplishing that will we be able to come to conclusions on whether the ANSI 

standards would be appropriate in our setup. ZnSe is a commonly used optic material for 

lasers in the MIR. As higher energy MIR lasers become available, it will be important 

for operators to know how the material will respond to increasing intensities. 
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CHAPTER III  

FILAMENTATION IN ATMOSPHERIC AIR FROM TUNABLE NIR PULSES 

3.1 Background and Motivation 

Filamentation in atmospheric air has been until recently limited to generation 

from lasers in the visible and NIR, due to restraints imposed by the required high pulse 

energies and short pulse durations only available in this spectral range [46-56]. 

Filamentation has been explored for a myriad of cases including high harmonic 

generation (HHG), supercontinuum generation, and attosecond laser pulses [28,57,58]. 

In particular, filamentation when applied to atmospheric air is of interest for remote 

sensing when utilized with laser-induced breakdown spectroscopy [26,59] and white 

light continuum ranging [27]. Furthermore, filaments can be applied to solve problems 

with long-range signal transmission or delivery of high-power beams over significant 

distances [25,60]. 

The introduction of laser sources with tunable wavelengths from the near to mid-

infrared opens new avenues of exploration of laser filamentation. These avenues for 

exploration also lead to areas of concern for safety. The ANSI standards MPE limits for 

eye safety are determined by wavelength and pulse duration [2]. Nonlinear effects can 

change the exposed wavelength however, and as a result, may render laser eye protection 

(LEP) used by laser operators ineffective. If a generated filament produces 

supercontinuum or harmonic light with sufficient intensity outside of the protective 

range of LEP, injury to the retina may occur. The lower exposure limits in the visible are 

particularly threatening to the retina [2].  
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To investigate the potential eye hazards from nonlinear effects, filaments were 

generated in atmospheric air from tunable NIR laser. The wavelengths used for filament 

generation ranged from 1100 to 2400 nm. The spectra of the generated supercontinuum 

and harmonic light was captured from a projection of the light on a sheet of paper by use 

of optical fibers. The spectra from the center and the fringe of the projected light were 

observed using visible and NIR spectrometers. After collection of the spectra, the 

experiment was modified to measure the energy of the visible light generated from the 

filament and compare it with established MPE limits. Visible light generated by the 

filament was determined to have exceed MPE limits in several cases. 

3.2 Materials and Methods 

A Spectra Physics® Spitfire Ace regenerative amplifier (model 8PTFA-100F-

1K-ACE) was employed in this experiment. It outputs 15 mJ pulses at 1 kHz with ~85 fs 

pulses at a wavelength of 800 nm. The Spitfire Ace is followed by an HE TOPAS 

(model TH8F1), an Optical Parametric Amplifier (OPA), with a tuning range from 1100 

to 2900 nm. The system was based in the designs in [44, 45] It produces a signal and an 

idler beam from interaction with the OPA crystal. The signal beam wavelengths cover 

the range from 1100 to 1600 nm, whereas the idler beam covers from 1600 to 2900 nm. 

Typical pulse output energy of the TOPAS signal and idler beams ~3 mJ.  

As shown in Figure III.1(a), the HE TOPAS output beams are sent through the 

same path by use of a gold flip mirror (Au-FM). A 1000 nm long-pass filter (Thorlabs® 

FGL-1000, labeled L in Fig. III.1(a)) eliminated visible light output from the OPA along 

with any residual fundamental light. Neutral density filters (labeled F in Fig. III.1(a)) 
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acted as a coarse power control for the beams. A CaF2, positive 75 mm focal length lens 

(labeled L1 in Fig. III.1(a)) focused the light creating the filament. The resulting 

supercontinuum and harmonics were projected onto a blank sheet of paper. The spectra 

of the continuum and harmonics were collected using three spectrometers at each 

selected wavelength for three pulse energies. An Ocean Optics® USB 2000+ (labeled 

V1 in Fig. III.1(a)) and an Ocean Optics® NIR-512 (labeled IR1 in Fig. III.1(a)) were 

pointed at the center of the supercontinuum to collect the visible and infrared spectrums 

respectively. A second Ocean Optics® USB 2000+ spectrometer (labeled V2 in Fig. 

III.1(a)) recorded the spectra of the visible fringe. We accounted for the light absorption 

in the spectrometer fibers as well as spectrometer efficiency by utilizing an Ocean 

Optics® LS-1 Tungsten Halogen lamp. The lamp light was coupled into the 

spectrometer fibers and the resulting spectra were recorded. A correction was then 

applied to the measured LS-1 spectra by comparing it to the expected spectra of a 3100 

K blackbody. The resulting correction curves were utilized in correcting the harmonic 

and supercontinuum spectra. 
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Figure III.1: a) Experimental setup to observe harmonic and supercontinuum generation. b) 

Setup for visible light collection and power measurement after supercontinuum generation. 

 

The experiment was modified to collect the resulting visible light from 

continuum and harmonic generation (Fig. III.1(b)). A positive 200 mm focal length lens 

(labeled L2 in Fig. III.1(b)) placed after the filament collimated the light. The cold 

mirror (labeled C-M in Fig. III.1(b)) reflected the visible light while transmitting the 

leftover infrared. A 1-inch diameter BK7 positive lens (labeled L3 in Fig. III.1(b)) 

decreased beam width to fit the remaining visual light on the Coherent® PM10 power 

meter (labeled P in Fig. III.1(b)). The power was measured with and without a 1000 nm 

long-pass filter (L) in the beam path. Power measurements were taken from 1100 to 

1600 nm with 100 nm steps. After completion, the positive 200 mm focal length lens 
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was replaced with a positive 100 mm focal length lens and measurements were recorded 

with and without the long-pass filter. An Agilent® Cary 6000i spectrophotometer 

determined the absorption of the infrared light due to the 1000 nm long-pass filter from 

200 to 1600 nm. The conversion efficiency of the filament and the energy of the 

filament’s output pulse were calculated after accounting for absorption of the 1000 nm 

filter. 

3.3 Results and Discussion 

The input wavelengths ranging from 1100 to 2400 nm produced filaments and a 

supercontinuum. Figure III.2 shows images taken of the continuum projected onto paper. 

Examination the center and fringe of the supercontinuum by spectrometer measurements 

showed the center containing harmonic generation and a spectrally broadened infrared 

source wavelength. The fringe consisted only of spectrally broadened supercontinuum 

light. 
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Figure III.2: Images of supercontinuum generation from filamentation imaged on a blank sheet 

for source wavelength of a) 1300 nm, b) 1400 nm, c) 1500 nm, and d) 1600 nm idler. 

 

 

 Comparing Fig. III.2(a) with III.2(d) we notice that as we move from the signal 

wavelengths to the idler, the fringe intensity decreases and moves from one side of the 

center to the other. The cause is imperfect alignment between the beam path and 

focusing lens, which was only magnified by self-focusing. Sample spectral data are 

presented in Figure III.3. Supercontinuum generation was observed in the visible and 
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infrared. Harmonic generation was largely confined to the center region. No harmonic 

generation higher than 3rd order was observed. 

 

 

Figure III.3: Four representative spectra at a) 1200 nm, b) 1300 nm, c) 1400 nm, and d) 1700 nm. 

The visual spectra are shown in black and red while the IR is in blue. The left axis (black) 

corresponds to visual spectra and the right axis (blue) to NIR spectra. Black and blue data 

represents spectra take from the center and red from the fringe. The visual fringe and IR center 

demonstrate spectral broadening and continuum generation. The visual center showcases both 

continuum generation and harmonic generation. 
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Table III.1: Summary of Supercontinuum and Harmonic Spectral Data for NIR 

Pump Laser in Atmospheric Air 
Wavelength 

(nm) 

Max 

Pulse 
Energy 

(µJ) 

Beam 

Diameter 
(mm) 

Supercontinuum 

Range 1 
(nm) 

Supercontinuum 

Range 2 
(nm) 

Predicted 

3rd 
Harmonic 

(nm) 

Observed 

3rd Harmonic 
(nm) 

1100  210 ± 

30 

NM 1030-1130 NO 367 352 

1200  740 ± 

60 

7.5  980-1230 615-850 400 389 

1300  840 ± 

60 

7.6 1015-1355 660-870 433 431 

1400 1530 ± 

20 

6.9 1145-1430 595-860 467 464 

1500 1360 ± 

60 

7.0 1285-1575 NO 500 498 

1600 1180 ± 

20 

6.5 1475-1675 NO 533 530 

1600-I 1220 ± 

20 

7.3 1200-1685 670-870 533 529 

1700-I 1420 ± 

40 

8.7 1220-1720 545-840 567 559 

1800-I 1025 ± 6 8.4 1445-1705 655-870 600 604 

1900-I 1185 ± 8 9.8 1520-1720 NO 633 635 

2000-I 970 ± 7 9.1 1565-1715 NO 667 681 

2150-I 885 ± 4 8.3 NO NO 717 757 

2200-I 980 ± 20 8.5 NO NO 733 734 

2300-I 684 ± 8 7.8 NO NO 767 784 

2400-I 47 ± 4 NM NO NO 800 813 

             Wavelengths followed by “-I” were from the Idler beam. Acronyms: Not Measurable (NM), Not Observed (NO) 

 

 

Table III.1 summarizes the results of our spectral data collection for the 

maximum pulse energy used at each wavelength. We compare and report the pulse 
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energy, beam diameter, supercontinuum ranges, as well as predicted and observed 3rd 

harmonic generation. Our predicted values for the 3rd harmonic were within 6% of the 

measured values. We did not record the incident beam diameters for the radiation at 

wavelengths of 1100 and 2400 nm. The pulse energy at those wavelengths were not high 

enough for proper measurement with the camera. 

After completing spectral data collection, we measured pulse energies using the 

setup in Fig. III.1(b) with and without the 1000 nm long-pass filter. The two long-pass 

filter power measurements were combined with the spectrophotometer absorption 

measurement of the filter to act as a calibration tool for the final power data. The final 

result of this calibration for both the positive 200 and 100 mm focal length lenses is 

shown in Figure III.4. The data show that for both lens configurations at 1300 and 1400 

nm, energy measured in the visible is greater than a micro-Joule. At 1500 nm, the 

filament generated significant visible light when collected with the positive 100 mm 

focal length lens, whereas at 1600 nm the positive 200 mm focal length lens gave 

significant visible generation. Current MPE standards would list those wavelengths as 

having generated an eye hazard given pulse energy and beam radius. An issue for both 

lenses was that they were unable to capture the entire filament generated 

supercontinuum light. The positive 200 mm focal length lens was more limited than the 

positive 100 mm focal length lens. It could only capture the center region, thus biasing 

the results and reporting lower visible pulse energies. 



 

38 

 

 

Figure III.4: Pulse energies of visible light (sub 1000 nm) from filament after filtering out infrared 

as collected by a power meter. The energies measured are collected using the maximum input pulse 

energies recorded in Table 3.1. The MPE exposure thresholds for visible light on the retina were 

surpassed by both lenses for 1300 and 1400 nm light. For 1500 and 1600 nm light, the MPE 

threshold was surpassed for one lens but not both. 
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3.4 Conclusions and Further Work 

We demonstrated that supercontinuum and 3rd harmonic generated light from 

laser filamentation using wavelengths from 1100 to 2400 nm. The generation of 

continuum and harmonic light in the visible light spectrum were cause for concern when 

comparing results of pulse energy to ANSI standards. The NIR supercontinuum and 

harmonics we generated when using laser wavelengths above 2000 nm, could potentially 

be a problem itself for eye safety. Improvements could be made in the collection of the 

light spectra. A significant amount of supercontinuum light was not collected in either 

the spectral or power measurements and may have demonstrated other wavelengths to 

pass MPE levels set by ANSI. 
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CHAPTER IV  

NSR RAMAN SPECTROSCOPY 

4.1 Background and Motivation 

Raman spectroscopy is widely used for chemical imaging and sensing. 

Ultimately, the ability to provide quantitative information depends on the best attainable 

signal-to-noise ratio. In this brief report, a method to assess the quality of a Raman 

spectrometer, which utilizes the concept of Allan variance, is proposed and 

experimentally implemented to compare two different optical setups. Using the same 

material, mineral oil, as a study sample, the signal-to-noise ratio was evaluated as a 

function of the acquisition time leading to essential information on the downsides of a 

particular system performance. The proposed routine for characterizing Raman 

spectrometers provides an unbiased methodology to evaluate and to improve system 

performance. 

Over the past decades, Raman spectroscopy has emerged as a powerful and 

indispensable tool for scientific and industrial applications [61]. As a result, the number 

of Raman spectroscopy instruments increased dramatically making it often hard to 

evaluate those and to choose one for a specific influential application, such as bacteria 

identification [62], forensic studies [63] and/or remote sensing [64]. A growing number 

of emerging spectroscopic techniques [61], such as nonlinear Raman spectroscopy based 

on coherent anti-Stokes Raman scattering, also often make it difficult to directly 

compare different spectroscopic methods [65-69]. In the same time, chemometrics 
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methods to retrieve structural and chemical information became more sophisticated; 

however, their accuracy is always limited by instrument performance [70].  

This motivated us to search for an unbiased method to evaluate Raman 

spectroscopy instruments in order to understand their limits and design better 

instruments for specific applications. In the field of precision measurements, the Allan 

variance is an established method to characterize the instrument. It has been widely used 

since its first introduction in 1993 to infrared absorption spectroscopy [71]. Allan 

variance has been utilized in tunable diode-laser absorption spectroscopy (TDLAS) for 

the detection of atmospheric gases. Werle, et al [71] calculate the Allan variance for 

their TDLAS system to determine the detection limit of NO2 by locking the laser to an 

absorption line. The minimum of Allan plot corresponds to the optimal amount of 

averaging for the system. Simultaneously showing the length of time the system will 

remain stable. Similarly Skrinsky, et al [72] performed Allan variance stability 

experiments looking at various stable and unstable trace gas molecules. Specifically, an 

infrared diode-laser and CO2 laser were employed for infrared absorption and photo-

acoustic spectroscopy.  

Bowling, et al [73] found the ratio of atmospheric carbon dioxide isotopes with a 

TDL. The calculated Allan variance defined the parameters for optimal system operation 

that would return the minimum error in measured molar isotope amounts. Joly, et al [74] 

calculated the Allan variance to determine the stability of their near-infrared sensor 

device for in-situ atmospheric CO2 detection. Tuzson, et al [75] evaluated a quantum 

cascade laser based spectrometer to find the concentration of carbon dioxide 
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isotopologues. The use of the Allan variance calculation gave a stability measurement 

that produced in-situ measurements that when compared with a mass spectrometer 

agreed within 0.028%. Griffith, et al [76] utilized the Allan variance for their Fourier 

transform infrared (FTIR) spectrometer, which was designed for simultaneous and 

continuous detection of atmospheric carbon monoxide, carbon dioxide, methane, and 

nitrous oxide in-situ. Kasyutich, et al [77] assessed the performance of a continuous 

wave (cw) external-cavity quantum cascade laser (EC-QCL) for infrared absorption 

spectroscopy of nitrous oxide (NO). The peak locations and areas were analyzed using 

the Allan variance to determine stability of the system. 

Despite all of this work, no attempt has been made, to the best of our knowledge, 

to utilize the same approach to Raman spectroscopy. We have taken inspiration from the 

Allan variance concept to develop a simple method of assessing the performance of 

Raman spectrometers. 

4.1.1 Introduction to the Allan Variance 

The Allan variance is a means of analyzing and understanding noise and drift in a 

system and how it converges as a function of time. In its simplest form, the Allan 

variance is the variance of a time averaged measurable quantity such as a Raman peak’s 

intensity. It is found by taking data that is measured over time. The data is then sectioned 

by specific intervals of time and averaged over those intervals or bins. Those bin lengths 

begin at the smallest possible interval and grow until there are at least two bins or 

averaged signals. For bins of the same length, the squared difference of sequential 

averages are found, totaled and then divided by the total number of bins. The resulting 
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value is known as the Allan variance. Werle, et al [71] derived a rigorous form of the 

Allan variance. 

 Iavg,s(k) = 
1

k
∑ I(s-1)k+l
k
l = 1 , (Eq. 4.1) 

 〈σIavg

2 (k)〉t  = 
1

2(m-1)
∑ (Iavg,s+1(k)-Iavg,s(k))

2m-1
s = 1 .  (Eq. 4.2) 

In these equations, I is the signal intensity, Iavg is averaged signal intensity, k 

indicates the total number of elements in a given bin to be averaged with l being the 

index of each of these elements, m is the total number of bins for the averaged data 

where s is the index for each bin, and σIavg
2  is the Allan variance which is a function of 

the number of averaged elements. If the total number of signal data points is given by N, 

the minimum signal acquisition time by τ0, and the bin time length by τ, then N = km 

and τ = kτ0. The ultimate goal in utilizing the Allan variance is to find its minimum 

value. This point is where the noise of the system has been minimized and how long 

before drift becomes an issue. This value corresponds to the optimal bin size, signal 

averaging time or signal acquisition time. For m bins of k averaged signals, the Allan 

variance calculates the squared deviation among averaged portions of the observed 

signal.  

In this report, we utilized the above-described concept to evaluate the efficiency 

of Raman signal collection. We selected a commonly available sample with strong 

Raman response, mineral oil, to compare two distinct Raman spectrometers. The 

characteristic Raman peaks of mineral oil were used to calculate the noise-to-signal ratio 

(NSR) for these peaks and observe the effect of increased averaging time. Raman spectra 
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signal and noise over long collection times were analyzed using the Allan variance 

calculation. Allan variance results determined optimal averaging times for each Raman 

spectrometer. The limitations of each system were determined by examining both Allan 

variance and NSR results. 

4.2 Materials and Methods 

We employed a commercially available Horiba LabRam HR Evolution Raman 

microscope and a homebuilt Raman microscope for the two systems. The LabRam 

microscope had an Andor Newton EMCCD whereas the homebuilt system used a cooled 

CMOS linear array detector (ASEQ Instruments HR1 CCD). The Horiba system used a 

Ventus model, 100 mW, 532nm laser from Laser Quantum with an Olympus MPlan-N 

10x, 0.25 NA objective. The home built system used a 175 mW, 532 nm laser from 

Lasermate with an Olympus MPlan-N 20x, 0.40 NA objective. In the Horiba microscope 

the sample was placed on a microscope slide, whereas in the homebuilt system it was 

placed in a quartz cuvette. For both systems, we used a backscattering geometry in 

which light was directed to the sample and the scattered light was collected back using 

the same microscope objective. Both spectrometers were set for about the same spectral 

resolution (both had resolutions around 0.03 nm or 1 cm-1), and imaging system was 

optimized to get the maximum signal. 
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4.3 Results and Discussion 

4.3.1 NSR Calculation 

The Raman signal was integrated for 10 seconds for both systems. A running 

average of the spectra was calculated to observe how the signal changed over increasing 

time intervals. The averaged signal was then used in the calculation of the NSR. The 

NSR was found by determining the amplitude of the noise for every acquisition time. 

The root mean square (RMS) of the noise was calculated and utilized with the averaged 

signal and peak-to-peak noise to find the NSR with the following formula:  

 NSR=
RMS(Noise)

Signal-Noise
, (Eq 4.3) 

The NSR was calculated for three of the Raman peaks of mineral oil (1303, 1445, and 

2873 cm-1, which are CH2 in-phase twist, CH3 asymmetric deformation, and CH3 

symmetric stretching vibration respectively; see, for reference [78]). After determining 

the noise amplitude, the NSR was calculated. The NSR was then plotted against 

collection time on a log-log scale. 
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Figure IV.1: a) Raman spectrum of mineral oil collected a) with a Raman 

microscope (LabRAM, Horiba, Inc.) and b) with ASEQ spectrometer (data scaled 

by factor of 10 for viewing purposes). Both spectra were collected with 10s 

integration times. 

 

 

Figure IV.1 shows Raman spectra from two systems collected over 10 s. Clearly, a 

home-built spectrometer shows similar Raman features, but many of the smaller peaks 

are difficult to see above the noise level. This is not surprising considering a high quality 

grade low-noise CCD in a commercial system. However, is it possible to compensate for 

the noise using sufficient number of averaging cycles? 
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Figure IV.2: Noise-to-Signal Ratios for both the Raman microscope (LabRAM, 

Horiba, Inc.) and the home-build Raman microscope based on the ASEQ 

spectrometer. a) The peak intensity of the 2873 cm-1 Raman line collected with the 

home-built Raman spectrometer. b), c), and d) The peak intensities of the 1303, 

1445, and 2873 cm-1 Raman lines collected with the Raman microscope (Labram, 

Horiba, Inc.). 

 

 

 

The NSR curves for each peak show asymptotic approach to some minimum 

value as seen in Figure IV.2.  The Horiba system approaches a minimum NSR for each 

peak that is roughly 3 orders of magnitude smaller than that of the ASEQ spectrometer. 

Another point of note is how rapidly each approaches their asymptote. After 800-s the 

NSR for the homebuilt system based on the ASEQ spectrometer stabilized and 
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additional averaging didn’t impact the quality of the signal. Similarly, the NSR for the 

Horiba system also approached its steady value after 2000-s of averaging, and additional 

averaging became almost unnecessary. The NSR curves for different Raman lines are 

following the same trend, meaning that those NSR curves represent the properties of the 

detection system rather than the sample itself.  

There are several outcomes of such system analysis. While it is obvious that a 

higher grade, lower noise CCD detector is beneficial for high SNR (low NSR), a simple 

increase of the data acquisition time has its own limit. In our particular example, we 

were not able to improve our SNR above 2.3×104 for the strongest line of Raman signal, 

which would be insufficient, for example, for accurate Raman optical activity 

measurements [79]. Correcting for an individual pixel response might provide some 

improvement; however, we were not able to achieve any substantial enhancement of 

either system performance, when we employed an incandescent white-light source for 

such calibration. We also observed that different systems take different time to reach 

their peak value of SNR, and this optimal time should be taken into account when 

performing high SNR Raman measurements. In the same time, in our prior experiments 

using true photon-counting detection [78], we witnessed a continuous SNR improvement 

without any signs of degradation up to the maximum 10,000 s acquisition time. Our 

NSR analysis let us conclude that when comparing the 2873 cm-1 line between the two 

systems the Horiba system would provide two order of magnitude lower NSR than the 

ASEQ system. We can still learn far more about our systems by understanding the 

dominant underlying noise processes, merely by applying the Allan variance method. 
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4.3.2 Allan Variance Calculation 

The analytic Allan variance method is needed to determine the optimal averaging 

time for each system. To that end, we calculate the Allan variance of the peak value 

fluctuations and peak-to-peak noise as averaging time increases. The calculation is 

performed using the method described in equations 4.1 and 4.2 as defined by Werle, et al 

[71]. Figures IV.3 and IV.4 depict the Allan variance for the Raman peak value and 

peak-to-peak noise for the ASEQ spectrometer, whereas Figures IV.5 and IV.6 show the 

same calculation for the Horiba spectrometer. The Allan plots reveal distinct differences 

between the spectrometers. 

 

Figure IV.3: Allan variance for the 2873 cm-1 Raman peak with the ASEQ 

spectrometer. An initial minimum in the Allan variance is seen at ~2400-s. The 

minima observed after 10000-s are found to be caused by fluctuations in the 

temperature of the spectrometer. 
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Figure IV.4: Allan variance of peak-to-peak noise for the ASEQ spectrometer. The 

low frequency fluctuations past 10000-s imply the cause is thermal fluctuations in 

the spectrometer. The peak-to-peak noise is primarily dependent upon the dark 

current of the spectrometer and therefore the temperature of the spectrometer. 

 

 

The ASEQ spectrometer’s Allan variance for the 2873 cm-1 Raman peak and 

peak-to-peak noise provides information on the optimal averaging time and sources of 

noise. Figure IV.3 shows the minimum Allan variance occurring at ~2,400-s indicating 

our optimal averaging time. Analysis of the trend before and after the minimum using 

linear fitting methods indicates white noise dominating in the time domain up until 

2,400-s and drift noise dominates in the long term up until ~15,000-s. After ~15,000-s, 
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the system begins to show an oscillation in the variance. This oscillation appears at 

17,000-s intervals and causes the Allan variance to drop below the first minima at 2,400-

s. Figure IV.4 depicts the noise decreasing steadily with increased averaging until 

approximately 5,000-s, which indicates a white noise dominant regime. After 5,000-s we 

start to observe some low frequency oscillations around the overall trend along with a 

large dip around 40,000-s. The large periodic decreases in the Allan variance in both 

plots indicates that there is a common factor acting on both the noise and signal of the 

spectra. 

The noise background sections of the spectra do not have Raman shifted photons 

from the laser acting on them. The noise in these areas of the spectra are determined 

primarily by the presence of dark currents inherent within all photosensitive devices. 

Cooling a photosensitive device and keeping it at a constant temperature manages dark 

current. The more that a CCD can be cooled, the larger reduction in background noise in 

the resulting spectra. The temperature variation over time in either CCD will cause 

variations in the spectra, which would be observable in the Allan variance of the peak 

magnitude. A raised or decreased background (caused by either worse or better cooling 

respectively) can either decrease or increase the relative magnitude of the signal when 

compared to background. A reduction in background due to suppressed dark currents 

would be a factor in causing decreased variation in both signal and noise. We conclude 

therefore that the periodic decreases seen in the Allan variance in the ASEQ 

spectrometer is due to long term temperature drift in the CCD. 
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Figure IV.5: Allan Variance for the a) 2873 cm-1, b) 1445 cm-1, and c) 1303 cm-1 

Raman peaks with the Horiba spectrometer. An Allan variance minimum is seen at 

~900-s. A low frequency oscillation occurs throughout the Allan variance curve. 

Inspection determined the cause to be shifts in the power output of the 532 nm 

laser. The decrease in the Allan variance past 10000-s is again determined to be 

caused by temperature shifts in the spectrometer. 

 

 

The Horiba system shows a very different Allan plot, however. In Figure IV.5, 

the Allan variance exhibits a low frequency oscillatory behavior from ~100-s to 

~10,000-s. This was found to be caused by instability in the Ventus laser power. A 

minima occurs at ~900-s, but at averaging times above 15,000-s the system is trending 

towards a lower Allan variance. Before 800-s, the system exhibits dominant white noise, 



 

53 

 

while after 900-s and before 15,000-s drift noise remains the dominant trend. After 

15,000-s the Allan variance of the peak signal decreases rapidly, similarly to the ASEQ 

spectrometer results in figure IV.3, which we attribute to temperature drift in the CCD. 

Figure IV.6 displays the Allan variance of the noise for the Horiba system. The Horiba 

spectrometer’s peak-to-peak noise Allan variance plot demonstrates dominant white 

noise until a minima is reached around 1,600-s. Drift noise begins to dominate after the 

minima and, as with the ASEQ system, a low frequency oscillation occurs. This 

oscillation around the overall trend appears to start after 3,000-s of averaging time. As 

with the ASEQ system, the longer term oscillations are understood to be related to the 

temperature of the CCD. 
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Figure IV.6: Allan variance of peak-to-peak noise for the Horiba spectrometer. An 

Allan variance minima is reached around 1600-s. The low frequency oscillation is 

due to temperature changes in the CCD. 

 

 

Determining the oscillation effect observed in figure IV.5 to be related to laser 

power instability, which can be seen from 100-s to 10,000-s, required investigating the 

Raman peak amplitude with respect to time, figure IV.7. The fluctuations of the 

normalized peak height indicate that the laser power output was hopping around over 

time. The other possible options don’t have enough evidence to be responsible. The 

sample is fixed in location by a motorized stage so it can’t move out of the focal region. 

While temperature drift occurs in the Andor EMCCD, the frequent fluctuations that 
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occur throughout data collection would require the temperature to be vastly changing 

shot to shot. This would necessarily impact the Allan variance of the peak-to-peak noise 

from beginning to end of averaging time, which does not occur. Evaporation of mineral 

oil could plausibly cause the sample to move out of the optimal focal region, but that 

cannot be the case here as we do not see a continuous drop in the signal. A calculation 

for peak shift over time found no significant drift in the Raman shift, showing that the 

laser frequency was stable. Therefore, we can only conclude that fluctuating laser power 

was the source. While we see changing peak amplitudes for the ASEQ spectrometer over 

time in Figure IV.8, it happens far more infrequently than for the Horiba system and 

appears to be random. The other difference between the two systems is the peak 

amplitude variation can be seen as early as the first 100-s in the Horiba system and 

doesn’t appear in the ASEQ system until after 2,400-s have passed. The greater stability 

of the laser in the ASEQ system would lend itself to having a much longer optimal 

averaging time. 
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Figure IV.7: 2873 cm-1 peak values for Horiba spectrometer. Each data point is an 

individual 10-s integration time spectra and the time indicates how long after the 

start of the experiment the data was collected. The data indicates the laser was 

mode hoping, thereby causing large variations in the power output of the beam. 

The power output variation caused a variation in the spectral peak intensity. 
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Figure IV.8: 2873 cm-1 peak values for ASEQ spectrometer. Each data point is an 

individual 10-s integration time spectra and the time indicates how long after the 

start of the experiment the data was collected. When compared to the peak values 

of the Horiba spectrometer, we find that the laser was far more stable. 

 

 

The NSR curves earlier show that the Horiba spectrometer approached its 

minimal value around 2000-s of averaging time, much longer than the optimal averaging 

time as indicated by the Allan variance of the peak intensity and peak-to-peak noise. 

Comparing the Allan variance of the 2873 cm-1 peak amplitude, Figure IV.5, with that 

same peak’s amplitude over time as shown in Figure IV.7, we can see why the Allan 

variance gives a shorter optimal averaging time. The fluctuation in laser power means 
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that longer averaging times will eventually cause a greater variation in Raman peak 

intensity. The Allan variance calculations for Raman peak intensity and peak-to-peak 

noise gave us gave us a minimum variance in the peak intensity at ~900-s of averaging 

time, whereas the peak-to-peak noise minimum variance occurred around 1,600-s of 

averaging time. Producing the best quality data for the Horiba spectrometer requires 

compromising between minimizing the noise and peak variance.  

The same comparison between the NSR for the ASEQ spectrometer and the 

Allan variance for the Raman peak intensity shows that while the NSR approached its 

asymptotic minimum after ~800-s, the Raman peak intensity didn’t reach its minimal 

Allan variance until ~2,400-s. The ASEQ Allan variance for the noise does not reach a 

similar minimum as does the peak intensity. The running average of the peak-to-peak 

noise in Figure IV.9 shows that after 2,000-s the background noise has reached an 

asymptotic value where additional averaging will not be beneficial. Therefore, the 

~2,400-s averaging time for the minimal Allan variance of the peak intensity is our 

optimal averaging time. 
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Figure IV.9: Running average of peak-to-peak noise for the ASEQ spectrometer. 

By inspection, we can determine that after ~2000-s, additional averaging was not 

decreasing the peak-to-peak noise and therefore not decreasing NSR. 

 

 

These various noise processes all have an effect on the detection limits of a 

system. The calculated Allan variance for the noise and by comparison the signal peak 

give different optimal times for integration. Knowing these optimal times, one can 

determine a range of averaging amounts that will generate the best quality data. 

Generally this range should occur where the drift from one noise source doesn’t 

overpower the benefits of reducing white noise in another source. For the two systems 

we employed, we were able to use the quantitative method of the Allan variance to 
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evaluate the spectrometers. The Allan variance method showed that the ASEQ system 

required longer averaging time to reach its optimal NSR when compared to the Horiba 

spectrometer in a quantitative manner. The work shows that when Allan variance 

analysis is applied to Raman spectroscopy, we can assess multiple aspects of the system 

merely by investigating the produced spectra. We were able to conclude, without 

separate measurement devices or analysis, the stability of the laser and of the CCD. A 

researcher can apply the Allan variance technique to find the optimal amount of 

averaging for their systems. Using that they can therefore determine how long it will 

take their device to reach its minimal NSR. 

4.4 Conclusion 

SNR optimization is prevalent throughout applied Raman spectroscopy. We 

believe that the method proposed in this report will allow other research groups to 

evaluate the performance of their instruments in order to find their limitations and 

further improve signal collection and data acquisition protocols. Performing analysis for 

several Raman lines will also help to avoid long-term variations in the sample itself, 

providing a better reproducibility of Raman measurements. 

 

 

 

 

 



CHAPTER V 

RAMAN SPECTROSCOPY COMPATIBLE PDMS DROPLET MICROFLUIDIC 

CULTURE AND ANALYSIS PLATFORM TOWARDS ON-CHIP LIPIDOMICS 

5.1 Background and Motivation 

Raman spectroscopy is a useful tool for chemical identification and 

quantification. A significant benefit of the Raman process to biological organisms is the 

ability to investigate sensitive cells without the need for chemically tagging the 

molecules of interest or destroying the cell [29-31]. Biofuels produced by 

microorganisms, particularly microalgae, have been increasingly studied as a renewable 

source for dwindling petroleum reserves [80-82]. Understanding how the microalgae 

produce lipids over time in a variety of conditions would allow for optimal yields 

helping to push production into commercial production [80,83]. The lipids produced are 

typically long-chain hydrocarbons and triacylglycerols (TAGs). These lipids provide a 

strong Raman response and can be uniquely identified due to the unique molecular 

bonds each one possesses. The correlation between Raman peak intensities and 

molecules in the focal volume allows for lipid quantification [84-87]. 

While other methods of lipid analysis exist and can provide similar information, 

they each have issues which limit their effectiveness when employed. A standard 

 Reproduced by permission of the Royal Society of Chemistry. “Raman spectroscopy compatible PDMS 

droplet microfluidic culture and analysis platform towards on-chip lipidomics” by Hyun Soo Kim, Sergio 

Waqued, Dawson T. Nodurft, Timothy P. Devarenne, Vladislav V. Yakovlev, and Arum Han, 2017. 

Analyst, Vol. 142, p. 1054-1060; doi: 10.1039/c6an02221a. Copyright [2017] The Royal Society of 

Chemistry. 
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practice for analyzing lipids in microalgae involves the detection of fluorescent markers 

with lipophilic fluorescent dyes. Typical dyes are Nile red or BODIPY are convenient 

and easily applied. The problem these dyes create is that they typically quickly 

photobleach cells over time and cause cytotoxicity due to chemicals such as dimethyl 

sulfoxide (DMSO) [88]. Thus only allowing for a single time point measurement of lipid 

production for an individual cell. Furthermore, these dyes stain all lipids regardless of 

type and can only provide information about total lipid amount [88]. 

Traditional methods of culturing and observing microalgae such as open raceway 

ponds, closed photobioreactors, lab-scale flasks, and multi-well culture plates lack the 

high-throughput necessary for single-cell resolution and cannot be utilized for large 

repeated tests. Microfluidic droplet methods address these problems by creating nano- or 

pico-liter scale water-in-oil droplets, which act as miniature isolated bioreactor or culture 

vessels [89-92]. These isolated droplets allow for varied culture conditions in parallel all 

on a single device. Microfluidic devices section small amounts of culture media 

containing individual or multiple cells with carrier oil into individual droplets. Thorough 

examination at single-cell resolution is obtained by the ability to individually transport, 

mix, merge, and split the droplets with extremely high-throughput [89-92]. As a result, 

microfluidic devices have begun employment in microalgae biofuel production [92-94]. 

Microfluidic devices encounter their own problems with lipid measurement 

techniques. While techniques such as NMR [95], mass spectrometry [29], or solvent 

extraction and chromatography (HPLC or GC) [96] provide excellent detail in 

quantification and identification of lipids, they cannot be utilized with droplet 
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microfluidics. These methods require large sample amounts for analysis. Droplet 

microfluidics by their nature as micro-scale devices handle only extremely small 

volumes. NMR, mass spectrometry, and HPLC or GC cause the destruction of the cells, 

preventing multi-time analysis of the same cells. 

The benefits of Raman spectroscopy for quantification and identification without 

cell damage become even more pronounced when combined with microfluidic devices. 

A major factor in lipid production of microalgae cells is stress induced by the 

environment it is cultured in. Typical stress occurs during nitrogen deprivation or photo-

oxidation [81]. Determining what stress level optimizes lipid production over time 

requires tracking the same cells over the course of testing. Furthermore, knowledge of 

each cell strain’s lipid production over time could reveal benefits in developing new cell 

strains from distinct ones [82,97,98]. Tracking lipid production over time in a 

microfluidic device with Raman spectroscopy allows for in vivo rapid quantification and 

identification at single-cell resolution needed for accurate optimization of culture 

methods and settings. 

There are two intrinsic problems that must be solved for microfluidic Raman 

spectroscopy to be successful. The first problem involves the material most microfluidic 

devices are made from. Polydimethylsiloxane (PDMS) has several factors that make it 

an excellent choice for microfluidic fabrication. PDMS provides the necessary gas 

permeability for microalgae culturing over the course of days. Optically transparent, 

PDMS permits photosynthesis and optical monitoring of cells [99]. For those reasons, 

PDMS is a great choice for microfluidic design and fabrication and cell culturing. The 
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issue arises from PDMS’s strong Raman response [100]. The strong Raman signal from 

PDMS wouldn’t be a problem, were it not for the fact that several of its Raman peaks 

overlap with Raman peaks important in the identification of lipids. The second problem 

involves the carrier oil needed for droplet microfluidics. When placed in carrier oil, the 

Raman signal from lipids can be concealed [101]. 

A Raman spectroscopy compatible PDMS microfluidic device was fabricated for 

use in analyzing microalgae lipids. The microfluidic device allowed for on-chip, droplet-

based in vivo lipid analysis with single-cell resolution. Two strains of microalgae, 

Chlamydromonas reinhardtii (C. reinhardtii) and Botryococcus braunii (B. braunii), 

were used to analyze the performance of the PDMS device. C. reinhardtii cells were 

placed in 8 different nitrogen concentration culture conditions to analyze lipid 

accumulation over time. 

5.2 Materials and Methods 

5.2.1 Raman Spectroscopy 

A Horiba LabRam HR Evolution Raman confocal microscope was utilized in the 

collection of Raman spectra. The LabRam microscope had an Andor Newton EMCCD 

and we collected all spectra using an Olympus MPlan-N 50x, 0.75 NA objective. The 

Horiba system used a Ventus model, 100 mW, 532nm laser from Laser Quantum with a 

spot size of approximately 1.5 µm when focused using the 50x objective. The light was 

focused onto single cells to collect the Raman spectra. A holographic grating of 1800 

lines per millimeter dispersed the collected light onto the Andor EMCCD. While the 

system offered other wavelengths, 785 and 660 nm, the 532 nm laser was selected for its 
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higher SNR Raman spectra. The 532 nm laser also provided faster photobleaching of 

background chlorophyll autofluorescence. The acquisition time was set to 20 seconds 

and two spectra were collected to average out background noise. The confocal hole was 

set at two different diameters, 200 µm and 25 µm or 4.6 and 0.58 Airy units respectively, 

to investigate PDMS background reduction. An Airy unit is a measure of how optimally 

the diameter of a pinhole is set to match the diameter of the Airy disk. The Airy disk is 

the inner most circle of light from the diffraction pattern of a point light source. The Airy 

disk depends on the wavelength of the light, size of the pinhole, and the numerical 

aperture of the microscope objective. Light was focused on an individual cell and Raman 

spectra were only recorded if the cell remained in its starting location after all spectra 

were recorded. 
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5.2.2 Microfluidic Device 

 

Figure V.1: PDMS microfluidic droplet device. The cell solution enters a T-junction 

with the carrier oil that sections the cell solution into individual droplets. The 

droplets are stored in different cell chambers. Each chamber’s environmental 

conditions can be uniquely set to observe changes in lipid production as a result. 

The cell cultures in the device are then inspected by a confocal Raman microscope. 

 

The microfluidic device was manufactured using PDMS (Sylgard® 184 Dow 

Corning, Inc., Midland, MI) using the soft-lithography method [91,92]. A T-junction 

droplet generator with a height of 100 µm was chosen for cell encapsulation [91,92]. The 

droplet generator involved two crossing channels. The first channel was 200 µm wide 

and delivered the carrier oil. The second was 160 µm wide and delivered the cell 

solution. At the T-junction, the cell solution channel came to an end. A droplet was 

formed by carrier oil encapsulating the cell solution. The droplets proceeded to split into 

8 identical droplet culture chambers, each with a volume of 10 µL. An individual 

chamber can store approximately 1000 droplets. Eight different culture conditions can 

therefore be set on a single device and tested in parallel. The culture chamber and 
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droplet generator were bonded to a 24 mm × 60 mm glass cover slide (VWR, West 

Chester, PA). The cover slide was chosen as the device substrate to reduce PDMS 

background by allowing the objective to image through the cover slide rather than 

through the 4mm thick PDMS material [Fig. V.1]. 

The completed device was treated to increase the hydrophobicity of the channel 

surface with Aquapel (Pittsburg Glass Works, LLC). The treatment with Aquapel 

provided consistent droplet generation and minimized device-to-droplet wetting 

interactions [102]. The Aquapel coating in each channel was dried using nitrogen gas. 

The channels were then filled with Fluorinert Electronic Fluid FC-40 (3M), which was 

the carrier oil. 

The droplets generated at the T-junction were approximately 250 µm in diameter 

and contained about 10-15 cells each. The FC-40 carrier oil had a 1% 008-

FluoroSurfactant (RAN Biotechnologies) that flowed through the 200 µm channel with a 

flow rate of 500 µL/h. The cell solution, which flowed through the 160 µm channel, had 

a flow rate of 300 µL/h. The combination of the flow rates and channel sizes generated 

the individual droplets. After each culture chamber was completely filled with droplets, 

the inlet and outlet tubes were clamped to seal the droplets in each chamber. The 

microfluidic device was maintained in a humidified environment, post droplet 

encapsulation. The humidity prevented droplet evaporation caused by the gas 

permeability of the PDMS layer during completion of the experiment. 
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5.2.3 Microalgae Preparation 

The types of microalgae utilized were the Chlamydomonas reinhardtii, CC-4333 

(cw15 arg707 sta6-1) strain, and the Botryococcus braunii race B, Showa (Berkley) 

strain [103]. C. reinhardtii is a unicellular microalgae with a typical cell size of 5-10 µm, 

whereas B. braunii is a colony forming microalgae with a typical cell size of 13 µm × 7-

9 µm. C. reinhardtii was cultured in a tris-acetate-phosphate (TAP) medium with a 

100% nitrogen concentration [104]. The B. braunii algae were cultured in Chu-13 [105]. 

A fluorescent light operating at 13 W illuminated both algae strains. The light provided 

an irradiance of 80 (𝜇mol photons) (𝑚2𝑠)⁄ . The cultures were placed on a 12-hour 

light-dark cycle for 7 days. After completing this initial period, the cells were placed into 

the microfluidic devices for Raman analysis of lipid production. The C. reinhardtii cells 

were diluted to a concentration of 1.65 × 106 cells per mL for time-course lipid analysis. 

The diluted cells were then placed in 8 TAP mediums with different concentrations of 

nitrogen (0%, 15%, 30%, 45%, 60%, 75%, 90%, and 100%). After the different culture 

conditions were set, the cells were then added to the microfluidic device. 

5.2.4 Tracking Lipid Production 

 The tracking of lipid production in C. reinhardtii cells required selecting a 

Raman band to act as a reference for comparison across all 8 culture conditions. The 

1657 cm-1 Raman peak is a C=C stretching mode in microalgae lipids and this peak is 

known to be specific for fatty acid cis C=C bonds [106-109]. In each of the 8 nitrogen 

culture conditions, the peak intensity was collected from 10 different droplets and 

subsequently averaged. The process was repeated every 24 hours.  
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A separate microfluidic device utilized the same culture conditions, but utilized 

fluorescent tagging of lipids to compare results with the Raman analysis. The fluorescent 

dye Nile red stained each of the 8 different culture channels with the varying nitrogen 

culturing conditions. Nile red is a lipophilic fluorescent dye which has seen significant 

use in staining microalgae lipids [89,92,110-112]. As with the Raman analysis, data was 

taken every 24 hours. A Zeiss Axio Observer Z1 microscope took images of the 

chlorophyll autofluorescence and Nile red fluorescence. A Hamamatsu ORCA-Flash2.8 

CMOS camera was used with the microscope. The fluorescence was excited by 450 to 

490 nm light. Chlorophyll emitted fluorescence above 610 nm, while Nile red emitted 

from 560 to 600 nm light. Lipid production per unit cell volume was quantified by 

dividing the Nile red spectra by the chlorophyll autofluorescence. The process was 

repeated for 5 cells to average the results in each cell culture condition. The results of the 

Raman spectroscopy and fluorescence dye technique were compared at each time point 

and culture condition. 

5.3 Results and Discussion 

5.3.1 Background Reduction of Raman Spectra 

The strong PDMS background was the first issue that needed to be addressed 

before lipid production could be tracked over time. The first step in reducing the 

background came by comparing Raman spectra collected from B. braunii microalgae 

inside the PDMS microfluidic device in both a standard upright and inverted orientation. 

In the upright orientation the microscope objective focuses through the PDMS onto the 

cell. The inverted orientation has the objective focus through the cover slide substrate 



 

70 

 

onto the cell. The inverted orientation produced significant reduction in PDMS Raman 

scattered light, as has been shown in previous studies [113,114]. The inverted orientation 

allowed for accurate in vivo detection and recording of lipid spectra [Fig V.2]. 

 

 

 

 

Figure V.2: PDMS background reduction by device orientation. a) Comparison of 

device in upright and inverted orientations. b) Comparison of Raman shift of B. 

braunii from upright (black) and inverted (red) orientation. c) Rescaled view of 

Raman shift in inverted orientation in b) showing significant reduction in PDMS 

Raman peak (black arrows) background while showing lipid peaks (red arrows). 

 

  



71 

The effects of the confocal hole diameter on PDMS background was investigated 

using the inverted device containing B. braunii. Reduction in the size of the confocal 

hole removes unwanted background signal from materials that are not in the focal 

region. Confocal hole sizes of 200 and 25 µm (4.6 and 0.58 Airy units respectively) were 

chosen. While the Raman peaks of 1440 cm-1 and 1657 cm-1 (CH2 bending and C=C 

stretching, respectively) were visible, the 200 µm confocal hole contained significant 

PDMS Raman spectral background [107].  Reduction of the confocal hole to 25 µm 

caused a dramatic reduction in PDMS background [Fig V.3] 
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Figure V.3: Comparison PDMS background in Raman spectra of B. braunii lipids 

with 4.6 AU confocal pinhole to 0.56 AU confocal pinhole. Lipid peaks are indicated 

with red arrows, and PDMS peaks with black arrows. 

 

 To demonstrate the effective nature of the PDMS microfluidic device, the Raman 

spectra of a B. braunii cell was taken on a fused silica slide without any microfluidic 

structure. The microfluidic device can only be successful if it can limit the PDMS 

background and provide a Raman spectra with similar quality to that of a free floating 

cell. The droplet encapsulating the cells of B. braunii that were placed on the fused silica 

slide was covered by a cover slip. The result was that the B. braunii algae colony was 
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squeezed between the cover slip and fused silica slide, thus forcing the colony into a 

planar-like structure. 

 

 

Figure V.4: Raman spectra of B. braunii lipids from 0.56 AU confocal pinhole 

(black), on a fused silica substrate (red), and difference between the two (blue). 
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The comparison of the two spectra is shown in figure V.4. The spectrum of the 

inverted microfluidic device was subtracted by the spectrum of the fused silica slide with 

the difference shown. A couple of major differences become apparent in the subtracted 

spectrum. The first difference comes from a weak PDMS signal at 2968 cm-1 and 2904 

cm-1, which is not unexpected given PDMS only resides in the microfluidic device. The 

second major difference comes from the Raman peaks at 1524 cm-1, 1155 cm-1, and 

1006 cm-1. These three peaks correspond to the carotenoids in B. braunii [107,109]. 

These peaks are pronounced in the fused silica slide and not the microfluidic device, 

because the cover slip and glass slide squeezed the microalgae colony into a planar-like 

structure. Thus causing the carotenoids to undergo more extensive inspection via the 

Raman spectroscopy technique [92]. Comparing the two spectra makes it clear that lipid 

spectra for the on-chip cells can be obtained with negligible impact from background 

Raman signal from the PDMS device itself and gives similar results to a traditional 

detection setup. 
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5.3.2 Droplet Microfluidics vs. Free-Floating Microfluidics 

 

 

Figure V.5: a) Diagram comparing droplet encapsulated cells vs. free-floating C. 

reinhardtii cells. b) Microscopic images of droplet generation, culture chamber 

filled with droplets, and enlarged view of cells within droplets. 

 

The microfluidic device was tested using both droplet encapsulated and free-

floating non-motile C. reinhardtii cells [Fig. V.5]. The subject of concern was whether 

Raman spectroscopy was compatible with on-chip lipid analysis of droplet encapsulated 

microalgae cells. Additionally the droplet and free-floating conditions each had two 

different nitrogen concentrations (0% and 100%) to determine whether the carrier oil 

FC-40 introduced any background peaks that would interfere with lipid Raman spectra. 

The Raman spectra of the carrier oil with and without FluoroSurfactant were collected 

and compared to the Raman spectra of microalgae cells [Fig V.6]. After collection, no 

additional peaks were observed due to the carrier oil in the spectra of the lipids.  
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Figure V.6: Spectra of FC-40 carrier oil with (black) and without FluoroSurfactant 

(red). Two are compared to Raman spectra of C. reinhardtii cell. No peaks were 

observed in the carrier oil Raman spectra that would interfere with the critical 

lipid peaks. 

 

Comparison of spectra for cells accumulating lipids in a nitrogen deprived 

environment (0%) and cells not accumulating lipids in a nitrogen rich environment 

(100%) tells two important details [Fig. V.7]. First, the spectra for both droplet and free-

floating cells in a nitrogen rich concentration (100%) were identical. The lack of 

differences in the spectra of droplet encapsulated and free-floating microalgae cells 

indicates that droplet based microfluidics are feasible. Second, while differences in the 
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spectra peak intensities exist in the nitrogen deprived concentration (0%), the spectral 

structure is the same. Thus indicating that the difference is caused by different 

intracellular lipid concentrations. 

Figure V.7: Comparison of spectra of C. reinhardtii cells in droplet and free-

floating culture media, both with and without nitrogen deprivation. The nitrogen 

rich concentrations in both free-floating and encapsulated cells were found to have 

no lipid production. The similarities for both droplet encapsulated cells and free-

floating cells in a nitrogen depleted environment indicates that the use of 

microfluidic devices will not hinder its use for the application of Raman 

spectroscopy. 
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5.3.3 Lipid Production Over Time In 8 Different Culture Conditions 

Figure V.8: Time-course Raman spectral analysis of lipid production of C. 

reinhardtii cells in 8 different nitrogen concentrations. As expected, those cells that 

were cultured in nitrogen depleted chambers produced more lipids than those in a 

nitrogen rich environment. 

Time-course analysis of lipid production was performed using C. reinhardtii 

cells. When C. reinhardtii cells are stressed from environmental conditions, they 

produce lipids and in particular TAGs. One factor that produces stress is nitrogen 

deprivation and the total lipid produced is dependent on the amount of applied stress 

[92]. The microfluidic device was prepared with C. reinhardtii droplets under 8 different 

nitrogen concentrations in a TAP medium. The nitrogen concentrations were: 0%, 15%, 

30%, 45%, 60%, 75%, 90%, and 100%. The Raman peak correlating to the C=C stretch 

mode at 1657 cm-1 was chosen as the indicator of total lipid production. The 1657 cm-1 
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Raman peak was used to track the production of lipids over a 4 day period. During the 

entire 4 day period, the droplets remained stable. No droplets were observed to have 

evaporated or merged. As a result, Raman spectra were successfully recorded daily over 

the 4 day period and the same cells were measured each day. As expected from previous 

work, increased stress from nitrogen deprivation correlated with increased lipid 

production [Fig V.8]. 

 

 

 

Figure V.9: Correlation between average Raman peak intensity at 1657 cm-1 and 

average Nile red fluorescent intensity per unit cell volume. The high correlation 

indicates that Raman spectroscopy is a valid alternative to traditional methods like 

fluorescence staining. The Raman method is not a single time measurement like 

fluorescence staining can be, allowing for time-course tracking of the same cell’s 

lipid production. 
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Finally, the results of the time-course Raman spectra of C. reinhardtii lipid 

production were compared with a traditional fluorescent dye measurement method. The 

lipids from the microalgae were stained using Nile red and fluorescence intensity was 

quantified. Using the average Raman peak intensity from the 1657 cm-1 band and the 

average Nile red fluorescence intensity per unit cell volume, a strong correlation (R2 = 

0.8614) between the total lipid production during same-time measurements was found 

[Fig. V.9]. The correlation between lipid quantification methods reinforces the Raman 

spectral method as a tool to quantify lipid production without need of invasive 

fluorescent staining. 

5.4 Conclusion 

The use of Raman spectroscopy as a tool for quantifying and identifying lipid 

production with PDMS fabricated microfluidic devices has been demonstrated. PDMS 

background was successfully minimized utilizing microfluidic device orientation 

inversion and confocal pinhole reduction. FC-40 was demonstrated to be compatible 

with droplet microfluidic devices that utilize oil as the carrier fluid for emulsion 

droplets. Both colony and unicellular microalgae underwent successful in vivo lipid 

analysis inside the droplet microfluidic apparatus. The effect of nitrogen depletion on 

both droplet encapsulated and free-floating microalgae was observed. Time course 

measurements of lipid production in 8 different nitrogen concentration conditions were 

performed using Raman spectroscopy. Raman spectroscopy quantified total lipid 

production on the microfluidic droplet device and was shown to have a strong 

correlation with results from a conventional fluorescence quantification measurements. 
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Thus real-time, non-destructive, label-free, single-cell resolution lipid analysis from the 

combination of Raman spectroscopy and microfluidics is a viable option for 

improvement upon current large scale lipid production methods. 
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CHAPTER VI  

ENABLING TIME RESOLVED MICROSCOPY WITH RANDOM RAMAN 

LASING 

6.1 Background and Motivation 

Pursuit of novel imaging methods and techniques is ever present in the field of 

optics. Improvements in imaging typically come from increased spatial resolution by say 

increased pixel count [115,116] or the ability to record faster moving events with a faster 

“shutter” speed (an increase in temporal resolution) [117]. When imaging technology 

advances, scientists can probe farther into unknown processes. A particular problem 

exists when attempting to record increasingly faster events. As the exposure time 

decreases, the amount of light the camera sees decreases. Thus requiring extremely 

intense light sources to illuminate the subject of the recording and provide the high 

quality image desired.  

While a variety of sources can provide this intense flash, laser pulses are 

uniquely qualified to serve the role. A laser pulse removes the need for a mechanical or 

electronic shutter when imaging evolving events as the pulse duration acts as its own 

gate. Laser pulses in commercially available systems can have durations on the order of 

femtoseconds allowing for very brief events to be observed. Pulsed laser systems 

                                                 

 Reproduced with permission from “Enabling time resolved microscopy with random Raman lasing” by 

Brett H. Hokr, Jonathan V. Thompson, Joel N. Bixler, Dawson T. Nodurft, Gary D. Noojin, Brandon 

Redding, Robert J. Thomas, Hui Cao, Benjamin A. Rockwell, Marlan O. Scully, & Vladislav V. 

Yakovlev, 2017. Nature Scientific Reports, Vol. 7., No. 44572; doi: 10.1038/srep44572. Copyright [2017] 

Springer Nature. 
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typically have extremely high peak power and are intensely bright. Generation of a laser 

be it pulsed or continuous wave generally requires a high degree of spatial coherence. 

The spatial coherence leads to speckle formation degrading image quality. Speckle 

patterns arise due to the scattering of the spatially coherent light off of a surface. The 

scattered light interferes with itself creating dark and light spots, or speckle. Removing 

speckle from the image requires an incoherent laser source. 

Conventional incoherent light sources used in imaging undergo spontaneous 

emission to generate light. Applied to microscopy, these sources can illuminate the 

entire field of view, which is known as wide-field microscopy. Typical sources of light 

sources used are halogen, arc lamps, or light emitting diodes (LED). Unlike laser 

sources, these incoherent sources of light cannot be pulsed at rapid speeds. Capturing 

extremely rapid motion at high resolution then becomes difficult. The thermal nature of 

these spontaneous sources limits the overall output of light used to illuminate the 

subject. 

A multi-mode laser or random laser solves the speckle problem by lacking spatial 

coherence [118-121]. Random lasing occurs when multiple scattering events occur 

within a gain medium. The traditional optical cavity limits the accessible modes of a 

laser by use of say two mirrors. Random lasers lack an optical cavity and instead utilize 

a highly disordered gain medium and multiple scattering to exceed lasing thresholds. 

Multiple scattering acts as a random walk through a medium removing wave 

interference and thereby removing spatial coherence. Random lasing’s main limitation 

preventing implementation is a lack of light of sufficient intensity. The generated laser 
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light propagating through the gain medium tends to be reabsorbed. The strong absorption 

of the pump laser tends to damage the gain medium. 

 

 

Figure VI.1: Conceptual drawing of random Raman lasing emission (yellow) being 

stimulated by incident pump laser (green). 

 

Random Raman lasing is the solution to imaging by generating a very bright light 

source without loss of quality due to speckle. As discussed in Chapter 1, Raman 

scattering does not require absorption of excitation radiation to generate signal. The 

spectra generated can have many Raman peaks, corresponding to the different 

vibrational modes of the molecule. Stimulated Raman scattering (SRS) resonantly 

enhances the emission of a particular Raman peak by utilizing a two photon process, 

meaning two photons are incident upon the molecule to generate the signal [Fig. VI.1]. 

A pump photon excites the molecule and a second photon, the Stokes photon, selects the 
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scattering mode by creating a resonant coupling between the ground state and a specific 

vibrational state. The resonance prevents any signal from any other molecular 

vibrational state other than the one selected from the incident photon sources.  

 

 

Figure VI.2: Comparison of brightness of different light sources for imaging. Useful 

peak power is the peak power achieved in a specified bandwidth at the optimum 

wavelength for that light source. It is the measure of how much light is absorbed by 

the sample. This is then multiplied by quantum efficiency of the process to obtain 

the peak power observed by the camera. 

 

 

Applying SRS as the gain mechanism for random lasing creates a laser imaging 

tool with several advantages over other imaging methods [122]. The pump laser 

wavelength doesn’t need to be set at an absorption band for the gain medium, allowing 

more powerful pump sources to be used increasing the Raman response and subsequent 

emission [Fig VI.2] [123]. The emitted Raman light is not resonant with the energy 
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levels of the molecule and can be extremely narrowband (approximately 8 cm-1) [Fig 

VI.3].  

 

Figure VI.3: Raman emission spectrum of random Raman laser for BaSO4. The 

985 cm-1 shift from 532 nm pump placing the wavelength of the emission at 562 nm 

with a 0.25 nm spectral width. 

 

Light emitted from a random Raman laser was used as the strobe source to image the 

nanosecond timescale dynamics of laser induced breakdown in water.  

6.2 Materials and Methods 

6.2.1 Characterization of Speckle 

The speckle patterns of 3 different light sources were compared to demonstrate 

the reduction of speckle and viability of a random Raman laser as an imaging strobe. A 

Hamamatsu Orca-ER, 16-bit CCD captured the speckle images formed by a low spatial 



 

87 

 

coherence halogen lamp, a highly coherent helium neon (He-NE) laser, and the random 

Raman laser. Each source passed through a 2 m long 600 µm fiber, exited the fiber 

uncollimated, and overfilled the CCD array ensuring each pixel was covered. To ensure 

speckle would be properly imaged, the CCD was placed far enough from the fiber so a 

speckle grain was significantly larger than the size of a pixel. A 400 by 400 pixel region 

of the CCD was chosen for analysis as it lacked debris that would interfere with imaging 

results. The region was subdivided into 25, 80 by 80 pixel, sub-regions. The speckle 

contrast of each sub-region was computed independently. A background measurement of 

the CCD dark current noise was taken and subtracted from data. After dark current 

background subtraction, each sub-region’s speckle contrast was averaged over multiple 

images and the standard deviation was calculated [124,125]. The images chosen for use 

in the calculations for the halogen and random Raman sources were selected by rejecting 

any with saturated pixels and required the average counts per pixel to be above 20,000. 

Thereby ensuring the effect of CCD noise was limited and saturation wasn’t occurring. 

Images taken from the He-Ne laser did not utilize an average pixel count threshold. 

Instead maximization of the dynamic range of the CCD without saturation was achieved 

by adjusting the laser power. Calculation of each source's speckle contrast used the 

following total images: 101 from the halogen, 21 from the He-Ne, and 28 from the 

random Raman laser. The final value averaged each sub-regions speckle contrast value. 
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6.2.2 Imaging of Laser Induced Breakdown of Water 

 

 

Figure VI.4: Experimental setup for random Raman laser imaging. 

 

Laser induced breakdown of water was imaged using a Spectra Physics Quanta-

Ray GCR-3RA [Fig VI.4]. The laser system outputs 50 ps pulses at a rate of 10 Hz. The 

fundamental wavelength is 1064 nm from a Nd:YAG regenerative amplifier which is 

frequency doubled to 532 nm light. The residual 1064 nm light was utilized in creating 

the breakdown of the water filled cuvette by focusing through a Mitutoyo 10x long 

working distance microscope objective. Neutral density filters adjusted the energy of the 

1064 nm beam until nominal pulse energies of 70 µJ were obtained. The 532 nm beam 

was used as the pump for the random Raman laser. To pump the gain material to 

generate random Raman lasing, the 532 nm beam passed through a delay stage and 

reflected off of a Semrock Di02-R532 longpass filter at which point it was measured to 

have 1.7 mJ of pulse energy. The 532 nm laser was focused onto barium sulfate (BaSO4) 
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powder (ReagentPlus from Sigma-Aldrich) that was packed into a cylinder 1 cm in 

diameter and 1 cm in depth and placed in front of the focal plane creating a 1 mm 

diameter spot on the powder. The random Raman emission was reflected off of the 

dichroic filter and residual 532 nm light was attenuated by a ThorLabs NF533-17 6 OD 

notch filter. The Raman emission imaged the water breakdown onto a Hamamatsu Orca-

100 CCD. A 10x long working distance objective (Mitutoyo) was used to collect the 

light along with a 500 mm lens to achieve a magnification of 25x. Plasma light 

emissions from laser induced breakdown or higher order random Raman emission lines 

were prevented from reaching the camera by use of a 560 nm bandpass filter [126]. 

6.3 Results and Discussion 

6.3.1 Analysis of Speckle Contrast 

 

 

Figure VI.5: Comparison of speckle contrast images from HeNe laser, random 

Raman laser, and halogen light sources. The calculated speckle contrast C indicates 

that while the random Raman laser has some spatial coherence, it is very low, 

especially when compared to that of a coherent HeNe laser. 

 

After imaging the He-Ne laser, halogen, and random Raman laser sources of 

light onto the CCD, the speckle contrast was calculated by: 
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 𝐶 =
𝜎

〈𝐼〉
 (Eq. 6.1) 

where 𝐶 is the speckle contrast, 𝜎 is the standard deviation, and 〈𝐼〉 is the average value 

of the intensity. Thus giving a quantitative value for the spatial coherence of the light 

source. The speckle contrast values for the He-Ne, random Raman laser, and the halogen 

bulb are 0.968 ± 0.094, 0.058 ± 0.006, and 0.031 ± 0.001 respectively [Fig VI.5]. The 

calculation indicates that a small amount of spatial coherence exists in the random 

Raman laser, but when small by comparison to other common sources, such as 

superluminescent diodes [127]. Speckle patterns from the random Raman laser have 

been observed to be unique to each pulse. This indicates that the effect of spatial 

coherence in random Raman lasing can be further reduced by averaging over multiple 

pulses. 

6.3.2 Analysis and Comparison of Imaging of Laser Induced Breakdown of Water 

Using the setup, laser induced breakdown was imaged in three different manners 

to compare random Raman lasing to other conventional imaging methods. The 

experimental setup was adjusted minimally to image the shockwave in the water using 

fluorescence as well as the 532 nm pulse itself to act as the strobe mechanisms. Imaging 

at specific points in the breakdown was accomplished using the delay stage in the 

apparatus, with time zero occurring when the strobe and breakdown pulse arrive in the 

cuvette at the same time. As time goes forward, the images show how the breakdown 

shockwave expands. Each image was intensity scaled to maximize the contrast in the 

image, but were not processed any further.  
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Figure VI.6: Images of laser induced breakdown of water at different delay stage 

times using random Raman laser. As the time passes, the shockwave is observed to 

propagate through the water. Very fine details of the breakdown can be observed. 

 

Examining the images taken with the random Raman laser, the shockwave can be 

easily tracked as it expands from the initial breakdown and smaller details demonstrate 

the inhomogeneity of the breakdown [Fig VI.6]. The illumination is non-uniform and is 

brighter on one end of the image than the other. Background subtraction is one method 

for removing the problem, and another would be to utilize a multi-mode fiber. Passing 

the random Raman strobe light through the fiber and imaging the exit tip through the 

system would evenly distribute the strobe light. 
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Figure VI.7: Images of laser induced breakdown of water at different delay stage 

times using fluorescence from a Rhodamine 590 dye. While the fluorescence 

provides a strong contrast with the breakdown, the lifetime of the fluorescence 

decay is on the order of the lifetime of the shockwave (ie. nanoseconds). The 

temporal resolution is degraded and shockwave features cannot be made out. 

 

The fluorescence strobe modified the random Raman laser setup by removing the 

BaSO4 and introducing a Rhodamine 590 dye that was pumped by the 532 nm laser. 

Fluorescence emission lifetime from the dye is on the order of nanoseconds [128]. Due 

to the lifetime of the breakdown also being on the order of several nanoseconds, the 

images are blurry and lack temporal resolution preventing observation of the smaller 

details apparent in the random Raman laser images [Fig VI.7].  
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Figure VI.8: Images of laser induced breakdown of water at different delay stage 

times using the 50 ps 532 nm laser pulse. While providing more detail than the 

fluorescence strobe, the coherence of the beam leads to a large amount of speckle 

preventing imaging of the small details within the shockwave. 

 

When the 532 nm laser pulse acts as the strobe for the breakdown, the result is 

better temporal resolution as the laser pulse doesn’t have to interact with a medium to 

generate another emission to act as the strobe. Observing the images taken with the 532 

nm laser pulse strobe, the tiny details observed in the center of the breakdown with 

random Raman lasing are not distinguishable [Fig VI.8]. The spatial coherence of the 

laser pulse degrades the quality of the image through speckle as predicted, despite little 

scattering present in the system. Should any sample with higher scattering be introduced, 

the image take would be far worse. 
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Figure VI.9: Sobel filtered images of random Raman laser, 532 nm laser, and 

fluorescence images at 2 ns delay stage. The Sobel filter is an image processing tool 

that detects the edge imaged objects by recognizing where contrast between two 

parts of an image is high. The Sobel filter enhances the difference between different 

strobe methods, further proving that random Raman lasing is a strong tool for 

image capture. 

 

While quantification of the image quality in each case is difficult to assess, there 

are other means by which one can assess them. The sharpness of the image can be 

assessed using a Sobel filter. A Sobel filter calculates the directional variation in the 

intensity of an image, also known as an image gradient. When applied to an image, the 

Sobel filter creates an image that emphasizes edges in the original picture. When applied 

to each of the imaging methods discussed, the differences in the sharpness of the image 

become pronounced [Fig VI.9]. The small details in the center of the breakdown 

illuminated by the random Raman laser become even more resolved, whereas the image 

produced by the 532 nm pulse are not. The Sobel filter applied to the fluorescence image 

the breakdown appears to have been removed entirely.  
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Figure VI.10: Fast Fourier Transform applied to each imaging strobe at 2 ns delay 

stage. The FFT of the three images gives important information about each strobe 

method by determining the number of spatial frequencies in each image. The laser 

image has a bright and broad background spectral frequency due to speckle. The 

low temporal resolution for the fluorescence strobe leads to low spatial frequencies. 

The FFT random Raman lasing balances the other two with a large number of 

spatial frequencies, and better temporal coherence implying less speckle. 

 

The application of a fast Fourier transform (FFT) can provide a measure of the 

spatial frequencies in the image [Fig VI.10]. Spatial frequencies in an image can be 

described as the variations in color over the image plane. By taking the FFT of the 

original image, a measure of the number of spatial frequencies is visualized. The FFT of 

the image caused by the 532 nm laser pulse indicates a large number of spatial 

frequencies in the image. The background frequency is exceptionally large which is due 

to the speckle in the image. The FFT of the fluorescence supports only low spatial 

frequencies, caused by the low temporal resolution of events, and has a low background 

frequency, due to lack of speckle. The random Raman laser’s FFT shows a balance 

between the other two. Large number of spatial frequencies available, but with a reduced 

high frequency background due to speckle. 
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6.4 Conclusion 

Random Raman lasing has been demonstrated to be an effective tool for wide-

field microscopy. Specifically, it has the ability to deliver extremely bright, narrowband, 

and low spatial coherent light pulses that reduce image issues caused by speckle while 

retaining the ability to image rapidly transpiring events. The application of random 

Raman lasing to imaging of laser induced breakdown was demonstrated to show features 

more clearly than illumination from a laser pulse or fluorescence strobe. Specifically, 

random Raman emission demonstrated wide-field microscopy imaging with nanosecond 

temporal resolution and reduction of spatial coherent caused image degradation. 

The gain mechanism for the random Raman laser being SRS, it is obvious that 

the emission selection can be tailored to the problem at hand. In the experiment, the 532 

nm light underwent a 985 cm-1 Raman shift from interacting with BaSO4 causing Raman 

emission at 562 nm. This emission isn’t the only possible one however. If prepared 

properly, the random Raman laser could excite emissions at 595 nm or 632 nm by 

causing higher-order effects [126]. Should that occur, one could imagine utilizing optical 

filtering tools to perform multispectral imaging from a single light source. Alternatively, 

adjusting the pump wavelength would adjust the emission wavelength for the random 

Raman laser. Fluorescence microscopy would be uniquely benefited by maximizing the 

quantum efficiency of the fluorescence molecule transition.  
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CHAPTER VII  

CONCLUSION 

Lasers are a tool uniquely suited to solving and investigating numerous problems 

and questions. Utilization of lasers also carries significant risk to those who operate 

them. The work presented in this dissertation aims to address some of the novel 

applications of lasers as well as their dangers. The potential for damage to the eye due to 

ultrafast laser pulses and the nonlinear phenomena generated was investigated. The 

critical thresholds nonlinear phenomena were explored to understand maximum 

permissible exposures in the new regimes that were previously unexplored due to lack of 

laser sources. A Raman microscope was characterized using the Allan variance to 

understand optimal averaging times. The optimal averaging time is useful to researchers 

in maximizing their signal-to-noise ratio. Raman microscopy was investigated as a tool 

for improving commercial production methods, due to the unique chemical and 

molecular quantification information it can provide. Finally, a random Raman laser 

strobe was shown to have significant advantages in imaging when compared to 

fluorescence and laser strobe sources. While none of these areas of study are complete, 

the progress detailed within should provide future researchers a guide for future avenues 

of study. 
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