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ABSTRACT

The increasing demand of portable electronic devices, such as cell phones, biomedical prod-

ucts, smart devices, etc, has been witnessed in recent years. These devices have limited power

due to their battery life. Therefore, power-efficient researches and designs for IC chips used in

the portable devices become more popular. One hot topic is about a power-efficient high resolu-

tion, wide bandwidth analog-to-digital converter (ADC) design. The ADC block is one of the key

building blocks in a wireless communication system. The ADC is employed to process baseband

signals after a mixer and filters. It converts analog signals into digital format for microproces-

sors/controllers. Hence, the power consumption of the ADC is important since the ADC is one of

the most frequently used building blocks in the wireless communication system. Another widely

used blocks are on-chip regulators. They regulate the supply voltages for different parts/cores on

a microchip. Nowadays, many applications require different building blocks switching frequently

between sleeping and operation modes. In this case, power-efficient on-chip regulators with fast

transient response are demanded.

This research consists of three projects. All projects are about power-efficient analog and

mixed-signal circuits design. The first research is a 13-bit 260MS/s pipeline ADC using a current-

mode (CM) multiplying digital-to-analog converter (MDAC) with a current-reuse technique and

interstage gain calibrations. In this pipeline ADC, the CM MDAC architecture is utilized to re-

place the conventional switch-capacitor (SC) architecture. The CM MDAC employs an operational

transconductance amplifier (OTA) converting the voltage input signal into a current output signal.

At the same time, the sub-ADC in the CM MDAC solves N bits which drives an N-bit current-

steering DAC. The current residue signal is generated at the output of the DAC and the OTA.

Then, a transimpedance amplifier (TIA) is utilized to convert the current residue back to a voltage

output for next pipeline stages. To overcome interstage gain errors due to variations, the errors

are calibrated in digital domain. Finally, the work achieves a 68.1/66.3 dB signal-to-noise-and-

distortion ratio (SNDR) and 82.3/78.2 dB spurious free dynamic range (SFDR) for a sinusoidal
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inputs at 4.1736/123.129 MHz. The total power consumption for the ADC is around 15.38 mW.

The Walden figure-of-merit (FoM) is 28.3 fJ/conv-step with low frequency input. The chip was

implemented by TSMC 40nm technology. The phototype occupies around 0.28 mm2.

The second project is a system-level design of a time-interleaved ADC with digital background

calibrations. In this project, a 4-channel time-interleaved ADC with one additional ADC for cal-

ibration is proposed. The calibration algorithm matches the 4-channel ADCs’ outputs with the

additional ADC by adjusting their gains, offsets and sampling clock phases. These three types of

mismatches and skews are considered as the main errors for a high-speed time-interleaved archi-

tecture. The algorithm is implemented and functionally verified by using a field programmable

gate array (FPGA) and commercial ADCs (ADS4126).

In the last project, a 245mA digitally-assisted dual-loop low dropout (LDO) regulator is pro-

posed and implemented in a TSMC40nm process. The purposed digitally-assisted loop is to speed

up the transient response of large load variations. In this way, the digital loop maintains the loop

speed of the LDO using dynamic current instead of large DC current. However, the digital loop

has finite resolution leading to a current quantization error at the output. One of pass transistors in

the LDO is turned on/off periodically in a steady state condition. In order to solve the issue, the

analog loop is utilized for the steady state condition. It regulates small load changes. The digital

loop is activated for tracking large load steps only. The digitally-assisted dual-loop LDO achieves

245mA maximum load current. The power supply rejection (PSR) is -48 dB at low frequency and

-43 dB at 1 MHz for a 240 mA load respectively. The LDO with low load current still shows

-34 dB rejection at 1 MHz. The quiescent current is approximate to 300 µA. The measured load

transient tests indicate that the LDO has 71 mV/37 mV voltage droops under a rising/falling edge

of the maximum current step. The FoM based on the results is 7.4 ps which is highly competitive

with recently published LDO designs.
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1. INTRODUCTION

1.1 Motivation of Power-efficient Circuit Designs

Portable electronic devices are becoming more popular nowdays. They step into people’s daily

life, such as mobile phones, smart devices, biomedical sensors, IoT devices, etc. All those devices

are powered by their batteries. Therefore, the battery life for portable devices is very significant.

There are two ways to extend their battery life: one way is to increase the battery capability; the

other one is to reduce the power consumption of power-hungry chips and devices in the portable

devices. This dissertation focuses on power-efficient designs for critical building blocks on the

chip of the electronic devices, such as power-efficient ADCs for wireless communications and

linear regulators for power supplies.
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1.1.1 Power-efficient Pipeline and Time-interleaved ADCs

In many smart devices, analog-to-digital converters (ADCs) are necessary parts. An ADC

converts an analog input signal into digital output codes. The digital codes can be further processed

by micro-processors or controllers. Therefore, ADCs have wide application areas. Figure 1.1

reveals application areas according to the bandwidth and resolution of the ADC.
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Figure 1.2: Resolution and Bandwidth for Different Types of ADCs

For biomedical sensors and audio devices, they need high resolution digital data for digital

signal processing. The ADCs used in these applications are supposed to be higher than 13-bit

resolution. Under this circumstance, the bandwidth for these applications is relaxed. They can

be as low as kilo hertz range. There are also some very high-speed applications, such as optical

communications and high-speed data communications. The bandwidth of the ADC used in those
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applications can reach up to 10 GHz or higher. For applications, such as WiFi, LTE-A , etc, they

need medium-to-high resolution and mega-hertz range bandwidth. From the figure, it can be seen

that there is a tradeoff between the bandwidth and the resolution for the ADC with certain power

consumption.

There are also many types of ADCs invented by researchers and designers. Base on the band-

width and resolution, Figure 1.2 reveals the most popular ADC architectures. Therefore, different

types of ADCs have their own application areas. For example, Σ∆ ADCs are widely used for

high resolution applications. They are considered as oversampling ADCs. Compared with other

Nyquist rate ADCs, the Σ∆ architecture is able to do noise shaping for quantization noise. Thus,

the oversampling ADCs can achieve high resolution. However, the oversampling sacrifices the

ADC bandwith on the other hand.

In this project, we expect a power-efficient ADC design for wireless communications. There-

fore, a medium-to-high resolution and medium bandwidth ADC architecture should be selected.

According to Figure 1.2, pipeline ADC architecture is utilized. The pipeline architecture has

residue amplifications throughout pipelined stages. However, the residue amplification is a power-

consuming process. To solve this issue, a pipeline ADC with current-mode MDAC are introduced

in chapter 2. This CM MDAC has inherit interstage gain and nonlinearity errors. In the project, a

calibration algorithm is proposed for the interstage errors.

To further increase the bandwidth of a single-channel ADC, the time-interleaved ADC archi-

tecture is investigated in chapter 3. The project about the TI ADC is a system-level design. An

calibration algorithm is proposed for gain mismatches, offset mismatches and timing skews in the

TI ADC architecture.

1.1.2 Power-efficient Low Dropout Regulator Design

LDOs are widely used to adaptively provide the current to a load. In this way, the voltage

supplies used on a large chip are normally regulated by on-chip LDOs. There are many two

types of LDOs. The conventional LDO is implemented by using analog circuits. There is an

error amplifier in the loop. However, the error amplifier usually consume large amount of power,
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especially when the pass transistor size is large. To solve this issue, digital LDOs are proposed.

Based on recent published researches and designs, digital LDOs become more popular. There

are several reasons for this trend. First, digital LDOs are mainly implemented by digital circuits.

With technology developments, digital circuits get more benefits compared with analog circuits.

The transistor size is smaller with technology scaling. The speed of a single transistor becomes

faster and the power consumption is getting lower. Then, digital circuit is portable under different

technologies. The re-design work for the digital LDO is much less than the work for the analog

one when the process is changed. However, the digital LDO architecture has two main drawbacks:

output ripples and poor PSR performance. To solve this issue, a digitally-assisted dual-loop LDO

is proposed in this project. The proposed LDO combines some advantages from both sides.

1.2 Thesis Organization

This dissertation is organized as follows: Chapter 2 presents a pipeline ADC using current-

reuse technology in current-mode MDACs and interstage gain and nonlinearity errors calibration.

Both analysis and results are revealed in this chapter. Chapter 3 describes the system-level de-

sign of a 4-channel time-interleaved ADC architecture. A background calibration algorithm is

proposed. The experimental results are shown at the end of this chapter. Chapter 4 describes the

design, analysis and measurement results for a digitally-assisted dual-loop LDO. The dual-loop

LDO can provide maximum 245-mA current to the load. The undershoot is around 70 mV for a

240-mA transient step with 300-ns rising time.
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2. A 13-BIT 260 MS/S POWER-EFFICIENT PIPELINE ADC WITH CURRENT-MODE

MDACS EMPLOYING A CURRENT-REUSE TECHNIQUE AND INTERSTAGE GAIN

AND NONLINEARITY ERRORS CALIBRATION*

2.1 Introduction

ADCs are significant building blocks for many systems or applications. There are several types 

of ADC architectures, such as flash, SAR, pipeline, Σ∆, etc. Each of them has special applications 

based on their specifications. Among all types of ADCs, pipeline ADCs perform medium-to-high 

resolution (10-14 bits) and medium bandwidth (>100 MHz) [2]. Thus, pipeline architectures are 

widely used for processing baseband signals in data communication systems.

A conventional pipeline ADC architecture is presented in Figure 2.1. The entire ADC consists 

of several pipelined stages. Two adjacent stages use complementary clock phases (Φ1 and Φ2) at 

the same frequency. A small non-overlap time is added between Φ1 and Φ2 to avoid switching 

errors. In each stage, there are mainly four parts: a sample/hold block, a sub-ADC, a DAC circuit 

and a residue amplifier. The input signal is sampled by the sample-and-hold circuit. Then, the w-

bit sub-ADC as in Figure 2.1 quantizes the sampled input and generates w-bit output data. In order 

to find the residue signal due to quantization of the sub-ADC, the w-bit DAC is employed. The 

residue signal is obtained by subtracting the DAC output from the sampled input. After that, the 

residue signal is amplified for the next stage. The pipeline stage is called multiplying DAC 

(MDAC). In a pipeline ADC, similar or even the same MDACs are utilized for the next stage or 

other back-end stages. In this way, the design complexity for MDACs can be relaxed, especially 

for the case that all pipelined stages use the same MDACs.

Compared with other types of ADCs, pipeline architecture shows two main advantages. First, 

the total number of bits is divided into several stages. At the same time, the throughput of the 

pipeline ADC has the same rate for each stage. Therefore, it is not necessary for a pipeline ADC
*Part of the data reported in this chapter is reprinted with permission from "A 44-fJ/Conversion Step 200-MS/s 

Pipeline ADC Employing Current-Mode MDACs" by C. Briseno-Vidrios, Dadian Zhou and et al., 2018, IEEE Journal 
of Solid-State Circuits, vol. 53, no. 11, pp. 3280-3292, Copyright c© 2018, IEEE.
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Figure 2.1: A Conventional Pipeline ADC Architecture

to solve all bits out in one clock cycle as a flash ADC or to use multiple clock cycles to solve

all bits as a SAR architecture. The second benefit is from the residue amplification. The design

specifications of sub-ADCs used in the second/back-end stages are relaxed due to large swing of

the residue signal after the amplification.

In recent years, the pipeline ADC architecture has a strong competitor which is a SAR archi-

tecture especially for low power applications. In a SAR ADC, more digital circuits are utilized,

such as comparators and logic controllers, rather than pure analog parts. With technology scal-

ing, digital circuits get more benefits from speed improvement and power consumption reduction.

Thus, SAR ADCs are becoming increasingly more popular for power-efficient designs. However,

SAR ADCs can not fully replace pipeline ADCs due to their inherit limitations as described in [3].

SAR ADCs use passive charge recombination operations; They require multiple clock cycles to

obtain one digital output symbol. Therefore, comparators/DACs with higher speed are necessary

components in SAR ADCs. The second challenge is from comparators’ resolution and offsets.

Without residue amplification, comparators need severe design to achieve higher resolution and

better offset tolerance. They may consume high power to overcome the issue. Hence, pipeline

ADCs do not have these issues and they are still employed especially for the resolution higher than
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10 bits.

According to published researches [4, 5, 6, 1, 7], the most power consumption building blocks

are residue amplifiers in MDACs for pipeline ADCs. Recent published works focus on reducing

power consumption of residue amplifiers without decreasing the overall bandwidth of pipeline

ADCs. The power/transconductance requirement of the amplifier in a conventional flip-around

switch-capacitor MDAC is analyzed in the following paragraphs.
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Figure 2.2: A Conventional Flip-Around Switch-Capacitor MDAC with a Half Bit Redundancy
for Comparator Offsets

In Figure 2.2, the MDAC consists of an N-bit sub-ADC and a multiplexer and a flip-around

SC circuit. In the SC building block, k unit capacitors (C1, C2, . . . , Ck) and an amplifier (A0) are

utilized. The clock period of the pipeline stage is ts. There are two phases, Φ1 and Φ2, for sampling
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and settling respectively. During the sampling phase, all unit capacitors sample the input signal,

Vi. The sub-ADC solves N bits during Φ1 as well. The N-bit codes select proper reference voltages

for C2, . . . , Ck. During Φ2, C1 is flipped around and connected to the residue output, Vres. Based

on charge conservation behavior at the virtual ground node of the amplifier, the residue output can

be obtained by the following equation after Φ2.

Vres = ACL ×
(
Vi −

d · VFS
2N

)
(2.1)

In Equation 2.1, d denotes a decimal number from the sub-ADC output, where d = −(2N−1 −

1), . . . , 0, . . . , (2N−1 − 1); VFS is the full-scale range of the input signal; ACL represents the close

loop gain. During the settling phase, ACL can be further expressed as

ACL =

∑K
k=1 Ck

C1

1 + 1
A0
·
∑K

k=1 Ck

C1

=

1
β

1 + 1
A0·β
≈ 2N−1 (2.2)

By observing Equation 2.2, β = C1/(
∑K

k=1Ck) is the feedback factor; When mismatches

among unit capacitors are small, β = 1/2N−1; A0 denotes the low frequency gain of the amplifier.

In order to make ACL approach to 2N−1, A0 is supposed to be very large. In this case, the design

specification of the amplifier becomes significant to the entire MDAC stage.

To find the speed of the loop and the accuracy of Vres during the settling phase, it is assumed

that the amplifier has a low-frequency gain of A0 and a dominant pole at ωp0. Then, the close loop

transfer function is obtained as

ACL(s) =

A0

1+s/ωp0

1 + A0

1+s/ωp0
· β

=
A0

(1 + A0 · β)
(

1 + s
(1+A0·β)·ωp0

) (2.3)

where A0 · ωp0 denotes the low-frequency loop gain and it is supposed to be much larger than 1.

Hence, the close loop gain transfer function has a pole at (1 + A0 · β) · ωp0 ≈ A0β · ωp0. Under

this circumstance, A0 · ωp0 equals the gain bandwidth product of the amplifier (Assume that the

amplifier has only one dominant pole before unity gain frequency.) which can be also expressed
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as GBW = Gm/CL = A0 · ωp0.

During Φ2, the settling time for the residue amplifier should be less than tclk/2 due to non-

overlapping and slewing time. For example, tclk/3 is used for the settling time of the residue

signal. The settling error for ACL(s) with a step response is supposed to be less than the resolution

of back-end stages of the pipeline ADC. Therefore, an unequal relationship between the back-end

stages’ resolution and the settling error are obtained as

e−GBW ·β tclk
3 ≤ 1

2NB
(2.4)

From Equation 2.4, the total transconductance of the amplifier is then defined as

Gm ≥
3 · ln(2)

tclk
· CL ·NB

β
(2.5)

where tclk is the clock period; CL denotes the total load capacitance and is defined by KT/C

noise requirement; NB = NADC − N is the total number of bits solved by back-end stages. In

Equation 2.5, Gm is positive proportional to the power consumption of the amplifier used in the

MDAC. In order to reduce Gm value, only NB and β can be manipulated since tclk and CL are set

based on design specifications and KT/C noise requirement respectively. Furthermore, the value

of CL is also limited by an unit capacitor size. Small unit capacitors do not match well and are not

tolerant to parasitic capacitors. Thus, the MDAC performance will be influenced if very small unit

capacitors are utilized.

In the conventional SC MDAC, increasing N will reduce NB. Then, the minimum Gm require-

ment will be reduced. However, the feedback factor, β = 1/2N−1, is inversely proportional to N

and in the denominator of Equation 2.5. The benefit from increasing N is limited since both NB

and β are decreasing.

In order to solve the issue, a virtual ground buffer is added for all unit capacitors except the

flip-around capacitor as described in [1]. Figure 2.3 indicates the proposed MDAC architecture.

During the settling phase, the input of the unity gain buffer is connected at the virtual ground

9



Figure 2.3: (Reprinted from [1]) A Pipeline ADC with Virtual Ground Buffers

node of the amplifier. Then, the same voltage change emerges at both plates of C1 which means

∆V = 0. In this case, the feedback factor, β, is supposed to be 1. In real implementations, β

is approximate to 0.3 because of a non-ideal level-shifting buffer and parasitic capacitors at the

virtual ground node. According to measured results in [1], the n-bit MDAC with a virtual ground

buffer can improve the power efficiency of the pipeline ADC. Compared with this solution, more

power-efficient architecture using current-mode MDACs is proposed in the next sub-section.
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2.2 Current-Mode MDAC Architecture with a Current-Reuse Technique

In a conventional SC MDAC, the amplifier is a power-hungry device used in the close-loop

residue amplifier. The interstage gain is based on the capacitor ratio during the settling phase. By

solving more bits (N > 1) in the first pipeline stage, the design of back-end stages is relaxed.

However, the amplifier in the first stage may consume more power due to the reduction of β

according to Equation 2.5. To avoid the reduction of β while increasing N , the current-mode

MDAC architecture is proposed in this dissertation as shown in Figure 2.4.
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-Vi

Bootstrap

Switch

Cin

Cin

Flash

ADC

OTA+DAC with 

Current Reuse

N bits

Ires+

Ires-

Rfb

Rfb

+Vres

-Vres

pMOS 

Current-

steering DAC

nMOS OTA

IDAC+ IDAC-

IOTA+ IOTA-

VDD

VSS

+

_
+_A2

+

_

_

+
A1

Figure 2.4: A Proposed Current-Mode MDAC Architecture with Current-Reuse Technique

The CM MDAC consists of a sub-ADC, an OTA, a current-steering DAC and a TIA. The input

voltage signal is sampled by a sampling capacitor, Cin, and then quantized by the sub-ADC. N -bit

digital output is obtain from the sub-ADC. The current-steering DAC delivering the discrete current

output value, IDAC , is controlled by the sub-ADC output. At the same time, the OTA converts the

sampled voltage into the current signal, IOTA. At the output of the OTA+DAC building block, the
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residue current is expressed as

Ires = IOTA − IDAC (2.6)

In Equation 2.6, the single-ended format of Ires is used here for analysis simplicity. Ires repre-

sents an AC signal. For DC mode, both PMOS current-steering DAC and NMOS OTA are biased

by current mirror sources. Since the OTA employs PMOS transistors only and the OTA uses

NMOS components, the DC bias current flowing through the supply voltage to the ground can be

reused. No separate bias sources are needed for the DAC or the OTA. Thus, the DC bias current is

saved according to the OTA+DAC architecture. Finally, Ires enters the following TIA. The current

residue signal will be converted into the voltage output, Vres. Thus, Vres can be further sampled

and quantized by the similar CM MDAC circuit.

The overall residue signal is obtained as

Vres = Gm ·Rfb ·
(
Vi − d×

ILSB
Gm

)
(2.7)

where Gm is the total OTA transconductance; Rfb denotes the feedback resistor in the following

TIA; d = 0,±1,±2, . . . represents the output code from the sub-ADC; ILSB is the current provided

by one current DAC cell.

In the CM MDAC, the TIA is composed of a high-gain amplifier with a feedback resistor. Thus,

the feedback factor of the TIA can be defined as

β =
ROTA||RDAC

ROTA||RDAC +Rfb

(2.8)

where ROTA and RDAC are the equivalent output resistance of the OTA and the current-steering

DAC respectively. The values of ROTA and RDAC are much larger than the value of Rfb since both

OTA and DAC provide current output signal. Therefore, β can be approximate to a unity (≈ 1).

Compared with the capacitive feedback in the SC architecture, β will slightly reduce with the

number of bits solved by the first stage increasing. Based on Equation 2.5, the transconductance

12



requirement of the amplifier in the CM MDAC is obtained as

Gm ≥
3 · ln(2)

tclk
· CL ·NB (2.9)

# of Bits

1 2 3 4 5

G
m

N
 /

 G
m

2

0

0.2

0.4

0.6

0.8

1

SC

Ideal CM

Real CM

Due to parasitic capacitance,

approximate  value, limited

load capacitance size, etc.

Figure 2.5: Minimum Gm Versus the Number of Bits Solved by the MDAC stage (Gm2 means
the minimum transconductance required by the SC MDAC solving 1.5-bit/stage. N = 2 for 1.5-
bit/stage.)

To find the relationship between minimum Gm and N bits solved by the first stage, it is as-

sumed that the same MDAC is utilized for the second stage of the pipeline ADC. Then, the load
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capacitance, CL, due to KT/C noise requirement for the SC MDAC is defined as

CL =
Cu · (ACL − 1) · Cu

ACL · Cu
+
Cu · ACL
A2
CL

=

(
1− 1

ACL

)
· Cu +

Cu
ACL

(2.10)

where Cu is the unit capacitor for the first stage. The first term in Equation 2.10 denotes the

total equivalent capacitance of the feedback capacitor. The second term represents the equivalent

capacitance for the next stage. However, only the second term exists in CL for the CM architecture

because of the resistive feedback. To compare the Gm requirements for both types of MDACs, the

same clock frequency and the same ADC resolutions is assumed. The minimum Gm versus N is

indicated in Figure 2.5.

Residue Amplifier Sub-

ADC

Residue 

Amplifier

Sub-

ADC

OTA+DAC

CM MDAC

SC MDAC

Power Consumption (Normalize to RA in CM)

Figure 2.6: Total Power Consumption for Both 3.5-bit/stage SC and CM MDACs (Power con-
sumption is normalized to the RA’s power in the CM MDAC)
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It can be depicted that the residue amplifier (RA) in the CM MDAC requires much smaller

Gm value compared with the RA in the SC MDAC, especially for solving more bits in the first

stage. The RA in the ideal CM MDAC may save large amount of power. However, many factors

constrain the power saving for the ideal case. For instance, parasitic capacitance at the output

will increase the total load capacitance. The value of β is also slightly less than 1 according to

Equation 2.8 since the output resistance of the OTA+DAC block can not reach infinity. Moreover,

a very small capacitor value will be strongly influenced by parasitics. The capacitor value has a

lower limit which also restricts the power consumption reduction of the RA. From Figure 2.5, 3.5-

bit/stage indicates a small normalized Gm. Solving more bits in an MDAC will increase the digital

logic complexity and improve the design difficulties of the RA. Thus, the 3.5-bit/stage MDAC

architecture is selected for this project.

Besides residue amplifiers, other building blocks contribute power consumption for both types

of MDACs. Figure 2.6 shows the total power normalized to the power of the RA in the current

mode. In the 3.5-bit/stage SC MDAC, the RA requires high power budget for the settling phase.

Even though the OTA+DAC block consumes more power than the RA in the CM architecture,

the total power consumption of the CM MDAC is still less than the SC MDAC’s consumption.

Therefore, the pipeline ADC with CM MDACs is designed and implemented in this project.
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2.3 Systematic Errors for a Pipeline ADC with CM MDACs

In the project, 3.5-bit/stage current-mode MDACs are employed as shown in Figure 2.7. The

first three stages solve 3.5 bits per stage with a half bit redundancy. The forth stage consists of a

4-bit sub-ADC since no residue amplification is needed for the last stage in the pipeline ADC. The

digital codes obtained from four stages are denoted as D1, D2, D3 and D4.

Stage 1 Stage 2 Stage 3

Vin

Stage 4

Vres1 Vres2 Vres3

3.5 bits

Φ1 D1

ADC DAC

OTA TIA

3.5 bits

Φ2 D2

ADC DAC

OTA TIA

3.5 bits

Φ1 D3

ADC DAC

OTA TIA

1/8

Dout

Off chip

Φ2 

D4

4 bits

1/8
2 1/8

3

Figure 2.7: A 13-bit Pipeline ADC with Three 3.5-bit/stage CM MDACs and a 4-bit sub-ADC.

In the pipeline system, the input signal is processed with a half-clock-cycle delay for two con-

secutive stages. Digital codes from back-end stages should be attenuated based on interstage gain

values. For example, 3.5 bits are solved in the first stage. Then, the interstage gain is theoreti-

cally 8. D2 should times 1/8 when it is used to reconstruct the digital output. In the design, the

reconstruction of Dout is completed off-chip. The output code is obtained as

Dout = D1[n] +
1

8
·D2

[
n− 1

2

]
+

1

82
·D3[n− 1] +

1

83
·D4

[
n− 3

2

]
(2.11)

2.3.1 Comparator Offset Errors

The first type of systematic error existing the CM MDAC is caused by comparators’ offsets.

The same error also emerges in a conventional SC MDAC. To eliminate/reduce the comparator
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offset errors, a half bit redundancy is employed as shown in Figure 2.8.
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0
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Voff,12

Voff,13

Voff,14

Voff,1

Voff,3
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output range

Without Offset 
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With Offset 
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Figure 2.8: A Residue Curve for a 3.5-bit/stage MDAC without/with Comparator Offset Errors

The offset errors, such as Voff,1, Voff,2, Voff,3, etc., are the difference between the real transition

and the transition in the ideal residue curve. Using the half bit redundancy, ±VLSB/2 offset errors

can be tolerated, which equals ±VFS/32. There is an example indicating the comparator offset

correction for red crossing points in Figure 2.8. According to the residue curve with offset errors,

the digital codes obtained from the current and the next stages are d1 = 1 and d2 = 12; In this

case, the final digital output is calculated as

do = d1 × 8 + d2 = 1× 8 + 12 = 20 (2.12)
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If no comparator offset errors, the corresponding digital code obtained from the ideal residue curve

is expressed as

do,ideal = d1,ideal × 8 + d2,ideal = 2× 8 + 4 = 20 (2.13)

Compared with Equation 2.12 with Equation 2.13, the results for both cases are the same. There-

fore, the half bit redundancy can tolerate maximum±VLSB/2 for each comparator in the sub-ADC

for 3.5-bit/stage MDACs.

2.3.2 Interstage Gain and Nonlinearity Errors

Analog 

Input

Digital 

Output

Ideal transfer curve (TC)
TC with gain errors

TC with nonlinearity errors

Figure 2.9: A Transfer Curve for a Pipeline ADC with Interstage Gain and Nonlinearity Errors
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The interstage gain and nonlinearity errors exist in both CM ans SC pipeline stages. In a SC

MDAC, the interstage gain is approximate to the capacitor ratio when the loop gain is large. It is

also very linear because of the ratio of two passive elements. However, the interstage gain for a

CM MDAC may become inaccurate and non-linear under different conditions.

In the CM MDAC, the interstage gain is denoted by Gm ·Rfb. Gm is the total transconductance

of the OTA andRfb is the tranimpedance gain of the following TIA. These two parameters are very

sensitive under different process, voltage and temperature (PVT) conditions. For a 3.5-bit/stage

MDAC, Gm · Rfb should equals to 8. After chip fabrication, the interstage gain values can not be

exactly 8 and can not be measured directly from the output of MDACs. If 1/8 is still applied for

the code reconstruction between two adjacent stages as in Figure 2.7, the interstage gain errors will

influence the ADC performance. The transfer curve of the pipeline ADC indicates the interstage

gain errors in Figure 2.9

Secondly, nonlinearity errors also exist in the OTA transconductance and the TIA gain. Thus,

the ADC performance is limited by nonlinearities in Gm · Rfb values. The nonlinearity errors are

also shown in Figure 2.9.

In this project, both gain errors and nonlinear errors from CM MDACs are considered as sys-

tematic errors. The errors are independent with the input signal. To calibrate the gain and non-

linearity errors, an off-line calibration algorithm is proposed in the following section. All input-

dependent errors and circuit mismatches in the CM MDAC are minimized by careful designs.
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2.4 Circuit Implementations

The proposed pipeline ADC with CM MDACs are composed of 4 stages as in Figure 2.7. The

first three stages are implemented by 3.5-bit/stage MDACs. Among them, the 1st stage consumes

more power than the following two stages since the first stage requires higher linearity and lower

input-referred noise. The 2nd and 3rd stages are scaled down to reduce the total power consumption.

The 4th stage is implemented by a 4-bit flash ADC since no residue amplification is needed for the

last stage. The 3.5-bit/stage MDAC architecture mainly consists of an OTA+DAC building block,

a TIA and a flash ADC. These blocks are described in the following sub-sections.

2.4.1 Implementation of a PMOS Current-steering DAC and an NMOS OTA

In Figure 2.10, the circuit consists of a PMOS current-steering DAC and an NMOS OTA. The

PMOS DAC uses P-type transistors only, while the OTA utilizes the N-type transistors. The OTA

and the DAC are combined together for reusing their DC bias current [8]. For AC mode, two

devices can still properly. With the current-reuse technique, neither the current-steering DAC nor

the OTA need separate bias sources. Thus, the OTA+DAC architecture save static power compared

with two standalone devices.

In the PMOS current-steering DAC, there are totally 14 PMOS unit cells. Each cell provide

ILSB which is the LSB of the current-steering DAC. In this project, the total bias current provided

by the DAC is smaller the OTA bias current. Therefore, two identical bias current sources, Ibp,

are added for proper DC operation. For the NMOS OTA, it is biased by three NMOS transistors,

Mn,1, Mn,2 and Mn,3. The DC current from the three transistors are In,1, In,2 and In,3. Thus, the

relationship between the DAC and the OTA can be defined as

14× ILSB + 2× Ibp = In,1 + In,2 + In,3 (2.14)

The total bias current for the current-steering DAC in the 1st stage is 1.05 mA. Hence, each

DAC cell has 75 µA. The total current for the OTA in the 1st stage is set to 1.8 mA. Then, the PMOS

bias source from each branch is 375 µA. In the 2nd and 3rd MDAC stages, the DC bias current is
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Figure 2.10: Circuit Implementation of a PMOS Current-steering DAC and an NMOS OTA

reduced due to relaxed design requirements. The total DC current for the OTA is approximately

set to 0.9 mA which is the half of the total OTA current in the 1st stage.

The implementation of the NMOS OTA is shown in Figure 2.10. It consists of a common

source amplifier with source degeneration resistors, which converts the voltage input (Vin±) into

a current output (IOTA±). The reason for using the degeneration resistors is to improve the OTA
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Figure 2.11: Small-signal Equivalent Circuits for the OTA

linearity. For simplicity, half circuit analysis is used for the fully-differential OTA and the small-

signal equivalent circuit is presented in Figure 2.11. Thus, the small-signal transconductance gain

of the OTA is obtained as

Gm =
IOTA
Vin

= −
gm1 ×

(
1
R1

+ 1
ron,1

)
gm1 + 1

R1
+ 1

ro1
+ 1

ron,1

(2.15)

where gm1 is the transconductance of M1; R1 denotes the source degeneration resistor; ro1 and

ron,1 are the output resistors of M1 and Mn,1 respectively. In the OTA, the output resistors are

assumed much larger than R1. Thus, Equation 2.15 can be further simplified as

Gm ≈ −
gm1 × 1

R1

gm1 + 1
R1

= − gm1

1 + gm1 ·R1

=
gm1

1 + η
(2.16)
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where η = gm1 ·R1 is called the source degeneration factor. The value of η is inversely proportional

to the OTA linearity. This behavior will be analyzed in the following paragraphs.

For the CM MDAC, the OTA converts the input voltage into the current output, where the

current output can be directly connected to the current-steering DAC to obtain the current residue

signal. The OTA transconductance gain is a part of the interstage gain coefficient (Gm · Rfb).

Thus, a highly linear OTA is significant to make Gm · Rfb with less distortions. Then, the final

performance of the pipeline ADC may achieve better SFDR/SNDR with low-distorted interstage

gains.

According to [9] and [10], the 3rd order distortion with the inter-modulation test (IM3) for a

conventional common source amplifier is defined as

IM3 =
3V 2

in,A

128V 2
d,sat

(2.17)

V 2
in,A represents the signal amplitude at the gate of the transistor used as the common source ampli-

fier; V 2
d,sat is the saturation voltage for the transistor. In order to improve the linearity of the OTA,

the source degeneration resistors are employed. Hence, IM3 of the common source amplifier with

source degeneration is obtained as

IM3 =
3V 2

in,A

128 (1 + η)3 V 2
d,sat

(2.18)

In Equation 2.18, η is the source degeneration factor as mentioned in Equation 2.16. The value of

IM3 is proportional to the input signal amplitude and is inversely proportional to 1 + η and Vd,sat.

Therefore, a large value of η can improve the linearity of the OTA. Based on Equation 2.16, the

way to increase η is to increase gm1 or increase R1. Increasing gm1 may improve the total power

consumption of the OTA, while increasing R1 will result in the higher voltage drop across R1 if

the same tail current flows into Mn,2 from Figure 2.10. Hence, both methods to increase η are not

free. In this design, η is approximately set to 5 for a compromise.

Besides the linearity of the OTA, the proper design for the OTA noise is very important to the
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Figure 2.12: Small-signal Noise Model of the OTA+DAC Architecture

performance of the MDAC, even the entire pipeline ADC. In order to further analyze the noise

contribution of each building blocks, the small-signal noise model of the OTA+DAC architecture

is revealed in Figure 2.12.

In the noise model, I2
N,bp+ + I2

N,DAC+ and I2
N,bp− + I2

N,DAC− denote the current noise sources

from two branches of the PMOS bias sources and the current-steering DAC. The noise sources of

M1 and M2 are I2
N,M1 and I2

N,M2. All NMOS bias transistors (Mn,1, Mn,2 and Mn,3) contribute

I2
N,n,1, I2

N,n,2 and I2
N,n,3 to the OTA. The noise from two source degeneration resistors are I2

N,R1 and

I2
N,R2. They can be splitted into two parts. For example, one part of I2

N,R1 is connected to Node X

and the other one is tied to the virtual ground of the fully-differential circuit. Hence, I2
N,n,1 + I2

N,R1

and I2
N,n,3 + I2

N,R2 contribute noise to Node X and Node Y in Figure 2.12 respectively. The noise

sources, I2
N,R1 + I2

N,n,2 + I2
N,R2, are ignored due to the virtual ground node.

To find the influence of every noisy component for the OTA, the input-referred noise, V 2
N,in+
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or V 2
N,in−, is investigated. For simplicity, half circuit analysis is applied for the fully-differential

circuit. Then, V 2
N,in+ is obtained as the summation of three parts (V 2

N,in1+, V 2
N,in2+ and V 2

N,in3+)

according to the superposition method. Figure 2.13 indicates the current noise contribution from

different components.

The first term, V 2
N,in1+, represents the total input-referred noise from the PMOS bias transistors

and the current-steering DAC. Based on Figure 2.13 a), I2
N,bp+ and I2

N,DAC+ directly flow into the

OTA output. The OTA gain is denoted as Gm. Hence, V 2
N,in1+ can be defined as

V 2
N,in1+ =

I2
N,O1

G2
m

=
I2
N,bp+ + I2

N,DAC+

G2
m

(2.19)

Secondly, V 2
N,in2+ is caused by the transistor, M1. The small-signal equivalent circuit is shown

in Figure 2.13 b). In this case, both the input and the output are grounded and other noise sources

are ignored. I2
N,M1 is connected between the drain and source terminals of M1. Based on the

current-divide rule, the total current noise, I2
N,O2, can be calculated as

I2
N,O2+ = I2

N,M1 ×

(
1
R1

gm1 + 1
ro1

+ 1
R1

)2

≈ I2
N,M1 ×

(
1

1 + gm1R1

)2

(2.20)

Hence, the input-referred noise caused by M1 is obtained as

V 2
N,in2+ =

I2
N,O2+

G2
m

≈ I2
N,M1 ×

(
1

1 + gm1R1

)2

×
(

1 + gm1R1

gm1

)2

=
I2
N,M1

g2
m1

(2.21)

Figure 2.13 c) represents the small-signal equivalent circuit for the current noise fromMn,1 and

R1. The total current noise is obtained as

I2
N,O3+ ≈

(
I2
N,n,1 + I2

N,R1

)
×
(

gm1R1

1 + gm1R1

)2

(2.22)

Then, the input-referred noise of the OTA bias transistor (Mn,1) and the source degeneration resis-
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tor (R1) is calculated as

V 2
N,in3+ ≈

(
I2
N,n,1 + I2

N,R1

)
×
(

gm1R1

1 + gm1R1

· 1 + gm1R1

gm1

)2

=
(
I2
N,n,1 + I2

N,R1

)
×R2

1 (2.23)

From Equation 2.19 to Equation 2.23, the overall input-referred noise at the OTA input can be

defined as

V 2
N,in+ = V 2

N,in1+ + V 2
N,in2+ + V 2

N,in3+

=
I2
N,bp+ + I2

N,DAC+

G2
m

+
I2
N,M1

g2
m1

+
(
I2
N,n,1 + I2

N,R1

)
×R2

1

(2.24)

According to Equation 2.24, the 1st term indicates the noise from the current-steering DAC

and the PMOS bias source. They are not related to the OTA design. Thus,they are not touched for

optimizing the input-referred noise of the OTA. The 2nd and 3rd terms are manipulated to reduce

the total noise. Based on noise models for all components (assuming γ ≈ 1 in the TSMC40nm

process), the noise contribution from M1, Mn,1 and R1 is further obtained as

V 2
N,in2+ + V 2

N,in3+ =
4kT

Gm

×
(

1 +
η2

1 + η
× gmn,1

gm1

)
(2.25)

In Equation 2.25, η denotes the source degeneration factor as in Equation 2.16; gm1 and gmn,1

are the transconductance of M1 and Mn,1 respectively; k is the Boltzmann constant and T denotes

the temperature in Kelvin. For the OTA implementation, the optimal way to reduce the total input-

referred noise is to decreasing the value of gmn,1 since all other parameters in Equation 2.25 (such

as Gm, η and gm1) have connections between each other. Touching one parameter may affect the

performance of the OTA or the entire MDAC. For example, Gm is strongly related to the total

transconductance gain of the OTA and its linearity. In this case, gmn,1 is reduced to improve the

noise performance of the OTA.

However, a small value of gmn,1 or even gmn,1 = 0 means the bias current flowing through

Mn,1 becomes less. More current will flow through R1. In this case, the voltage drop across
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the resistor will be increased. The voltage headroom and Vd,sat are then reduced. According to

Equation 2.18, the OTA linearity will be affected. The same thing also happens to Mn,3 and R2 for

the fully-differential OTA architecture. To balance the noise and the linearity of the OTA, the bias

transistors, Mn,1, Mn,2 and Mn,3, are set to allow 25%, 50% and 25% of the total bias current of

the OTA.
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Figure 2.14: Power Consumption of the Current-steering DAC and the OTA with/without Current-
reuse Technique

With the current-reuse technique, the total power consumption of the OTA and the current-

steering DAC is saved. From Figure 2.14, the supply voltage of the OTA+DAC architecture is 2.5

V. The OTA needs 1.8 mA bias current, while the DAC requires 1.05 mA. Therefore, the PMOS

28



DAC reuses 1.05 mA bias current from the OTA. The current-reuse technique saves approximately

37% power from the OTA and the DAC with separately biased sources.

2.4.2 Implementation of a TIA Using a Two-stage Amplifier with Feedforward Compensa-

tion

After the OTA+DAC architecture, the TIA is employed to convert the current signal into the

voltage output. The TIA is implemented as presented in Figure 2.15 a).
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Figure 2.15: A TIA Using a Two-stage Amplifier with Feedforward Compensation
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The TIA consists of a two-stage amplifier with a resistive feedback,Rfb. Cfb is used to generate

a high-frequency LHP zero to compensate high-frequency poles in the feedback loop. Req =

ROTA||RDAC is the equivalent output resistor from the previous OTA+DAC building block. The

value of Req is supposed to be much larger than Rfb due to the current input signal (Ires). The

voltage output (Vres) is also indicated in Figure 2.15 a). Hence, the low-frequency gain of the TIA

is defined as

ATIA =
Rfb

1 + 1
A1A2

· Rfb+Req

Req

=
Rfb

1 + 1
A·β
≈ Rfb (2.26)

In Equation 2.26, A = A1A2 is the DC gain of the two-stage amplifier; β = Req

Req+Rfb
denotes

the feedback factor. Thus, A ·β is the open loop gain. A reason design of the TIA should make the

open loop gain is much large than 1. Thus, the TIA gain can be approximate to Rfb. The feedback

resistor is a passive element which is a highly linear component. In order to increase the value of

A · β, the two-stage amplifier is utilized.

However, the stability of the TIA loop becomes a challenge for using the two-stage amplifier.

The loop requires a compensation technique to improve the phase margin. The conventional way

to compensate a two-stage amplifier is the Miller compensation. It splits the dominant pole with

the second pole for the amplifier. Whereas, the Miller compensation sacrifices the bandwidth of

the amplifier. When the bandwidth is reduced, the settling time of the close-loop function for a

step response may increase according to Equation 2.3.

To compensate the loop without reducing the bandwidth, a feedforward compensation tech-

nique is employed as shown in Figure 2.15 b). The two-stage amplifier is achieved through −gm1

and −gm2; The feedforward path gm3 is added for compensation. Under this circumstance, a LHP

zero can be generated through the feedforward path. In the figure, Cc and Rc forms a high-pass

filter which is used to decouple low-frequency signals. Thus, the small-signal voltage gain of the
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two-stage amplifier with a feedforward path is obtained as

Av(s) =

(
gm1R1gm2

1 + s/ωp1
+ gm3

s/ωf
1 + s/ωf

)
· R2

1 + s/ωp2

=
gm1R1gm2R2

[
1 + s

ωf
+ s

Kωf
+ s2

Kωp1ωf

]
(1 + s/ωp1) (1 + s/ωp2) (1 + s/ωf )

(2.27)

where ωp1 = 1/(R1C1); ωp2 = 1/(R2C2); ωf = 1/(RcCc); K = gm1R1gm2/gm3.

By observing Equation 2.27, there are three poles and two zeros for the voltage gain of the

two-stage amplifier. In this design, ωp1 is set to the dominant pole and ωp1 ≈ ωf is maintained.

Then, the amplifier’s voltage gain is simplified as

Av(s) ≈
gm1R1gm2R2

(
1 + s

ωf

)(
1 + s

Kωp1

)
(

1 + s
ωp1

)(
1 + s

ωp2

)(
1 + s

ωf

) =
gm1R1gm2R2

(
1 + s

Kωp1

)
(

1 + s
ωp1

)(
1 + s

ωp2

) (2.28)

Therefore, the pole-zero pair caused by the high-pass filter (Rc and Cc) cancels with each other.

The amplifier’s gain retains two poles, ωp1 and ωp2, and one LHP zero, ωz1 = Kωp1. The location

of the zero is placed at higher frequency than ωp1 since K = gm1R1gm2/gm3 is normally larger

than 1. Thus, ωz1 is used to compensate ωp2 to ensure loop stability under PVT variations.

Figure 2.16 reveals the circuit implementation of the two-stage amplifier with a feedforward

path. The transistors, M1 and M2, form the first stage of the amplifier. They are self-biased with

a pair of large resistors, Rcm1 and Rcm2. Two small capacitors, Ccm1 and Ccm2, are connected in

parallel with Rcm1 and Rcm2. These capacitors are utilized to stabilize the local common-mode

feedback loop generated by Rcm1 and Rcm2. The output of the first stage is then tied to the gates

of transistors, M8 and M9. The transistors form the second stage of the amplifier. The feedfowrad

path is realized by reusing the bias transistors of the second stage. From low-frequency perspective,

M6 and M7 are controlled by a common mode feedback (CMFB) circuit to bias the second stage.

However, the RC network (Rc1, Rc2, Cc1 and Cc2) acts as a high-pass filter. The AC signal from

the input will pass the filter. Thus, the high-frequency poles and zeros are generated according to

Equation 2.28. The common-mode voltage of the second stage is sensed by Rcm3 and Rcm4. Then,
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Figure 2.16: Circuit Implementation of the Two-stage Amplifier

the CMFB loop makes the common-mode output voltage of the amplifier approach to Vcm.

Architecture Differential Frequency Bias
Gain (dB) (MHz) Current

1st Stage 21.3 fp1 = 76.8 127.3 µA
2nd Stage 19.6 fp2 = 812 1.55 mA

Feedforward
- fz1 = 844.6

Reuse bias current
Path from 2nd Stage

Table 2.1: Summary of the Two-stage Amplifier

Based on the simulation results, the performance of the amplifier is listed in Table 2.1. The

1st stage low-frequency gain is approximate 21.3 dB; The pole at the 1st stage, fp1, is set around

77 MHz. fp1 is regarded as the dominant pole of the two-stage amplifier. The low-frequency

gain and the pole for the 2nd stage are approximate 19.6 dB and 812 MHz. The LHP zero at 845

MHz is generated by the feedforward path. According to Equation 2.28, the LHP zero is used
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to compensates the 2nd pole. Therefore, The total voltage gain of the amplifier achieves 41 dB.

This amplifier is employed in the TIA. A feedback resistor, Rfb, is applied for the TIA. Cfb is also

added to generator a LHP high-frequency zero in the feedback loop. The zero compensates the

pole generated at the input of the TIA due to parasitic capacitance. Finally, the phase margin of

the TIA feedback loop is over 70o. The unity gain frequency is 6.2 GHz.

To make the TIA work properly, the stability of the CMFB loop should also be guaranteed.

The equivalent circuit of the CMFB loop is presented in Figure 2.17 a). The CMFB amplifier

output, Vcmo, is used to bias the 2nd stage transistors (M6 and M7). In the equivalent circuit, the

common-mode gain of the 1st stage is modest as shown in the grey part of Figure 2.17 a). Thus,

the CMFB loop is dominant through M6. The small-signal equivalent circuit of the CMFB loop is

then presented in Figure 2.17 b). The capacitor (2Cc1) and the feedback resistor (Rfb/2) act as the

widely-used Miller capacitor and resistor for the CMFB loop compensation. In order to simplify

the analysis and calculations for the CMFB loop, the influence of Cc1 and Rfb is firstly ignored.

Hence, the equivalent CMFB loop transfer function ignoring Cc1 and Rfb is obtained as

LG(s) = − gm_CMFBRo_CMFB

1 + s · A1 + s2 ·B1

× gm6Ro_M6,M8 (1 + sRcm3Ccm3)

1 + s · A2 + s2 ·B2

(2.29)

In Equation 2.29, the coefficients (A1, B1, A2 and B2) in two denominators are denoted as

• A1 = Ro_CMFBCo_CMFB + 2Ro_CMFBCin_M6 +Rc1Cin_M6

• B1 = Ro_CMFBCo_CMFBRc1Cin_M6

• A2 = Ro_M6,M8(Cload + 0.5Cin_CMFB) +Rcm3(Ccm3 + 0.5Cin_CMFB)

• B2 = Ro_M6,M8Rcm3(CloadCcm3 + 0.5Cload Cin_CMFB + 0.5Ccm3Cin_CMFB)

The values of the parameters in the CMFB loop are estimated as follows. gm_CMFB = 920

µA/V ; Ro_CMFB = 16kΩ; Co_CMFB = 6fF ; Rc1 = 1kΩ; Cin_M6 = 240fF ; gm6 = 18.5mA/V ;

Ro_M6M8 = 400Ω; Cload = 320fF ; Rcm3 = 21kΩ; Ccm3 = 40fF ; Cin_CMFB = 20fF .
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Poles/Zeros Frequency Stage
fp1_cm 19.9 MHz CMFB Stage 1
fp2_cm 151.4 MHz CMFB Stage 2
fp3_cm 1.214 GHz CMFB Stage 2
fp4_cm 55.3 GHz CMFB Stage 1
fz1_cm 189.5 MHz CMFB Stage 2

Table 2.2: List of Pole-zero Locations for the CMFB Loop
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Figure 2.18: Frequency Response of the CMFB Loop with/without 2Cc1 and Rfb

According to Equation 2.29, there are one zero and four poles for the loop gain without 2Cc1

and Rfb/2. The pole-zero locations are calculated and listed in Table 2.2. The dominant pole

obtained from the large values of Cin_M6 and Ro_CMFB is located at 19.9 MHz. fp2_cm and fp3_cm
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are the 2nd and 3rd poles from the CMFB Stage 2 as presented in Figure 2.17 b). They are located

at higher frequencies than the dominant pole. Rcm3 and Ccm3 in Stage 2 also generate the LHP

zero, fz1_cm, at 189.5 MHz. The zero is used to compensate the CMFB loop.

However, in order to find the real frequency response of the CMFB loop, the influence of 2Cc1

and Rfb/2 should be included and is considered as the Miller compensation for the two-stage

CMFB loop. The results with the Miller compensation are obtained from the Cadence simulation

and are plotted in Figure 2.18. They are compared with the results ignoring 2Cc1 and Rfb/2. The

Miller compensation leads to the reduction of the CMFB loop bandwidth. The phase margin of the

loop with 2Cc1 and Rfb/2 becomes 104o since the dominant and the second poles are splitted and

the LHP zero is generated. Thus, the loop unity gain frequency is 720 MHz. All other poles are

regarded as very high-frequency poles. They may not affect the CMFB loop stability.

Resistor Ladder

Q1 Q1

CLK

Vrefh Vrefl

Vi

14 Comparators

Do[1]

Q14 Q14

Do[14]

Figure 2.19: Circuit Implementation of the 4-bit Flash ADC

2.4.3 Implementation of a 4-bit Flash ADC

The flash ADC used in the CM MDAC is composed of 14 comparator cells and a resistor ladder

as displayed in Figure 2.19. The output codes of the flash ADC are thermometer codes. The total

number of comparators employed for the flash ADC is 14, instead of 15, due to half bit redundancy
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used for comparator offset errors according to Figure 2.8. The resistor ladder is implemented by

unit resistors. The size of one unit resistor is designed for the matching purpose and for reducing

the reference voltage ripples. All reference voltages are generated from the lowest voltage (Vrefl)

to the highest voltage Vrefh.

In every comparator cell, there are three parts: a pre-amplifier, a strong-arm latch and a opti-

mized SR latch. Figure 2.20 a) reveals the pre-amplifier implementation. With the pre-amplifier,

the kick-back noise from the clock signal can be suppressed. The difference between the input

signal and the reference is also amplified. Thus, the design of the next strong-arm latch can be

relaxed. The implementations of the strong-arm latch [11] and the optimized SR latch [12] are

shown in Figure 2.20 b) and c) respectively. The strong-arm latch can be driven by a clock signal

running up to 2 GHz.
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2.5 Calibration of Interstage Gain and Nonlinearity Errors

In section 2.3, interstage gain and nonlinearity errors are introduced and analysized. These

errors are generated between pipelined stages because of large variations of the interstage gain

under PVT conditions and the nonlinear product for the OTA gain (Gm) and the TIA gain (Rfb).

In order to calibrate these types of errors, an off-line calibration algorithm is proposed as follows.

Stage 1 Stage 2

Vin Vres1 Vres2

3.5 bits

Φ1 D1

ADC DAC

OTA TIA

3.5 bits

Φ2 D2

ADC DAC

OTA TIA

K2,1

Off chip

K2,3*D2
3 K2,5*D2

5

Testing 

Signal

Figure 2.21: Off-line Interstage Gain and Nonlinearity Calibration between the First and the Sec-
ond Pipelined Stages

Figure 2.21 indicates the off-online calibration method. For example, D1 andD2 are the output

codes for the 1st stage and the 2nd stage respectively. Vres1 denotes the residue output voltage of the

1st stage. Then, it is sampled and digitized by the sub-ADC in the 2nd stage and expressed as D2.

When Gm ·Rfb does not exactly equal to 8 or contains nonlinearity errors, such as 3rd or 5th order

distortion, D2 will inherit these errors through Vres1. To eliminate/reduce the errors, a correction

polynomial is utilized for D2 to reconstruct the digital output (Dout), instead of using a coefficient
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(1/8) for D2 as described in Equation 2.11. The correction polynomial for D2 is defined as

fK2(D2) = K2,1 ·D2 +K2,3 ·D3
2 +K2,5 ·D5

2 (2.30)

From Equation 2.30 and Figure 2.21, K2,1 denotes a gain coefficient to compensate the interstage

gain error; K2,3 andK2,5 are 3rd and 5th order cofficients for the interstage nonlinearity errors. The

same approach is applied for D3 and D4. Therefore, the ADC output data, Dout, can be obtained

as

Dout = D1 + fK2(D2) + fK3(D3) + fK4(D4) (2.31)

Therefore, if the proper values of the coefficients embedded in correction polynomials are

figured out, the interstage gain and nonlinearity errors will be eliminated or reduced at least. How-

ever, the coefficients in the polynomials are not in closed-form equations. They can not be directly

solved by using mathematical derivations and calculations. To find the coefficients, a test tone is

applied at the input of the pipeline ADC as described in Figure 2.21. The coefficients are measured

and adjusted by a particle swarm optimization (PSO) algorithm, [13] and [14], according to the test

tone. When the coefficients under the test tone are solved, they will be used for all types of input

signals.

Figure 2.22 displays the entire procedure for finding the coefficients of corrent polynomials.

The objective of the optimization algorithm is to maximize the SNDR of Dout with a given test

signal by adjusting the coefficients. Initially, a group of solutions (Xp) for the coefficients are

randomly generated by the PSO. Then, the algorithm substitutes Xp into Equation 2.30 and Equa-

tion 2.31. Thus, a group of SNDR values for Dout can be obtained. Among all groups of solutions,

the one with the largest SNDR value is selected as Xp,max. It is utilized to create a new group of

coefficient solutions, Xnp. The PSO algorithm proposed in [13] describes the method for generat-

ing new solutions. The SNDR values obtained from Xnp are compared with the SNDR from Xp.

The groups of coefficients having large SNDR values will be saved in Xp and used for iterations.

After many iterations, Xp,max gives the maximum SNDR of Dout. Therefore, the coefficients in
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Figure 2.22: Flow Chart of the PSO Algorithm for Interstage Gain and Nonlinearity Errors Cali-
bration

Xp,max can calibrate interstage gain and nonlinearity errors and are also utilized for any other input

signals.
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2.6 Measurement Results

Figure 2.23 reveals the die photo of the proposed pipeline ADC. The ADC core consists of

several building blocks including a clock buffer, sampling capacitors and 4 pipelined stages. The

size of the core occupies around 400 µm × 690 µm which is less than 0.276 mm2. The chip was

manufactured in the TSMC40nm 1P8M process.

Figure 2.23: Die Photo of the Proposed ADC
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Figure 2.24: Test Bench of the Proposed ADC

A test bench was constructed in order to test the performance of the pipeline ADC. Figure 2.24

indicates the test bench setup. Some commercial power management chips (ADP223) were used

to provide low noise power supplies for the device under test (DUT). The analog blocks on the

chip use 2.5 V and 1.1 V power supplies and the digital circuit requires 1.1 V supply voltage.

The common mode voltage for a balun on the PCB board is also from ADP223. An Agilent

signal generator was employed to generate the input signal. In order to reduce the effect of noise

and distortion from the signal generator, the input signal was connected to passive narrow-band

bandpass filters before going into the balun. For instance, a bandpass filter with a center frequency

at 4.15 MHz was utilized for a low-frequency input at 4.1732 MHz. Then, the balun converted the

single-ended input signal into the fully-differential input with a common-mode voltage, Vcm_in.

The proposed ADC has 4 stages and each stage has 4 bits. To capture all those bits, a high-
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speed data capture card (TSW1405EVM) with an internal FPGA were employed. The card is

programmable and can capture the 16-bit output codes up to 500 MHz. All digital codes were

saved in the card’s memory. All clock signals used in the test bench were provided by the Si5341-

EVB board from Silicon Labs. The Si5341-EVB has an internal master clock. Thus, the clocks for

both the DUT and the data capture card were easily synchronized at the same frequency. Finally,

the data was read out from the memory and further processed in MATLAB.
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Figure 2.25: Measured Results for the Output Spectrum with an Input Tone at 4.1736-MHz before
Interstage Gain and Nonlinearity Calibration

To measure the performance of the proposed ADC, a full-scale sinusoidal signal running at
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Figure 2.26: Measured Results for the Output Spectrum with an Input Tone at 4.1736-MHz after
Interstage Gain and Nonlinearity Calibration

4.1736 MHz is applied at the input of the proposed ADC. With the output codes captured from

4 stages, Dout can be reconstructed according to Equation 2.11. Figure 2.25 indicates the FFT

of Dout using 16384 data points without interstage gain and nonlinearity calibration. Based on

measured results, the 3rd and 5th order harmonic distortions are -60 dBc and -75 dBc in the output

spectrum respectively. The proposed ADC achieves 57.58 dB SNDR and 63.9 dB SFDR before

the calibration.

In order to improve the ADC performance, Dout should be reconstructed based on Equa-

tion 2.31 and the coefficients in the correction polynomials is obtained by using the PSO algorithm.

Figure 2.26 presents the output FFT after the gain and nonlinearity errors calibration. Then, SNDR
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for the proposed ADC are improved by approximate 10 dB and becomes 68.1 dB. For the SFDR,

it reaches 82.3 dB after the calibration. The 3rd and 5th harmonic distortions are also suppressed.

Higher order distortions are at similar power levels, e.g. lower than -80 dBc.

Figure 2.27 shows the output FFT for a close-to-Nyquist (123.129 MHz) input signal with the

interstage gain and nonlinearity calibration. The coefficients used in the calibration are the same as

the coefficients obtained from a 4.1736 MHz input. Then, SNDR and SFDR for the 123.129 MHz

input achieve 66.3 dB and 78.22 dB respectively. Compared with the results from a low-frequency

input, both SNDR and SFDR are slightly lower.
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Figure 2.28: Measured SNDR/SFDR against Normalized Input Amplitude in dB at 4.1736-MHz

The ADC dynamic range is characterized by sweeping the amplitude of a sinusoidal input

signal running at 4.1736 MHz for the proposed pipeline ADC. Figure 2.28 presents the mea-

sured SNDR/SFDR versus the input amplitude normalized to the full-scale input voltage which is
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20log10(VIN/VFS). From the figure, the SNDR vs the normalized amplitude has a linear trend. The

SFDR shows two discontinuities when the amplitude of the input signal is approximate the resolu-

tion of the first and the second stages. Then, Figure 2.29 indicates the results for the ADC perfor-

mance across the entire Nyquist bandwidth. The SNDR/SFDR values are measured by sweeping

the input frequency for a full-scale input signal. The measured SNDR with the sinusoidal input at

123.129 MHz degrades less than 2 dB compared with the SNDR value for low-frequency signals.

According to the measured results, a stable behavior throughout the entire ADC bandwidth can be

verified.

The differential nonlinearity (DNL) and the integrated nonlinearity (INL) plots before/after

calibration are shown inFigure 2.30 and Figure 2.31 respectively. Without the calibration, many

missing codes emerge from both DNL and INL plots. DNL is around ±4 LSBs, while INL is

greater than ±5 LSBs when there is no interstage gain and nonlinearity calibration. However, all
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Figure 2.30: Measured DNL before/after Calibration

missing codes disappear after the calibration. Both DNL and INL are limited within ±1 LSB.

Therefore, the linearity performance and the SFDR for the proposed ADC can be significantly

improved.

The performance summary and comparisons for some recently published ADC architectures

are listed in Table 2.3. The summary table collects the most power efficient Nyquist ADCs with

more than 10 bits resolution around 250 MHz. Among all those ADCs, this work achieves compet-

itive performance, especially for its high SNDR/SFDR. Both types of FoMs (Walden and Schreier)

for the proposed ADC are among the best within the range of 200 MS/s to 300 MS/s.

The proposed pipeline ADC consumes totally 15.38 mW. Table 2.4 presents the power con-

sumption and the percentage for every building block. The most power consuming part of the

ADC is from the first MDAC stage due to its severe design specification. In every pipelined stage,

the OTA+DAC architecture consumes the most power percentage compared with other building
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Publications This Work
[7] [1] [15] [6] [16] [17]

JSSC18 JSSC15 JSSC16 JSSC17 JSSC15 JSSC18
C. Briseno H. Boo Y. Zhu H. Huang Y. Lim K. Chang

Architecture Current mode Current mode
Virtual Time

Dynamic Amp Ring Amp SAR
GND Ref Interleave

Process (mm) 40 40 65 65 65 65 40
Sampling rate (MHz) 260 200 250 450 330 100 150

SNDR (dB) 68.1 61.3 65 60.8 67.7 57.9 61.7
SFDR (dB) 82.3 74 84.6 70 83.4 65 74.4

Full Scale (Vppd) 1.25 1 1.5 1.2 – 2 –
Power (mW) 15.38 8.4 49.7 7.4 6.23 2.46 1.5

Resolution (bits) 13 11 12 11 12 10.5 12

FoMa(fJ/conv-step)
28.3@low 44@low

108.5
21@low 9.5@low 38.4@low 10.3@low

34.8@Nyq 50@Nyq 32@Nyq 15.4@Nyq 44.5@Nyq 18.9@Nyq
FoMb(dB) 167 161 159 165.6 172 161 168.7
Calibration Off-chip Off-chip Off-chip On-chip - - Off-chip
Supply (V) 1.1/2.5 1.1/1.8 1.2 1.2 1.25-1.35 0.75/1.2 0.9

a Walden FoM = Power/[2 ·BW · 2(SNDR−1.76)/6.02]
b Schreier FoM = DR(dB) + 10 · log(fsnyq/2/Power)

Table 2.3: ADCs Summary and Comparison

Components Power (mW) Percentage (%)

Stage 1
OTA+DAC 4.5 29.26
Sub-ADC 0.31 2.02

TIA 2.1 13.64

Stage 2
OTA+DAC 2.3 14.95
Sub-ADC 0.31 2.02

TIA 1.21 7.87

Stage 3
OTA+DAC 2.3 14.95
Sub-ADC 0.31 2.02

TIA 1.21 7.87
Stage 4 (Sub-ADC) 0.31 2.02

Clock Buffer 0.52 3.38
Total 15.38 100

a The power of resistive ladders is included in all sub-
ADCs.

Table 2.4: Summary of Power Consumption

blocks. It can be depicted that the power consumption of the TIA is relatively small as discussed

in section 2.2.
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2.7 Conclusion

To summarize, a 13-b 260MS/s pipeline ADC with current-mode MDACs is proposed in this

paper. The ADC is implemented in the TSMC40nm technology. The PMOS current-steering DAC

and the NMOS OTA are connected according to the current-reuse technology. Compared with

biasing two building blocks separately, the DC bias current can be reduced. To improve the TIA

linearity and accuracy, the TIA uses a two-stage amplifier with a feedforward compensation tech-

nique. For CM MDACs, the gain and nonlinearity errors among pipelined stages are calibrated by

using the PSO algorithm. Based on the proposed technique, the DNL/INL of the ADC are both un-

der±1 LSB with calibration. The SNDR presents over 68.2 and 66 dB at low and close-to-Nyquist

frequencies. A 28.3 fJ/conv-step Walden FoM and a 167 dB Schreier FoM are demonstrated by

the proposed ADC when measured at low frequencies. The chip core area is around 0.276 mm2

and the total power consumption is 15.38 mW at 260MS/s sampling rate.
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3. A 4-CHANNEL TIME-INTERLEAVED ADC WITH DIGITAL BACKGROUND

CALIBRATION USING A DIGITAL-CIRCUIT-BASED OPTIMIZATION ALGORITHM

3.1 Introduction

Over the years, the demand for wide-bandwidth ADCs in many applications, such as in wireless

communications, RF circuits and high-speed applications for receivers, has increased dramatically.

As described in section 1.1, different types of ADC architectures have their own range of applica-

tions. Time-interleaved (TI) ADCs are normally used for very high bandwidth due to their parallel

architectures employing other types of ADCs as their sub-ADC. According to many previous re-

searches [18], increasing the bandwidth of a single-channel ADC and at the same time maintain

the required resolution may exponentially increase the power consumption of the ADC. To avoid

huge amount of power consumption, the ideal of time-interleaved array architecture was firstly

proposed by Black and Hodges which can be looked back upon the year of 1980 [19].

3.1.1 TI ADC Architecture

For a time-interleaved architecture, multiple ADCs are used and organized in parallel to process

the same input. Figure 3.1 displays the general picture for a TI ADC with M channels. All sub-

ADCs used in the TI ADC channels are physically identical. The clock frequency, fs = 1/ts,

for every channel is the same. However, all of them have different phases. The phase difference

between adjacent channels is set as 360o/M . Hence, the overall sampling period for the TI ADC

is defined as

Ts =
ts
M

(3.1)

In this way, the TI ADC increases the sampling rate of the single channel by M times. Theo-

retically, the total power consumption of the TI ADC is also increased by M times due to ideally

identical sub-channels when the power from controllers and multiplexers used in the TI ADC is

ignored. However, if the bandwidth of a single-channel ADC is increased by M times, its power

consumption should be increased exponentially as described in Figure 3.2. This is the main benefit
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Figure 3.1: A General M-channel Time-interleaved ADC

from the TI ADC architecture. Furthermore, any ADC types, such as flash, pipeline, SAR ADCs,

can be utilized to implement the sub-ADCs. Thus, the TI architecture is widely used for high-speed

ADC designs.

3.1.2 TI ADC Issues

Time-interleaved ADCs are the best option for ultra-broadband applications. However, due to

process variations and inequalities of routing wires on the TI ADC chip [20] and [21], the TI ADC

suffers from mainly three types of issues including offset mismatches, gain mismatches and time

skews. Gain and offset mismatches are caused by process variations and are not avoidable in real
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Figure 3.2: Power Consumption vs Bandwidth for M-channel Time-interleaved ADCs and Single-
channel ADCs

implementations. Timing skews are induced by different delays due to mismatches of clock buffers

and routing wires.

For offset mismatches in TI ADCs, they are considered as systematic errors and are indepen-

dent with the input signal in both time and frequency domains. For instance, the FFT for a 4-

channel TI ADC with/without offset mismatches are presented in Figure 3.3. It can be concluded

that the spurs generated in the spectrum are at

foffset =
n

M
× Fs (3.2)

where Fs = fs ×M is the total sampling frequency of the TI ADC; M is the number of parallel

channels; n = 0, 1, 2, . . . is an integer number.

Gain mismatches among sub-channels are also systematic errors. Whereas, they are dependent

with the input frequency. Figure 3.4 reveals the FFT of a 4-channel TI ADC with/without gain
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Figure 3.4: FFT of a 4-channel TI ADC with/without Gain Mismatches Effect

mismatches. In the figure, the spurs due to gain mismatches emerge at

fgain = ±fin +
n

M
× Fs (3.3)

where fin denotes the frequency of the input sinusoidal signal; other parameters are the same as

Equation 3.2.

3.1.3 Effects of Timing Skews in a 4-channel System

Time skews in a TI system occur during the sampling process. To analyze the influence of time

skews, a 4-channel time-interleaved system model is utilized as an example. The sampling process

is modeled in both time and frequency domains as described in Figure 3.5.
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s(t)

x(t) xs(t) Xs(f)X(f)

S(f)

Time Domain Frequency Domain

Figure 3.5: Sampling Process of the Input Signal in Time and Frequency Domains

In the time domain, x(t) denotes the input signal. s(t) is an impulse train function and defined

as

s(t) =
∑
n

δ(t− nts) (3.4)

where ts = 1/fs is the time between two adjacent pulses in s(t). Then, the pulse train in frequency

domain can be obtained as

s(t) =
∑
n

δ(t− nts)
F⇐⇒ S(f) = fs

∑
n

δ(f − nfs) (3.5)

Hence, the sampled output, xs(t), is the product of x(t)×s(t) in the time domain. In the frequency

domain, the output signal is the convolution of two signals.

Figure 3.6 reveals a 4-channel sampling system. The sampling period for each channel is ts.

Ts = ts/4 denotes the total sampling period of the system. fs and Fs are frequencies for the single

channel and the entire system respectively. Therefore, timing skews in sampling signals can be

defined in frequency domain as



s1(t) =
∑

n δ(t− nts −∆t1)
F⇐⇒ S1(f) = Fs

4

∑
n δ(f − n

Fs

4
)e−2π∆t1f

s2(t) =
∑

n δ(t− nts − (Ts + ∆t2))
F⇐⇒ S2(f) = Fs

4

∑
n δ(f − n

Fs

4
)e−2π(Ts+∆t2)f

s3(t) =
∑

n δ(t− nts − (Ts + ∆t3))
F⇐⇒ S3(f) = Fs

4

∑
n δ(f − n

Fs

4
)e−2π(Ts+∆t3)f

s4(t) =
∑

n δ(t− nts − (Ts + ∆t4))
F⇐⇒ S4(f) = Fs

4

∑
n δ(f − n

Fs

4
)e−2π(Ts+∆t4)f

(3.6)
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Figure 3.6: Sampling Process for a 4-channel Time-interleaved System in Time Domain

where ∆t1, ∆t2, ∆t3 and ∆t4 denote timing skews for 4 channels through the sampling system.

Based on the convolution theorem and Equation 3.6, the sampled output signal in frequency

domain can be obtained as

Xs(f) = Fs
∑
n



X(f − nFs)

+X
[
f − (n+ 1

4
)Fs
]
×

1
4

[
(−j)

∆t1
Ts − j · (−j)

∆t2
Ts − (−j)

∆t3
Ts + j · (−j)

∆t4
Ts

]
+X

[
f − (n+ 1

2
)Fs
]
×

1
4

[
(−1)

∆t1
Ts − (−1)

∆t2
Ts + (−1)

∆t3
Ts − (−1)

∆t4
Ts

]
+X

[
f − (n+ 3

4
)Fs
]
×

1
4

[
j

∆t1
Ts + j · j

∆t2
Ts − j

∆t3
Ts − j · j

∆t4
Ts

]



(3.7)

From Equation 3.7, the first summation term, X(f − nFs), denotes the original input signal
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Figure 3.7: FFT of a 4-channel TI ADC with/without Timing Skews Effect

in frequency domain. The other terms are shifted from the original signal, e.g. the second term,

1
4
X
[
f − (n+ 1

4
)Fs
]
, is obtained by shifting the original term with Fs/4. For the third and forth

terms, they are shifted with Fs/2 and 3Fs/4 respectively. The coefficients for all shifted terms are

based on timing skews. If there are no timing skews in the system (∆t1 = ∆t2 = ∆t3 = ∆t4 = 0),

all coefficients for the second, third and forth terms can cancel with each other and finally equal to

0. For instance, the second term can be calculated as

X

[
f − (n+

1

4
)Fs

]
× 1

4

[
(−j)0 − j · (−j)0 − (−j)0 + j · (−j)0

]
= X

[
f − (n+

1

4
)Fs

]
× 1

4
(1− j − 1 + j) = 0

(3.8)
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Therefore, the TI sampling system will have aliasing errors since timing skews bring the shifted

parts from the origitnal signal as described in Equation 3.7. The aliasing errors are also input-

dependent errors which is similar as gain mismatches. When a sinusoidal input signal is used to

test a 4-channel TI ADC, the FFT plots with/without timing skews is presented in Fig. The spurs

from the FFT appear at

ftiming = ±fin +
n

M
× Fs (3.9)
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Figure 3.8: Maximum SQNR versus Timing Skews Percentage for the 4-channel System

To find the influence of timing skews for one channel, such as Channel 2, it is assumed that the

first channel is a reference channel and the third and forth channels have no timing skews. Thus,
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∆t1, ∆t3 and ∆t4 equal 0. The percentage of the timing skew for Channel 2 is ∆t2/Ts. According 

to Equation 3.7, the maximum SQNR is calculated as the ratio for the original signal power over the

total power of all shifted signals. Figure 3.8 indicates the maximum SQNR against the percentage

of timing skews. The timing skew is very sensitive to the SQNR value, especially for the value 

larger than 70 dB. When the TI ADC has no timing skews and no gain/offset mismatches, the

SQNR value will be limited to the performance of all sub-ADCs.

3.2 Proposed Time-interleaved ADC Architecture*

The proposed 4-channel time-interleaved ADC is shown in Figure 3.9. In the architecture, 

there are 4 sub-ADCs and 1 calibration ADC. All of 5 ADCs have the same input signal, x(t). 

The digital outputs from all ADCs are then captured by the digital circuit. The objective of the 

digital block is to match each sub-ADC output with the calibration ADC output through adding a 

gain and an offset to each sub-ADC output and also adjusting the clock phases for CLK1, CLK2,

CLK3 and CLK4. A digital detection system (DDS) is implemented in the TI ADC architecture 

for reducing mismatches and errors between ADCk and ADCcal. When 4 sub-ADCs match with 

the calibration ADC, a multiplexer is employed to generate the final output, y[n], from the outputs 

of 4 sub-ADCs.

The simplified model for the error detection is presented in Figure 3.10. In the digital circuit, the 

offset value for the kth channel (Ck) and the gain value (Gk) are applied to the output code of

ADCk. Ck and Gk are adjusted by the DDS. For timing skews, the DDS also generates a dk value 

for the kth channel. dk controls a delay line which is able to change the clock phase in a certain 

range. In order to match ADCk with ADCcal, the DDS evaluates the proper values for Gk, Ck and

dk. Thus, an error function is proposed to indicate the difference between each sub-ADC and the
*Part of the data reported in this chapter is reprinted with permission from "A Digital-circuit-based Evolutionary-

computation Algorithm for Time-interleaved ADC Background Calibration" by Dadian Zhou, Claudio Talarico and 
Jose Silva-Martinez, 2016 29th IEEE International System-on-Chip Conference (SOCC), Seattle, WA, 2016, pp. 13-
17, Copyright ©c 2016, IEEE.
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calibration ADC and is defined as

EF (Gk, Ck, dk) =

m0+M−1∑
m=m0

|xk(m,Gk, Ck, dk)− xcal(m)| (3.10)

where EF (Gk, Ck, dk) denotes the error function (EF); k is the channel index and k = 1, 2, 3or4;

Gk, Ck and dk are the gain mismatch, the offset mismatch and the timing skew for kth channel;

xk(m) represents the digital output code from ADCk, while xcal(m) is the output code produced

by ADCcal; m is the index for digital output samples; m0 is assumed to be the starting point; M

denotes the total number of digital output codes from both ADCk and ADCcal. M in the EF is

supposed to be larger than 3. The reason is that the EF contains 3 unknowns (Gk, Ck and dk). To

solve these unknowns, more points used in the EF are needed, otherwise their solutions may not

be unique.

CLK1

CLK2

CLK3

CLK4

CLKcal

Ts
9

4
Ts

Figure 3.11: Timing Diagram of the Proposed TI ADC
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For gain and offset mismatches, they can be adjusted in digital domain as described in Fig-

ure 3.10. However, the phase adjustment for each sub-ADC should be through the digitally-

controlled delay line (DCDL) in the feedback loop. For a 4-channel system, the ideal phase differ-

ence between two adjacent channels is supposed to be 90o. To generate the phase difference, the

clock period of ADCcal is defined as

tcal =
4n+ 1

4
× ts (3.11)

where tcal and ts are clock periods for the calibration ADC and sub-ADCs respectively; n is a

positive integer number. From the equation, it can be depicted that tcal > ts which means the

calibration ADC runs at lower speed.

The timing diagram of the TI ADC is presented in Figure 3.11. In the timing diagram, n is

assumed to be 2 as an example. The first falling edge of CLKcal is expected to align with the

falling edge of CLK1. Since CLKcal has a period of (9/4) × ts, the next falling edge of CLKcal

should align with the falling edge of CLK2. Then, the falling edges of CLK3 and CLK4 for

the next two clock cycles is supposed to align with CLKcal. For the fifth clock cycle, the falling

edges of CLKcal and CLK1 will align again with each other due to their periodicity. Thanks to

the (9/4)× ts clock period of ADCcal, we can guarantee exactly 90o phase difference between two

adjacent channels.

Under this circumstance, the background calibration of the TI ADC is equivalent to solve

(Gk, Ck, dk) in the equation that EF (Gk, Ck, dk) = 0. In other words, the calibration is to find

(Gk, Ck, dk) values optimizing the EF (Gk, Ck, dk). However, the EF is not a closed-form func-

tion. It varies in real time. Thus, a population-based evolutionary algorithm is employed for the

background calibration. The optimization algorithm is called particle swarm optimizer (PSO) de-

scribed in [13]. According to the PSO, the EF can be optimized by solving gain mismatches, offset

mismatches and timing skews at the same time.

The calibration algorithm is an input-blind algorithm since the additional ADC can sample the
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same input as each sub-ADC at corresponding time based on Figure 3.11. The input signal is

absolutely user-defined, such as a sinusoidal tone, a ramp ramp, a PAM/QAM modulation input,

etc. Whereas, the user-defined input should exclude a DC input. The reason is that changing dk

does not change the EF. The DC input does not contain information against time. In this case,

the optimization will not work at least for finding dk values. With the calibration ADC, the nor-

mal operation for the 4-channel architecture is not stopped while the calibration is on. Thus, the

calibration algorithm can be regarded as a background algorithm which runs for real-time process.

According to Equation 3.10, the total number of samples (M ) in the EF is supposed to be larger

than 3. The small value of M may make the EF sensitive to the variations in (Gk, Ck, dk). When

the large value ofM is used, more error samples will accumulate in the EF through the summation.

However, large M increases the cost for obtaining the EF. Therefore, M is selected between 20

and 50 in this project, instead of using the lower limit of 3.

66



3.3 Circuit Implementation of the Digital Background Calibration

The goal of the calibration is to minimize the EF through finding proper values of (Gk, Ck, dk).

To achieve this, the particle swarm optimization (PSO) algorithm is implemented in the DDS as

displayed in Figure 3.9. The digital-circuit-based PSO is synthesized through a VHDL code.

Gain mismatches (Gk), offset mismatches (Ck) and timing skews (dk) are three unknowns in

the EF. To find the set of (Gk, Ck, dk) values minimizing the EF, the PSO substitutes the set into the

EF. If a set of (Gk, Ck, dk) making the EF equal to 0 is obtained, the errors in the TI architecture is

solved. In practice, the PSO may not find the set which make the EF exactly equal to 0. However,

the set obtained by the PSO can reduce three types of errors at least. Then, the performance of the

TI ADC will be improved.

3.3.1 Particle Swarm Optimizer (PSO)

PSO is a population-based stochastic optimization technique introduced in [22]. It belongs

to evolutionary computation algorithm area, including genetic algorithms (GA), differential evo-

lution, swarm algorithms, etc. In recent years, the PSO has many applications in both academic

and industry territories. Compared with a genetic algorithm, PSO requires fewer parameters to

optimize an objective function. Hence, it is employed in this project for the digital circuit imple-

mentation in ASIC or FPGA chips.

In the project, the PSO algorithm is utilized as an optimizer to minimize the EF by adjust-

ing the set of (Gk, Ck, dk) values. Since there are three unknowns in the EF, the PSO faces a

three-dimensional optimization issue. The flow of the PSO algorithm for the optimization issue is

presented in details as below.

• Randomly generate N particles, Xn = (xgn, xon, xtn), where n is the index of N particles;

Xn denotes the nth particle (as described inXI in [13]). In each dimension ofXn, xgn means

the gain mismatch for the nth particle. xon and xtn denote the offset mismatch and the timing

skew respectively.

• Second, initially generate another N particles, Yn = (ygn, yon, ytn). Yn has the same di-
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mension as Xn. The newly generated N particles, Yn, are used to store the best particles

throughout multiple iterations. This means the EF value obtained from the nth particle is

minimum among iterations.

• The previous best particles are stored in Yn and the current particles are in Xn. Among all

of these particles, the particle achieving the minimum EF value is named the global best

particle. Yb is utilized to express the global best particle.

• Then, generate N velocity vectors, Vn = (vgn, von, vtn). Initially, all velocity vectors can be

set to zero. Vn controls the step length for the nth particle.

• Substitute the current N particles (Xn) and the previous best particles (Yn) into the EF.

• Compare the results from all particles. If EF (Yn) > EF (Xn), Yn is replaced by Xn. Other-

wise, Yn is retained.

• For the global best particle, Yb, it is updated with the particle given the minimum EF value

throughout iterations.

• According to [13], the update of the velocity vectors and the new groups of particles is

defined as

Vn = ωVn + rndn1 × c1 × (Yn −Xn) + rndn2 × c2 × (Yb −Xn) (3.12)

Xn = Xn + Vn (3.13)

Where c1 and c2 are fixed coefficients; ω is the weight for the velocity and is usually set

between 0.8 and 1.2; rndn1 and rndn2 denote two uniformly distributed random numbers in

the range of [0, 1].

• Eventually, the newly generated particles, Xn, are substituted into the EF again. The same

process is iterated for M times. After M iterations, EF (Yb) becomes very small which
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may be closed to zero. In this case, (ygb, yob, ytb) stored in Yb represents the solution of

(Gk, Ck, dk) values. In the project, M is set to large than 300. Thus, gain mismatches,

offset mismatches and timing skews in the TI ADC can be reduced/eliminated by Yb after M

iterations.

3.3.2 Pseudo Random Number Generator

The PSO is a population-based stochastic optimizer. According to Equation 3.12, random

coefficients are applied for updating the velocity vectors. The particles generated initially should

be random as well. Hence, the random number generation is significant to implement the PSO in

digital. In this project, exclusive-OR logic gates and D flip-flops are cascaded and connected in a

loop to form the pseudo random generators (PRG). Thus, random numbers in digital circuits can

be realized by synthesizing the PRG into ASIC or FPGA chips.
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Figure 3.12: Circuit Implementation of the Pseudo Random Generator: a) 8-bit PRG b) 14-bit
PRG
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Resolution Feedback Polynomials Period
8 x8 + x6 + x5 + x4 + 1 255

14 x14 + x13 + x12 + x2 + 1 16383

Table 3.1: Pseudo-Random Polynomials

The PSO algorithm uses different variables, such as Xn, Yn, Vn, etc. For circuit implementa-

tion, all these variables are defined as higher resolution digital numbers. In order to reduce the area

of digital circuits and the total cost of the silicon area, variables in the PSO algorithm have custom-

sized resolutions. For the gain mismatch and the offset mismatch, 14-bit integer format is utilized.

Due to the limited resolution of DCDL, an 8-bit integer is defined for timing skews. Therefore, the

PRGs should be able to randomly create 14-bit and 8-bit integer numbers. Figure 3.12 indicates

the circuit implementation for the 8-bit and the 14-bit PRGs. The implementation is based on the

feedback polynomials as listed in Table 3.1.
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3.4 Experimental Results

3.4.1 Simulation Results of the TI ADC with/without Calibration

To verify the digital background calibration, a 12-bit 4-channel time-interleaved ADC model is

built. In the TI ADC model, the total sampling rate is assumed to be 2 GHz. Thus, each sub-ADC

runs at 500 MS/s. The calibration ADC is also employed in the ADC model. The sampling period

of ADCcal is set to 9/4× ts = 9/4× 2 ns = 4.5 ns. The calibration ADC is regarded as a reference.

Some gain mismatches, offset mismatches and timing skews compared with the reference ADC

are manually added to all sub-ADCs in the model. Their values are listed in Table 3.2.

ADC1 ADC2 ADC3 ADC4

Gain Mismatches 1.02 0.985 0.973 1.034
Offset Mismatches -0.01 -0.015 0.035 -0.042
Timing Skews (ps) 15 -25 22.5 -17.5

Table 3.2: Mismatches and Timing Skews for the 4-channel TI ADC

Figure 3.13 reveals the simulation results of the 4-channel TI ADC without calibration for an

input tone at 152.832 MHz. It is clear that there are huge distortions for the FFT of the digital

output. The highest spur reaches around -30.7 dBc and it is from offset mismatches since the spur

is at half of the Nyquist bandwidth. The SNDR is 26.1 dB before calibration.

The simulation results for the same input signal after calibration are presented in Figure 3.14.

Under this circumstance, all spurs are reduced heavily and they are all under -83.7 dBc. The

SNDR after calibration reaches 77.1 dB. There is 51 dB improvement compared with the simula-

tion results before calibration. It is verified that the PSO algorithm can find the proper values of

(Gk, Ck, dk) for each channel. Then, the EF is minimized and the influence of three types of errors

in the TI architecture can also be reduced.

In the system-level simulations, the number of iterations is set to 500. The values of (Gk, Ck,

dk) against iterations are shown in the following three figures: Figure 3.15, Figure 3.16 and Fig-

71



Frequency (MHz)

0 200 400 600 800 1000

N
o

rm
a
li
z
e
d

 A
m

p
li
tu

d
e
 (

d
B

)

-150

-100

-50

0

Output Signal Spectrum without Calibration

-30.7 dB

SNDR = 26.1 dB

Figure 3.13: Simulation Results with a 152.832-MHz Input Tone before Calibration
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Figure 3.17: tk Values against the Number of Iterations for 4 sub-ADCs

ure 3.17. Taking dk as an example, the dk values finally converge to approximate -15 ps for ADC1,

+25 ps for ADC2, -22.5 ps for ADC3 and -17.5 ps for ADC4. These values can be utilized to

compensate assumed timing skews as in Table 3.2.

3.4.2 Circuit Implementation and Simulation Results for Digital Detection System in the TI

ADC

To verify the functionality and the cost of the digital-circuit-based calibration algorithm, the

DDS was implemented on an FPGA. A behavioral model for the DDS was also tested by using the

Virtuoso Cadence simulator.

In this project, the main TI ADC model consists of 4 sub-ADCs, 1 calibration ADC, the DDS

block and the DCDL block as displayed in Figure 3.9. The DDS and the DCDL are only im-

plemented for the calibration. In the model, all ADCs and the DDS circuit were implemented in

Verilog-A. The DCDLs was implemented in the transistor-level. The sub-ADC models was run-

ning at 2 GS/s and all ADCs had 12-bit resolution including the calibration ADC. Then, the output

data from all ADCs can be obtained from the simulator. The data from the behavior model simu-
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Figure 3.18: Waveform for the DDS Simulation with Given Stimuli

lation was used as stimuli for the DDS implemented on the FPGA chip. After that, we compared

the results from the DDS on the FPGA and the DDS modeled using the Cadence simulator. The

FPGA results were actually obtained through the ModelSim software tool.

The ModelSim simulation results are shown in Figure 3.18. Considering the transistor-level

cost, there are only 5 iterations for the behavior model in Cadence. The TI ADC outputs are
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loaded into the DDS. /tb/d1, /tb/d2, /tb/d3, /tb/d4 denotes the real-time output code for dk. The

waveform indicatesADC1 is calibrated first, then for the followingADC2,ADC3 andADC4. The

zoom-in area reveals the detailed information for ADC1 within the first iteration. According to the

waveform, when the dk value for only one channel is adjusted, all other dk values are temporarily

hold.

The DDS clock period was set to 20 ns in the waveform. Thus, the system will spend 1665990

ns for the calibration of 4 channels with 5 iterations. The number of clock cycle here should be

around 83300. Based on the simulation results in subsection 3.4.1, the convergence of (Gk, Ck, dk)

values for all sub-ADCs requires approximate 500 iterations. After 500 iterations, more than 50

dB SNDR can be improved for the 12-bit TI ADC. If the DDS synthesized on the FPGA chip

is used for the calibration, the total time required the system convergence can be calculated as

1665990ns× 500/5 ≈ 166.6ms. Thanks to the background calibration, the system can be turned

on / off any time. Therefore, the DDS only need to active for 166.6ms. After that, the system can

be switched off for power saving operation.

Analysis & Synthesis Summary
Top-level Entity Name dds_4ch

Family Cyclone IV E
Total logic elements 13,236/114,480 (12%)

Total combinational functions 8,163/114,480 (7%)
Dedicated logic registers 5,731/114,480 (5%)

Total pins 118/529 (22%)
Total virtual pins 0

Total memory bits 0/3,981,312 (0%)
Embedded Multiplier 9-bit elements 78/531 (15%)

Total PLLs 0/4 (0%)

Table 3.3: Synthesis summary of the DDS on an Altera FPGA

The DDS was implemented on an Altera FPGA (Cyclone IV E architecture device: EP4CE

115F29C7) in order to evaluate the digital circuit cost. The detailed information is listed in Ta-
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ble 3.3. Finally, the logic elements required by the DDS for a 4-channel TI ADC are 13,236 out of

114,480, which only occupies approximate 12% silicon area of the Altera FPGA. Therefore, the

digital background calibration algorithm is feasible to transistor-level circuit implementation.

3.5 Conclusion

The project proposes a 4-channel time-interleaved ADC architecture with digital background

calibration in order to extend the bandwidth of a single channel ADC. The three main types of is-

sues emerging in TI ADCs are characterized. To calibrate gain mismatches, offset mismatches and

timing skews, the outputs from sub-ADCs are compared with the output from the calibration ADC.

A EF is proposed to quantify the difference between the two outputs. In this way, the calibration

of the TI ADC becomes optimizing the EF by changing parameters in the EF (Gk, Ck, dk). Here,

the PSO algorithm is utilized for finding the proper values of (Gk, Ck, dk). Both the PSO algo-

rithm and the implementation of the algorithm are verified. The algorithm is feasible for real-time,

background process.
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4. A 245 MA DIGITALLY-ASSISTED DUAL-LOOP LOW DROPOUT REGULATOR

4.1 Introduction

In recent years, the usage of portable devices has seen a rapid market growth, e.g. smart phones,

smart devices, biomedical equipment or sensors and internet-of-things chips (IoT), etc. All of those

devices are powered by batteries. The power of batteries are limited after fully charged. Thus, most

of the devices are able to working in different modes in daily use, such as a sleeping mode and an

operation mode. Frequent switching between these modes requires fast and accurate control for

power supplies of different parts on the chip. Therefore, on-chip power-efficient linear regulators

with fast transient response are becoming popular areas for researchers and designers.

Based on [23] and [24], the relationship between the output change (∆Vout) and the load current

change (∆Iload) is defined as

∆Vout =
∆Iload
Cload

× (tBW + tSR) (4.1)

In Equation 4.1, Cload denotes the load capacitor; tBW is the time associated with the close-loop

bandwidth for the LDO; tSR is the time associated with the slew rate of the error amplifier (EA) in

the LDO loop. In order to design an LDO with fast transient response at the same time using low

quiescent current (IQ), many researches focus on reducing tBW and tSR as in Equation 4.1 using

less DC current.

4.1.1 Conventional Analog LDOs

The conventional analog LDO architecture is shown in Figure 4.1. The analog LDO mainly

consists of an error amplifer, a large pass transistor which is used to provide large amount of

current to its load and feedback resistors. In the architecture, the parasitic capacitance at the pass

transistor gate is very large due to its large size. In order to drive the gate of the pass transistor,

large amount of DC current are burned by the EA. The power consumption improves the slew rate
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and the bandwidth of the negative feedback loop. Thus, the speed of the analog loop is maintained.

EA

-

+

IloadCload

R1

R2

Pass 

Transistor

Vin

Figure 4.1: Conventional Analog LDO Architecture

To reduce the power consumption of high-SR EAs, [25, 26, 27] employ dynamic SR boosting

technique. The parasitic capacitance at the pass transistor gate is dynamically charged/discharged

when necessary. No extra quiescent current is used for the SR boosting technique. Hence, these

types of LDOs consume less DC current for large load steps. The other way to speed up the

transient response of the LDO loop is from bulk modulation technique as described in [28] and

[29]. The bulk of the pass transistor becomes a signal path to boost the LDO loop speed. The

drawback of the bulk modulation is that the extra circuitry and control blocks are not avoidable.

Most LDOs using dynamic SR or bulk modulation are output capacitor-less architectures. The

LDOs in this topology usually set the dominant pole at the gate of their pass transistors, instead of

the output node. The maximum load current for capacitor-less LDOs is usually limited less than

100 mA. Even though the capacitor-less LDO has a large loop bandwidth, the undershoot for a

large load current step is huge compared with the LDOs with large load capacitors.
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The quiescent current can also be optimized by using adaptive biasing circuits. In [30, 31, 32],

the EAs are biased adaptively based on the status of the load. Thus, the IQ changes with respect

to the load current requirement. The technique is very useful when the load circuit is usually

switched into a power-saving mode. Under this circumstance, the total power consumption over a

long period of time for the adaptively biased EA is very low. Furthermore, both dynamic SR and

adaptive biasing techniques are utilized in [23, 33, 34] to further reduce IQ for fast loop transient

response. The concern of the adaptive biasing is from the stability of the LDO loop. The loop must

be well compensated throughout the load current range.

4.1.2 Digital LDOs

In recent years, digital LDOs are becoming increasingly popular compared with conventional

analog topology, especially for on-chip applications. There are many types of digital LDO architec-

tures. [35] uses the discrete phase-locked technique in the LDO loop. [36] introduces a successive

approximation recursive method for the output regulation. However, the most frequently-used dig-

ital LDO architecture is presented in Figure 4.2. It mainly consists of a comparator, a bi-directional

shift register, discrete pass transistor units and some feedback resistors.

From the figure, most building blocks in the digital LDO are implemented by digital circuits.

This is the reason that the digital LDO is becoming more popular with technology developments. In

this case, transistor sizes are getting smaller. Thus, digital circuits will get more benefits compared

with analog circuits since both size and power consumption for digital circuits are decreasing. For

a single transistor, the intrinsic frequency increases quadratically with technology scaling due to

the reduction of parasitic capacitance. Hence, digital LDOs are widely employed for regulating

on-chip digital blocks, such as micro-processor, digital controllers, memories, etc.

However, drawbacks for digital LDOs are also obvious. Due to the discrete current provided

by pass transistors units, the output of a digital LDO has voltage ripples. Moreover, the PSR for

digital type regulators is quite low since all pass elements are used in triode regions. When the

pass element is turned on, it acts as a resistor connected between the supply voltage and the output.

Thus, any noise at the supply will be inserted to the output. To reduce ripples at the digital LDO
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output, multiple-loop architectures with coarse and fine tuning loops are proposed in [37] and [38].

[39] uses a hybrid architecture which combines the digital and the analog LDO together.

Digital LDO Analog LDO
Dropout Voltage Low Medium to High

Benefits from More Fewer
Technology Scaling

Area Efficiency High Low

Loop Compensation
Less Load

Load DependentDependent
Settling Time Fast Slow

Slew Rate Dynamic Static (IEA/Cgate)
Current Efficiency High Medium to High

Power Supply Rejection Poor Good
Quantization Error Yes No
Ripples @ Output Yes No

Table 4.1: Digital & Analog LDOs’ Comparison Table
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[37] summarizes and compares two types of LDOs as listed in Table 4.1. From the table, an

ultra-low dropout voltage can be applied for the digital architecture since all pass elements are in

triode regions when they are activated. Due to the same reason, the area efficiency of a digital

LDO is much higher than the analog one. With technology developments, digital circuits are more

portable. The same design can be reused under different process. The digital LDO also works

faster and more power-efficient due to smaller transistor sizes and lower supply voltages. The slew

rates for digital LDOs are dynamic, while the error amplifiers in analog LDOs require static bias

current. However, analog LDOs show their merits from high PSR and clear voltage at the output

which means no voltage ripples. Compared with digital LDOs, analog LDOs can filter out the

noise from the input as shown in Figure 4.1. In practice, Vin is normally from a DC-DC converter

output which contains large switching noise. Since the pass transistor is continuously controlled

by the EA output, there will be no ripple issues for the analog LDO architecture.
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4.2 Proposed Dual-loop Low Dropout Regulator Architecture

The proposed digitally-assisted dual-loop (DADL) LDO is presented in Figure 4.3. In the

LDO architecture, there are three main parts: a digitally-assisted (DA), an analog loop and a loop

controller.

The digital loop is used to do coarse tuning when the load current change is large. In the digital

loop, a 3-bit flash ADC and D flip-flops are employed to select the number of activated transistors.

The pass transistor is divided into 7 segments. The output of the 3-bit ADC uses thermometer

codes to select the transistor units. Thus, the pass transistors provide discrete current to match the

load current (Iload). Cload denotes the output load capacitor. This capacitor is relatively large, and

it is off-chip. According to Equation 4.1, large Cload can reduce the output voltage variations under

the same ∆Iload. The feedback signal (Vf ) is generated by two relatively large resistors, R1 and

R2. From the voltage divided rule, the feedback factor (β) can be obtained as R2/(R1 +R2).

The analog loop in Figure 4.3 a) consists of an error amplifier, the pass transistor units and

feedback resistors. The analog loop is used for fine tuning after the completion of the digital loop.

There is a switch (T1) which selects the gate voltage between VB and VA. VB is used for the digital

loop and is generated by a fixed voltage source, while VA is from the EA output. The switch is

controlled by another building block, the loop controller, in the dual-loop LDO architecture. When

T1 is closed, the gates of activated pass elements equal VB since the voltage source has a smaller

resistance than the output resistor of the EA. When T1 is open, the EA will take over the pass

transistors. In this case, the proposed LDO operates in the analog mode.

The loop controller is implemented in digital and controls the time of operations for both digital

and analog loops. It manipulates the dual-loop system in different states. Details of the block is

described in the following sub-section.

Reference levels for the 3-bit flash ADC is displayed in Figure 4.3 b). All levels are generated

by a resistor ladder in the ADC. There are totally 7 levels (Vr1, Vr2, . . . Vr7) associated with 7

output bits (Do[7 : 1]). The thermometer output codes from ’0000000’ to ’1111111’ are directly

applied to activate/deactivate 7 transistor units. Vr1 and Vr7 are overshoot and undershoot threshold
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voltages. They represent highest and lowest reference levels, respectively. The reference voltage

for the analog loop (Vref ) is set between Vr1 and Vr2. Thus, the undershoot will be much larger

than the overshoot during the coarse tuning when there are large load current variations. Figure 4.3

c) indicates the transient response for the dual-loop LDO. When Iload rises from 1 mA to 240 mA,

the digital loop is turned on first for tracking the load variation. Then, the ADC holds the output

bits and the analog loop is turned on. In this state, the EA will tune all enabled units. Finally, the

LDO enters a steady state and Vout is regulated by the analog loop.

4.2.1 Circuit Implementation of a 3-bit Flash ADC

Resistor 

Ladder

Q1

Q1

ClkVrefh

Vrefl Vf

7 

Comparator 

Cells

Do[1]

Q7

Q7

Do[7]

Figure 4.4: Implementation of a 3-bit Flash ADC

The 3-bit flash ADC consists of 7 comparator cells and a resistor ladder as presented in Fig-

ure 4.4. The resistor ladder is connected to two reference voltages, Vrefh and Vrefl. The voltages
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are provided by off-chip devices in this project. All 7 cells use the same clock signal, Clk. For each

comparator, two complementary outputs are generated. One of the two complementary outputs are

connected to digital drivers to generate Do[7 : 1].
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Figure 4.5: Circuit Implementation of a Comparator a) Pre-amplifier b) Strong-Arm Latch c) Op-
timized SR Latch
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Figure 4.5 reveals the implementation of the comparator. It consists of three building blocks.

The pre-amplifier is shown in a) and is used to slightly amplify the difference between the input

and the reference. Kick-back noise from the input clock can also be reduced by the pre-amplifier.

In b) and c), the strong-arm latch and the optimized SR latch implemented in the comparator is

displayed. They are the same architectures as described in subsection 2.4.3.
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Mp[7]

M1 M2
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Vo[7]
Vo[6]

Vo[1]
Vbp
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Figure 4.6: Circuit Implementation of Pass Transistor Units

4.2.2 Circuit Implementation of Pass Transistor Units

The circuit implementation for pass transistor units is presented in Figure 4.6. In every seg-

ment, the pass transistor is designed to provide approximate 35 mA at maximum. Thus, the total

maximum load achieved by the LDO is 245 mA. The gate voltage for every pass transistor is se-

lected by an analog multiplexer. For instance, when Do[7] = 1, M3 in the unit is turned off and the
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transmission gate formed by M1 and M2 is on. Under this circumstance, the gate voltage of Mp[7]

will be driven by Vbp. Vbp is connected to VB or VA based on the loop controller as described in

Figure 4.3. However, when Do[7] = 0, M3 is turned on. The gate voltage will be pulled up to the

supply voltage. Then, the pass transistor unit is completely disabled.

4.2.3 Loop Controller

The loop controller (LC) in the dual-loop LDO architecture is implemented to avoid conflicts

from the digital loop and the analog loop. A finite state machine (FSM) is designed to guarantee

the operations for the proposed LDO. Figure 4.7 denotes FMS diagram.
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10

A=0
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B=0

B=1

C=0

C=1

RST=0

Figure 4.7: Finite State Machine Diagram Employed in the LC

According to the FSM diagram, there are three states (S0, S1 and S2) and four input signals

(RST , A, B and C). Table 4.2 lists the meaning of FSM states and the function of every input.

S0 represents that the digitally-assisted loop in on. This occurs when there are large variations at

the load. S1 is the state associated with the analog loop. In S1, the EA takes over the activated
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State/Input Category CommentsName

S0 (00) State
Digitally-assisted loop on

(Coarse tuning)
S1 (01) State Analog loop on (Fine tuning)
S2 (10) State Analog loop holding

RST Input Asynchronous reset button

A Input
Whether the coarse tuning from

the digital loop is completed

B Input
Whether the given time for the loop

swap is reached

C Input
Whether Vf is beyond the
range of the analog loop

Table 4.2: Summary of States & Inputs for the Finite State Machine

pass units. S2 is the state when the analog loop reaches the steady state condition. In this state, the

analog loop regulates the output voltage for small load variations. RST denotes an asynchronous

reset the LDO to S0 and it can be manually controlled off-chip. A is the input that tells the LC

when to jump to the next state. When the ADC output starts fluctuating with one LSB, A will

equal to ’1’. Otherwise, it is set to ’0’. The input B indicates the delay time that the LC stays in

S1. In this project, the delay time is set to 8 clock cycles. After entering S1, the LC will stay in

S1 for 8 clock cycles before jumping to S2. The delay time is given because of the loop switching

and the analog loop settling. C is the input which controls the LC to keep using the analog loop

or activating the digital loop for coarse tuning. The value of C depends on whether the feedback

voltage, Vf , exceeds the threshold voltages for the analog loop.

To analyze the whole process of the FSM implemented in the LC, a large load current step is

assumed at the LDO output. The timing diagram for critical nodes in the proposed LDO is shown

in Figure 4.8 as an example. Initially, the proposed LDO is in S2 when the load current is 1 mA

for a long time. In this case, Vout is regulated at the target, 1.1 V. The gate voltage of pass elements

is from VA according to Figure 4.3. Since Iload = 1 mA, only one pass unit is activated. Thus,

Do[7 : 1] = ’0000001’.
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After that, the load current starts rising. Vout will decrease immediately. The LC can detect the

value of Vout. When Vout is out of the target range for the analog loop, C in the FSM is set to ’1’.

Then, the LC jumps to S0 and turns the digital loop on. Under this circumstance, Vgate is switched

to VB which is a fixed value. The flash ADC in the digital loop activates more pass units to track

the load current. When Iload reaches approximately maximum value, the output of the ADC starts

fluctuating between ’0111111’ and ’1111111’. The LC can detect the fluctuation and then A in the

FSM will be set to ’1’.

Based on the FSM diagram, the LC enters S1 when A = ’1’. In this state, the flash ADC

holds the output code, which selects the certain number of pass transistors. The gate voltage for

all selected transistors is connected to VA. The EA takes over the loop and track the load current

change. In this project, 8 clock cycles are given for the swap between the digital and the analog
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loop. In the LC, there is an internal digital counter which counts 8 times. After 8 cycles, B will

become ’1’. Then, the LC will go into State S2.

In S2, the analog loop regulates the LDO output. C can only be set to ’1’ in S2. This is the

main difference between S1 and S2. The reason is that the loop swap and the analog loop for fine

tuning require some time. 8 clock cycles are given in S1. During these periods, variations at Vout

will be regarded as the loop tracking process, rather than the effect of a large load current change.

Hence, the proposed LDO stays in the analog loop holding state until C = ’1’.

RST is an asynchronous reset button. It can pull the LC into S0 anytime. When RST is re-

leased, the dual-loop system starts working. The LC manipulates dual loops based on the designed

FSM.
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4.3 Digital Loop Analysis and Operations

4.3.1 Shift-Register-Based Digital LDO Architecture

In subsection 4.1.2, the conventional digital LDO architecture is described. The digital LDOs

as shown in Figure 4.2 are called shift-register-based (SRB) LDOs. A single comparator and a

shift register are utilized in this architecture. The comparator detects the sign of the error from the

feedback voltage. Then, the error sign is accumulated through the shift register. In this way, the

proper number of pass transistor units can be turned with the negative feedback loop.

a)

b)
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Figure 4.9: Behavioral Model: a) SRB Digital LDO and b) Transient Response
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Figure 4.9 a) indicates a behavioral model for the SRB architecture. In the model, the com-

parator is regarded as a single bit ADC. Thus, it is expressed by adding a quantization error, eq.

The shift register can be represented by using a digital integrator. Then, the pass elements in the

SRB LDO act as a current-steering DAC. The transconductance gain of the DAC is calculated as

ILSB/VLSB. The total current provided by the pass elements is denoted as IP . The difference

between IP and Iload will pass the load impedance, Zload. Then, the output voltage can be ob-

tained. Finally, Vout is fed back through the voltage divider. The feedback factor is expressed as

β = R2/(R1 + R2) according to Figure 4.2. From the model, the loop gain transfer function can

be defined as

LG(s) =
β · ILSB ·RL

2π · VLSB
× 1

s
ωs

(
1 + s

ωp0

) (4.2)

where β denotes the feedback factor;RL is the equivalent resistor at the load; ωp0 = 1/(RLCload) is

the dominant pole at the output node; ωs is the angular frequency of the integrator clock. In Equa-

tion 4.2, s/ωs is from the digital integrator. In z-domain, the integrator is defined as 1/(1− Z−1).

According to the Backward Difference Method, the z-domain transfer function can be mapped to

the s-domain function, 1/sTs. ωs = 2πTs in the equation represents the angular frequency of the

integrator clock. There are two poles in the loop gain. The phase margin is limited by the two-

pole system. Thus, the SRB LDO may have some oscillations through settling for a transient step

response.

The transient response of the SRB loop with a current step is presented in Figure 4.9 b). The

fast change of the load current pulls Vout low. Thus, the voltage undershoot is generated. The

peak value of the undershoot depends on the tracking speed of the digital feedback loop. The

SRB digital LDO is able to have high resolution. However, only one comparator is utilized in the

loop, which means only one pass unit is turned on / off during one clock cycle. In this case, the

SRB LDO has slow transient response, especially for the high resolution of pass units. To avoid

this issue, the project employs the other digital LDO architecture as described as the ADC-based

architecture.
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4.3.2 ADC-Based Digital LDO Architecture

The ADC-base LDO is presented in Figure 4.10 a). The feedback voltage is directly quantized

by a flash ADC. Then, the ADC output is used to select the number of pass transistor units in order

to provide enough current to the load.

VIN

Unit Pass-

transistors

Vgate

Flash 

ADC

Do

Cload IloadVout

R1R2

Vf

+

-Vref

Vout

Zload

VLSB

ILSB

β 

eq Iload

Vf

IP

+
-

a)

b)

Figure 4.10: Behavioral Model for a ADC-based Digital LDO

In this project, the ADC-based architecture is used as the digital loop in the dual-loop LDO.
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Compared with the SRB architecture, the ADC-based LDO can directly digitized the feedback

voltage. Therefore, it presents the fast reaction for the load transient response. However, there is a

large error for the output voltage since the ADC has a range rather than a fixed reference voltage

level. To reduce the voltage error, the ADC used in the loop is supposed to be at high resolution

and high speed. In reality, high resolution and high speed ADCs have many design challenges and

large cost even though they are used in the ADC-based LDOs.

Thanks to the dual-loop architecture, the ADC-based digital loop is only employed for coarse

tuning in this project. The ADC in the digital loop is designed to have 3 bits and the large pass

transistor is divided into 7 segments. In this project, a 500 MHz - 800 MHz clock frequency is used

for the 3-bit flash ADC. Higher clock frequency will increase the digital loop speed. However, the

power consumption for the ADC and other digital blocks may also increase. Thus, the clock

frequency used in the project is limited below 800 MHz.

Figure 4.10 b) indicates a behavioral model for the ADC-based architecture. In the model, the

flash ADC output is obtained by adding a quantization error as described in Figure 4.9. Then, the

ADC cascading with the current-steering DAC can be considered as a transconductance amplifier.

The transconductance gain is defined as ∆IMAX/VFSADC . The rest part of the model is the same

as the SRB LDO model. Hence, the loop gain transfer function can be obtained as

LG(s) =
β ·∆IMAX ·RL

VFS_ADC
× 1

1 + s
ωp0

=
β · ILSB ·RL

VLSB
× 1

1 + s
ωp0

(4.3)

where RL denotes the load equivalent resistor; ωp0 = 1/(RL · Cload) is the dominant pole at the

output. In Equation 4.3, the loop gain function has only one pole. Thus, the ADC-based system is

more stable than the SRB LDO.

Table 4.3 shows the 3-bit flash ADC output levels associate with the feedback voltage, Vf . Vf

denotes an open range around 1 V. When Vf > 1005 mV, the ADC output is ’0000000’ which

means turn off all pass transistor units. Whereas, the ADC output turns all pass transistor units on

if Vf ≤ 945 mV. In this project, the expected Vref is set to 1 V and β = 10/11. Thus, the output
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Do[7 : 1] Range of Vf (mV)
0000000 Vf > 1005
0000001 1005 ≥ Vf > 995
0000011 995 ≥ Vf > 985
0000111 985 ≥ Vf > 975
0001111 975 ≥ Vf > 965
0011111 965 ≥ Vf > 955
0111111 955 ≥ Vf > 945
1111111 Vf ≤ 945

Table 4.3: ADC Output Levels and the Feedback Voltage Range

voltage after the settling of the analog loop should be 1.1 V. Even through the voltage reference is

a range instead of a value in the digital loop, the output voltage will be eventually regulated by the

analog loop to avoid the large output errors.
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4.4 Analog Loop Operations

The EA is employed in the analog loop in order to continuously tune the gate voltage of pass

transistor units. Figure 4.11 reveals the circuit implementation of the EA. There are two stages

in the EA. To realize a large low-frequency gain as conventional analog LDOs, a folded-cascode

architecture is utilized. In Figure 4.11, M1 - M11 forms the folded-cascode stage, which has a

fully-differential input, Vi+ and Vi−, and a single-ended output, Vo1. The output resistance of the

folded-cascode stage is very large. When the analog loop is on, the EA is connected to the gates

of activated pass transistors seeing a large parasitic capacitor. In this case, the pole at the gate

is at very low frequency. The pole becomes a dominant pole instead of the pole at the LDO’s

output of the LDO. In this case, the speed of the analog loop may be reduced since the pole at the

LDO output is also a low-frequency pole. To avoid issue, a buffer stage is added after the folded-

cascode stage in the EA. M12 and M13 forms a source follower. Therefore, the pole at the gate of

pass transistors can be moved to high frequency since the output resistance of the source follower

should be relatively small.

In Figure 4.11, M1 and M2 are implemented as a fully-differential pair. The differential ar-

chitecture is converted into the single-ended topology through a self-biased current mirror, M10

and M11. The folded-cascode transistors, M8 and M9, are utilized to further amplify the input

signal and they are biased by cascode current sources, M4 - M7. In this circuit, transistors on both

branches are set to be identical. Hence, the fully-differential circuit analysis can be applied to the

folded-cascode stage. Then, the folded-cascode stage output is connected to the source follower,

M12. Therefore, the transfer function of the EA can be obtained by (ignore the body effect for

simplicity)

Vo
Vi

(s) ≈ Gm ·Ro2 · Abuff
(1 + s/ωp2)(1 + s/ωpg)

=
Gm ·Ro2 · Abuff

(1 + sRo2Cp2)(1 + sRbuffCp_gate)
(4.4)

In Equation 4.4, Gm is the total transconductance of the folded-cascode amplifier; Ro2 denotes

the output resistance at Vo2 node; Abuff is the unity gain of the voltage buffer implemented by M12
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Figure 4.11: Circuit Implementation of the Error Amplifier

and M13; According to Figure 4.11, the parameters can be defined as

Gm = −gm2 ·
gm9 + 1

ro9

gm9 + 1
ro9

+ 1
ro11

≈ −gm2 (4.5)

Ro2 = [gm9 · ro9 · (ro11//ro2) + ro9 + (ro11//ro2)]

// [gm7 · ro7 · ro5 + ro7 + ro5]

(4.6)

Abuff =
gm12

gm12 + 1
ro12

+ 1
ro13

≈ 1 (4.7)

In addition, there are two main poles in the EA, ωp2 and ωpg. The other poles in the EA

are at very high frequencies, such as the pole at the EA’s input. Thus, they can be neglected in

Equation 4.4. ωp2 = 1/(Ro2Cp2) denotes the pole located at Vo2 due to a large value of Ro2; Ro2
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Stage Values
Folded-cascode Gm = −850µA/V Ro2 = 95.2kΩ

Stage Cp2 = 3.5fF fp2 ≈ 476MHz

Voltage Buffer Stage
gm12 = 213µA/V Rbuff = 4.2kΩ
Cp_gate = 1.12pF fpg ≈ 5.26MHz
∼ 7.2pF ∼ 33.8MHz

Table 4.4: Parameters of the EA from Simulations

is shown in Equation 4.6 and Cp2 denotes the total parasitic capacitor at the folded-cascode stage.

ωpg = 1/(RbuffCp_gate) is the pole at the gates of pass transistors; Rbuff is the output resistor of

the voltage buffer, while Cp_gate denotes the parasitic capacitance at the gates of pass transistors.

Thus, Rbuff is defined as

Rbuff =
1

gm12 + 1
ro12

+ 1
ro13

≈ 1

gm12

(4.8)

From the simulation, the small-signal parameters and the pole locations are summarized in

Table 4.4. In this design, the value of Cp_gate depends on the number of activated transistors and

varies with the load current. Cp_gate is relatively small at a light load. It becomes very large when

all 7 transistors are activated. Therefore, ωpg is in a range, instead of a fixed value. The influence

of ωpg for the analog loop stability is described in the next subsection.

4.4.1 Stability of the Analog Loop

The equivalent circuit of the analog loop is presented in Figure 4.12. In S1 and S2, the analog

loop is turned on while the digitally-assisted loop is disabled. The number of pass transistors

connected to the EA depends on the load current. Hence, ωpg has a certain range as shown in

Table 4.4. ωpo, ωpg and ωp2 are three main poles in the loop gain from the equivalent circuit. ωpg

and ωp2 are from the EA. ωpo denotes the dominant pole at the LDO output due to the large load

capacitor, Cload. R1 and R2 are feedback resistors, and ro_pt is the equivalent output resistance for

pass transistors. ro_pt is much smaller than R1 + R2. Hence, the total output resistance can be

approximate to ro_pt. To maintain the stability of the loop, an equivalent series resistor (ESR) is
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Figure 4.12: Analog Loop Equivalent Circuit

employed. With the ESR, the load impedance, Zload, can be simplified as

Zload ≈
ro_pt (1 + sRESRCload)

1 + s (RESR + ro_pt)Cload
(4.9)

where RESR � ro_pt; A LHP zero, ωz, is generated by the ESR. Thus, the loop gain can be

obtained by

LG(s) =
GmRo2Abuffgmptro_ptβ

(
1 + s

ωz

)
(

1 + s
ωpo

)(
1 + s

ωpg

)(
1 + s

ωp2

) (4.10)

where gmpt denotes the total transconductance of pass elements; β = R2/(R1 +R2) is the feedback

factor.

From Table 4.4, the second and third poles are ωpg and ωp2. ωpg in the circuit changes according

to the load current. For a light load, one of 7 pass elements is enabled. The parasitic capacitor

at the gate of pass elements is small. Thus, ωpg locates at high frequency. The light load also

makes the dominant pole locate at low frequencies. In this case, ωpo and ωpg are widely separated.

However, all pass elements will activated due to the digitally-assisted loop under a heavy load.
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Figure 4.13: Loop Magnitude & Phase under Different Loads

Cp_gate becomes larger compared with the light load scenario. At the same time, ωpo is located at

high frequencies since ro_pt becomes small under a heavy load. Therefore, the heavy load scenario

is regarded as the worst case for the loop stability.

To investigate the loop stability, different load values are used at the output. The light, medium

and heavy loads are 1, 50 and 240 mA. From the simulation, the loop magnitude and phase are

plotted and shown in Figure 4.13. The dominant pole in the loop is fpo which is the pole at the

LDO output. It varies with different load conditions since ro_pt changes. For a light load case, the

low-frequency loop gain is large and the dominant pole is located at very low frequencies. With

the load current increasing, fpo moves to high frequencies. The second pole (fpg) for this system

is located at the gate of pass transistors. The trend of fpg is opposite to the dominant pole with the

increasing of the load current. For the LHP zero from the ESR resistor, fz does not change under
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different load conditions because it is only related to RESR and Cload. From simulation results, the

analog loop are stable for all cases (Iload changes from 100 µA to 245 mA). The worst scenario

happens under the heavy load since fpo and fpg approach with each other. In this case, the phase

margin of the loop is still more than 50o.

4.5 Measurement Results

The dual-loop LDO was fabricated in the TSMC 40-nm 1P8M technology. The die photo of

the main LDO is revealed in Figure 4.14. The LDO area is less than 0.056 mm2 and the area of

the pass transistors is around 0.023 mm2. The performance of the proposed LDO was measured

by using a test bench as shown in Figure 4.15. Several commercial regulators (ADP223) were

utilized to provide a low-noise power supply for the device under test (DUT), such as the digital

logic block supply voltage (VDD) and the supply of the EA and pass transistors (VIN).

Figure 4.14: Die Photo the Proposed Dual-loop LDO
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Figure 4.15: Test Bench Setup of the Proposed Dual-loop LDO

In Figure 4.15, the input clock of the flash ADC is generated by a signal generator. Dual NPN

bipolar transistors are utilized to a current load step. The two bipolar transistors are identical and

form a current mirror. They are controlled through a driver (LTC1693) and a power MOSFET. The

control signal runs much slower than CLKin. When the control signal is ’0’, the power MOS is

off. In this case, IL1 can be adjusted through R1. The DUT should provide IL1 + IL2 to maintain
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Vo. When the control signal is ’1’, the power MOSFET is turned on. Then the node VIL is pulled

down. The total load current is IL2. Both Vo and VIL are observed by an oscilloscope in order

to test load transient response of the proposed LDO. For the PSR measurement, an AC signal is

coupled through C2 at V IN of the DUT. The output signal is scoped by a spectrum analyzer as

shown in Figure 4.15. The frequency of the AC input signal is swept from 1 kHz - 40 MHz in

order to obtain the PSR of the proposed LDO versus frequency.

Figure 4.16, Figure 4.17 and Figure 4.18 show the measured transient response for different

load steps. Figure 4.16 depicts the maximum load step. IL1 changes from 0 mA to 240 mA and

IL2 = 0.5 mA. Thus, the ramp of ∆Iload is totally 240 mA with 300 ns rising and 100 ns falling

time. The output undershoot is approximate to 71 mV within 520 ns settling time. The overshoot

is around 10 mV within 220 ns settling time.

In Figure 4.17, the total current step (∆Iload) is from 25 mA to 165 mA. IL1 varies from 140

mA to 0 mA, and IL2 is set to 25 mA. Both undershoot and overshoot at the output are smaller than

Case a). The settling time for Case b) is 300 ns/90 ns for rising/falling current step, respectively.
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A 25 mA current step is tested in Case c) as shown in Figure 4.18. In the test, Iload jumps from

75 mA to 100 mA with a rising/falling time of 200 ns/90 ns. According to Vo, it can be depicted

that the digital loop is not triggered under the small current step (∆Iload = 25mA). Thus, the

load transient response is very fast. Zero undershoot and 5 mV overshoot are displayed by the

oscilloscope in Case c).
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Figure 4.19: PSR Measurement under Different Load Current

Figure 4.19 shows the measured PSR under different load current conditions. From the figure,

the PSR under heavy load conditions is better than the one under light loads. The LDO achieves

more than 45 dB PSR at low frequencies and 35 dB rejection at 1 MHz when Iload = 0.5 mA. The

PSR is lower than -42 dB up to 1 MHz at approximately maximum load (Iload = 240 mA).

The quiescent current, IQ, is composed of some building blocks and components in the pro-

posed LDO. The value and percentage for the blocks are list in Table 4.5. The total IQ approxi-
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Building Blocks DC Current (µA) Percentage
Error Amplifier 180 60%

3-bit ADC 90 30%
Resistor Ladder 30 10%

Table 4.5: List of Constitution for IQ

mately equals to 300 µA. The EA occupies 60 % of the IQ, and the ADC and the resistor ladder

contributes the rest 40 %. The building blocks are utilized in different modes. Therefore, they can

be temporarily disabled to save more power when they are not in use.

Publications
[37] [40] [39] [41] [42] [43] [23] This

JSSC17 JSSC17 JSSC18 ISSCC19 TPE16 JSSC17 JSSC18 work
Process (nm) 28 65 130 14 180 130 250 40
Architecture Digital Digital Hybrid Hybrid Analog Analog Analog Analog

Active Area (mm2) 0.021 0.158 0.0818 0.024 0.262 0.024 0.1825 0.108 0.056
VIN (V) 1.1 0.6-1 0.6, 1.1-1.2 1-1.2 1.2-1.8 1.05-2.0 1.5-3.3 1.25-1.4
Vout (V) 0.9 0.55-0.95 0.5, 0.8-1.1 0.7-0.85 1 1 1-3 1.1-1.25
Imax (mA) 200 500 12 15 530 100 300 150 245
IQ (µA) 110 300 163.2 27.4 53.5 135.1 14-120 1.24-100 300

Current Efficiency (%) 99.94 99.94a 98.64 99.8a 99.99a 99.86 99.96 99.93 99.87
Cload (nF) 23.5 1.5 0.5 0.2 4 1000 1000 1000-47000 20

Vdroop (mV) @ 120@ 50@ 240@ 83@ 133@ 25@ 56@ 135@ 71@
Max Current Step 180mA 100mA 10.03mA 15mA 508mA 100mA 300mA 150mA 240mA

FOMb(ps) 7.75 2.3 166 0.47 0.067 337.5a 12.44 7.4 7.4
Settling Time (µs) @

>4c >0.1c 0.1c 0.1c 0.3c 10c >10c >50c 0.52
Max Current Step
PSR(dB) @ 1MHz

N/A N/A N/A -35d -16d -25 -12 -36 -43
for Max Load

a Calculated from given data b FOM =
Cload×Vdroop×IQ

∆I2
max

c Obtained from transient results d Observed from PSR plots

Table 4.6: Comparison of the Proposed LDO with Published State-of-the-art LDOs

Table 4.6 provides a comparison of the proposed LDO with recently published state-of-the-art

works, including digital, analog and hybrid-mode architectures. All LDOs except [39] support

more than 100 mA output load current. Compared with digital and hybrid LDOs, analog ar-

chitectures have better PSR values. This work shows the best PSR @ 1 MHz among selected

publications. However, digital/hybrid LDOs have fast settling time for sharp load steps. With the

digitally-assisted loop, the load transient response of the proposed LDO is much faster than other
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analog LDOs in Table 4.6.

4.6 Conclusion

In this project, a digitally-assisted dual-loop LDO is proposed and analyzed. The proposed

LDO is implemented in TSMC40nm 1P8M technology. A digital loop will be turned on to boost

the tracking speed when a large load current step occurs. In this case, power consumption of the EA

is reduced since the coarse tuning of pass transistors is completed by the digitally-assisted block.

Moreover, the proposed LDO also shows strong rejection for supply noise compared with purely

digital / hybrid-mode LDOs. As a result, the LDO achieves maximum 245 mA load current. The

PSR is -43/-35 dB at 1 MHz for a 0.5/240 mA load respectively. The LDO also consumes around

300 µA quiescent current. The maximum voltage droop and recovery time are 71 mV and 520 ns

for a 240 mA load step. The FOM is 7.4 ps and makes this design competitive among all types

including digital, analog and hybrid architectures. Thus, the digitally-assisted dual-loop LDO is

highly befitting for frequent modes switching, short wake-up time and highly supply rejection

applications.
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5. CONCLUSION

Limited battery life is one of the most critical issues for the development of portable electronic

devices recently. From circuit designers’ point of view, the power-efficient designs are the key

to solve the issue. With the technology development, the power-efficient designs for on-chip in-

tegrated circuits not only extend the battery life, but also improve the performance of electronic

devices.

There are three projects presented in this dissertation. The first project is about a 13-bit

260MS/s pipeline ADC design. Using a CM MDAC with a current-reuse technique and inter-

stage gain calibrations, the pipeline ADC achieves 68.1/66.3 dB SNDR and 82.3/78.2 dB SFDR

for a sinusoidal inputs at 4.1736/123.129 MHz, respectively. The total power consumption for the

proposed ADC is around 15.38 mW. The Walden FoM with a low-frequency input tone is 28.3

fJ/conv-step, and the Schreier FoM is 167 dB. When the input signal is near Nyquist frequency,

the performance of the ADC becomes worse. The chip core area is around 0.276 mm2, and it was

implemented by TSMC 40nm technology.

The time-interleaved ADC with digital background calibrations is the second project. The pro-

posed ADC is implemented in system-level. The project investigates a 4-channel time-interleaved

architecture with a calibration ADC. Thanks to the additional ADC used for the calibration pur-

pose, three main types of errors (gain/offset mismatches and timing skews) in a TI architecture can

be eliminated/reduced. In the proposed architecture, the output codes from four sub-ADCs are ad-

justed dynamically in order to match the calibration ADC output. The gain and offset mismatches

are calibrated in digital domain. However, timing skews among sub-channels are controlled in a

feedback system using digitally controlled delay lines. The calibration algorithm is implemented

and functionally verified by using a field programmable gate array (FPGA) and commercial ADCs

(ADS4126).

The third project demonstrates a LDO with dual loops (a digital loop and an analog loop). The

analog LDO is implemented in normal operation for the proposed dual-loop architecture, while
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the digitally-assisted loop is added to improve the dynamic slew rate and settling time under large

load current variations. To avoid conflicts in the dual-loop system, a loop controller is designed

and employed according an FSM. The maximum load current of the proposed LDO is 245 mA.

Under a heavy load condition (Iload = 240 mA), the PSR achieves around -50 dB at low frequencies

and -42 at 1 MHz. The load regulation with ∆Iload = 240 mA is tested. Measured results show a

71/10 mV peak voltage undershoot/overshoot, respectively. The settling time is 520/220 ns with a

rising/falling edge of the load current. Finally, the proposed LDO demonstrates a 7.4 ps FoM.
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