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ABSTRACT 

 

Lyotropic chiral nematic liquid crystalline dispersions are a unique state of matter that 

can be exploited to create materials with directionally dependent optical properties. 

Because of their unique ability to undergo a phase transition and self-assemble into a 

helical microstructures, chiral nematic dispersions remain a model system in which fluid 

phase processing can be studied. They also have great potential for industrial 

applications since they are capable of being processed into thin films that rotate 

circularly polarized light for optical sensing, security encryption, and decorative coating 

applications. However, many challenges remain due to complex rheological behavior 

and consistency in mesogen properties during preparation.  

 

In this dissertation, various aspects of processing liquid crystalline dispersions are 

investigated. Both external processing parameters and material parameters are explored 

and compared to their experimental counterparts. Confinement effects were discovered 

to greatly influence the orientation of the chiral microstructure in initially shear aligned 

dispersions. Chiral strength also altered the orientation of helical microstructures and the 

number of defects present in these initially shear aligned dispersions. The most uniform 

homeotropic helical microstructures were achieved at low chiral strength values and the 

tightest confinement applied by the shear apparatus. Surface anchoring, concentration, 

speed of drying and chiral strength were also studied in chiral liquid crystalline 

dispersions as they were made into optically active thin films. For these purposes, large 
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uniform areas of planar microstructures are desired for selective reflection applications. 

It was determined experimentally that biphasic dispersions formed the most uniform 

planar configurations when dried slowly in humid environments when placed between 

two anchoring surfaces. The computational work in this thesis also confirmed these 

results. The model was also able to show that the number of defects in the films was 

highly sensitive to the value of chiral strength, which generated more defects at larger 

values.  

 

This work serves as a basis for comparison between lab-scale experiments and their 

respective theoretical simulations, and paves the way for future collaborative efforts to 

develop thin films for practical applications.  
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CHAPTER I 

INTRODUCTION  

 

1.1 Motivation 

 

Controllable orientation of anisotropic nanomaterials in smart composites and thin films 

has become a focal point of experimental and computational research in recent decades. 

These materials appear in everyday products and have led to increased electrical, 

thermal, and optical physical properties as well as mechanical strength and toughness. 

The process in which nanomaterials are organized into these films and composites often 

depends on the macroscopic application and typically requires specific orientation for 

improved properties. The generation of these novel materials is difficult due to the 

complexity of preferentially aligning nanoscale materials using macroscopic 

mechanisms such as fluid phase processing. Challenges in this industrially cost effective 

method stem from complex rheological phase behavior and colloidal stability on the 

macro scale due to interacting electrostatic behavior, thermal fluctuations, mechanical 

stress, and thermodynamically driven self-assembly.  

 

The liquid crystalline phase is often regarded as the optimal intermediate state of matter 

used in the production of these smart products because they exhibits both fluidity and 

crystalline properties. Since their debut in the development of flat panel electronic 
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displays in the early 1960’s, liquid crystalline systems have been an area of increased 

industrial and academic research.  

Current literature has shown many potential applications of liquid crystals due to their 

unique abilities. These applications include but not limited to: mirrorless lasing, security 

encryption, and decorative coatings. 1-5 It has already been shown that composites made 

from liquid crystalline dispersions have been used in humidity sensors, tissue scaffolds, 

and shape memory polymers. .6-8 However, non-uniformities continue to plague the 

manufacturing steps. These inconsistencies often lead to less desirable mechanical and 

optical properties in the final product. To combat these issues, many experimentalists 

rely on trial and error studies to gain empirical knowledge which lacks fundamental 

understanding of the physics. These methods, while successful, only aid in solving a 

particular system with set parameters and properties. If the system was to change, (i.e. 

contain different properties or different anisotropic nanomaterials) the same techniques 

could prove to be ineffective. It therefore becomes necessary to develop models derived 

from first principles to capture the effects seen in experiments so that correlations 

between microstructure and experimental parameters can be established. These 

correlations would limit the need for trial and error experiments, saving money, time, 

and allow for a universal methodology to be applied to many liquid crystalline systems.   
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1.2 Goals and Outline of the Dissertation 

  

The aim of this this thesis is to explore the effects of processing parameters on the final 

microstructure of a self-assembling chiral liquid crystalline dispersion. The industrially 

relevant focus is on the exploitation of the unique optical properties exhibited by these 

dispersions for thin film technologies.  This is made possible through the use of the 

dynamic Landau-de Gennes equation for chiral liquid crystals. The novelty of this work 

lies in the experimental validation of the theoretical claims made by these models and 

their use as predictive tools for further investigation of anisotropic systems. This thesis is 

organized as follows: Chapter 2 begins with an introduction into the basics of liquid 

crystals and their rheological behavior. Chapter 3 introduces the reader to the current and 

early theoretical models used to predict nanoscale behavior in liquid crystalline systems. 

Chapters 4 details the methods used to visualize the simulation results. Chapters 5-6 

highlight different behavior caused by various processing parameters. Finally, Chapter 7 

summarizes the takeaways from the previous results and suggests future work that will 

follow the work presented in this thesis.  

 

1.2.1 Chapter II 

 

Chapter 2 introduces the reader to the basics of liquid crystalline nomenclature by 

defining the different types of liquid crystalline dispersions based on the intensive 

parameters that induce the phase behavior. Next, the dispersions are further classified by 
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their mesogen ordering. A brief discussion of rheological behavior follows the 

introduction and highlights correlations between orientation and dispersion viscosity. 

The effects of dispersion concentration and microstructure seen within chiral liquid 

crystals is also mentioned. The remainder of Chapter 2 is dedicated the specifics of 

chiral liquid crystals. This includes the definition of chirality, helical pitch and the 

classification of helical configurations. The final sections of this chapter are dedicated to 

the specific system that was studied for this dissertation and explains how the anisotropic 

nanomaterial is manufactured and lists its nanoscale properties. 

. 

1.2.2 Chapter III 

 

Chapter 3 outlines the previous theoretical treatments of nematic lyotropic liquid crystals 

and forms the basis for the work used in the subsequent chapters. These early models are 

derived from free energy and utilize relationships between thermodynamic entropy and 

structural elasticity. A brief mention of the features and shortcomings of each model is 

included. Chapter 3 finally concludes with a full derivation of the Landau-de Gennes 

model used throughout the rest of this work.  

 

1.2.3 Chapter IV 

 

Chapter 4 highlights the software used in solving the Landau-de Gennes model and 

illustrates how the modeling results can be visualized and compared to experimental 
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results. This chapter also provides the equations and explanation needed to develop the 

visualization maps. 

 

1.2.4 Chapter V 

 

Chapter 5 focuses on dispersion dynamics where shear relaxation experiments were 

conducted and modeled with the Landau-de Gennes formulation. The aim of this chapter 

is to highlight how different experimental parameters affect the equilibrium 

microstructure in liquid crystalline dispersion. Confinement effects were studied first 

and compared to experimental results that were generated using a Linkam shear cell and 

a Nikon cross-polarizing microscope. Results indicate that equilibrium helical 

configurations are heavily influenced by the proximity of the boundaries relative to each 

other. This is because dispersions above the critical liquid crystalline phase 

concentration exhibit strong elastic effects which compete against each other in the 

system. In order to minimize the free energy due to these large gradients, certain 

orientations become preferable.  Next, chiral strength was studied under constant 

external confinement. Similar to the previous study, this study also exhibited different 

microstructural configurations based on the value of chiral strength. Finally, we show 

the development of helical microstructures using our dynamic model. We capture the 

formation of helical microstructures from a shear aligned state within the shear bands 

seen in experiments. We conclude that both confinement and chiral strength can be 
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treated as mutually exclusive, and that helical microstructure can be altered by 

influencing either of them. 

 

1.2.5 Chapter VI 

 

Chapter 6 focuses on the helical microstructures that develop in the gelation and drying 

of thin films. The goal of this work was to generate large uniform domains of planar 

helical microstructures for selective reflection applications. In addition to the Landau de 

Gennes model, we incorporated a mass transfer equation, and a differential height 

equation to study the dynamics of mesogen self-assembly. Our study focused on the 

effects of initial concentration, chiral strength, surface anchoring, speed of drying, and 

influence of initial shear alignment. Computational results were directly compared to 

previous experimental results. Conclusions in the experimental work verified the model, 

and it was found in both the experiment and the model that initially biphasic dispersions 

with no initial shear alignment generated the largest uniform planar domains when dried 

slowly with increased surface anchoring.     

 

1.2.6 Chapter VII 

 

Chapter 7 contains a summary of the work and results presented in this thesis. Based on 

the results presented, a few broad concepts related to controlling the self-assembly are 
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made. Finally, ideas related to the continued study of microstructure formation in chiral 

liquid crystalline dispersions for thin film production are described. 
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CHAPTER II 

LIQUID CRYSTALS AND CELLULOSE NANOCRYSTALS 

 

2.1 Introduction & Background 

 

Liquid crystals are a special state of matter first discovered by Friedrich Reinitzer in 1888. 

Reinitzer’s, interest was in the physicochemical properties of cholesterol derivatives, 

observed that cholesteryl benzoate had two melting points. Upon reaching the first melting 

point, a cloudy liquid formed. After continued heating, the cloudy liquid melted into a 

transparent liquid.9 It was later found by Otto Lehmann, Reinitzer’s colleague, that the 

intermediate “cloudy” liquid had crystalline properties and sustained flow. Lehmann later 

coined the term “liquid crystal” due to their fluidity and crystalline properties.10 It has 

since been determined that, these systems are composed of constituents (mesogens) that 

are dispersed in a solvent, have large aspect ratios, and form anisotropic regions during a  

phase transition. The hierarchical ordering of these systems into anisotropic regions 

directly correlates to the exhibited macroscopic properties, and makes them interesting 

systems to study for industrial applications and academic inquiry.  

 

2.2 Types of Liquid Crystals 

 

Liquid crystals can be divided into three subgroups: thermotropic, lyotropic, and 

metallotropic. Each subgroup’s phase transition is triggered by different system properties. 
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Thermotropic and lyotropic liquid crystals are composed of organic molecules that phase 

transition at critical temperatures and critical concentrations respectively. Metallotropic 

liquid crystals, on the other hand, are composed of organic and inorganic molecules that 

phase transition at a critical composition ratio. For the purpose of this thesis, we will focus 

exclusively on lyotropic liquid crystalline systems. 

 

At low mesogen concentration, lyotropic liquid crystalline systems behave isotropically 

which means that the system does not exhibit any directionally dependent properties. As 

mesogen concentration is increased via the addition of more mesogen or evaporation of 

solvent (usually water), these dispersions shift into the biphasic regime in which both 

isotropic and local anisotropic phases coexist. For lyotropic systems, these newly formed 

anisotropic domains continue to grow and fuse as the mesogen concentration increases 

leading to a larger anisotropic volume fraction. At high enough concentrations, the 

equilibrium of the two phases shifts completely towards the anisotropic phase and the 

system is considered to be fully liquid crystalline. (See Figure 2.1 for detailed schematic).  
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Figure 2.1: Schematic showing alignment of mesogen as a function of concentration 

 

This entropic phenomenon is best elucidated by Onsager’s the early work in which a 

relationship between orientational ordering to the anisotropic shape of rods was 

established.11 His work derived a free energy functional to illustrate the competition 

between entropy and excluded volume. Chapter 2 has a detailed explanation of this work, 

but in summary, Onsager argued that as rotational entropy of the system decreased due to 

excluded volume effects, translational entropy increased to maximize the total entropy of 

the system, leading to an ordered state.12 In reference to Figure 2.1, this theory explains 

that at low concentrations the rods are free to rotate but as concentration increases the 

molecules lose orientation space since no two molecules can intersect, leading to an 

ordered phase. Later work by Doi also explains the same phenomenon using a diffusion 

equation.13 In his dynamic formulation, the orientation of molecules is represented by a 

probability distribution, f. For a system in which diffusion is the only driving force, higher 

order shift towards lower order to maximize the entropy. As a result, only isotropic 

systems would exist as the ordered states would disassemble. Physically, we know from 

Onsager’s work that excluded volume effects force an ordered state. In light of this, Doi 

incorporates a mean field potential that captured the excluded volume effect. This term 
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competes with the diffusive force by “concentrating” the orientation so that the system 

remains ordered. The strength of this mean field potential is determined by the rod number 

density within the system. A high rod number density corresponds to a high potential and 

is therefore more ordered and vice versa for a low rod density.  

 

Structure-property relationships of these lyotropic dispersions are most sensitive within 

the biphasic and liquid crystalline regimes to such a degree that minor changes in 

concentration or thermal fluctuations can cause radically different properties. This is due 

to the intricacies of the domain fusion process which is dependent on the surface tension 

of individual anisotropic domains. Incomplete fusion of the anisotropic domains cause 

local defects in the system which can serve as stress points in the material and may alter 

many of the properties including but not limited to: thermal and electrical conductivity, 

rheological properties, and both transmittive and reflective optical properties.14 

 

2.3 Long Range Ordering 

 

Liquid crystalline systems can also be classified by their long-range ordering. This long 

range ordering is heavily dependent on mesogen shape, intermolecular interaction, and 

charge. Figure 2.2 depicts the different types of long range order commonly found in 

liquid crystalline systems and indicates the direction of the average orientational order via 

the director, n.   
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Figure 2.2: Schematic showing the ordered configurations found in liquid crystals 

 

 

 

Columnar liquid crystals are the most ordered liquid crystalline phase and possess 2D 

positional order.15 They are typically formed by disc-shaped mesogens or rod-like 

mesogens that have formed a micellar microstructure.16 The molecular structure of these 

mesogens include large aromatic regions similar to carbonized graphitic substances or 

similar aromatic structures. The self-organization of these mesogens is a result of the steric 

packing due to entropy and the electrostatic interaction known as π-π stacking. Smectics 

(smectic-A and smectic-C are the most common) represent the next highest order as these 

systems exhibit a 1D positional order.17 Mesogens present in this liquid crystalline phase 

align into distinct planes and have more translational motion than the columnar liquid 

crystals because individual planes are able slide past each other. Because the applications 

of these ordered systems are so widely known, the mesogens that follow this ordering are 
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also called smectogens.18 Unlike the columnar liquid crystal mesogens, smectogens are 

not confined to one particular molecular shape. There is a wide variety of molecular 

templates that have been shown to support the smectic phase including bent, bowlic, cross 

shaped and even pyramidal.18 While there are many different molecules that are able to 

form this type of ordered liquid crystal, the traditional smectogen constitutes a linear core 

with peripheral side groups.18 The exact spacing and orientation of these side groups as 

well as the geometry of the molecule determines the type of smectic that is formed. Lastly, 

the nematic liquid crystals represent the least ordered form of the liquid crystalline phase 

and have no positional order, only orientational order.15  This level of ordering is the 

classical hard rod system that has been extensively studied in recent years. Traditionally, 

mesogens that develop into this type of liquid crystal ordering can be of any anisotropic 

shape and are structurally rigid, but there are exceptions.19 Another subset within this 

group of ordering are cholesteric or chiral liquid crystals. Columnar liquid crystals are 

capable of forming chiral structures, but for the purpose of this thesis we will focus on 

chiral systems formed by traditional nematic-like mesogens. Systems of this nature are 

often labeled as chiral nematics. These special subsystems develop nematic planes that 

self-assembly into helical microstructures giving them interesting optical and mechanical 

properties.  
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2.4 Rheological Behavior of Liquid Crystalline Dispersions 

 

In continuum mechanics, there are two classifications of fluids, Newtonian and non-

Newtonian. Newtonian fluids are characterized by a linear relationship between viscous 

stress due to flow and the local strain rate at every point (Figure 2.3).20 This relationship 

is given by 𝜏 = −𝜂𝛾̇ where 𝜂 is a constant viscosity with respect to the shear rate 𝛾̇. This 

relationship can also be written in tenor notation as:  

 𝜏𝑖𝑗 = 𝜂(
𝜕𝑣𝑖

𝜕𝑥𝑗
+

𝜕𝑣𝑗

𝜕𝑥𝑖
). 0-1 

where vi is the ith component of the velocity and xi is the i-coordinate. Common examples 

of Newtonian fluids include water, alcohol and air.   

 

 

 

 

Figure 2.3: Schematic of simple shear for a Newtonian Fluid 
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In contrast, polymeric solutions, paints, and more importantly, liquid crystalline 

dispersions behave as non-Newtonian fluids. These fluids do not to have a linear 

relationship between viscous stress and shear rate (𝜂 is allowed to increase or decrease). 

In the case of liquid crystals, viscosity actually decreases with increasing shear rate 

classifying them as shear-thinning solutions. Non-Newtonian fluids also have nonzero 

first and second normal stress differences unlike their Newtonian counterparts.  

 

 𝜏𝑥𝑥−𝜏𝑦𝑦 ≡ Φ1𝛾̇
2 0-2 

 

 𝜏𝑦𝑦−𝜏𝑧𝑧 ≡ Φ2𝛾̇
2 0-3 

Depending on the value of Φi, the system will either expand (if positive) or shrink (if 

negative). This phenomenon is depicted in Figure 2.4.  
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Figure 2.4: Illustration of non-Newtonian fluid behavior depending on the value of the 

first normal stress difference. (a) Fluid expands once exiting the shear region indicative of 

a positive normal stress coefficient. (b) Fluid shrinks once exiting the shear region 

indicative of a negative normal stress coefficient.(Reprinted with permission from 

Springer Nature: Nature Materials 3, 509-510, Swell Properties and swift processing , M. 

Pasquali, Copyright 2004 Springer Nature)21 
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Figure 2.5: Rheological behavior of 4.5 vol% SWNT in superacid liquid crystalline 

systems. Left axis shows viscosity’s nonlinear dependence of shear rate. Right axis shows 

the normal stress difference that is characteristic of liquid crystals (Adapted with 

permissions from American Chemical Society: Macromolecules 37, 1, 154-160, Phase 

Behavior and Rheology of SWNTs in Superacids, V. A. Davis, L. M. Ericson, A. N. G. 

Parra-Vasquez et al. Copyright 2004 American Chemical Society).22 

 

 

 

Rheological behavior of liquid crystalline systems can be divided into three distinct 

regions as shown in Figure 2.5. The distinction of these regions is still highly controversial 

and an area of ongoing research, but for the purposes of this discussion we assume them 

to be valid. We therefore begin this discussion at very low shear rates where liquid 

crystalline dispersions adhere to an initial shear thinning behavior (Region I). This region 

has been attributed to the tumbling of mesogens in pure nematics.23 For chiral nematics, 

it has been speculated, that this shear thinning behavior is due to polydomains sliding past 

each other rather than individual mesogen tumbling.22,24.  At intermediate shear rates, the 

material viscosity reaches a plateau as the system reaches a transition state (Region II). In 
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this state, it is postulated that the individual mesogens exhibit a wagging behavior.25  As 

the shear rate increases, the system enters the final shear thinning region (Region III) 

where the individual mesogens flow align.22,26 This three region behavior is even more 

elucidated in biphasic systems. Surface tension effects between ordered and disordered 

domains cause regions of anisotropy to form into spherical droplets at zero shear. At the 

onset of shear, (Region I) these spherically ordered domains begin to elongate in the 

direction of flow. Increased shear (Region II) causes the domains to continually elongate 

and begin to fuse as surface energy penalties decrease. At high enough shear (Region III) 

all isotropic domains disappear as the anisotropic domains grow, forming a new shear 

induced metastable nematic state. The appearance of abrupt boundaries known as defects 

(or disclinations) also diminishes as shear is increased. The loss of defects is also attributed 

to the shear thinning nature of liquid crystalline systems as the removal of defects indicates 

more rod alignment leading to decreased viscosity. In addition to the viscosity shown 

above, the first normal stress difference, plotted as open circles in Figure 2.5, also 

indicates microscopic changes in the material. The negative first normal stress difference 

(seen just below 1 s-1) is indicative of mesogen tumbling in which the nematic director is 

allowed to flip head-tail.27,28 The change in the first normal stress difference from negative 

to positive seen in Region II is associated with a loss in rotational degrees of freedom as 

mesogens continue to align. In nematic systems, this change indicates a change in the 

movement of the mesogen from tumbling to wagging.22 Finally, in Region III, flow 

alignment of the mesogens cause the first normal stress to become positive once again.25,28-

30 Chiral nematic systems are unique, as their first normal stress difference shows two 
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negative minimums, one in the low shear region and the other in the intermediate shear 

region. The first minimum, seen at low shear rates, has been attributed to the uncoiling of 

the helical microstructure whereas the second minimum is attributed to director tumbling 

of individual mesogens.31 

 

2.5 Chirality 

 

Chirality is a term that describes geometric entities that are distinguishable from their 

mirror images and are unable to be superimposed on themselves. Many naturally occurring 

objects whose length scales vary from molecular levels to macroscopic levels display this 

property. The human hands represent the most elementary example of chirality and are 

often used in describing the nature of chiral configurations. For the purposes of this thesis, 

we limit our discussion of chirality, or handedness, to the axial chirality seen in chiral 

nematics. The axial chirality exhibited by chiral nematic systems is caused by one of two 

conditions related to the electrostatics. The first condition applies to mesogens that have 

inherent broken charge symmetry caused by charge distribution or side chain arrangement 

along the individual molecules.32 The second condition is when a chiral dopant is 

introduced into an otherwise achiral system.33 In these cases, the dopant has an affinity for 

binding, usually through van der Waals forces, to the mesogen in such a way that the chiral 

dopant now displays the electrostatic symmetry breaking characteristic that causes the 

formation of the helical microstructure. In order to reduce the free energy contribution for 

the electrostatic interactions caused by these conditions the nematic layers subsequently 
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offset by a constant angle of rotation. The way in which this angle of rotation is 

propagated, i.e. clockwise or counterclockwise, through the sample determines the 

handedness of the microstructure and ultimately how circularly polarized light will 

interact with the material as seen in Figure 2.6.   

 

 

 

 

Figure 2.6: (a) A beetle selectively reflecting light due to the macroscopic chiral (left-

handed) superstructure within its exoskeleton. (b) Reflection of left-circularly polarized 

light. (c) Reflection of right-circularly polarized light. Since chiral structure is left-handed 

beetle can only reflect back light of the same handedness, all else is absorbed. (Reprinted 

under the terms and conditions of the Creative Commons Attribution license. MDPI: 

Symmetry 6(2) 444-472, Chiral Liquid Crystals: Structures, Phases, Effects, I. Dierking 

Copyright 2014)33 

 

 

 

In a pure substance, this microstructure dominates the entire system forcing all anisotropic 

regions to exhibit the same properties. In a mixture, different concentrations of the 

enantiomeric structures cause the overall system to exhibit different properties. It has been 
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shown experimentally that particular compositions of left-handed and right-handed 

cholesteric dispersions can even behave as purely nematic.34 It has also been shown that 

temperature can alter the handedness of chiral systems. This phenomenon is known as the 

cholesteric twist inversion and is common in mixtures with different components, but has 

also been shown to occur in systems with a single chiral component.35-39 Equally important 

to the chiral orientation, is the characteristic length scale known as the pitch, P, which is 

defined as the distance that encompasses a full rotation of the nematic director through the 

helical microstructure. Figure 2.7 serves as a schematic illustration for defining the chiral 

pitch.   

 

 

 

 

Figure 2.7: This schematic shows the rotation of the mesogen in a chiral system. The pitch 

is defined as the length required for a full rotation of the nematic director. 
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It is this characteristic length scale that determines the wavelength of light that is reflected 

by these systems and also gives rise to the fingerprint texture seen in cross polarized 

micrographs of these systems. Many factors influence the pitch length observed in chiral 

nematic systems. The most prominent ones include the aspect ratio, the ionic strength of 

the dispersion, the charge distribution along the mesogen or mesogen-dopant compound, 

the amount of mesogen, and the relative concentration of the dopant. For our purposes, we 

investigate the processing parameters based on a single component mixture, but work is 

still ongoing for dopant-mesogen systems.  

The orientation of the helical microstructure also has an integral role in material design. 

There are two kinds of helical orientations that will be discussed further in this work. 

Figure 2.8 displays both cases, the homeotropic and planar orientations.  
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Figure 2.8: Schematic showing two different helical orientations. The planar orientation 

aligns the helical axis in the direction normal to the major axes of the material. The 

homeotropic orientation aligns the helical axis in plane of the major axes of the material. 

(Reprinted by permission from Springer Nature: Nature 531 352-356, Three-dimensional 

control of the helical axis of a chiral nematic liquid crystal by light, Z. Zheng, Y. Li, H. 

K. Bisoyi, L. Wang, T. J. Bunning et al., Copyright 2016 Springer Nature.40) 

 

 

 

Each orientation stems from either the build direction of other helices, random nucleation 

points within the sample, or geometric confinement. Due to the frustration induced by 

these factors defects often form within the liquid crystalline domain (Figure 2.9). It is also 

common to find such defects near the interface of two different helical configurations and 

or similar helical configurations that have different pitch lengths. Outside factors such as 

magnetic and electric fields have also been shown to introduce additional frustration into 

the system causing more defects to form.41 In either case, the formation of enough defects 
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can destabilize the helical microstructure enough to generate highly complex 3D 

structures.   

 

 

 

 

Figure 2.9: Cholesteric liquid crystal displaying defects. (Reprinted under ACS 

AuthorChoice/Editors’ Choice Usage Agreement, ACS Nano 5, 2, 1450-1458, Cholesteric 

and Nematic Liquid Crystalline Phase Behavior of Double-Stranded DNA Stabilized 

Single-Walled Carbon Nanotube Dispersions, G. Ao, D. Nepal, M.. Aono, V. A. Davis.42 
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2.6 Cellulose Nanocrystals 

 

We have elected to use cellulose nanocrystals (CNCs) as our model mesogen to study 

lyotropic liquid crystals both in our experiments and our simulations. These charged 

mesogens spontaneously self-assemble into a left-handed helical microstructures at high 

mesogen concentrations. These microstructures are responsible for the characteristic 

fingerprint texture exhibited by chiral nematics when viewed under cross polarizers (See 

Figure 2.10).  

 

 

 

 

Figure 2.10: Cross-polarized optical micrograph showing cholesteric fingerprint. 

(Reprinted with permissions from American Chemical Society: Langmuir 34, 44, 13274-

13282, Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in the 

Chiral Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 

2018 American Chemical Society).43 
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Investigation of the natural cellulose feedstocks have shown that cellulose is comprised of 

both amorphous and crystalline regions44. The proportion and size of the crystalline 

regions depends on the biomass source used and proves to be a critical parameter in the 

production of CNCs.  For our study, the CNCs were formed via sulfuric acid hydrolysis 

as shown in Figure 2.11. In this process, strong acid selectively hydrolyzes the amorphous 

regions which can cause different dimensions between different cellulose sources. 

Examples of viable cellulose feedstocks where CNCs can be extracted from include: 

cotton, wood, tunicate, and bacteria.45 Aspect ratios for CNCs produced from these 

examples range between one to two orders of magnitude.46 The type of acid used to 

generate the CNCs is also important because surface functionalization and dispersion 

properties will vary from acid to acid. Sulfuric acid hydrolysis places sulfate half esters 

(strong acid groups) on CNCs whereas hydrochloric acid hydrolysis does not. The strong 

acid groups present in the sulfuric hydrolysis effectively alters the electric double layer 

which influences colloidal stability and rheology, both of which are important factors in 

manufacturing.47 Once the hydrolysis is complete, the final plank-like, non-toxic, 

biodegradable CNC that has the ability to form an optically active liquid crystal is ready 

for thin film and nanocomposite produciton.45,48-50  
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Figure 2.11: Schematic shows the manufacturing of CNCs from a cellulose feedstock. 

(Reprinted with permissions from American Chemical Society: Applied Materials and 

Interfaces 8, 24, 15607-15614, Cellulose Nanofibril Film as a Piezoelectric Sensor 

Material, S. Rajala, T. Siponkoski, E. Sarlin, et al. Copyright 2016 American Chemical 

Society)51 
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CHAPTER III 

MODELING OF LIQUID CRYSTALLINE DISPERSIONS 

 

3.1 Oseen-Frank Theory 

 

Since their discovery in 1888 by Friedrich Reinitzer, scientists have tried to accurately 

predict the anisotropic-isotropic phase transition and capture the effects of molecular 

interactions in liquid crystalline systems.9 The earliest continuum models for these 

systems neglected the contribution of electrostatic forces and utilized curvature-elasticity 

arguments to generate a structural theory. These models accurately predicted the three 

classical liquid crystalline types and the first singularities (or defects/disclinations).52,53 

They were first applied to nematic liquid crystals whose orientational order is 

characterized by uniaxial symmetry. In practice, the entire system was thought of as one 

large spatial continuum that had a well-defined uniform director which oriented parallel 

to the long axis of symmetry. The system is then discretized into infinitesimally small 

regions, each of which, has its own “local” director which designates the orientation of 

each point in the continuum.54 From this framework, small perturbations can be 

approximated at each point by a differential. To account for these perturbations the free 

energy equation is rewritten to include the free energy of the perturbations (∆𝑓) in addition 

to the initial free energy at equilibrium (𝑓𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚).  

 

 𝑓𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝑓𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 + ∆𝑓 0-1 
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The new equilibrium state is then determined after minimizing equation 0-1. To perform 

this minimization, a power series expansion of the perturbation free energy (∆𝑓) is applied, 

and only the even, lowest-order non-vanishing terms are retained (due to the “head” and 

“tail” of the nematic director representing the same state).54 The result of this derivation 

leads to the expression postulated by the Oseen/Frank theory and is as follows: 

 𝐹 =
1

2
𝐾11(∇ ∙ 𝒏)

2 +
1

2
𝐾22(𝒏 ∙ ∇ × 𝒏)2 +

1

2
𝐾33(𝒏 × ∇ × 𝒏)2, 0-2 

where n(r) is the director field that designates the orientation of a rod at position r and 

K11, K22, and K33 are the elastic constants that associated with splay, bend, and twist modes 

of distortion as shown in Figure 3.1. These constants are in units of energy. To accurately 

determine these values, a link between continuum theory and microscopic theory must be 

established, but this is outside the scope of this chapter.  
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Figure 3.1: Splay, bend, and twist are the three modes of distortion in liquid crystalline 

systems (Reprinted with permission from American Physical Society: Review of Modern 

Physics 46, 4, 625, Physics of liquid crystals, M.J. Stephen and J.P. Straley. Copyright 

1974 American Physical Society)55 

 

 

 

3.2 Onsager Theory for rigid rods 

 

Onsager’s pioneering work on the phase transition of lyotropic liquid crystalline systems 

serves as the starting point for the development of many mean field phase transition and 

phenomenological theories. In his work, Onsager established the relationship between the 

critical aspect ratio of molecules and the onset of the isotropic to nematic phase transition 

as a result of electrostatic repulsion and excluded volume (Figure 3.2).11 
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Figure 3.2: Excluded volume between two rods oriented at u and u’. The rod oriented in 

the direction of u is held constant. The excluded volume is the volume that is inaccessible 

to the center of mass of rod u’ (Reproduced with permission of the Licensor through 

PLSclear, The Theory of Polymer Dynamics Doi and Edwards © 1986)56  

 

 

 

3.2.1 Probability Distribution Function 

 

In order to quantify for the vast number of molecules and orientations within these 

systems, it is beneficial to utilize a probability distribution function, f. A simple probability 

distribution function depicting minor fluctuations in orientation is shown in Figure 3.3. 

For perfectly isotropic systems, the orientation of individual molecules of any aspect ratio 

is completely random. If this molecule, under flow, was studied for an infinite amount of 

time, it would eventually display all possible entropic orientations. This corresponds to 

the frequency of rotation of all possible angles from the director, n, as equal. A graph of 

this probability would be a uniform flat line.  Given the nature of liquid crystalline 

systems, and the ordering they obtain as a result of temperature and concentration, the 

frequency of rotation from the director decreases as the system behaves more 

anisotropically causing the probability peak to sharpen. In the limit of perfect alignment, 
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the angle of rotation from the director approaches zero and the probability of orientation 

in the direction of the director approaches unity.  

 

 

 

 
Figure 3.3: For a given position r and director n an angle, θm can be established that 

represents the angle between the director and individual rod. A) At higher order the 

probability distribution function f contains a sharp maximum with a small standard 

deviation indicating that large deviations from the director are discouraged by the system. 

B) In contrast lower ordered systems show a lower peak and a large standard deviation 

indicating that disorder is more tolerated. A completely isotropic system would show a 

uniform distribution (Reprinted from open access arXiv operated by Cornell University, 

Introduction to Q tensor, N.J. Mottram, C.J.P. Newton. Submitted 2014)57 

 

 

 

This idea of a probable orientation as a function of rotation from the director can be 

extended into three dimensional space. Rather than define f purely as a function of one 

dimensional rotation, we can extend this using spherical angles such that f(r, , θ) where 

r is position and  and θ represent the spherical angles of rotation away from the director 

n. For readability and notational purposes, we elect to define f(r,u) where r again defines 

position and u defines the unit vector that is oriented by the spherical angles  and θ. The 
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integral of the function f over all orientations gives the local rod number density ρ(r), and 

similarly, the integral over all orientations and positions gives the total number of rods in 

the system.  

 

3.2.2 Shape Effects on Colloidal Particles 

 

To develop his theory, Onsager utilized the entropy definition as it applies to possible 

configurations of particles in an ideal gas system. From that, he argued that liquid 

crystalline systems could be generalized as non-ideal solutions in which the potentials 

(repulsive/excluded volume) between particles could be captured in additional entropic 

terms. These terms when expanded generated cluster integrals which provided the 

correction terms, the first of which equals the volume denied to another particle due to the 

condition that two particles cannot intersect and the second which is widely ignored (In 

the limit of infinite L/d, the second virial approximation becomes exact). In their original 

form, these additional terms included rigorous summations and are replaced by the 

normalized probability distribution function f for convenience and is given by 

 

ln(𝐵𝑝) = 𝑁𝑝 {1 + ln⁡(
𝑉

𝑁𝑝
)} − ∫𝑓(𝒂) ln 4𝜋𝑓(𝒂) 𝑑Ω(𝒂)

+
𝑁𝑝

2𝑉
∫𝛽1(𝑐𝑜𝑠

−1(𝒂 ∙ 𝒂′))𝑓(𝒂)𝑓(𝒂′) ⁡𝑑Ω𝑑Ω′ 

0-3 

   

where Bp is the system entropy, V is volume, Np is the number of particles, f(a) is the 

probability distribution function, and β1 is the cluster integral. The first term in the 
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expression is the ideal solution entropy. The second term in the expression is the 

orientational entropy and the final term in the expression is the excluded volume entropy. 

Maximizing equation 0-3 and utilizing Lagrange’s method, we arrive at the final form of 

Onsager’s equation given by: 

 ln(4𝜋𝑓(𝒂)) = 𝜆 − 1 +
𝑁𝑝

𝑉
∫𝛽1(𝒂 ∙ 𝒂

′)𝑓(𝒂′) ⁡𝑑Ω′ 0-4 

From this expression, Onsager was able to determine the dimensionless critical 

concentration for the isotropic and nematic phase transitions.11 Likewise, Onsager was 

also able to determine the critical aspect ratio needed for a given concentration to remain 

within a given phase.   

 

3.3 Leslie-Ericksen 

 

Shortly after Onsager and many years after Oseen, J.L. Ericksen and F.M. Leslie 

constructed a continuum theory that captured the dynamic viscoelasticity of LC solutions. 

This theory, known as the Leslie-Ericksen theory, relies on the continuum description first 

postulated by Oseen and Frank and assumes a perfect unidirectional mesogen orientation 

(perfectly ordered). Disclinations and inhomogeneities predicted in this theory are solely 

caused by variations in the director field n(r).58-60 The total stress in a liquid crystalline 

systems is comprised of both elastic and viscous components. The elastic component, 

derived from the Frank elasticity, is given by: 

 𝜏𝐸𝑙𝑎𝑠𝑡𝑖𝑐 = −
𝜕𝐹𝐹𝑟𝑎𝑛𝑘
𝜕(∇𝒏)

∙ ∇𝒏, 0-5 
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and the viscous component is calculated as: 

 
𝜏𝑣𝑖𝑠𝑐𝑜𝑢𝑠 =∝1 (𝒏𝒏:𝑫)𝒏𝒏+∝2 𝒏𝑵+∝3 𝑵𝒏 +∝4 𝑫+∝5 𝒏𝒏 ∙ 𝑫

+∝6 𝑫 ∙ 𝒏𝒏, 
0-6 

where αi’s for i=1, 2, 3…,6 are the Leslie viscosity coefficients, n is the nematic director, 

D is the deformation tensor (𝑫 =
1

2
(∇𝑣 + (∇𝑣)𝑇)) and  N is the angular velocity vector 

of the director relative to the fluid which is defined as: 

 𝑵 =
𝑑𝒏

𝑑𝑡
+ (𝑣 ∙ ∇)𝒏 +𝑾𝒏, 0-7 

where W is the vorticity tensor given by (𝑾 =
1

2
(∇𝑣 − (∇𝑣)𝑇)). It was found by Parodi 

et al. that  only five of the αi’s are independent since α2 + α3 = α6 – α5 .
61 Neglecting the 

external fields, the evolution of the director field can be determined by Oseen’s equation62: 

 𝜌𝑂𝑠𝑒𝑒𝑛
𝐷2𝒏

𝐷𝑡2
= 𝑔 − ∇ ∙ 𝜋𝑠𝑢𝑟𝑓 , 0-8 

where: 

 𝑔 = 𝛾𝑂𝑠𝑒𝑒𝑛𝒏 − 𝛽𝑂𝑠𝑒𝑒𝑛 ∙ ∇𝒏 −
𝜕𝐹𝐹𝑟𝑎𝑛𝑘
𝜕𝒏

+ (𝛼2 − 𝛼3)𝒏 +
(𝛼5 − 𝛼6)

2
𝒏 ∙ 𝑾, 0-9 

 𝜋𝑠𝑢𝑟𝑓 = 𝛽
𝑂𝑠𝑒𝑒𝑛

𝒏 −
𝜕𝐹𝐹𝑟𝑎𝑛𝑘

𝜕(∇𝒏)
. 0-10 

where ρOseen, βOseen, and Oseen are constants. In practice ρOseen 
 is a known material constant, 

but the others are unknown and depend upon an arbitrary director. To remove this 

dependence, a cross product of the director, n, and equation 0-8 is taken. The following 

set of equations encompasses the generalized Leslie-Ericksen theory: 
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 𝑣𝑡 + (𝑣 ∙ ∇𝑣) = ∇ ∙ 𝜏, 0-11 

 ∇ ∙ 𝑣 = 0, 0-12 

 𝑛 × (∇ ∙ (
𝜕𝐹𝐹𝑟𝑎𝑛𝑘
𝜕(∇𝑛)

) −
𝜕𝐹𝐹𝑟𝑎𝑛𝑘
𝜕𝑛

+ (𝛼2 − 𝛼3)𝒏 +
(𝛼5 − 𝛼6)

2
𝒏 ∙ 𝑾) = 0, 0-13 

 |𝑛𝑖𝑛𝑖| = 1, 0-14 

 (𝑣, 𝑛,@𝑡 = 0) ⁡= (𝑣0, 𝑛0). 0-15 

Equation 0-11 is the Navier-Stokes equation, where v is the velocity and  is the total stress 

tensor. Equation 0-12 is the assumption of an incompressible fluid and equation 0-13 is 

the zero torque boundary that encompasses the Frank elasticity of the system.  

 

Shortcomings of this model include the inability to predict the phase transition since the 

system is assumed to be perfectly ordered and the need to specify many phenomenological 

parameters that can only be determined empirically by experiments. This theory also lacks 

the ability to predict nonlinear viscoelastic behavior because of assumptions made on the 

linear stress dependence of shear rate.63,64 

 

3.4 Doi Molecular Diffusive Theory  

 

In contrast to the previous elastic theory, Doi developed the first dynamic 

micromechanical model that incorporated the excluded volume effect established by 

Onsager as well as the Brownian force and hydrodynamic force.13,65,66 The mean field 

approximation postulated by Doi is as follows: 
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𝜕𝑓

𝜕𝑡
= 𝛻𝒖 ∙ 𝐷̅𝑟 (𝛻𝒖𝑓 +

𝑓

𝑘𝐵𝑇
𝛻𝒖𝑉) + 𝛻𝑢 ∙ 𝒖̇𝑓, 0-16 

where f is the probability distribution function,∇𝒖 is the gradient operator on a unit sphere, 

𝒖̇ is the velocity gradient, Dr is the rotational diffusivity, and 𝑉(𝒓, 𝒖, 𝑡) is the excluded 

volume molecular field. The first term in the brackets is the diffusive term of the 

probability distribution function that induces maximum entropy in the system and the 

second term is the hard rod excluded volume effects that negates certain entropic 

configurations. In the dilute limit the excluded volume effects becomes negligible and the 

diffusive term dominates the system. This removes all gradients in the probability 

distribution function broadening the peak in Figure 3.3 as the system approaches 

maximum entropy which is associated with the isotropic configuration. If we neglect the 

effects of flow contribution in the equation above, Doi’s theory reduces to the popular 

Cahn-Hilliard formalism that has been used to predict spinodal decomposition in systems 

with spatial and orientational degrees of freedom.  Unlike the LE theory, the Doi model 

qualitatively captures the rheological behavior seen in regions II and III. Generally, Doi’s 

model is applied to large liquid crystalline polymers whereas LE theory is applied to low 

molecular weight liquid crystals.  

 

3.5 Combination of Doi and LE Theories 

 

Efforts have been made to write a unifying theory that utilizes the qualities of both the LE 

and the Doi theories. Of those efforts, the Landau-de Gennes formulation proves to best 

incorporate these qualities since it reduces to both the LE and Doi theories in the 
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appropriate limits when hydrodynamic flow is applied. We will now turn our attention to 

the derivation of the static Landau de Gennes model. The follow up discussion in section 

3.7 will highlight the inclusion of ideas in the previous theories present in the Landau de 

Gennes formulation and conclude with the hydrodynamic Landau de Gennes model. 

 

3.6 Landau-de Gennes (LdG) Theory 

 

The Landau-de Gennes formulation stems from the pioneering work by Landau who first 

postulated that, near a second order (continuous) phase transition, a relationship between 

an order parameter and the approximate form of free energy could be established. This 

relationship, a Taylor series expansion of free energy with respect to order parameter, was 

constructed in reference to the ferromagnetic-paramagnetic phase transition of a 

ferromagnetic system.67 This idea greatly reduced the numerical complexity that was 

needed to compute the entropic contribution from all possible microstates which was 

previously determined by solving the Schrödinger equation. In the 1970s, de Gennes 

applied this idea to the anisotropic-isotropic phase transitions of liquid crystals (nematic-

isotropic transition is weakly first order so it was treated as second order).68 Following de 

Gennes’ derivation, the order parameter for rod-like molecules can be written as: 

 𝑆 =<
1

2
(3cos2𝜃 − 1) >, 0-17 

where 𝜃 is given as the angle between the mesogens’ major axis and the nematic axis 

(shown as n in Figure 3.3) and <> is the statistical average of the probability distribution 

function over all possible angles, f(𝜃). As it is defined, this microscopic order parameter 
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is limited to rigid rod-like (uniaxial) molecules and fails to predict mesogen behavior at 

defect cores. In an effort to predict biaxial systems and behavior at these defect cores, de 

Gennes defined a new tensor order parameter, Q, such that: 

 𝑸 = ∫(𝒖𝒖 −
𝜹

3
) 𝑓(𝒖)𝑑𝒖2, 0-18 

which depicts the average orientation of a mesogen at a given position r, where f in this 

equation is the probability distribution function of a mesogen being found in the direction 

of the unit vector u. With this new more general definition, the free energy density 

expression postulated by de Gennes can be written in Einstein notation as:   

 

𝐹ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠⁡ =
𝐴

2
(1 −

𝑈

3
)𝑄𝛼𝛽𝑄𝛽𝛼 −

𝐴𝑈

3
𝑄𝛼𝛽𝑄𝛽𝛾𝑄𝛾𝛼

+
𝐴𝑈

4
(𝑄𝛼𝛽𝑄𝛽𝛼)

2
, 

0-19 

where A is an energy density scale given by A=ckbT and U is the dimensionless 

phenomenological parameter called the nematic potential that controls the anisotropic-

isotropic phase transition. According to Doi’s theory, U=3/* where  is the mesogen 

number density and * is the critical mesogen number density in which the phase transition 

occurs.13 In short, equation 0-19 represents the entropic free energy and thereby captures 

the effects of the excluded volume as seen previously in other molecular models, more of 

this discussion is included in section 3.7. In order to determine the elastic effects in which 

the order parameter will vary from point to point in the continuum space, an additional 

free energy density expression is required. This new expression can be given as:  
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 𝐹𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =
1

2
𝐿1𝜕𝛼𝑄𝛼𝛾𝜕𝛽𝑄𝛽𝛾 +

1

2
𝐿2𝜕𝛼𝑄𝛽𝛾𝜕𝛼𝑄𝛽𝛾, 0-20 

 

where L1 and L2 are defined as the Landau elastic coefficients and are described by the 

Frank elastic constants seen in the Oseen/Frank theory. For our model, we assume a 

uniaxial nematogen and therefore write the relationship between the Frank elastic 

constants and the Landau coefficients as: 

 𝐿1 =
𝐾22
2𝑆2

, ⁡⁡⁡⁡⁡⁡𝐿2 =
𝐾 − 𝐾22

𝑆2
⁡⁡⁡⁡where⁡⁡⁡𝐾 = 𝐾11 = 𝐾33. 0-21 

For mesogens that display cholesteric behavior, a final free energy expression must be 

defined to incorporate long range helical distortion. This final free energy density 

contribution is as follows: 

 𝐹𝑐ℎ𝑖𝑟𝑎𝑙 = 𝑞0𝐿𝑞𝜖𝛼𝛽𝛾𝑄𝛼𝜇𝜕𝛾𝑄𝛽𝜇, 0-22 

where 𝜖𝛼𝛽𝛾 is defined as the Levi-Civita;  Lq is defined as the chiral Landau elastic 

constant, and qo represents an inverse length scale and is qualitatively defined as 2π/p 

where p is the helical pitch. To arrive at the final expression for the tensor order parameter 

Q, all free energy density expressions (equations: 0-19, 0-20 and 0-22) are summed and 

inserted into the Euler Lagrange equation given by: 

 
𝛿ℱ

𝛿𝑄𝛼𝛽
=
𝜕𝐹𝑡𝑜𝑡𝑎𝑙
𝜕𝑄𝛼𝛽

− ∇𝛾
𝜕𝐹𝑡𝑜𝑡𝑎𝑙
𝜕∇𝛾𝑄𝛼𝛽

= 0 0-23 

where ℱis the total free energy given by: 

 ℱ = ∫ 𝐹𝑡𝑜𝑡𝑎𝑙𝑑𝑟
3 =

𝑉

∫(𝐹ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠 + 𝐹𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 + 𝐹𝑐ℎ𝑖𝑟𝑎𝑙)𝑑𝑟
3

𝑉

 0-24 
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Solving the nonlinear equation (equation 0-23) is often difficult and gives many steady 

state solutions which all depend heavily on the initial condition. In order to make the 

equation easier to solve, one can recognize that the Q tensor field is non-conservative and 

follows Langevin-type dynamics. This allows for a time derivative of Q to be written 

proportional to the functional derivative of the total free energy with respect to all 

perturbations in Q. This analysis provides a pseudo-transient problem given by: 

 𝜔
𝜕𝑄𝛼𝛽

𝜕𝑡
= −

𝜕ℱ

𝜕𝑄𝛼𝛽
, 0-25 

where  is a time constant associated with the phenomenological system. In order to 

simplify the number of unknowns in the Q tensor, equation (0-25) can be transformed to 

ensure that the Q tensor remains symmetric and traceless via:  

 𝜔
𝜕𝑄𝛼𝛽

𝜕𝑡
= [−

𝜕ℱ

𝜕𝑄𝛼𝛽
]

𝑠

, 0-26 

where 

 [
𝜕ℱ

𝜕𝑸
]
𝑠

=
1

2
(
𝜕ℱ

𝜕𝑸
+
𝜕ℱ

𝜕𝑸

𝑇

−
2

3
𝑡𝑟 (

𝜕ℱ

𝜕𝑸
)). 0-27 

 

3.7 Combination of Theory exhibited in the Landau de Gennes equation 

 

Further analysis of the Landau de Gennes equation shows a systematic inclusion of 

previous ideas presented in the micromechanical theory presented by Onsager, later 

redefined by Doi, and the continuum elastic theory presented by Oseen/Frank. As shown 
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in section 3.2 equation 0-2, Oseen/Frank derived a free energy contribution related to the 

elastic modes of deformation. The synonymous inclusion of this idea in the Landau de 

Gennes formulation is equation 0-20 and equation 0-22, if chiral deformation is included, 

and are defined by the same Frank elastic constants in the coefficients L1
 and L2. Similarly, 

Onsager’s work is synonymous with equation 0-19. This becomes readily apparent in the 

derivation by Doi in which he generalized the mean field potential using Onsager’s 

solution to the free energy and converted the probability distribution function into a 

dynamic Q tensor using equation 0-18.13   

 

In order to describe a flowing system in the Landau de Gennes framework, an additional 

term must be included in the dynamic equation which contributes to the alignment of the 

Q tensor based on an external flow. This provides a one way coupling to the fluid as the 

velocity term is allowed to influence the dynamic of the Q tensor. This addition allows the 

Landau de Gennes equation to reduce to the LE theory and Doi theory within the 

respective limits of (De  0 or elastic effects become negligible respectively). The general 

form of the new dynamic Q tensor equation is:69  

 
𝜕𝑸

𝜕𝑡
+ 𝒗 ∙ ∇𝑸 + 𝑸 ∙ 𝛀 − 𝛀 ∙ 𝑸 = −𝛼

𝛿ℱ

𝛿𝑸
+ 𝑉𝑸(𝑫) 0-28 

Where v is the velocity, α is the collective rotational diffusion constant and VQ is given 

by: 

 

𝑉𝑸(𝑫) = (𝛽𝑫 + 𝛀)(𝑸 + 𝑰
3⁄ ) + (𝑸 + 𝑰

3⁄ )(𝛽𝑫 − 𝛀)

− 2𝛽(𝑸 + 𝑰
3⁄ )𝑇𝑟(𝑸𝑾), 

0-29 
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Where W is the velocity gradient tensor and D = (W+WT)/2 is the symmetric contribution 

and 𝜴 = (W-WT)/2 is the antisymmetric contribution.70  

 

In order to completely describe the liquid crystalline system a two way coupling must be 

established in which the Q tensor influences the velocity of the fluid similar to the Leslie-

Ericksen theory. This is accomplished by solving a system of equations that includes the 

dynamic Q tensor equation, the continuity equation, and the Navier-Stokes equation in 

which the stress tensor of the Navier Stokes equation is correlated to the Q tensor. 

Currently, there is no first principle derivation that relates the two together. In practice, 

constitutive equations are used to determine the Q tensor contribution to the symmetric 

and antisymmetric viscous stress tensors as well as the distortion stress tensor which is 

then utilized to solve the system of equations.71,72 For the Landau de Gennes formulation, 

this constitutive equation takes the form of71 

 
𝜏𝑣𝑖𝑠𝑐𝑜𝑢𝑠 = 𝜈1𝑫+ 𝜈2 [𝑸 ∙ 𝑫 + 𝑫 ∙ 𝑸 −

2

3
(𝑸:𝑫)𝑰]

+ 𝜈4[(𝑸:𝑫)𝑸 + 𝑫 ∙ 𝑸 ∙ 𝑸 + 𝑸 ∙ 𝑫 ∙ 𝑸 + 𝑸 ∙ 𝑸

∙ 𝑫 + [(𝑸:𝑸)𝑫]𝐼], 

0-30 

where νi’s are the Landau viscosity coefficients which must be fitted to the specific liquid 

crystalline material. Regardless of the constitutive equation, many fitting parameters 

remain.  Previous work has shown a connection between the Landau viscosity coefficients 

and the Leslie viscosity coefficients seen in equation 0-6. These correlations incorporate 

the second and fourth order Legendre polynomials, Mesowicz viscosities, dimensionless 

concentration, and numerical corrections factors.25,71-74 
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In the scope of the experiments with which the models presented in this thesis are 

validated, flow is assumed to be negligible. This allows for the dynamics presented to be 

completely described by equation (3-12). 
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CHAPTER IV 

SIMULATION METHODOLOGY AND VISUALIZATION TECHNIQUES 

 

4.1 Finite Element Analysis 

 

COMSOL Multiphysics 5.2 (Los Angeles, CA) finite element software provided the 

numerical infrastructure used to solve the finite element formulation of the Landau-de 

Gennes equation. In these simulations, the General Form PDE underneath the 

Mathematics module is selected and the equations are programmed into it accordingly. 

The simulations are solved on a variety of square and tetrahedral meshes to ensure 

accuracy and obtain good results.  

 

4.2 Visualization methods 

 

Our finite element analysis of the Landau-de Gennes model derived in Chapter 3 section 

2 computes the continuous Q tensor field that describes local average orientation of the 

mesogens at given times and locations in space. In order to get meaningful data from the 

orientation tensor, we have devised a series of numerical codes to generate ellipsoidal 

maps and simulated micrographs to visualize the textures and defects commonly seen in 

cholesteric nematics. The rest of this chapter will be devoted to explaining and deriving 

the equations needed to generate such figures.  
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4.2.1 Ellipsoidal Maps 

 

To create each ellipsoid map, as shown in Figure 4.1, eigenvalue and eigenvector 

analysis of the Q tensor is performed at uniformly spaced locations within the simulation 

domain. To ensure the eigenvalues for the Q tensor remain positive for visualization we 

redefine the Q tensor as: 

 𝑸(𝒓, 𝑡) = 𝑸(𝒓, 𝑡) + 𝑰
3⁄ , 0-1 

where I is the identity matrix. The major axis of each ellipsoid represents the uniaxial 

director of the mesogen and is denoted by vector n which corresponds to the eigenvector 

whose eigenvalue is of the greatest magnitude.  
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Figure 4.1: Example of a 3D ellipsoidal map showing local rod orientation. Note the 

fingerprint texture that is commonly seen in cholesteric liquid crystals. (Reprinted with 

permissions from American Chemical Society: Langmuir 34, 44, 13274-13282, 

Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in the Chiral 

Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 2018 

American Chemical Society). 43 

 

 

 

The other two minor axes correspond to the remaining eigenvectors that correspond to 

the second largest and smallest eigenvalues and are denoted by vector m and l 

respectively. (See Figure 4.2) Each axis within the ellipsoid is scaled by its 

corresponding eigenvalue. Highly aligned mesogen regions will be represented by an 

elongated ellipsoid with directional alignment whereas isotropic regions will be 

characterized by spheroids with no alignment. 
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Figure 4.2: Representation of the Q tensor as an ellipsoid that is determined by the 

eigenvector-eigenvalue analysis. The vector n is the molecular director corresponding to 

the eigenvector corresponding to the largest eigenvalue. 

 

 

 

In general there are three classifications of ellipsoids: isotropic, where there is no 

preferred alignment, prolate, where a preferred alignment exists, and oblate, where 

preferential alignment is equal in two directions but not in the third (Figure 4.3). It is 

worth noting that in the prolate and oblate cases, the degree of alignment is strongly 

correlated to the length of the minor axis of the ellipsoid. In the limit of perfect 

alignment, the ellipsoid is represented by a line as the eigenvalues that scale the minor 

axes are zero. In the limit of perfectly oblate, the probability of pointing in a given 

direction is zero and thus the eigenvalue corresponding to the minor axis oriented in that 

direction is also zero. The ellipsoid in the perfectly oblate case is therefore represented 

by a circle whose face is normal to the direction of zero probability.    
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Figure 4.3: Extreme examples of the ellipsoids are shown. Note the oblate case has limited 

probability in the y direction. 

 

 

 

4.2.2 Simulated Micrographs 

 

The simulated micrographs were generated using a formalism developed by Ondris-

Crawford et al which mimics the rotation and phase shift of polarized light as it passes 

through optically active liquid crystalline systems.75 The formal definition for the 

intensity map is as follows: 

 𝐼(𝑥, 𝑦) = ‖𝑒𝐴𝑃̂𝑒𝑃‖
2
 0-2 

where eA
 and ep represent the analyzer orientation and the incident polarization. P 

represents the transformation matrix which is given formally as: 

 𝑷̂ = 𝑹̂𝑵+𝟏𝑺𝑵… 𝑹̂𝟐𝑺̂𝟐𝑹̂𝟏𝑺̂𝟏 0-3 

where S represents the phase shift of light as it moves through each subsequent nematic 

layer within the sample and R represents the rotation matrix for the polarization vector 

for each subsequent layer. To compute these matrices, first eigenvalue-eigenvector 
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analysis is performed on each Q tensor to determine the molecular nematic director for 

at each grid point, equivalent to the ellipsoidal mapping method. After the determination 

of the molecular directors, the plane of incidence is determined. This plane is determined 

by a reference vector nD and the wave vector k0. The reference vector nD should be 

carefully chosen to ensure that the nematic directors are cylindrically symmetrical about 

it. Since our adaptation is applied to a laboratory setup, we invoke the use of Cartesian 

coordinates, and set up the incident plane that corresponds to the plane normal to the 

viewing angle.  

 

 

 

 

Figure 4.4: Illustration of the symbols and coordinates used in calculating the texture in 

a chiral nematic. This image indicates the nD the reference vector, k0 direction of incident 

light, ni local nematic director, and ep the polarization vector (Reprinted with permission 

from AIP Publishing: Journal of Applied Physics 69, 9, 6381, Microscope textures of 

nematic droplets in polymer dispersed liquid crystals, R. Ondris‐Crawford, E. P. Boyko, 

B. G. Wagner, et al. Copyright 1991 AIP Publishing).75 
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From our established incident plane and incident of polarization, we are able to 

determine the first angle, α0. From these values every sequential term can be determined 

for both the R and S matrices which are as follows: 

 𝑅𝑖 = [
cos⁡(𝛼𝑖 − 𝛼𝑖−1) −sin⁡(𝛼𝑖 − 𝛼𝑖−1)
sin⁡(𝛼𝑖 − 𝛼𝑖−1) −cos⁡(𝛼𝑖 − 𝛼𝑖−1)

] 0-4 

 

 𝑆𝑖 = [𝑒
2𝜋𝛿𝑛𝑜√−1/𝜆0 0

0 𝑒2𝜋𝛿𝑛𝑒(γ𝑖)√−1/𝜆0
] 0-5 

where no and ne(γi) are the ordinary and extraordinary indices of refraction respectively. 

In the above expression, the extraordinary index of refraction, ne(γi), depends on the 

angle between the optical axis (nematic director)  and the wave vector k0 and is formally 

defined as: 

 𝑛𝑒(𝛾𝑖) =
𝑛𝑜𝑛𝑒′

(𝑛𝑜sin⁡(𝛾𝑖))2 + (𝑛𝑒′cos⁡(𝛾𝑖))2
 0-6 

The other constants seen in equations 0-5 and 0-6 include the wavelength of incoming 

light, λ0, the spacing between nematic layers δ, and the constant ne’ which represents the 

pure index of refraction (typical ranges for the ordinary and extraordinary indices of 

refractions for CNC systems are between 1.576 and 1.595  and 1.527 and 1.534 

respectively). 

By setting the angle α0 to π/2, we ensure that the vector nD lies in the correct plane and is 

angles counterclockwise to the x-axis. From this reference point and the initial wave 

vector k0, the angles αi and γi can be computed for every node in dataset. αi is defined as 

the angle between the local nematic director given by the eigenvector-eigenvalue 
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analysis and  the vector nD. γi represents the angle between the local nematic director and 

the wave vector of incident light, k0. For our simulated micrographs three different 

wavelengths of incoming light were chosen, 685 nm corresponding to red, 532.5 nm 

corresponding to green, and 445 nm corresponding to blue, and  were converted into a 

final greyscale image. 
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CHAPTER V 

ORIENTATION RELAXATION DYNAMICS IN CELLULOSE 

NANOCRYSTAL DISPERSIONS IN THE CHIRAL LIQUID CRYSTALLINE 

PHASE* 

 

5.1 Introduction 

 

Fluid phase ordering of lyotropic liquid crystals has proven to be one of the most scalable 

and cost-efficient strategies to produce aligned nanostructured materials for tailored 

macroscopic applications.76,77 Lyotropic dispersions typically consist of a rigid anisotropic 

mesogen dispersed in a solvent and possess both fluidity and crystal-like ordering. At low 

concentrations, lyotropic systems exhibit isotropic ordering where material properties are 

uniform in all directions. As concentration is increased, these dispersions become 

biphasic; both isotropic and anisotropic phases coexist. These newly formed anisotropic 

phases are the result of the alignment-induced gains in translational entropy and the 

simultaneous losses in rotational entropy. This entropic phenomenon causes the new phase 

to exhibit orientational order and alignment dependent material properties. Additionally, 

these newly formed anisotropic domains continually grow and fuse throughout the 

biphasic region as concentration is continually increased. At sufficiently high 

                                                 

* Reprinted with permissions from American Chemical Society: Langmuir 34, 44, 13274-13282, 

Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in the Chiral Liquid Crystalline 

Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 2018 American Chemical Society 
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concentrations, the volume fraction of the isotropic regions becomes infinitesimally small 

and the biphasic dispersions completely develop into a fully liquid-crystalline phase. 

Chiral nematic liquid crystals, also known as cholesteric liquid crystals, represent a special 

subclass of the liquid crystalline phase in which mesogens self-assemble into helical 

microstructures due to their interactions. The presence of this hierarchical structure is what 

gives chiral nematic systems their interesting optical properties.  

Cellulose nanocrystals (CNCs) extracted from woody biomass using sulfuric acid 

hydrolysis represent a model charged chiral nematic system. CNCs, extracted in this 

manner, have a combination of sulfate half esters and hydroxyl surface groups that allow 

them to readily disperse in water and exhibit lyotropic cholesteric phase behavior. 

Furthermore, the phase transitions that occur due to the changes in the volume fraction of 

the CNCs are easily identified using polarized optical microscopy.78 Figure 5.1 displays 

left-handed helical microstructures and characteristic fingerprint textures that form as a 

result of mesogen ordering in the biphasic CNC dispersion. 
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Figure 5.1: Cross-polarized transmitted light microscopic image of 5.14 vol% dispersion 

of CNCs in water. (Reprinted with permissions from American Chemical Society: 

Langmuir 34, 44, 13274-13282, Orientation Relaxation Dynamics in Cellulose 

Nanocrystal Dispersions in the Chiral Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. 

Abdulquddos, et al. Copyright 2018 American Chemical Society) 43 

 

 

 

This non-toxic, biodegradable mesogen also has a high Young’s modulus and is easily 

extracted from a variety of abundant cellulose sources via acid hydrolysis.45,48-50 Because 

of these characterisitcs, CNCs possess a broad range of desirable properties that can be 

incorporated into many thin film applications, but only if structure-property relationships 

are understood in both lab-scale experimental design and industrial scale-up.  

Prior studies have shown that both the macroscopically chiral and achiral mesogen 

orientations in CNC thin films have useful properties. Recent results have indicated that 

aligned CNC films exhibit reduced stress concentrations, resulting in mechanically robust 

structures and unique thermal properties.45,79-82 Meanwhile, chirally oriented mesogens 

produce films that exhibit photonic properties by shifting the Bragg reflections into the 



 

56 

 

visible spectra which can be used in optical sensing applications such as selective 

reflection, mirrorless lasing, bioimaging, and security encryption. 1-5 

 

However, manufacturing hurdles such as the introduction of defects and other non-

uniformities during film drying can make it difficult to obtain the desired mechanical or 

optical properties.83 To meet these challenges in processing, the scientific community has 

developed methods to control mesogen orientation dynamics. Recent work by Park et at. 

and Ličen et al. have shown that orbital shear creates a more uniform planar alignment in 

dried films. This uniform configuration is a result of shear-induced elongated regions 

fusing as a consequence of changes in interfacial energy during drying.84,85 Similarly, 

homogenous planar configurations have also been shown to appear in samples that were 

subjected to a strong magnetic field.86,87 In this case, the negative diamagnetic anisotropy 

of the CNCs cause the chiral nematic axis to preferentially align perpendicular to the field. 

However, there has been relatively little work to show how theory and modeling can 

capture these effects.  

 

Models for hard-rod dispersions are typically described by nematogen theories that 

incorporate short range potentials and long range elasticity. One such formalism based on 

the Landau-de Gennes (LdG) theory has successfully predicted defect formation and 

portrayed tumbling of achiral discotic mesogens in two dimensional systems.88-91 In order 

to describe chiral nematic systems, a chiral force term was later added to this formulation 

to induce helical distortion.92 This distortion is a result of the competition between spatial 
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gradients caused by chiral forces and the elastic terms that penalize those gradients. In our 

prior study, we utilized this chiral formulation to conduct dynamic simulations on rod-like 

mesogens with the aim of tuning experimental flows to generate desired conformations.93 

These simulations allowed helical microstructures to form in two dimensions and focused 

on the effects of boundary anchoring and initial mesogen orientation under flow.93 At low 

shear rates, the chiral force term and elastic terms prevented the rods from responding to 

flow. However, at high shear rates, the rods tumbled and formed unique chiral structures 

as the flow and chiral forces competed. Phase diagrams were generated from these results 

to give an overview of the dynamic behavior exhibited by these rod-like mesogens under 

applied shear. Later work by Noroozi et al. used the same formulation in conjunction with 

a constitutive equation to show the dependence of steady shear viscosity on shear rate in 

concentrated CNC dispersions.71 Their results accurately mapped the same shear regions 

that have been observed in previous experimental results.71 A recent study by Rey et al. 

used a slightly different LdG formulation to model CNC thin film formation.94 Their 

model coupled the local rod orientation to a time-dependent spatially varying 

concentration function to simulate drying effects. They predicted three different 

microstructural textures due to diffusion rates of the mesogen and the solvent. Their results 

showed that below a critical drying rate (where helical microstructure development is 

much faster than solvent loss), dispersions developed a domain characterized by non-

uniform helical orientation. On the other hand, above the critical drying rate, (where 

helical microstructure development is much slower than solvent loss) the system generated 

defect-laden films due to destabilized helical formation.   
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In an effort to further understand the microstructural response of cholesteric dispersions, 

we report a combination of experiments and modeling to study the relaxation dynamics of 

CNCs after shear cessation. Since CNC systems spontaneously develop into helical 

microstructures, the CNC dispersions were shear aligned on a parallel plate geometry to 

mimic the preferential alignment induced by thin film processing and remove pre-existing 

microstructure. Our samples were imaged during their relaxation using rheo-optics. To 

compare with experiments, a finite element analysis was conducted using COMSOL 

Multiphysics that captured the relaxation of mesogens from a shear aligned initial state. 

Our 3D model avoids the assumption of uniformity in the vorticity (normal to flow and 

shear) direction and allows chiral microstructures to develop uninhibited throughout the 

entire system, in contrast to previous models that were simplified to two dimensions and 

restricted complex helical formations. 

 

5.2 Experimental Setup 

 

5.2.1 Dispersion preparation 

 

 Aqueous cellulose nanocrystal dispersions were obtained from the U.S. Department of 

Agriculture Forest Product Lab (batch 2016-FPL-CNC-098) with a specified sulfur 

content of 0.95 wt% and supplied by the University of Maine (Orono, ME). 

Characterization of electrolytic properties of the dispersions were obtained on the stock 

gel dispersion using a VWR International (Radnor, Pennsylvania) Traceable Expanded 
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Range Conductivity Meter, yielding conductivity of 1348 μS/cm, Ionic Strength: 6.87 x 

10-3 M, pH: 5.86 and Charge density: 234 C/gCNC or 375 C/mLCNC. The average aspect 

ratio (L/D) measured by AFM was 30.7 (σ = 9.8). As received, the dispersions were 7.97 

vol. % but were diluted to 4.48 vol. %, 5.14 vol. %, and 5.81 vol. % CNC for the purposes 

of this research (reference density for the vol. % is 1.6 g/cm3 for the CNC mesogens and 

0.992 g/cm3 for water). Anisotropic volume fractions for the 4.48 vol. %, 5.14 vol. %, and 

5.81 vol. % CNC dispersions were approximately 60 vol. %, 90 vol. %, and 100 vol. % 

respectively. Samples were diluted with ultrapure water (purified using Thermo Scientific 

Auto Dispenser, Millipore water, pH 6.5, and conductivity 0.95 µS/cm at 23.3 oC), vortex 

mixed, and allowed to mix overnight on a bottle roller to ensure uniform mixing. Before 

shearing, the dispersions were allowed to rest for 1 hour to make sure no air bubbles were 

present. These concentrations corresponded to a biphasic, highly concentrated biphasic 

that lies just below the biphasic-liquid crystalline phase transition, and liquid crystalline 

dispersion, respectively. 

 

5.2.2 Optical microscopy 

 

Cross-polarized optical microscopy was performed with a Nikon Eclipse 80i microscope 

with an LU Plan Fluor 20x/0.45NA Nikon objective. For static samples, sample 

preparation was as follows: approximately 100 µL were placed between a 120 μm 

adhesive spacer on a pre-cleaned glass slide and a coverslip placed on top for optical 

imaging. For microscopy post-shear relaxation studies, the microscope was equipped with 
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a Linkam CSS450 Optical Rheology System and a L Plan SLWD 20x/0.35NA Nikon 

objective were used, the setup is shown in Figure 5.2. Polarizers were oriented at 0° or 

45° with respect to the flow direction. The quartz windows of the shear cell were cleaned 

with water, isopropanol and lint-free tissues prior to each experiment. All dispersions were 

sheared on a parallel plate geometry using the Linkam Optical Rheology System at room 

temperature with a shear rate of 100 s-1 for 5 minutes to ensure complete rod alignment in 

the flow direction. The shear was then stopped, and the dispersion was allowed to relax. 

During shear relaxation, a time lapse was captured. The automated time lapse consisted of 

taking images every 10 s for 15 min, then every 30 s for 45 minutes to 1.5 hours. To avoid 

the effects of evaporation that occur at the edges of the sample, all results were taken from 

the center of the sample where such effects were negligible throughout the duration of the 

experiments. All the images were captured and adjusted (exposure and gain) using Nikon 

Elements software. Images were not taken after 90 min due to concerns about sample 

drying. 
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Figure 5.2: The Nikon Eclipse 80i and the Linkam shear cell that were used in the 

experiments are shown on the right. An illustration of the shear cell apparatus is shown on 

the left. The inset shows the viewing window at a radial distance r to capture the image. 

(Reprinted with permissions from American Chemical Society: Langmuir 34, 44, 13274-

13282, Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in the 

Chiral Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 

2018 American Chemical Society).43 

 

 

 

5.3 Model Formulation 

 

Our purpose is to investigate the effects of experimental parameters on helical 

microstructure formation in all three spatial dimensions during the relaxation of CNC 

liquid crystalline dispersions. Local representation of the microstructure is captured in the 

second moment of the orientation distribution function, f(u), written as the second order 

traceless tensor Q, 

 𝑸 = ∫(𝒖𝒖 −
𝛿

3
) 𝑓(𝒖)𝑑𝒖, 0-1 
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where u is a unit vector describing the rod orientation. We utilize the same dimensionless 

LdG formalism as Venhaus et al.93 

 

𝑑𝑸

𝑑𝑡
= 𝑾 ∙ 𝑸 − 𝑸 ∙ 𝑾 +

2

3
𝛽𝑨 + 𝛽 [𝑨 ∙ 𝑸 + 𝑸 ∙ 𝑨 −
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(𝑨:𝑸)𝑰] 

−
1

2
𝛽[(𝑨:𝑸)𝑸 + 𝑨 ∙ 𝑸 ∙ 𝑸 + 𝑸 ∙ 𝑨 ∙ 𝑸 + 𝑸 ∙ 𝑸 ∙ 𝑨 − ((𝑸 ∙ 𝑸): 𝑨)𝑰] 

−
6𝑅

𝐸𝑟
[(1 − U/3)𝑸 − 𝑈𝑸 ∙ 𝑸 + 𝑈(𝑸:𝑸) (𝑸 +

𝑰

3
)] 

+
1

𝐸𝑟
[𝛻2𝑸 +

1
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𝐿1

(((𝛻(𝛻 ∙ 𝑸)) + (𝛻(𝛻 ∙ 𝑸)𝑇))

−
2

3
𝑡𝑟(𝛻(𝛻 ∙ 𝑸)𝑰))] − 𝑷 

 

 

 

 

0-2 

where W and A are the vorticity and strain tensors, respectively. U is the dimensionless 

nematic potential which controls the phase transition between an isotropic or nematic 

system (Ucritical = 3). L1 and L2 represent the first and second Landau elastic moduli 

respectively. β = (p2-1)/(p2+1) is a shape factor that approaches unity for rods of infinite 

aspect ratio, and P is the chiral force contribution to the system.  

Important dimensionless numbers include the Ericksen number, Er, which represents the 

ratio of inertial to elastic forces, and the dimensionless quantity R, which represents the 

ratio of short-range interactions to long-range elasticity. 

 

 
𝐸𝑟 =

𝜏𝐻2𝑐𝑘𝑇

6𝐿1𝐷𝑟
. 0-3 

 𝑅 =
𝐻2𝑐𝑘𝑇

6𝐿1
. 0-4 
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The quantity c is the rod number density; H is the gap height of the shear cell; Dr is the 

rotational diffusivity of the rods, and τ is the timescale of the experiment given as  

 τ⁡ =
6𝐿1𝐷𝑟
𝐻2𝑐𝑘𝐵𝑇

. 0-5 

The chiral interaction term posited by Cui and Calderer is written in Einstein notation as  

 𝑃𝑖𝑗 =
𝜃

𝐸𝑟
(𝜖𝑚𝑖𝑘𝑄𝑚𝑗,𝑘 + 𝜖𝑚𝑗𝑘𝑄𝑚𝑖,𝑘), 0-6 

where ϵ is the Levi-Civita symbol. The dimensionless chiral strength, θ, is defined as the 

ratio of chiral strength (the elastic strength of helical distortions) to Frank elasticity and is 

given by equation 0-7.92 

 𝜃 =
𝐻𝐿̂𝑞

6𝐿1
, 0-7 

where 𝐿̂𝑞  represents a combined physical constant that is the product of the chiral elastic 

moduli, Lq, and an inverse length q0. Qualitatively, q0 is defined as 2π/p where p is the 

helical pitch.68 Experimentally, many factors have been shown to influence chiral strength 

including concentration of rods, ionic strength, aspect ratio, and charge distribution along 

the rod. 95,96 All of these factors are collectively captured in θ. Theoretical studies have 

been done to decouple the factors that influence θ, but their results are derived from 

infinitely thin helical particles and have not been confirmed experimentally for CNC 

systems. 32 For the purpose of this study, we will continue to encompass all effects in the 

dimensionless chiral strength parameter, θ.  
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Visualization of results: From our COMSOL solutions, textures and defects similar to 

those seen in experiments can be identified using ellipsoid maps and/or simulated 

micrographs. These ellipsoid maps, that represent local orientation of the mesogen, are 

generated from eigenvalue-eigenvector calculations that are performed on Q tensors which 

are uniformly spaced in the simulation domain. For each ellipsoid, the major axis is scaled 

by the largest eigenvalue and lies in the direction of the corresponding eigenvector which 

represents the molecular director. The other minor axes of the ellipsoid are drawn from 

the remaining two eigenvalues and eigenvectors. The simulated micrographs of the 

solution are also generated by Q tensors that are uniformly spaced in the solution space. 

Similar to the ellipsoid maps, an eigenvalue-eigenvector analysis is performed on each Q 

tensor to obtain the molecular directors. These directors are then used in a Jones Matrix 

formalism proposed by Ondris-Crawford et al.75 to create the final images. These 

visualization methods readily display desired textures and defects as shown in Figure 5.3.  

See Supporting Information for more details on the visualization of these systems. 
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Figure 5.3: Left: The local rod orientation generated from a COMSOL solution is 

visualized using ellipsoids where the different radii of the ellipsoid correspond to the 

eigenvalues of the Q tensor. Right: Simulated Micrograph of a COMSOL solution 

generated from the method proposed by Ondris-Crawford et al.75 (Reprinted with 

permissions from American Chemical Society: Langmuir 34, 44, 13274-13282, 

Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in the Chiral 

Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 2018 

American Chemical Society). 43 

 

 

 

5.3 Simulation Methods  

 

To mimic the cessation of shear in experiment, we aligned the system in the flow direction 

and assumed all inertial effects due to shear were negligible. The aspect ratio of the 

solution box was set to 5 where the shear dimension was the shortest in order to minimize 

confinement effects in the flow and vorticity directions. All boundary conditions for the 

system were set to isotropic in order to prevent any preferred orientation at the surface of 

the glass slides and at the edges of the dispersion. The initial condition for the system was 

assumed to be flow-aligned which corresponds to the high degree of flow alignment seen 
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in previous Rheo-optic, Rheo-SANS, and Rheo-SAXS experiments that also used CNC 

mesogens at the same shear rate of 100 s-1 and above.24,97,98 The finite-element method 

(FEM) utilized by COMSOL Multiphysics was used to solve equation 0-2 in three 

dimensions. Each simulation consisted of at least ~162,000 degrees of freedom and was 

allowed to achieve steady state. Further analysis with higher degrees of freedom were 

conducted on the simulations to ensure numerical accuracy and convergence. The 

following results and discussion section show how chirality and shear cell confinement 

alter helical microstructure formation in a system where all directional degrees of freedom 

are present. It is important to note that in our current study, many of the parameters of the 

model are not known experimentally. In practice, we use the Landau-de Gennes equation 

to generate simulated microstructures so that the experimental and simulated 

microstructures (and pitch/gap height values) can be compared and real trends relating to 

chiral strength and other parameters can be determined. 

 

5.4 Results & Discussion 

 

Time-dependent simulations whose initial state was flow-aligned were created and run 

until steady state was reached. In our simulations, we parametrically varied gap spacing 

and chiral strength since these have clear experimental analogs. In experimental settings, 

the chiral interaction between the nematic mesogens can be tuned by pH, concentration, 

and counter-ion choice. Similarly, confinement effects in the experiment can be varied by 

changing the distance between the shear plates in the shear cell.  
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First we examine how confinement affects the steady state of the system. Then we show 

how chiral interactions affect the steady-state of the system. Finally we show how a flow 

aligned state develops into a steady-state homeotropic configuration. For the purpose of 

comparison, we explicitly use the 5.14 vol% sample because it is less prone to drying due 

to a shorter relaxation time when compared to a fully liquid crystalline sample. Our 

previous work also indicates that highly concentrated biphasic samples just below the 

biphasic-liquid crystalline phase transition generate better thin films for applications.99 

 

5.4.1 Gap Height 

 

 Our data indicates that increasing the gap height causes a loss in microstructure 

uniformity and the development of more complicated helical configurations. According 

to Figure 5.4, given a small enough gap height, H, homeotropic configurations dominate 

the system. These xz-slices in the 1H case exhibit a large constant pitch in which helical 

directors orient exclusively in the xz-plane as indicated by the black dashed line. 

Furthermore, the yz-slices show little defect formation indicative of uniformity in the 

shear direction. As the gap height is increased to 2H, the system appears to show two 

dominant helical directors as the upper and lower halves of the system are offset by a small 

angle of rotation (y = 0.35 and y = 0.65). Due to the competing helical directors, uniformity 

is lost in the yz-slices which indicates the transition from strict homeotropic configurations 

to more defect-laden structures.  At large enough gap heights, 4H, complex configurations 

appear as fingerprint textures develop in both the shear and flow directions as is evident 
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in the xz and yz-ellipsoid maps. The 4H case also shows lots of defects and no average 

helical director is established.  

 

 

 

Figure 5.4: Ellipsoid maps that show local rod alignment taken at discrete slices within 

the 3D model. The dashed black arrows indicate the average helical director in each slice. 

These results indicate distinct uniform homeotropic helical orientations develop at very 

low gap heights and transition into much more complex 3D structures at larger gap heights. 

The green scale bars are equal to dimensionless gap height H. (Reprinted with permissions 

from American Chemical Society: Langmuir 34, 44, 13274-13282, Orientation Relaxation 

Dynamics in Cellulose Nanocrystal Dispersions in the Chiral Liquid Crystalline Phase, M. 

J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 2018 American Chemical Society).43 
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We now discuss the steady state configurations of the simulations seen in Figure 5.4 in 

terms of thermodynamic penalties associated with the system. Homeotropic helices form 

at small gap heights (1H xz-ellipsoid maps of Figure 5.4) due to the close proximity of 

the shear boundaries. This homeotropic orientation is the preferred orientation of the 

system because the thermodynamic penalty associated with non-uniformity next to the 

boundary is more easily overcome by the chiral strength term than the thermodynamic 

penalty associated with the confinement of the system. At larger gap heights, 2H, the 

thermodynamic penalty associated with confinement is decreased and causes the system 

to have more rotational freedom which allows two helical directors to form, while still 

maintaining homeotropic structures. At sufficiently large gap heights, complex 

microstructures develop as local helical directors form in all directions due to the smaller 

roles played by penalties associated with confinement and non-uniformity near the 

boundaries. 
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Figure 5.5: Experimental cross-polarized transmitted micrograph of a 5.14 vol. % CNC 

dispersion with a shear cell gap of 50 μm and simulated ellipsoid map at the smallest gap 

height show texture alignment in the flow direction.43 (Reprinted with permissions from 

American Chemical Society: Langmuir 34, 44, 13274-13282, Orientation Relaxation 

Dynamics in Cellulose Nanocrystal Dispersions in the Chiral Liquid Crystalline Phase, M. 

J. Pospisil, P. Saha, S. Abdulquddos, et al. Copyright 2018 American Chemical Society).43 

 

 

 

While our experimental setup is limited in identifying complex three-dimensional helical 

configurations, the experimental results show that under the smallest experimental gap 

height (50 μm), the dispersion displays uniform homeotropic helices at equilibrium, a 

result which is verified by the simulation (Figure 5.5). Even though the equilibrium pitch 

varies between the experiment and the simulation, a result of unknown parameter fitting, 

the similarity in texture indicates the model’s accuracy in predicting similar microstructure 

formation in the dispersion.    
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5.4.2 Increasing chiral strength 

 

 Our results also indicate that chiral strength influences helical orientation. The chiral 

strength term, θ, is a function of the chiral Frank elastic constant Kt and is analogous with 

the magnitude of chiral interactions. Dispersion pH, ionic strength, temperature, 

concentration, and counter-ion choice are all factors that affect these chiral interactions. 

In general, the equilibrium pitch decreases with increasing chiral interactions (chiral twist 

power∝ 1/pitch).96 These interactions are caused by the electric double layer that 

surrounds each individual rod, which is formed by the charge carried on the mesogen and 

the ions that are present in the solvent. It has been shown experimentally that additional 

electrolyte in these dispersions suppresses these double layers and creates a smaller 

equilibrium pitch due to stronger chiral interactions.96 Likewise, increased concentration 

causes stronger chiral interactions as rod spacing decreases and results in an increased 

twist in the chiral nematic.100 It has also been shown that counter-ion choice alters the size 

of the double layer and causes different microstructural responses upon shear due to 

electroviscous effects.101 In order to probe these experimental parameters, we varied the 

value of Kt in our model by increasing θ, and then generated ellipsoid maps to display the 

different configurations in each steady state (Figure 5.6). 
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Figure 5.6: Increasing chiral interactions via increased θ causes a shift from a uniform 

homeotropic configuration to a complex 3D structure. Images are individual slices of the 

solution space that show ellipsoid maps which are representative of local rod orientation. 

The dashed black arrows indicate the average helical director in each slice. R = 28.125 for 

all simulations shown above. The green scale bars are equal to dimensionless gap height 

H. (Reprinted with permissions from American Chemical Society: Langmuir 34, 44, 

13274-13282, Orientation Relaxation Dynamics in Cellulose Nanocrystal Dispersions in 

the Chiral Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. Abdulquddos, et al. 

Copyright 2018 American Chemical Society) 43. 

 

 

 

At θ = 6.25 homeotropic helices form and have directional uniformity as shown in Figure 

5.6. As chiral strength increases (θ = 9.375), shorter striations in texture can be seen, and 

the pitch length decreases. Directional uniformity in consecutive zx-slices is also not as 

prevalent as it was in the θ = 6.25 case. This suggests that the system undergoes a transition 
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from homeotropic to a more complex three dimensional structure as chiral strength is 

increased.  At large theta values (θ = 12.5), the system is characterized by even more 

defects in the xz and yz-planes. According to the ellipsoid images, this transition from 

homeotropic to complicated 3D microstructures occurs within a very small chiral strength 

range. It is evident that in lower θ ranges fingerprint texture is apparent, but above a 

threshold value, the system beings to form defects in order to dissipate the increased spatial 

inhomogeneities, which results in no average helical director.  

In the same way gap confinement results were presented, we now discuss how the same 

thermodynamic penalties apply to chiral strength. Small values of θ correspond to an 

increased double layer which by default increases the size of the helical microstructures. 

As a result of this increase, the penalty associated with helical formation normal to the 

shear boundaries becomes larger than the penalty associated with non-uniformity near the 

boundaries. This causes the homeotropic configuration to become the preferred orientation 

state. As θ is further increased (θ = 9.375), the double layer size begins to shrink and chiral 

interactions increase and cause a decrease in helical microstructure size (attributed to 

smaller pitch). The decreased double layer size also allows for more interactions between 

homeotropic layers which explains the rotation of the helical director in the middle of the 

sample.  Finally, at large values of θ (θ = 12.5), strong chiral interactions develop as the 

double layer continually shrinks which causes unrestricted helical formation leading to 

complex 3D structures and a considerable number of defects as shown in Figure 5.6.  
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5.4.3 Dynamics 

 

 We now turn our attention to the fluid-phase ordering that occurs in the shear relaxation 

experiments. Our experimental and theoretical studies primarily focus on the development 

of microstructures that precede cholesteric fingerprint texture formation. In our shear cell 

experiment, the dispersion initially exhibited uniform birefringence as shown in Figure 

5.7 (0 min). The initial appearance of a banded texture began at 10 min and fully developed 

within the range of 20-25 minutes after cessation of shear. White areas represent mesogen 

alignment in the flow direction and dark areas represent mesogen alignment ±45° to the 

flow direction. A similar texture has been seen in hydroxypropyl cellulose and poly(-γ-

benzylglutamate) dispersions prepared by Vermant et al.102 Originally, this banded 

texture, seen in the 20-25 min images of Figure 5.7, was thought to be dependent on shear 

rate, but our results show that mesogen alignment occurs and band formation follows upon 

relaxation even at sufficiently high shear rates. A previous experiment also verified the 

banded texture to be independent of shear in nematic systems. Experiments conducted by 

Lonberg et al. utilized a magnetic field, rather than mechanical shear, to induce rod 

alignment and observed a similar band formation even after its removal.103  In our 

experiment, the banded texture further relaxed and led to a homeotropic cholesteric texture 

75 minutes after cessation of shear. This result shows that the fingerprint texture can be 

recovered, given adequate relaxation time, even after high shear. 
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Figure 5.7: 5.14 vol% CNC dispersion after cessation of 100 s-1 shear with a 50 µm gap 

height. The system initially shows uniform birefringence that yields to a banding texture 

before reaching the steady state fingerprint texture characteristic of chiral nematics. The 

orange scale bar is equal 50 µm. (Reprinted with permissions from American Chemical 

Society: Langmuir 34, 44, 13274-13282, Orientation Relaxation Dynamics in Cellulose 

Nanocrystal Dispersions in the Chiral Liquid Crystalline Phase, M. J. Pospisil, P. Saha, S. 

Abdulquddos, et al. Copyright 2018 American Chemical Society) 43. 

 

 

 

To compare simulations with the experiments, we chose a parameter set that resulted in a 

homeotropic orientation and examined the system’s dynamics. To emulate the pre-aligned 

state seen in our experiments and those observed in the experiments of Lonberg et al., we 

assumed a flow aligned initial state.103 The simulation was allowed to relax in time and 

the dynamics of the simulation were captured for comparison. Figure 5.8 shows the 

simulation’s transition from a perfectly shear aligned state to the homeotropic helical case.  
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Figure 5.8: Top: Ellipsoid maps showing banding patterns and fingerprint texture of 

solution at values of 𝐭̂ (𝐭̂ = 𝐭
𝛕⁄ ). Bottom: Simulated micrographs of solution showing 

similar banding patterns and fingerprint textures at values of 𝐭̂. The yellow scale bars are 

equal to dimensionless gap height, H. (Reprinted with permissions from American 

Chemical Society: Langmuir 34, 44, 13274-13282, Orientation Relaxation Dynamics in 

Cellulose Nanocrystal Dispersions in the Chiral Liquid Crystalline Phase, M. J. Pospisil, 

P. Saha, S. Abdulquddos, et al. Copyright 2018 American Chemical Society).43 

 

 

 

As shown in Figures 5.7 and 5.8, both the experiment and simulation show the formation 

of a cholesteric texture with well-defined pitch. The characteristic feature size in the 

simulation starts at a large value⁡𝑡̂ = 30 and then drops off until steady state is reached 

(𝑡̂ = 300). In the experimental results, mesogens generate large banded structures (10-25 

min) that continually shrink in width until equilibrium pitch (75 min) is established. While 

the simulation appears to form banded texture perpendicular to the experiment, the bands 

shown in the early simulation (Figure 5.8, 𝑡⁡̂= 30 - 187.5) do not represent the same ones 

seen in the 10-25 min range of our experiments. Rather, the bands seen in the dynamic 

simulation represent the formation of helices due to mesogen alignment that occurs shortly 
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after the cessation of shear in the experiment. Similar helical formation is seen occurring 

in between banded texture of the experiment as it moves in time.  

 

5.5 Conclusion 

 

In this work, we utilized a Landau-de Gennes formalism to capture the relaxation 

dynamics of a lyotropic cholesteric liquid crystalline dispersion upon the cessation of 

shear. Our formalism takes into account both short-range and long-range elastic effects 

with an added chiral force term to cause helical distortions. Both homeotropic and 

complex 3D configurations were shown to develop under different parameters as a result 

of the competition between increased spatial distortion and gradient-penalizing elastic 

terms. From our simulation results, we created ellipsoid maps that show the possible helix 

orientations as functions of gap height and chiral strength. Our dynamic simulations also 

probed the banding textures seen in the relaxation of chiral liquid crystalline systems and 

displayed an initial banding texture prior to the equilibrium fingerprint texture. Our 

simulation and experimental results hold importance for controlled microstructure 

formation in shear processing of cholesteric liquid crystalline films.  
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CHAPTER VI 

MODELING OF CELLULOSE NANOCRYSTAL ASSEMBLY IN LIQUID 

CRYSTALLINE FILMS 

 

6.1 Introduction 

 

Cellulose nanocrystals (CNC) are a biodegradable, cost effective, readily abundant 

nanomaterial that have gained interest due to their ability to form photonic thin films. These 

nanomaterials are derived from biomass and extracted via sulfuric acid hydrolysis. 

Depending on the biomass source, acid hydrolysis generates nanocrystals varying between 

3-20 nm in width and 50-1000 nm in length and places negatively charged sulfate half 

esters and hydroxyl groups on the surface of the nanocrystals.1,51,104 The addition of these 

charged functional groups on the surface induces a zeta potential of ~ -40 (mV) allowing 

them to remain stable in colloidal suspension and spontaneously self-assembly into chiral 

nematic phases at significantly high concentrations.105 For these chiral nematic systems, 

the local orientation of the (CNC) mesogens can be described by a director n, which rotates 

counter-clockwise in a helical fashion. This forms a left handed helical microstructure 

which is oriented normal to the director. The distance required to complete a full rotation 

defines the helical pitch length, P, which represents the characteristic length scale of the 

system. Depending on the ambient conditions and processing parameters, different helical 

configurations are possible, leading to different optical properties as shown in Figure 6.1.  
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Figure 6.1: (A) Experimental selective reflection micrograph that shows the characteristic 

fingerprint caused by homeotropic helical orientation of CNC nematic phases. (B) 

Experimental selective reflection micrograph that shows uniform coloration caused by 

planar helical alignment of CNC nematic phases. Scale bar is 10 m. (Experimental 

images adapted with permissions from American Chemical Society: ACS Applied Nano 

Materials 1, 5, 2175-2183, Photonic Properties and Applications of Cellulose Nanocrystal 

Films with Planar Anchoring, P. Saha, V. A. Davis. Copyright 2018 American Chemical 

Society).106 

 

 

 

Helices that orient in plane of the sample are defined as homeotropic helices and generate 

the characteristic fingerprint texture shown in Figure 6.1. Helices that form normal to the 

sample are defined as planar helices and are able to reflect circularly polarized 

monochromatic light with the same handedness as the helical microstructure as shown in 

Figure 6.1. Helical configurations that represent a tilted planar helix are referred to as 

focal conic and exhibit irregularly spaced fingerprint textures. Variations in reflected 
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colors in planar helical configurations are directly related to helical microstructure and 

obey Bragg’s formula given by107,108: 

 

 𝝀𝒎𝒂𝒙 = 𝑛𝑃 ∙ 𝑠𝑖𝑛(𝛼) 0-1 

where λmax is the maximum wavelength reflected, n is the average index of refraction for 

the material (1.56 for CNC109), and α is the angle of incident circularly polarized light. 

 

Because of their ability to selectively reflect polarized light, a considerable amount of 

research has been recently undertaken to generate films for tailored optical applications. 

These applications include mirrorless lasing, photonic reflectors, and optical sensing 

apparatuses such as humidity sensors for food spoilage. 1,5,7,109.  However, the challenge 

of producing large defect free photonic thin films on an industrial scale remains. Common 

causes of defect formation in the fluid phase processing of these films has been associated 

with incomplete fusion of chiral domains, complex vitrification, and polydispersity of the 

mesogens. Additionally, random helical orientations lead to complex 3D structures that 

form mosaic-like domains.109 To address these issues, many parameters in the processing 

of thin films have been studied. Work by Park et al. studied the effects of orbital shear and 

concluded that orbital shear induces elongated anisotropic domains that fuse as a result of 

changes in the interfacial energy and lead to larger more uniform planar domains.84 Other 

work by Wilts et al. studied the effects of slowly drying via a humidity controlled chamber 

and concluded that slower drying correlated to more uniform planar domains.110 A recent 

work by Saha et al. studied the combined effects of both Park et al. and Wilts et al.’s 

results in addition to mesogen concentration and surface anchoring.106 This work 
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concluded that a combination of the above parameters created the most uniform planar 

domains in CNC thin films.106 Even though many of these parameters have been shown 

to create more uniform domains, domains are still on the order of tens of microns.84,106  

 

While these results show remarkable improvement in the selective reflection of CNC 

films, these findings remain largely empirical. In an effort to inform upon these empirical 

findings, some theoretical modeling work has been accomplished. In recent work by 

Silvestre et al. wetting of a cholesteric liquid crystal was studied using a Landau de Gennes 

formulation. Their results showed that if the interface of the dispersion and the substrate 

did not distort the chiral layers the system wets similar to a nematic liquid crystal. On the 

other hand, if the layers become distorted topological defects form near the surface.111  

Previous work by Aguilar Gutierrez et al., utilized a similar Landau de Gennes 

formulation to simulate drying effects in thin films. They predicted three different 

microstructural textures as a result of drying.94 Their result showed that below a critical 

relaxation rate relative to water diffusion, mesogens self-assembled into complex non-

uniform helical structures. On the other hand, systems that were above this critical ratio, 

destabilized the helical formation and formed films with many defects. In our prior study, 

the effects of confinement and chiral strength were studied on initially shear aligned liquid 

crystals. These simulations indicated that in a highly confined system, homeotropic helical 

microstructures developed whereas in spacious systems, defect laden 3D structures 

developed. Similarly the degree of chiral strength was shown to influence the orientation 

of helical microstructure. At low values of chiral strength homeotropic helices were 
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preferred in confined spaces, but as the value increased, 3D structures dominated the 

system.43  

  

In an effort to further understand the formation of defects as a result of processing 

parameters, we report a series of 2D models for direct comparison with current 

experiments and the work accomplished by Saha et al.106 To build upon the previous 

model disclosed by Aguilar Gutierrez et al., we remove the following fundamental 

assumptions from our model: the ignored relationship between chiral strength and local 

concentration, the use of zero torque boundary conditions on no slip glass boundaries 

which do induce surface anchoring, and the use of a varying Sherwood number to induce 

drying in both humid and ambient atmospheres.112  

 

6.2 Experiment 

 

Previous experimental results depicted in Figures 6.1, 6.3, 6.6 and 6.7 are taken from Saha 

et al. and we refer the reader to that work for the experimental setup.106 For the remaining 

figures, a similar procedure was followed with minor exceptions. In the case of Figure 

6.5 the sample did not receive the initial orbital shear treatment followed by Saha et al, 

but rather was immediately deposited on the glass slide, covered with a coverslip and 

placed in the Petri dish which maintained the relative humidity.106 For Figures 6.8 and 

6.9, an initial shear alignment step was implemented before the sample was placed into 
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the petri dish. This initial shear was applied using a Gardco doctor blade coater where the 

shear was determined to be 1000 s-1.  

6.3 Formulation of Model 

 

Our investigation studies how different parameters and methods of drying induce various 

helical configurations in the thin film processing of CNC dispersions. Our model consists 

of a Landau de Gennes formulation that captures the local representation of the second 

moment of the orientation distribution function, f(u), written as the second order traceless 

tensor Q 

 𝑸 = ∫(𝒖𝒖 −
𝛿

3
) 𝑓(𝒖)𝑑𝒖, 0-2 

where u is a unit vector describing the rod orientation. We utilize a dimensionless LdG 

formalism similar to Pospisil et al.43  

 

𝑑𝑸

𝑑𝑡∗
= −6 [(1 − U/3)𝑸 − 𝑈𝑸 ∙ 𝑸 + 𝑈(𝑸:𝑸) (𝑸 +

𝑰

3
)] 

+
1

𝑅
[𝛻2𝑸+

1

2

𝐿2
𝐿1

(((𝛻(𝛻 ∙ 𝑸)) + (𝛻(𝛻 ∙ 𝑸)𝑇)) −
2

3
𝑡𝑟(𝛻(𝛻 ∙ 𝑸)𝑰))]

− 𝑷 

0-3 

where U represents the dimensional nematic potential that controls the isotropic to nematic 

phase transition in the system and is a function of concentration, c. L1 and L2 represent the 

first and second Landau elastic moduli and are functions of the Frank elasticity constants. 

β = (p2-1)/(p2+1) is a shape factor that approaches unity for rods of infinite aspect ratio 

and P is the chiral force contribution to the system and is written in Einstein notation as: 
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 𝑃𝑖𝑗 =
𝜃

𝑅
(𝜖𝑚𝑖𝑘𝑄𝑚𝑗,𝑘 + 𝜖𝑚𝑗𝑘𝑄𝑚𝑖,𝑘), 0-4 

where ϵ is the Levi-Civita symbol.92  

Important dimensionless parameters derived in this model include the dimensionless 

quantity, R, and the chiral strength term, θ. These parameters are defined as: 

 𝑅 =
𝐻2𝑐𝑘𝑇

6𝐿1
. 0-5 

 𝜃 =
𝐻𝐿̂𝑞

6𝐿1
, 0-6 

In equation 0-5, c defines the rod number density; H defines the initial average height of 

the dispersion. In equation 0-6 𝐿̂𝑞 represents a combined physical constant that is the 

product of the chiral Landau elastic moduli and an inverse characteristic length, q0, which 

is defined as 2π/pitch. Time is made dimensionless in the model via Dr which represents 

the rotational diffusivity of the rods. This relationship is given by:  

 𝑡∗ ⁡= 𝐷𝑟𝑡 0-7 

For modeling chiral systems, the dimensionless parameter,𝜃, defines the ratio of chiral 

strength to Frank elasticity and is responsible for the formation of distinct helical 

microstructures. Experiments have shown that many factors influence this term including 

concentration, aspect ratio, charge distribution along the mesogen, and the ionic strength 

of the dispersion.95,96 It is not clear however, how each factor affects the value chiral 

strength individually. Many theoretical studies have been undertaken to decouple these 

effects, but rely on physical approximations and have yet be confirmed for CNC systems. 
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For the purpose of this work, we will assume that all effects are collectively encompassed 

in the chiral strength parameter and scale linearly with concentration. 

 

To mimic the effects of drying a liquid crystalline dispersion, we utilized the same solvent 

mass transfer equation posited by Aguilar Gutierrez et al.94 The equation is given as: 

 
𝜕𝑐𝑤
𝜕𝑡

= −𝛻 ∙ 𝒋𝑤; 0-8 

 𝒋𝑤 = −(𝐷𝑖𝑠𝑜𝛻𝑐𝑤 + 𝐷𝑎𝑛𝑖𝑸 ∙ 𝛻𝑐𝑤) 0-9 

 𝐷𝑖𝑠𝑜 =
𝐷∥+2𝐷⊥

3
 0-10 

 𝐷𝑎𝑛𝑖 = 𝐷∥ − 𝐷⊥ 0-11 

where cw is the water concentration in the dispersion, jw is the water flux vector,  and Diso 

and Dani are the isotropic and anisotropic diffusivities that are assumed to be constant and 

of equal magnitude and will hereafter be denoted as D. After nondimensionalization, the 

following equation represents the coupled relationship between the local rod orientation 

tensor Q and the spatially varying dimensionless concentration profile cw*.  

 
𝜕𝑐𝑤

∗

𝜕𝑡∗
= 𝛱𝛻 ∙ (𝛻∗𝑐𝑤

∗ + 𝑸 ∙ 𝛻∗𝑐𝑤
∗) 0-12 

Where Π is another dimensionless time scale ratio that defines the speed of nanocrystal 

rotational time to water translational time and is given by: 

 Π =
𝐷𝑡

𝐷𝑟𝐻2
 0-13 
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The resultant change of the film thickness h(t) is determined by the total water mass 

balance equation across the boundaries where water is evaporating, and after 

nondimensionalization, is given by: 

 
dℎ∗

d𝑡∗
= Π(

< 𝑗𝑤
∗|𝑏𝑛𝑑 > (𝑡∗)

𝜌𝑤𝑙∗
)ℎ∗(𝑡∗) 0-14 

where h*(t*) is the dimensionless height,< jw*|bnd>(t*) is the total dimensionless average 

flux evaluated at all open surface boundaries, l* is the length of the boundary, and ρw is 

the  density of water. We must note that equation 0-14 assumes a uniform height over the 

entire sample and is therefore the average height of the system in the vertical direction. 

Simulations that begin with a lower volume fraction of mesogen will naturally shrink more 

due to the loss of more water.  

 

6.4 Visualization of Results 

 

From the time dependent solution of the LdG theory, helical configurations and textures 

can be identified using ellipsoidal mappings and compared with experimental results. 

These maps represent the local orientation of the mesogen, and are generated from 

eigendecomposition of uniformly spaced Q tensors within the solution domain. The major 

axis of each ellipsoid represents the molecular director which corresponds to the scaled 

eigenvector whose eigenvalue is of the largest magnitude. The minor axes are drawn from 

the remaining eigenvectors and are scaled by their corresponding eigenvalues.  
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6.5 Simulation Methods 

 

Using the previous experimental work undertaken by Saha et al. as the basis of our 

comparison, we too varied the initial concentration of the dispersion, the use of surface 

anchoring in the form of glass coverslips, and the effects of relative humidity through the 

use of initial and boundary conditions.106 The initial concentration in the simulations were 

altered by the dimensionless nematic potential variable, U, which is a function of 

concentration. In relation to free energy, the particular value of U determines the stable 

thermodynamic state of the system with preference to being either isotropic, anisotropic, 

or both. A value of U = 3 corresponds to the critical concentration (5.8 vol% in the 

experiment) in which the isotropic phase becomes unstable. Likewise, a value of U<8/3 

corresponds to the critical concentration in which the anisotropic phase becomes unstable. 

Between these critical values, both the isotropic and anisotropic domains are stable and 

the overall system is determined by boundary effects and thermal fluctuations.13 (Refer to 

SI for more theoretical details on the thermodynamic states for binary systems). To remain 

consistent with the thermodynamic states of U, the isotropic initial condition is defined as 

U = 2; cw*= cw
iso, and Q = 0, to correspond with random alignment. Similarly, the biphasic 

initial condition is defined as U = 2.9; cw = cw
bip, and Q = 0, so that preferential bias would 

not be present within the system. Lastly, the nematic initial condition is defined by U = 3; 

cw = cw
nem, and Q equals an aligned state that is oriented in the direction of the boundary 

(This is representative of a flow aligned initial dispersion). All simulations were run until 

the local concentrations reached the gelation threshold (Ugel = 4.1). Anchoring is applied 
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on appropriate boundary conditions in which a coverslip or the glass slide is present and 

is given by the following: 

 𝑸 = 𝑆𝑔𝑒𝑙 (𝒏𝑥𝒏𝑥 − (𝑰 3⁄ )), 0-15 

 

where nx is the unit vector oriented parallel to the boundary (x-axis) and Sgel is the constant 

order parameter given by: 𝑆𝑔𝑒𝑙 =
1

4
+

3

4
(1 −

8

3𝑈𝑔𝑒𝑙)
0.5. Free surfaces in the model impose 

a zero torque boundary for the Q tensor equation and is given by: 

 𝒗 ∙
𝜕𝑓

𝜕(∇ ∙ 𝑸)
= 0, 0-16 

where v is unit normal vector. 

Finally, the flux boundary conditions for the mass transfer equation are given as: 

 𝑗𝒐𝒑𝒆𝒏
∗ = −𝑆ℎ𝑒𝑓𝑓Π(𝑐𝑤

∗) 0-17 

 𝑗𝒄𝒍𝒐𝒔𝒆𝒅
∗ = 0 0-18 

where jopen* and jclosed* are the fluxes for a free surface and closed surface respectively. 

Sheff represents the effective Sherwood number that encompasses the effects of the relative 

humidity in the sample. The relationship between the effective Sherwood number and the 

real Sherwood number is given by: 

 𝑆ℎ𝑒𝑓𝑓 = 𝑆ℎ ∗
(1 − 𝛾𝑚𝑖𝑛)

(1 − 𝛾𝑚𝑎𝑥)
, 0-19 

where max and min represent the maximum and minimum values of the relative humidity 

used in the experiment respectively. The minimum value of the relative humidity is taken 
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to be the relative humidity of an air conditioned room (~ 40%). All simulation results are 

given in terms of Sheff.  

 

The finite element method (FEM) utilized by COMSOL Multiphysics was used to solve 

eqs 3, 12 and 14 simultaneously. Each simulation shown consisted of at least ~92,000 

degrees of freedom. Further analysis with more degrees of freedom was conducted to 

ensure numerical accuracy and convergence. The following Results and Discussion 

section show how concentration, surface anchoring and the degree of chiral strength alter 

the orientation of the helical microstructures in the final thin film. It is important to note 

that many of the parameters in this model are not known experimentally. In practice, these 

results are to be compared to real trends and used as qualitative guides for future 

manufacturing. 

 

6.6 Results & Discussion 

 

Time dependent simulations of the coupled LdG formulation and mass transfer equation 

were created and run to study the effects of processing parameters on microstructure self-

assembly. Parameters of interest included: initial concentration of the dispersion, chiral 

strength, surface anchoring, and speed of drying. All simulations were run until the local 

concentration within the sample reached the gelation threshold (Ugel = 4.1 corresponding 

to 8 vol%).  To mimic the experiment, surface anchoring was varied by inclusion of a 

coverslip on the top boundary as shown in Figure 6.2 in which the mesogen assumes an 

aligned state and water is unable to evaporate through the boundary.  
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Figure 6.2: A schematic showing the free boundaries at which water is evaporated in both 

coverslip and no coverslip systems. 

 

Chiral strength within the dispersion is tuned by pH, aspect ratio, and concentration. 

Lastly, speed of drying is altered by the dimensionless effective Sherwood number which 

encompasses the effects of relative humidity. It is important to note that the experiments 

were dried until a solid film was produced whereas the simulations were stopped when the 

local concentration reached a value just above the gelation threshold. We assume that once 

kinetic arrest has occurred as a result of vitrification, the only change in the helical pitch 

is the result of capillary compression caused by the evaporation of water. Similarly, we 

assume helical orientation is fixed at the gelation concentration since mesogens are frozen 

and unable to reorient. Lastly, Saha et al’s experimental results used an orbital shear to 

induce preferential alignment.106 Based on our experimental results that did not use orbital 

shear, we find the need of orbital shear to form large uniform planar domains be 

inconclusive. For this reason, the influence of orbital shear will be ignored and will remain 

the subject for future work.  
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The experimental work we aim to compare with is our current experiments and those 

previously reported by Saha et al. and Park et al.49,106 We acknowledge that both Saha et 

al. and Park et al. used different initial concentrations and had conflicting views as to 

which initial concentration preformed the best to create uniform selective reflectance. 49,106 

Previous experiments from Saha et al. found that highly concentrated biphasic dispersions 

were the optimal starting dispersion to develop uniform planar microstructures. In 

contrast, Park et al. found that fully liquid crystalline dispersions performed better.84,99,106 

With our model, we will not only show similarities between our results and the 

experiments, but also shed light on the discrepancy between the experiments. 

 

6.6.1 Concentration Studies 

 

 To understand the effects of concentration, experiments and simulations of three 

dispersions with different initial concentrations were studied. As shown in Figure 6.3, our 

data indicates that initial concentration of the dispersion heavily influences the number of 

defects and the types of helical configurations that are possible.  
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Figure 6.3: Top: Reflective microscopy of dried CNC films made from isotropic, 

biphasic, and liquid crystalline CNC samples. Bottom: Ellipsoidal maps depicting 

microstructures and textures of gelating dispersions from various concentrations. The 

coverslip method is applied to both the simulations and experiments shown. (Experimental 

images adapted with permissions from American Chemical Society: ACS Applied Nano 

Materials 1, 5, 2175-2183, Photonic Properties and Applications of Cellulose Nanocrystal 

Films with Planar Anchoring, P. Saha, V. A. Davis. Copyright 2018 American Chemical 

Society).106 

 

 

 

As shown, the films in the experiment were prepared from 2.0 wt% (1.3 vol%),  6.5 wt% 

(4.2 vol%) and 8.0 wt% (5.1 vol%) CNC dispersions and are classified as isotropic, 

biphasic, and fully liquid crystalline dispersions respectively. To mimic the experiments, 

our simulation initially started with the nematic potentials equal to 2, 2.9, and 3 and were 

run until gelation. These potentials correspond to isotropic, biphasic and liquid crystalline 

respectively. In the experiment, the dispersion that initially starts out isotropic develops 

many defects and exhibits both homeotropic and planar helices. The elongated regions in 
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the isotropic sample of Figure 6.3 show a distinct green reflectance which indicates that 

planar helices are present and exhibit a relatively constant pitch length. The rest of the 

image is full of smaller regions with varying reflectance. Some of these regions have the 

characteristic fingerprint exhibited by homeotropic helices. The loss of uniformity in 

selective reflectance has been associated with incomplete fusion of tactoid regions.84 

Disruption of tactoid fusion is often associated with higher viscosities in the dispersions 

due to the evaporation of water. This allows kinetic arrest to commence due to slow 

relaxation of the CNCs relative to the speed of drying. In comparison, the simulation also 

shows an incomplete fusion of chiral domains. These regions of planar helical formation 

begin as a result of the local concentration increasing beyond the threshold in which the 

nematic phase is stable. As the system dries, a competition between the internal elastic 

forces, boundary elastic forces and chiral elastic forces develop. Based on the results, it is 

evident that the planar helical orientation is preferred, but as the drying fronts approach 

each other (from the edges towards the center) the system exhibits distortion due to the 

inability to remove the elastic energy as gelation occurs and arrests the mesogens during 

their relaxation. This comparison indicates that the isotropic phase is subject to many 

defects due to slow relaxation relative to kinetic arrest and incomplete fusion of domains. 

It has been shown computationally that in the limit that rod relaxation time is fast relative 

to the drying speed, isotropic systems develop into uniform samples.94  

 

The large bands of uniform color seen in the film generated from drying the biphasic 

sample indicates large uniform domains of planar helices. This phenomenon is caused by 
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more complete fusion of tactoids in the dispersion. This is likely due to the decreased 

number of fusion events since tactoids with constant pitch lengths are larger. Similarly, 

the simulation also shows uniform planar structures. Early dynamics of the biphasic 

simulation show nucleation of the chiral phase from the boundary which grows normal to 

the coverslip. With the higher concentration in the biphasic phase, the elastic effects 

induced by the boundary overcome nucleation due to the drying front. This causes only 

two fronts to form and approach each other. As these two fronts eventually meet at the 

center, the symmetry of the system due to the coverslip generates the uniform texture 

shown. This is in contrast to the isotropic case where fronts approach from the boundaries 

and the drying fronts. As the local concentration approaches the gelation point, these fronts 

intersect. The additional frustration caused by multiple fronts interacting with limited 

relaxation time causes incomplete fusion. In this simulation, the chiral front approaches 

the center from the directions normal to the free surface as the elastic effects induced by 

the boundary are weaker than the elastic effects stemming from the nucleation on the 

drying front. As internal concentration continues to increase, the boundary elastic effect 

inevitably overcomes the drying front and forms two new fronts normal to the glass slide 

and the coverslip. As they meet, defects develop as shown. This comparison indicates that 

as the number of fusion events increase the likelihood of defects also increase. 

 

Lastly, the experimental liquid crystalline phase shows the most defects and had the 

smallest domains out of all the samples tested. This has been attributed to increased 

viscosity and less time for the relaxation to occur since the initial concentration is much 
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closer to gelation. For the simulation that represents an initial liquid crystalline phase, the 

initial condition was assumed to be aligned in the vorticity direction (normal to the glass 

slide and into the page). We recognize that in a true liquid crystalline phase, the orientation 

of individual mesogens would naturally have more variation, but we argue that the 

comparison suffices as the system is predisposed to form a planar helix due to elastic 

boundary effects. From the simulation results, uniform planar helices form along the edge 

due to the choice of initial conditions but quickly turn into defect laden structures in the 

center. These defects are a result of the competition between the elastic effects present in 

the system and are the result of kinetic arrest before the system is able to reorient.  

 

In summary, the experimental and simulation results indicate that the most uniform planar 

structures are generated from biphasic dispersions due to decreased fusion events and 

longer relaxation times.  This is in contrast to the experimental work done by Park et al. 

who observed that the liquid-crystalline phases resulted in the largest domains in 

experiments done without a coverslip.84 It was argued by Saha et al. that this was the result 

of faster drying times and the use of a different cellulose feedstock with a different 

counter-ion.106  It has been shown experimentally that the choice of feedstock has been 

shown to vary the aspect ratio by one to two orders of magnitude.46 Similarly, the choice 

of counter-ion has been shown to alter the Debye radius and even the ionic strength at high 

enough concentration. These electrostatic interactions directly affect the spacing of CNCs 

relative to each other.95,96 In order to probe these effects seen in the experiments, we now 

turn our attention to chiral strength which is the analogous parameter in the model. 
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6.6.2 Chiral strength 

 

In an effort to address the influence of chiral strength, simulations that employed double 

surface anchoring (coverslip) and varied chiral strength and concentration were run until 

local gelation was reached throughout the sample. Results are shown in Figure 6.4. 

 

Figure 6.4: Ellipsoidal maps that depict helical structures of gelated films generated from 

various initial concentrations as a function of increased chiral strength. These simulations 

are modeled with double surface anchoring (coverslip). Scale bar is 50 m. Sheff = 3. 

 

 

 

For the nematic case (in which the initial alignment is in the vorticity direction), it is 

evident that the value of chiral strength greatly alters the helical orientation in the final 

microstructure. At low θ values it appears that the preferred helical orientation is the 

homeotropic configuration. This indicates that confinement effects dominate the system 

in which the helical director of the chiral nematic must orient parallel to the glass slide 
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and coverslip. This minimizes the free energy increase from the thermodynamic penalty 

associated with the competition of the boundary and the gradient penalizing elastic forces 

against the chiral elastic forces. As chiral strength is increased, the pitch length decreases 

and the system overcomes the penalty associated with the competition of elastic effects 

along the boundary and forms planar helices on the edges. The center of the gel still 

contains defects, but these are due to kinetic arrest as the mesogens are unable to relax 

completely. At high θ values, the system shows an even smaller pitch with increased 

distortion and defects as chiral elastic forces begin to dominate both the gradient 

penalizing and boundary elastic forces. The biphasic simulations all appear to exhibit 

relatively uniform planar structures regardless of the chiral strength. This is likely due to 

the nucleation and growth of the chiral fronts normal to the glass boundaries. There are, 

however, minor defects at the edges of the sample at higher values of chiral strength. This 

is due to increased distortion which is likely eliminated with a slower relaxation time. 

Lastly, the low θ isotropic simulation shows uniform planar helices. Defects are not 

present in this simulation because the chiral strength is strong enough to overcome the 

gradient penalizing elastic forces, but not strong enough to form defects. This is in contrast 

to the larger θ values that form defects as the chiral strength becomes sufficiently high 

enough to generate a different chiral front as concentration increases. From these results, 

it is evident that chiral strength does in fact alter the final helical orientation and the 

number of defects present. We refer the reader to the SI for the simulations completed 

without a coverslip. 
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6.6.3 Surface Anchoring 

 

 Experiments where biphasic dispersions were dried with and without a coverslip were 

undertaken and compared against their corresponding simulations to determine the effects 

of surface anchoring. To minimize the effects of drying, the experimental samples were 

allowed to evaporate slowly in 98% relative humidity environment. The results are shown 

in Figure 6.5.  

 

 

 

 

Figure 6.5: Model: Ellipsoid maps depicting helical microstructures of gelated films as 

different coverslip methods are applied. Experiment: Reflective microscopy of films 

generated from a biphasic CNC dispersion are shown with different coverslip methods. 

Shexperimental ~ 0.5 – 2.5 and Sheff = 3. 
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Experimental results show that surface anchoring greatly influences the size of the uniform 

planar domains as indicated by the consistent blue hues shown in the experiment in which 

the coverslip is applied. The experiment in which no coverslip, is applied however, shows 

a variation of colors and hues which indicates that there is less uniform planar structures 

than the coverslip experiment. This coincides with similar results presented by Saha et al. 

in which the experiment with no coverslip also had less planar microstructures as the 

sample exhibited mostly homeotropic helices with many defects.106 The simulation in 

which double surface anchoring (coverslip) is applied also shows relatively uniform planar 

structures. The simulation in which single surface anchoring (no coverslip) is applied also 

appears to form some uniform planar helices in the center, but the orientation of the 

microstructure appears to tilt towards the edge. Experimentally this would appear as 

irregularly spaced fingerprints and have variation in colors as the angle of reflection off 

the helix varies due to the tilt.106 This is due to the chiral front approaching from the top 

and sides of the sample. The center of the simulation develops uniform planar texture due 

to the nucleation and growth from the boundary, but as the drying front moves towards 

the center from the top and the sides the helix is tilted to minimize distortion caused by 

vitrification. These tilted orientations are seen in all simulations in which single surface 

anchoring is applied and can been seen in all of the figures and the SI that study no 

coverslip scenarios.  
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6.6.4 Speed of Drying/Relative Humidity  

 

Experiments that varied the use of a coverslip were completed to elucidate the effects of 

drying on the formation of helical microstructures form initially biphasic dispersions. The 

speed of drying in these experiments was controlled by the relative humidity of the 

environment, and a range of Sherwood numbers was determined. Similarly, the speed of 

drying in the simulation was also controlled by a ratio of the relative humidity and an 

effective Sherwood number (Sheff) was applied. As the Sherwood numbers increase, the 

speed of drying increases. Results for the double surface anchoring case are shown in 

Figure 6.6.  
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Figure 6.6: Model: Simulated ellipsoid maps of an initially biphasic CNC dispersion that 

show the final helical microstructure as a function of drying speed. Scale bar is 50m. 

Experiment: Reflective micrograph of a biphasic CNC film showing the effects of drying 

on uniformity and planar helical configuration. Both experiment and simulation were 

generated using the coverslip method. (Experimental images adapted with permissions 

from American Chemical Society: ACS Applied Nano Materials 1, 5, 2175-2183, Photonic 

Properties and Applications of Cellulose Nanocrystal Films with Planar Anchoring, P. 

Saha, V. A. Davis. Copyright 2018 American Chemical Society).106 

 

 

 

Experimental samples dried with a coverslip and a high relative humidity (98%) generated 

larger uniform planar domains with less defects than those dried with a lower relative 

humidity (40%). This is evident in the images of Figure 6.6. At slow drying conditions, 

pitch variation is minimal as there is only a slight blue shift from the green color in the 
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sample. The areas of red indicate defects, but the uniform domains are on the other of tens 

of microns. This is in contrast to the quick-dried sample which appears black and has the 

characteristic fingerprint texture associated with homeotropic helices. This is due to the 

onset kinetic arrest of the CNCs before they are able to relax into planar helical 

microstructures. This claim is verified by the simulations. At a high relative humidity, the 

biphasic sample is able to form uniform planar helices with a constant pitch length. The 

slight differences in the uniformity between the experiment and the simulation is attributed 

to the polydispersity of the CNCs and the increased viscosity. Regardless, the system 

shows large domains of uniformity. Simulations with faster drying rates show more 

defects as the system has less relaxation time. At Sheff = 30, uniform planar helices are 

show in the center of the sample, however, the edges contain minor defects. These defects 

indicate the premature formation of planar helices forming along the edges with a slightly 

smaller pitch. The fastest quick-dried simulations show even more defects and exhibits 

complex 3D structures as the nanocrystals in the system freeze. 

 

Similar effects are also seen in experiments without the coverslip as shown in Figure 6.7. 

Again, both the experiment and the simulation show the highest degree of uniformity at 

high relative humidity and the most defects at low relative humidity. Similar to the 

discussion of Figure 6.5, while the simulations look more uniform with single surface 

anchoring, helices do tilt as a result of the drying front. This causes less uniformity in 

color. Interestingly, the fastest quick-dried simulation captured differences in chiral pitch 

as the as well large areas of defects at the edges.    
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Figure 6.7: Model: Simulated ellipsoid maps of an initially biphasic CNC dispersion that 

show the final helical microstructure as a function of drying speed. Scale bar is 50 m. 

Experiment: Reflective micrograph of a biphasic CNC film showing the effects of drying 

on uniformity and planar helical configuration. Both experiment and simulation were 

generated using the single surface anchoring (no coverslip). (Experimental images adapted 

with permissions from American Chemical Society: ACS Applied Nano Materials 1, 5, 

2175-2183, Photonic Properties and Applications of Cellulose Nanocrystal Films with 

Planar Anchoring, P. Saha, V. A. Davis. Copyright 2018 American Chemical Society).106 

 

 

 

More simulations that initially started with isotropic concentrations were run to compare, 

but results showed that the degree of defects increased and led to even less uniformity.  
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6.6.5 Shear Alignment Study 

 

The effects of initial shear alignment was studied on films that were dried with and without 

a coverslip. Biphasic dispersions were used in the study since they appear to develop the 

most uniform planar helices. Mesogens are initially aligned in the flow direction and then 

left to dry in a 98% relative humidity environment. Similarly, simulations whose initial 

mesogen orientations are aligned in the flow direction were computed to predict the final 

microstructure. Figure 6.8 shows the effect of a coverslip on an initially biphasic shear 

aligned sample.   

 

Figure 6.8: The final microstructure of initially shear aligned biphasic simulations 

produced using double surface anchoring (coverslip) are depicted at various drying speeds.  
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From the micrograph shown, it is evident that many defects developed in the 

microstructure based on the amount of color variation. It does appear however that there 

are small domains of uniform alignment, as is shown in the areas of the same color, but 

they appear to be on the order of a few microns. In comparison, the simulation with a 

similar effective Sherwood number also shows defects as well as tilted helical structures. 

Variation in microstructure is also present in the center of the simulation as the stripes do 

not appear to be perfectly normal the glass slide and coverslip. Based on these results, the 

simulation would show similar defective non-uniform domains of many colors and 

textures. As the speed of drying is increased, the amount of distortion between successive 

drying rates increases. Variation normal to the glass slides also increases with increased 

drying rates. Lastly, the fastest dried simulation shows little to no change from the initial 

alignment at the edges. Based on these results, flow aligned samples require more 

relaxation time compared to the nematic samples shown in Figure 6.3. This indicates that 

any sample that is not in an initially flow aligned state will relax faster and form larger 

domains of planar helices as shown in Figure 6.3.  
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Figure 6.9: The final microstructure of initially shear aligned biphasic simulations 

produced using single surface anchoring (no coverslip) are depicted at various drying 

speeds. 

 

 

 

Figure 6.9 shows the effects of single surface anchoring on an initially biphasic shear 

aligned sample. From the experimental image, it is evident that there is a large variation 

in color as well as a characteristic fingerprint texture throughout the micrograph.  The 

model that corresponds to the experimental drying rate shows tilted helices which manifest 

into irregularly spaced fingerprint textures. These textures distort the selective reflectance 

which is in agreement with the experiment. Similar to the results in Figure 6.8, an 

increased drying rate causes more defects. At Sheff = 30 it is evident that homeotropic 

helices have formed as a result of the drying front. The fastest drying rate also shows 
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mesogens that did not relax from their initially shear aligned state.  From these results, it 

can be concluded that the increased drying time needed for the relaxation of initially shear 

aligned samples has a greater impact on the final structure than the effects of surface 

anchoring as seen in both Figure 6.8 and Figure 6.9.   

 

6.7 Conclusion 

 

In this work we used a Landau-de Gennes formalism coupled with a mass transfer equation 

to capture the final microstructure that forms as a result drying a chiral liquid crystalline 

dispersion to its gelation state. Our study was compared with previous and current 

experimental work and verified that the largest domains of planar helical orientation are 

generated from biphasic dispersions that are dried slowly in a high relative humidity 

environment with a secondary surface anchoring supplied by a coverslip. The effects of 

chiral strength were also studied, and systems with increased chiral strength appear to be 

more prone to develop defects whereas low chiral strength can alter the preferred 

orientation of the helix depending on the initial concentration of the system. This 

comparison, while qualitative, verifies many of the claims concluded in the experiments 

and holds importance in predicting future self-assembly of chiral mesogens in liquid 

crystalline thin film processing. In the coming years, we aim to accomplish the nontrivial 

task of introducing fluid flow into the LdG formalism in conjunction with constitutive 

equations to determine the hydrodynamic effect of an initial orbital shear. We also hope 

to provide an in-depth study of increased relaxation time relative to drying times in the 



 

108 

 

experiment and in the simulations. The goal of this future work is to determine if larger 

domains, of more uniform planar microstructures are possible in samples that are initially 

isotropic or liquid crystalline.  
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CHAPTER VII 

CONCLUSIONS AND FUTURE WORK 

 

7.1 Conclusions 

 

In this thesis, the orientation of helical configurations as a function of different 

processing parameters was explored through dynamic finite element based simulations 

of the Landau de Gennes theory. The purpose of these simulations was to generate 

theoretical predictions of microstructure to compare with experiments. In this chapter, 

results from the Chapter 5 and 6 are summarized and future extensions of this work are 

suggested.    

 

Dynamic Study of Initially Shear Aligned Dispersions  

 

In Chapter 5, we study the effects of wall confinement and chiral strength on initially 

shear aligned dispersions. These dynamic simulations capture the mesogen relaxation of 

fully liquid crystalline dispersions using a 3D Landau de Gennes formalism. The 

evolution of chiral microstructures in these dispersions is caused by the chiral elastic 

forces overcoming the gradient penalizing elastic terms. The added influence of 

confinement preferentially selects homeotropic helical configurations to be exhibited in 

the model. These results are verified by experimental results that also show that smaller 

gap heights develop larger uniform domains of homeotropic helices with constant pitch. 
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The degree of chiral strength in the dispersion was also shown to heavily influence the 

orientation of the equilibrium microstructure. Low values of chiral strength generate 

microstructures with large pitch values which preferentially form homeotropic helices 

whereas high values of chiral strength develop complex defective structures. Finally, the 

dynamics of homeotropic helices is captured. Formation of these helices occurs from 

defects that form near the boundary due to spatial gradients. The break in uniformity in a 

shear aligned sample serves as a nucleation point for the system to evolve into 

homeotropic helical structures.   

 

Planar Helical Microstructure Development in Thin Film Processing  

 

In Chapter 6, we study the effects of multiple processing parameters in the generation of 

thin films from chiral liquid crystalline dispersions. This was accomplished using a 

similar Landau de Gennes formalism to the equation used in Chapter 5 in addition to a 

mass transfer equation and differential height equation to capture the evaporation of 

water from the sample. These simulations were run until the local concentration 

throughout the sample reached the gelation state. Previous experimental data was in 

agreement with the claims based on the results of the simulations. It was determined by 

both the experiment and the model that biphasic dispersions that are not initially shear 

aligned form the largest domains of uniform planar helices when dried slowly with 

additional surface anchoring. Chiral strength was also varied in the simulations and had 

the largest influence in initially nematic dispersions.  
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7.2 Future Work 

 

It is possible to extend the dynamic simulations of Chapter 6 to three dimensional 

systems like the simulation in Chapter 5. Based on the degree of nonlinearity in model 

and the coupling of two additional partial differential equations would require more 

computational resources than those available at this time.  

 

A simple extension of both models also includes substituting strong boundary conditions 

with weak boundary conditions along the substrate. It is has been assumed theoretically 

and confirmed experimentally that different substrate effects can be captured using weak 

anchoring .113,114 In practice, the addition of weak anchoring in the Landau de Gennes 

equation requires another free energy contribution to be implemented along the 

boundary and minimized. The use of weak anchoring in this manner could mimic the 

effects of rubbing the substrate with different polymers in which mesogens align in 

different directions subject to the electrostatic interaction.115  

 

A novel area of contribution to the formation of thin films includes a thorough study of 

gelation and its influence on the mesogen orientation. Current theoretical work assumes 

a zero torque boundary condition at the free surface interface of the dispersion.94 This 

boundary condition completely ignores the interfacial energy contribution to the 

orientation of mesogens. A more realistic boundary condition can be employed using the 
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interfacial energy expression used by Croxton et al.116 In addition to surface tension, 

increases in viscosity as a result of evaporation also need to be considered.  

 

Finally, an incorporation of flow terms and a constitutive relationship with viscosity 

could be used to determine the effects of an initial linear and/or orbital shear. This would 

require rigorous experimental work to determine the free parameters in the constitutive 

equation. This becomes even more difficult as there are many experimental complexities 

including polydispersity of the rods and non-uniform concentrations in the dispersion. In 

either case, these complexities would cause non uniform viscosity measurements making 

it hard to determine the fitting parameters. An average could be taken of many 

experimental samples as a first approximation, but the consistency of results would vary 

based the feed stock and the degree in which the biomass was hydrolyzed. Assuming 

that the fitting parameters could be determined, a velocity profile of the dispersion could 

be determined and then solved as part of the system of equations to describe the 

hydrodynamic tensor.  
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