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#### Abstract

In this paper we continue the investigation of aspects of integrability of the type IIA $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ and $A d S_{3} \times S^{3} \times T^{4}$ superstrings. By constructing a one parameter family of flat connections we prove that the Green-Schwarz string is classically integrable, at least to quadratic order in fermions, without fixing the kappa-symmetry. We then compare the quantum dispersion relation, fixed by integrability up to an unknown interpolating function $h(\lambda)$, to explicit one-loop calculations on the string worldsheet. For $\operatorname{Ad} S_{3} \times S^{3} \times S^{3} \times S^{1}$ the spectrum contains heavy, as well as light and massless modes, and we find that the one-loop contribution differs depending on how we treat these modes showing that similar regularization ambiguities as appeared in $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$ occur also here.
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## 1 Introduction

In 1 an analysis of the integrable structures of $A d S_{3} / C F T_{2}$ was initiated. On the gravity side of the duality we have either $A d S_{3} \times S^{3} \times T^{4}$ or $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$, supported by pure RR-flux. For the first background the dual $C F T_{2}$ should be a two-dimensional sigma model on a moduli space built out of $Q_{1}$ instantons in a $U\left(Q_{5}\right)$ gauge theory on $T^{4}$. This is somewhat natural since $A d S_{3} \times S^{3} \times T^{4}$ arises as the near horizon limit of $Q_{1} / Q_{5}$ intersecting $D 1 / D 5$ branes, 218 . On the other hand, in the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ case the dual gauge theory remains largely unknown, mainly due to the fact that the supergravity approximation fails to be as useful as in the other examples 19 . Even though the dual gauge theory remains illusive it is still possible to investigate the integrable structures of the theory. This is achieved by formulating the string as a supercoset sigma model whose classical equations of motion allow for a Lax representation ensuring classical integrability 20, 1]. By integrating the Lax connection around a closed loop one gets the monodromy matrix which in turn can be used to generate an infinite tower of conserved charges. Furthermore, the finite gap method can be used to reformulate the equations of motion in terms of a set of integral equations 21,22. These integral equations in turn arise as the semiclassical limit of a set of conjectured quantum Bethe equations [23,24]. However, the supercoset sigma models underlying this construction suffer from a serious drawback: They don't always describe all the physical (fermionic) degrees of freedom of the superstring. The reason for this is that in $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ or in $A d S_{4} \times \mathbb{C P}{ }^{3}$ the supercoset sigma model corresponds to a certain kappa-symmetry gauge-fixed version of the full Green-Schwarz superstring 25.27 . This gauge-fixing breaks down for certain configurations of the string 28, 29, 27, in particular when the string moves only in the $A d S$ subspace, causing the supercoset sigma model to be missing physical degrees of freedom in these cases. The $A d S_{2} \times S^{2} \times T^{6}$ string is an even more striking example since in this case the supercoset model is merely a consistent truncation of the full string action and never describes all the degrees of freedom 30 . It is therefore of interest to try to generalize the techniques used for supercoset models to the full string action without kappa-symmetry fixing. A first step in this direction is to try to construct a Lax connection for the string without fixing kappa-symmetry. This has been done in 31 for the $A d S_{4} \times \mathbb{C P}^{3}$ string and in 30 for the $A d S_{2} \times S^{2} \times T^{6}$ string to quadratic order in fermions (see also 32 and, for a somewhat different approach [33]). Here we will show that the same procedure works also for the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ string. The next step would be to formulate the Bethe ansatz equations. It is not yet known how to do this in the general (non-supercoset) case.

The Bethe equations are derived from properties of an underlying global symmetry which for $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ is $d(2,1 ; \alpha)^{2}$ (this corresponds to a subgroup of the superisometry group of the background $\left.D(2,1 ; \alpha)^{2} \times U(1)\right)$. Here the parameter $\alpha$ is defined through the triangle identity [1],

$$
\begin{equation*}
\frac{1}{R^{2}}=\frac{1}{R_{+}^{2}}+\frac{1}{R_{-}^{2}}, \quad \alpha=\frac{R^{2}}{R_{+}^{2}}=\cos ^{2} \phi \tag{1.1}
\end{equation*}
$$

where $R$ is the AdS and $R_{ \pm}$the three-sphere radii. At the special points $\alpha=0,1$ or equivalently $\phi=0, \frac{\pi}{2} A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ 'decompactifies' to $A d S_{3} \times S^{3} \times T^{4}$ and thus one unified description parameterized by the angle $\phi$ covers both cases. In the $T^{4}$ case the global symmetries becomes $\operatorname{psu}(1,1 \mid 2)^{2}=d(2,1 ; 0)^{2}=d(2,1 ; 1)^{2}$ 1].

For $\phi \neq 0, \frac{\pi}{2}$ the string sigma model has 6 massive and 2 massless bosonic modes plus 8 , generically massive, fermionic modes while in the $T^{4}$ case the spectrum decomposes into $4+4$ massive and $4+4$ massless modes. The massless modes are a novel feature in $A d S / C F T$ and as mentioned above they are problematic to incorporate in the Bethe ansatz equations since
they can not be addressed with the finite gap techniques. What is more, the Bethe equations are parameterized by $\phi$ and allow for a smooth limit between the two supergroups, but the underlying spin-chain is alternating for $d(2,1 ; \alpha)$ and homogeneous for $p s u(1,1 \mid 2)$ 34. Thus the 'decompactified' limit seems slightly ambiguous at the level of the spin-chain.

There is also the notion of a composite heavy mode. For the alternating spin-chain the massive modes come with masses $1, \cos ^{2} \phi$ and $\sin ^{2} \phi$ in suitable units (each described by one complex field) and the heavy mode is conjectured to be a composite state made out of the two light ones, similar to $A d S_{4} / C F T_{3}$. However, for $p s u(1,1 \mid 2)$ this should not be the case since all excitations have the same mass, now similar to $A d S_{5} / C F T_{4}$. Thus the composite nature should somehow disappear as $\phi \rightarrow 0, \frac{\pi}{2}$. What happens at the level of the string Lagrangian? Here $\phi$ is also just a parameter and limits between the two backgrounds can be taken smoothly. Classically the heavy mode is just another string coordinate and if it is indeed composite, as suggested by the Bethe ansatz, then it should disappear as a fundamental excitation once quantum corrections are taken into account $35-37]$. However, one should be able to find hints for this already at the level of the classical sigma model. For example, if the heavy mode is composite, one would expect a decay process of a heavy mode into two light ones. For the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ string this is exactly what happens since the string Lagrangian has cubic interaction terms mediating this kind of process, once again similar to the $A d S_{4} \times \mathbb{C P}^{3}$ case. What is more, for the special case of $T^{4}$ the cubic interaction terms completely disappear and the (classical) arguments for having a composite mode vanish. Thus, qualitatively the findings of the Bethe ansatz can be motivated from the sigma model.

In this paper we will address in detail some of the issues mentioned above. Our starting point will be the type IIA $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ Green-Schwarz string Lagrangian derived in 27 . In section 2 we prove that the (non-gauge-fixed) Green-Schwarz string is indeed classically integrable, at least up till quadratic order in fermions. Our construction covers at the same time also the $A d S_{4} \times \mathbb{C P}^{3}$ and $A d S_{2} \times S^{2} \times T^{6}$ cases whose integrability has been discussed before. The proof involves writing the superisometry algebra in a suitable form and then constructing the Lax connection out of components of the worldsheet Noether currents of the superisometries. We also discuss the kappa-symmetry transformation properties of this Lax connection. In section 3 we turn to a perturbative study starting from the quartic near BMN action of 27. Integrability dictates a quantum dispersion relation determined up to an unknown interpolating function $h(\lambda)\left[1,34\right.$. In $A d S_{4} / C F T_{3}$ this function turned out to depend on the regularization in the strong coupling regime $\lambda \gg 1$. That is, depending on how the theory is regularized, different finite answers could be obtained. This can be traced back to the treatment of the heavy modes. Whether one uses a cutoff treating the massive modes as composite or not, a different one-loop correction to $h(\lambda)$ is obtained. If the heavy mode is taken as composite, an algebraic curve (AC) inspired cutoff is natural. On the other hand, from the worldsheet (WS) point of view where each string coordinate is treated on equal footing another cutoff is more natural. In section 4 we determine this subleading contribution for the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ string, in both AC and WS regularizations, by computing the one-loop contribution to propagators of the heavy, light and massless bosonic string modes. Interestingly, for equal $S^{3}$ radii we find that the result is identical to the strong coupling results of $A d S_{4} / C F T_{3}$. We end the paper with several appendices explaining some of the technical parts of the computations.

## 2 Integrability of the Green-Schwarz string in certain $A d S$ backgrounds

In this section we show that the Green-Schwarz superstring in $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ is classically integrable (without any kappa symmetry gauge-fixing), at least up to quadratic order in fermions, by constructing its Lax connection from components of the Noether currents of the superisome-
tries of the background. The construction covers also the $A d S_{4} \times \mathbb{C P}{ }^{3}$ and $A d S_{2} \times S^{2} \times T^{6}$ case considered previously in [31] and [30 and the proof is essentially the same although we've been slightly more general in order to cover all cases at once. The only really new material here is the casting of the superisometry algebra of $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ in the appropriate form, which is described in Appendix A, and the discussion of the kappa-symmetry variation of the Lax connection given at the end of this section. Since much of the material is discussed in more detail in the papers mentioned above we will be rather brief here. Let us also mention that it should be straight-forward to construct the Lax connection to all orders in the coset fermions and quadratic order in the non-coset fermions, as was done for the $A d S_{4} \times \mathbb{C P}^{3}$ and $A d S_{2} \times S^{2} \times T^{6}$ string in 32, but we will not do this here.

### 2.1 Green-Schwarz action to quadratic order in fermions

We will consider only type IIA supergravity backgrounds here but everything we say extends in a simple way to type IIB. The action for the GS superstring in a type IIA supergravity background (with zero background fermionic fields and NS-NS flux, and constant dilaton $\phi_{0}$ (not to be confused with the angle $\phi$ )) takes the following form up to quadratic order in fermions (the two Majorana-Weyl spinors of type IIA superspace are described as a single 32-component Majorana spinor $\Theta$ ) $38,39{ }^{1}$

$$
\begin{equation*}
S=-T \int\left(\frac{1}{2} * e^{A} e_{A}+i * e^{A} \Theta \Gamma_{A} \mathcal{D} \Theta-i e^{A} \Theta \Gamma_{A} \Gamma_{11} \mathcal{D} \Theta\right) \tag{2.1}
\end{equation*}
$$

where the $e^{A}(X)(A=0,1, \cdots, 9)$ are worldsheet pullbacks of the vielbein one-forms of the purely bosonic part of the background $(*$ denotes the worldsheet Hodge-dual and we leave the wedge product implicit), and the generalized covariant derivative acting on the fermions is given by

$$
\begin{equation*}
\mathcal{D} \Theta=\left(\nabla-\frac{1}{8} e^{A} \not F \Gamma_{A}\right) \Theta \quad \text { where } \quad \nabla \Theta=\left(d-\frac{1}{4} \omega^{A B} \Gamma_{A B}\right) \Theta \tag{2.2}
\end{equation*}
$$

where $\omega^{A B}$ is the spin connection of the background space-time and the coupling to the RR fields comes from the matrix

$$
\begin{equation*}
\not F=e^{\phi_{0}}\left(-\frac{1}{2} \Gamma^{A B} \Gamma_{11} F_{A B}+\frac{1}{4!} \Gamma^{A B C D} F_{A B C D}\right) . \tag{2.3}
\end{equation*}
$$

### 2.2 Superisometry currents

We are interested in backgrounds with superisometries. We therefore assume our string action to be invariant under the transformations

$$
\begin{equation*}
\delta X^{M} e_{M}^{A}(X)=K^{A}(X)+i \Theta \Gamma^{A} \Xi, \quad \delta \Theta=\Xi-\frac{1}{4} \Gamma^{A B} \Theta\left(\nabla_{A} K_{B}-K^{M} \omega_{M A B}\right) \tag{2.4}
\end{equation*}
$$

where $K_{A}$ are Killing vectors, so that

$$
\begin{equation*}
\nabla_{(A} K_{B)}=0 \quad \Rightarrow \quad \nabla_{C} \nabla_{A} K_{B}=R_{A B C}^{D} K_{D} \tag{2.5}
\end{equation*}
$$

where $R_{A B}{ }^{C D}$ is the Riemann tensor and $\Xi$ are Killing spinors satisfying the Killing spinor equation

$$
\begin{equation*}
\mathcal{D} \Xi=\nabla \Xi-\frac{1}{8} e^{A} \nVdash \Gamma_{A} \Xi=0 \tag{2.6}
\end{equation*}
$$

[^0]The Noether current corresponding to supersymmetry transformations (i.e. the $\Xi$-isometries) is easily seen to be given by

$$
\begin{equation*}
J_{s u s y}=\frac{i}{2 R}\left(e^{A} \Theta \Gamma_{A} \Xi-* e^{A} \Theta \Gamma_{A} \Gamma_{11} \Xi\right) \tag{2.7}
\end{equation*}
$$

where the normalization is chosen for later convenience ( $R$ will be the $A d S$-radius). The fact that this current is conserved, i.e.

$$
\begin{equation*}
d * J_{\text {susy }}=0 \tag{2.8}
\end{equation*}
$$

is easily seen to follow from the Killing spinor equation and the equations of motion for $\Theta$ and $X$ which take the form

$$
\begin{equation*}
i * e^{A} \Gamma_{A} \mathcal{D} \Theta-i e^{A} \Gamma_{A} \Gamma_{11} \mathcal{D} \Theta=0, \quad \nabla * e^{A}=\Theta^{2} \text {-terms } \tag{2.9}
\end{equation*}
$$

Remember that we are dropping all term of higher that quadratic order in fermions.
The Noether current corresponding to the bosonic isometries takes the form

$$
\begin{equation*}
J_{\mathcal{B}}=J^{A} K_{A}+J^{A B} \nabla_{A} K_{B}=e^{A} K_{A}+\text { fermions } \tag{2.10}
\end{equation*}
$$

where the two pieces are given by

$$
\begin{align*}
J^{A} & =e^{A}+i \Theta \Gamma^{A} \mathcal{D} \Theta+i \Theta \Gamma^{A} \Gamma_{11} * \mathcal{D} \Theta-\frac{i}{8} e^{B} \Theta \Gamma_{B} \not \not F \Gamma^{A} \Theta+\frac{i}{8} * e^{B} \Theta \Gamma_{B} \Gamma_{11} \not F \Gamma^{A} \Theta \\
J^{A B} & =-\frac{i}{4} e^{C} \Theta \Gamma^{A B}{ }_{C} \Theta+\frac{i}{4} * e^{C} \Theta \Gamma^{A B}{ }_{C} \Gamma_{11} \Theta \tag{2.11}
\end{align*}
$$

Its conservation, i.e. $d * J_{\mathcal{B}}=0$, again follows from the equations of motion for $X$ and $\Theta$ together with the fact that $K_{A}$ are Killing vectors. The conservation of $J_{\mathcal{B}}$ is equivalent to the equations for the components

$$
\begin{equation*}
\nabla * J^{A}+* e^{D} J^{B C} R_{B C D}^{A}=0, \quad \nabla * J^{A B}+* e^{[A} J^{B]}=0 \tag{2.12}
\end{equation*}
$$

These equations will be useful when we check the flatness of the Lax connection to be discussed below.

### 2.3 Classical integrability of the GS string in certain backgrounds

In this section we will show that in certain $A d S$-backgrounds, where $\not F$ and the superisometry algebra take a specific form, it is possible to construct a one-parameter family of flat connections, i.e. a Lax connection, for the Green-Schwarz string (still at quadratic order in fermions). Our first assumption will be that $\not F$, defined in (2.3), should take the following form

$$
\begin{equation*}
\not F=-\frac{4 i^{k}}{R} \mathcal{P} \Gamma_{*}, \quad \Gamma_{*}=i^{k} \Gamma \cdots \Gamma, \quad \Gamma_{*}^{2}=1 \quad(k=0 \quad \text { or } \quad 1) \tag{2.13}
\end{equation*}
$$

where $R$ is the $A d S$-radius, $\Gamma_{*}$ is a product of gamma-matrices squaring to one (see 2.19 below) and $\mathcal{P}$ is a projection operator which singles out the supersymmetries of the background, i.e. the parameters in the supersymmetry transformations satisfy $\epsilon=\mathcal{P} \epsilon$ and similarly for the Killing spinors $\Xi$ defined in 2.6 . From the definition of $\nVdash$ in 2.3 it follows that

$$
\begin{equation*}
\left[\mathcal{P} \Gamma_{*}, \Gamma_{11}\right]=0 \quad \text { and } \quad\left(\mathcal{C P} \Gamma_{*}\right)_{\alpha \beta}=-\left(\mathcal{C P} \Gamma_{*}\right)_{\beta \alpha} \tag{2.14}
\end{equation*}
$$

where we have indicated the charge conjugation matrix $\mathcal{C}$ explicitly for clarity. Defining

$$
\begin{equation*}
\overline{\mathcal{P}}=-\mathcal{C} \mathcal{P}^{T} \mathcal{C} \quad \Rightarrow \quad \mathcal{P} \Gamma_{*}=\mp \Gamma_{*} \overline{\mathcal{P}} \quad \text { for } \quad\left(\mathcal{C} \Gamma_{*}\right)_{\alpha \beta}= \pm\left(\mathcal{C} \Gamma_{*}\right)_{\beta \alpha} \tag{2.15}
\end{equation*}
$$

Furthermore the integrability condition for the Killing spinor equation (2.6) requires that

$$
\begin{equation*}
(1-\mathcal{P}) \Gamma^{A B} \mathcal{P} R_{A B}^{C D}=0 \tag{2.16}
\end{equation*}
$$

The second assumption we will make is that the algebra of superisometries can be brought to the following form

$$
\begin{gather*}
{\left[P_{A}, P_{B}\right]=-\frac{1}{2} R_{A B}^{C D} M_{C D}, \quad\left[M_{A B}, P_{C}\right]=\eta_{A C} P_{B}-\eta_{B C} P_{A}} \\
{\left[M_{A B}, M_{C D}\right]=\eta_{A C} M_{B D}+\eta_{B D} M_{A C}-\eta_{B C} M_{A D}-\eta_{A D} M_{B C}} \tag{2.17}
\end{gather*}
$$

where $R_{A B}{ }^{C D}$ is the Riemann tensor of the space in question and

$$
\begin{array}{r}
{\left[P_{A}, Q\right]=\frac{i^{k}}{2 R} Q \Gamma_{*} \Gamma_{A} \mathcal{P}, \quad\left[M_{A B}, Q\right]=-\frac{1}{2} Q \Gamma_{A B} \mathcal{P}} \\
\{Q, Q\}=2 i\left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{A} \mathcal{P}\right) P_{A}+\frac{i^{1-k} R}{2}\left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{A B} \Gamma_{*} \mathcal{P}\right) R_{A B}^{C D} M_{C D} \tag{2.18}
\end{array}
$$

where the supersymmetry generators have the appropriate projection, i.e. $Q=Q \mathcal{P}$. The relation between the generators $P_{A}, Q$ and the Killing vector and Killing spinor $K_{A}, \Xi$ will be explained below.

We will now list some examples of type IIA supergravity solutions for which these assumptions hold, i.e. the algebra of superisometries can be brought to the form 2.17 and 2.18 and $\nRightarrow$ takes the form in 2.13). The spaces together with the fluxes, the form of $\Gamma_{*}$ (for an appropriate choice of coordinates) and the number of supersymmetries they preserve are

|  | Fluxes | $\Gamma_{*}$ | \#SUSYs |
| :--- | :---: | :---: | :---: |
| $A d S_{2} \times S^{2} \times T^{6}$ | $F_{2}\left(A d S_{2}\right), \quad F_{4}\left(S^{2} \times T^{6}\right)$ | $\Gamma^{01} \Gamma_{11}$ | 8 |
| $A d S_{2} \times S^{2} \times T^{6}$ | $F_{2}\left(S^{2}\right), \quad F_{4}\left(A d S_{2} \times T^{6}\right)$ | $i \Gamma^{01} \Gamma^{456789}$ | 8 |
| $A d S_{2} \times S^{2} \times T^{6}$ | $F_{4}\left(A d S_{2} \times S^{2} \times T^{4}\right)$ | $-\Gamma^{23} \Gamma^{46}$ | 8 |
| $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ | $F_{4}\left(A d S_{3} \times S^{3} \times S^{3} \times S^{1}\right)$ | $i \Gamma^{012} \Gamma^{9}$ | 16 |
| $A d S_{4} \times \mathbb{C P}^{3}$ | $F_{2}\left(C P^{3}\right), \quad F_{4}\left(A d S_{4}\right)$ | $i \Gamma^{0123}$ | 24 |

The three $A d S_{2}$ solutions are related by T-duality and the classical integrability of the GS string in these backgrounds was discussed in 30 . The integrability of the GS string in $A d S_{4} \times \mathbb{C P}^{3}$ was discussed in 31. For the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ case the fact that $\nRightarrow$ takes the form 2.13) was shown in $27{ }^{2}$. The fact that the superisometry algebra can be brought to the form 2.17) and 2.18 also in this case is demonstrated in Appendix A. It is also worth mentioning that the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ case really describes a one-parameter family of solutions with the parameter $\phi$ relating the radii of the two $S^{3}$ 's according to 1.1 . It includes the special case

[^1]$A d S_{3} \times S^{3} \times T^{4}$ corresponding to $\phi=0(\pi / 2)$.

## Constructing the Killing vectors and Killing spinors

We will assume that the bosonic subspace of the background is a symmetric space, as is clearly the case for the spaces listed above. This guarantees that the purely bosonic part of the string action is classically integrable since it can be formulated as a coset sigma model. This also allows us to construct the Killing vectors and Killing spinors from the generators of the superisometry algebra. Let $g$ be an element of bosonic subgroup of the superisometry group and define the Maurer-Cartan form as

$$
\begin{equation*}
K=g^{-1} d g=\frac{1}{2} \omega^{A B} M_{A B}+e^{A} P_{A}, \quad \Rightarrow \quad d K=K K \tag{2.20}
\end{equation*}
$$

This defines the bosonic vielbeins and spin connection of our background. The Killing vectors are then defined as

$$
\begin{equation*}
K_{A}=g P_{A} g^{-1} \tag{2.21}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\nabla_{A} K_{B}=\left[K_{A}, K_{B}\right] . \tag{2.22}
\end{equation*}
$$

From the commutator of $P$ with itself in (2.17) we also conclude that

$$
\begin{equation*}
-\frac{1}{2} R_{A B}^{C D} g M_{C D} g^{-1}=\nabla_{A} K_{B} \quad \Rightarrow \quad\left[K_{C}, \nabla_{A} K_{B}\right]=R_{A B C}^{D} K_{D} \tag{2.23}
\end{equation*}
$$

The Killing spinors are defined as

$$
\begin{equation*}
\Xi=i^{1+k} g Q \Gamma_{*} \mathcal{C} g^{-1} \tag{2.24}
\end{equation*}
$$

From 2.18 it then follows that

$$
\begin{equation*}
\{\Xi, \Xi\}=-2 i^{1+2 k}\left(\mathcal{P} \Gamma_{*} \Gamma^{A} \Gamma_{*} \overline{\mathcal{P}} \mathcal{C}\right) K_{A}+i^{1+k} R\left(\mathcal{P} \Gamma_{*} \Gamma^{A B} \overline{\mathcal{P}} \mathcal{C}\right) \nabla_{A} K_{B} \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\nabla_{A} K_{B}, \Xi\right]=-\frac{1}{4} R_{A B}^{C D} \Gamma_{*} \Gamma_{C D} \Gamma_{*} \Xi, \quad\left[K_{A}, \Xi\right]=-\frac{i^{k}}{2 R} \mathcal{P} \Gamma_{*} \Gamma_{A} \Xi \tag{2.26}
\end{equation*}
$$

It follows from this equation and the definition 2.24 and 2.20 that

$$
\begin{equation*}
\nabla \Xi=-\frac{i^{k}}{2 R} e^{A} \mathcal{P} \Gamma_{*} \Gamma_{A} \Xi \tag{2.27}
\end{equation*}
$$

which, using 2.13), is precisely the Killing spinor equation 2.6). This completes the construction of the Killing vectors and Killing spinors in terms of the generators of the superisometry group.

## The Lax connection

The first step to showing the classical integrability will be to show that the following two highly non-trivial identities hold

$$
\begin{align*}
d J_{\text {susy }} & =-2\left(J_{\mathcal{B}} J_{\text {susy }}+J_{\text {susy }} J_{\mathcal{B}}\right) \\
\left(\nabla J^{A B}+(J-e)^{A} e^{B}\right) \nabla_{A} K_{B} & =-J_{\text {susy }}^{2} \tag{2.28}
\end{align*}
$$

The left-hand-side of the first equation is easily computed using the form of the supersymmetry current in $\sqrt{2.7}$ ) together with the equations of motion for the fermions $\sqrt{2.9}$ ) and the Killing spinor equation 2.6), while the left-hand-side of the second follows from the form of the components of the bosonic supercurrent in 2.11 and the equations of motion of the fermions

$$
\begin{aligned}
d J_{\text {susy }} & =\frac{i}{8 R}\left(e^{A} e^{B} \Theta \Gamma_{A} \not \not \Gamma_{B} \Xi-* e^{A} e^{B} \Theta \Gamma_{A} \Gamma_{11} \not \not F \Gamma_{B} \Xi\right) \\
\left(\nabla J^{A B}+(J-e)^{A} e^{B}\right) \nabla_{A} K_{B} & =\frac{i}{16}\left(* e^{C} e^{D} \Theta \Gamma_{C} \Gamma^{A B} \Gamma_{11} \not \not \not \Gamma_{D} \Theta-e^{C} e^{D} \Theta \Gamma_{C} \Gamma^{A B} \not \not \not \Gamma_{D} \Theta\right) \nabla_{A} K_{B} .
\end{aligned}
$$

Using the form of $\nVdash$ in 2.13 , the form of $J_{\text {susy }}$ and the fact that $J_{\mathcal{B}}=e^{A} K_{A}+$ fermions, as well as the algebra of the Killing spinors and Killing vectors in 2.25 and 2.26, these expressions can be seen to agree precisely (up to quadratic order in fermions) with the right-hand-sides of (2.28). We will now see that these two relations guarantee the classical integrability.

We consider the following Lax connection, which is built out of components of the conserved superisometry currents defined in eqs. 2.10), 2.11) and (2.7),

$$
\begin{equation*}
L=\alpha_{1} e^{A} K_{A}+\alpha_{2} * J_{\mathcal{B}}+\alpha_{2}^{2} J^{A B} \nabla_{A} K_{B}+\alpha_{1} \alpha_{2} * J^{A B} \nabla_{A} K_{B}-\alpha_{2} \beta_{1} J_{\text {susy }}+\alpha_{2} \beta_{2} * J_{\text {susy }} \tag{2.29}
\end{equation*}
$$

The four parameters appearing in $L$ satisfy the following three equations

$$
\begin{equation*}
\alpha_{2}^{2}=2 \alpha_{1}+\alpha_{1}^{2}, \quad \beta_{1}=\mp \sqrt{\frac{\alpha_{1}}{2}}, \quad \beta_{2}= \pm \frac{\alpha_{2}}{\sqrt{2 \alpha_{1}}} \tag{2.30}
\end{equation*}
$$

which means that they can all be expressed in terms of a single (spectral) parameter. Therefore eq. (2.29) defines a one-parameter family of one-forms, or connections, on the string worldsheet. What is remarkable is that these connections are actually flat (again up to quadratic order in fermions), i.e.

$$
\begin{equation*}
d L-L \wedge L=0 \tag{2.31}
\end{equation*}
$$

This is not very difficult to show and the calculation is essentially the same as in 31,30 . Using the conservation of the superisometry currents, i.e. $d * J_{\mathcal{B}}=0=d * J_{\text {susy }}$ and 2.12 , together with the important identities derived at the beginning of this section 2.28 and the Killing vector identities 2.5 one finds that

$$
\begin{align*}
d L= & e^{A}\left(\left(\alpha_{2}^{2}-\alpha_{1}\right) e^{B}-\alpha_{2}^{2} J^{B}+\alpha_{1} \alpha_{2} * J^{B}\right) \nabla_{A} K_{B}-\alpha_{2} e^{C}\left(\alpha_{2} J^{A B}+\alpha_{1} * J^{A B}\right) \nabla_{C} \nabla_{A} K_{B} \\
& -\alpha_{2}^{2} J_{\text {susy }}^{2}+2 \alpha_{2} \beta_{1}\left(J_{\mathcal{B}} J_{\text {susy }}+J_{\text {susy }} J_{\mathcal{B}}\right) . \tag{2.32}
\end{align*}
$$

On the other hand one finds, using the parameter relations in 2.30, dropping terms of higher than quadratic order in fermions and simplifying, that

$$
\begin{align*}
L \wedge L= & e^{A}\left(\left(\alpha_{2}^{2}-\alpha_{1}\right) e^{B}-\alpha_{2}^{2} J^{B}+\alpha_{1} \alpha_{2} * J^{B}\right)\left[K_{A}, K_{B}\right] \\
& -\alpha_{2} e^{C}\left(\alpha_{2} J^{A B}+\alpha_{1} * J^{A B}\right)\left[K_{C}, \nabla_{A} K_{B}\right]-\alpha_{2}^{2} J_{\text {susy }}^{2}+2 \alpha_{2} \beta_{1}\left(J_{\mathcal{B}} J_{\text {susy }}+J_{\text {susy }} J_{\mathcal{B}}\right) \tag{2.33}
\end{align*}
$$

Using the fact that $\left[K_{A}, K_{B}\right]=\nabla_{A} K_{B}$ and $\nabla_{C} \nabla_{A} K_{B}=R_{A B C}{ }^{D} K_{D}=\left[K_{C}, \nabla_{A} K_{B}\right]$ we see that the Lax connection $L$ is indeed flat. The monodromy of $L$ can then be used to define a one-parameter family of conserved charges which demonstrates the integrability.

Let us also mention the fact that the form of the Lax connection in (2.29) somewhat obscures its invariance under the $\mathbb{Z}_{4}$ automorphism of the superisometry algebra. As was shown in 32 it is however possible to perform a gauge transformation of $L$ to bring it to a form which is
manifestly $\mathbb{Z}_{4}$ invariant.
We now turn to the question of how our Lax connection transforms under kappa-symmetry.

## Kappa-symmetry variation of the Lax connection

Since the Lax connection discussed in the previous section was constructed using components of the superisometry currents obtained from the GS string action, which we know is invariant under kappa-symmetry transformations, we would expect the Lax connection to transform nicely under kappa-symmetry. Here we will verify this explicitly (a proof based on general arguments was given in $[32]$ ).

The GS string action (2.1) is invariant under (local) kappa-symmetry transformations which (at linear order in $\Theta$ ) transform the target superspace coordinates as

$$
\begin{equation*}
\delta_{\kappa} X^{M} e_{M}^{A}=i \delta_{\kappa} \Theta \Gamma^{A} \Theta, \quad \delta_{\kappa} \Theta=\frac{1}{2}(1+\Gamma) \kappa, \quad \Gamma=\frac{1}{2 \sqrt{-g}} \varepsilon^{i j} e_{i}^{A} e_{j}^{B} \Gamma_{A B} \Gamma_{11} \quad\left(\Gamma^{2}=1\right) \tag{2.34}
\end{equation*}
$$

where $g$ is the determinant of the induced metric $g_{i j}=e_{i}{ }^{A} e_{j}{ }^{B} \eta_{A B}$ and $i, j=0,1$ are worldsheet indices. The action involves also an independent worldsheet metric $h_{i j}$, used to define the twodimensional Hodge-dual, whose kappa-variation takes the form (see for example [28])

$$
\begin{equation*}
\delta_{\kappa}\left(\sqrt{-h} h^{i j}\right)=2 i \sqrt{-h}\left(H^{i j} g^{k l}-2 g^{k(i} h^{j) l}\right) e_{k}^{A} \delta_{\kappa} \Theta \Gamma_{A} \mathcal{D}_{l} \Theta \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{i j}=h^{i j}-\frac{2 h^{i k} g_{k l} h^{l j}-h^{i j} h^{k l} g_{k l}}{2 \sqrt{\frac{g}{h}}+h^{k l} g_{k l}} \quad \Rightarrow \quad h_{i j} H^{i j}=2, \quad g_{i j} H^{i j}=2 \sqrt{\frac{g}{h}} \tag{2.36}
\end{equation*}
$$

This somewhat complicated transformation of $h_{i j}$ ensures the invariance of the action. Since the Lax connection is only flat on-shell we are only interested in its kappa-variation on-shell. This means that we can set $h_{i j}=g_{i j}$ which means that $H^{i j}$ reduces to $h^{i j}$. Also, since our Lax connection is only valid to quadratic order in $\Theta$ we drop all terms beyond linear order in $\Theta$ in the kappa-variation.

Looking at the bosonic terms in the Lax connection we easily find

$$
\begin{equation*}
\delta_{\kappa} e^{A}=\nabla\left(i \delta_{\kappa} \Theta \Gamma^{A} \Theta\right) \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\kappa}\left(e^{A} K_{A}\right)=\nabla\left(i \delta_{\kappa} \Theta \Gamma^{A} \Theta\right) K_{A}-i e^{A} \delta_{\kappa} \Theta \Gamma^{B} \Theta \nabla_{A} K_{B} \tag{2.38}
\end{equation*}
$$

We also need the kappa-variation of $* e^{A}$ which involves the worldsheet metric implicitly. Using its variation, recalling that on-shell $H^{i j} \rightarrow h^{i j}$ in 2.35, it is possible to show that

$$
\begin{equation*}
\delta_{\kappa}\left(* e^{A}\right)=* \nabla\left(i \delta_{\kappa} \Theta \Gamma^{A} \Theta\right)-2 i \delta_{\kappa} \Theta \Gamma^{A} * \mathcal{D} \Theta-2 i \delta_{\kappa} \Theta \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta \tag{2.39}
\end{equation*}
$$

where the last two terms come from varying the metric implicit in the ' $*$ '. Unfortunately we have not found a simple proof of the fact that the last two terms take this form so the somewhat involved proof is deferred to Appendix B.

For the terms in the Lax connection 2.29 which involve fermions we only need to vary $\Theta$ since the other terms will be higher order. Using 2.7 we get

$$
\begin{equation*}
\delta_{\kappa} J_{\text {susy }}=\frac{i}{2 R}\left(* e^{A} \Xi \Gamma_{A} \Gamma_{11} \delta_{\kappa} \Theta-e^{A} \Xi \Gamma_{A} \delta_{\kappa} \Theta\right)=-\frac{i}{2 R} e^{A} \Xi \Gamma_{A}(1-\Gamma) \delta_{\kappa} \Theta=0 \tag{2.40}
\end{equation*}
$$

Here we have made use of the fact that $\delta_{\kappa} \Theta=\Gamma \delta_{\kappa} \Theta$ and that (on-shell)

$$
\begin{equation*}
e^{A} \Gamma_{A} \Gamma=* e^{A} \Gamma_{A} \Gamma_{11} \tag{2.41}
\end{equation*}
$$

Similarly we find varying 2.11 and using the above identity that

$$
\begin{align*}
\delta_{\kappa} J^{A B} & =-\frac{i}{2} e^{C} \Theta \Gamma_{C}^{A B}(1-\Gamma) \delta_{\kappa} \Theta-i e^{[A} \Theta \Gamma^{B]} \delta_{\kappa} \Theta+i * e^{[A} \Theta \Gamma^{B]} \Gamma_{11} \delta_{\kappa} \Theta \\
& =-i e^{[A} \Theta \Gamma^{B]} \delta_{\kappa} \Theta+i * e^{[A} \Theta \Gamma^{B]} \Gamma_{11} \delta_{\kappa} \Theta \tag{2.42}
\end{align*}
$$

and

$$
\begin{align*}
\delta_{\kappa}(J-e)^{A}= & i \Theta \Gamma^{A} \nabla \delta_{\kappa} \Theta+i \delta_{\kappa} \Theta \Gamma^{A} \nabla \Theta+i \Theta \Gamma^{A} \Gamma_{11} * \nabla \delta_{\kappa} \Theta+i \delta_{\kappa} \Theta \Gamma^{A} \Gamma_{11} * \nabla \Theta \\
& -\frac{i}{4} e^{B} \Theta \Gamma_{B} \not \vDash \Gamma^{A} \delta_{\kappa} \Theta+\frac{i}{4} * e^{B} \Theta \Gamma_{B} \Gamma_{11} \not F \Gamma^{A} \delta_{\kappa} \Theta . \tag{2.43}
\end{align*}
$$

Using these variations in the expression for the Lax connection (2.29) its variation (at linear order in $\Theta$ ) becomes

$$
\begin{align*}
\delta_{\kappa} L= & \alpha_{1} \delta_{\kappa}\left(e^{A} K_{A}\right)+\alpha_{2} \delta_{\kappa}\left(* e^{A} K_{A}\right)+\alpha_{2} * \delta_{\kappa}(J-e)^{A} K_{A}+\alpha_{2}^{2} \delta_{\kappa} J^{A B} \nabla_{A} K_{B} \\
& +\left(1+\alpha_{1}\right) \alpha_{2} * \delta_{\kappa} J^{A B} \nabla_{A} K_{B} \\
= & d \Lambda_{\kappa}+\left[L, \Lambda_{\kappa}\right] \tag{2.44}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda_{\kappa}=-i \alpha_{1} \Theta \Gamma^{A} \delta_{\kappa} \Theta K_{A}+i \alpha_{2} \Theta \Gamma^{A} \Gamma_{11} \delta_{\kappa} \Theta K_{A} \tag{2.45}
\end{equation*}
$$

We conclude that under kappa-symmetry the Lax connection transforms by a gauge-transformation, with parameter $\Lambda_{\kappa}$, which guarantees that it remains flat.

## 3 Gauge fixed BMN Lagrangian

Having established that the $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ string is classically integrable we now want to investigate its quantum properties in a BMN like expansion 40. The starting point is to fix the worldsheet gauge invariance of 2.1 . We have already discussed the kappa-symmetry which can be used to gauge away half of the fermionic degrees of freedom. However, there are also bosonic symmetries in the form of Weyl and parameterization invariance on the worldsheet which can be used to eliminate some of the bosonic degrees of freedom. Fixing all the worldsheet gauges results in $8+8$ transverse bosonic and fermionic degrees of freedom. The $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ gauge fixed action was derived up till quartic order in fields (but only quadratic in fermions) in 27. and we will quickly review some key aspects of it in this section.

Expanding the action (2.1) in transverse fields gives the BMN expansion 41 44

$$
\mathcal{L}=\mathcal{L}_{2}+g^{-1 / 2} \mathcal{L}_{3}+g^{-1} \mathcal{L}_{4}+\ldots
$$

where $g \sim \sqrt{\lambda}$ and is left implicit in most of the calculations. The quadratic piece can be solved exactly and is given by $\left(\partial_{ \pm}=\partial_{0} \pm \partial_{1}\right)$

$$
\begin{equation*}
\mathcal{L}_{2}=i \bar{\chi}_{+}^{i} \partial_{-} \chi_{+}^{i}+i \bar{\chi}_{-}^{i} \partial_{+} \chi_{-}^{i}+\frac{1}{2} \partial_{+} y_{i} \partial_{-} \bar{y}_{i}+\frac{1}{2} \partial_{-} y_{i} \partial_{+} \bar{y}_{i}-m_{i}^{2} y_{i} \bar{y}_{i}-m_{i}\left(\bar{\chi}_{+}^{i} \chi_{-}^{i}+\bar{\chi}_{-}^{i} \chi_{+}^{i}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{1}=1, \quad m_{2}=\cos ^{2} \phi, \quad m_{3}=\sin ^{2} \phi, \quad m_{4}=0 \tag{3.2}
\end{equation*}
$$

and $\phi$ parameterizes the relative size of the $S^{3}$ radii according to 1.1. Thus we have four (complex) coordinates with generally distinct masses. One important simplifying limit is when $\phi=\frac{\pi}{4}$, corresponding to equal $S^{3}$ radii. In this limit the masses of the light coordinates $m_{2}=$ $m_{3}=\frac{1}{2}$ and the spectrum resembles that of the $A d S_{4} \times \mathbb{C P}^{3}$ string. This special limit will turn out to be quite useful in the following since it simplifies otherwise rather complicated expressions (without reducing to the even simpler $A d S_{3} \times S^{3} \times T^{4}$ case).

The cubic piece of the Lagrangian is more complicated and is given by 27

$$
\begin{align*}
\mathcal{L}_{3}=\frac{1}{2 \sqrt{2}} \sin 2 \phi[ & -\cos ^{2} \phi\left(\bar{\chi}_{-}^{4} \bar{\chi}_{-}^{2}-\bar{\chi}_{-}^{1} \bar{\chi}_{-}^{3}+\bar{\chi}_{+}^{1} \bar{\chi}_{+}^{3}-\bar{\chi}_{+}^{4} \bar{\chi}_{+}^{2}\right) y_{2} \\
& -i \sin ^{2} \phi\left(\chi_{-}^{3} \bar{\chi}_{-}^{4}+\chi_{-}^{2} \bar{\chi}_{-}^{1}+\chi_{+}^{3} \bar{\chi}_{+}^{4}+\chi_{+}^{2} \bar{\chi}_{+}^{1}\right) y_{3}  \tag{3.3}\\
& -2\left(\chi_{-}^{2} \bar{\chi}_{+}^{3}+\chi_{+}^{2} \bar{\chi}_{-}^{3}\right) y_{1}^{\prime}+2\left(\chi_{-}^{2} \bar{\chi}_{+}^{2}-\chi_{+}^{3} \bar{\chi}_{-}^{3}\right) \dot{y}_{4} \\
& +\left(\chi_{-}^{3} \bar{\chi}_{+}^{4}-\chi_{-}^{2} \bar{\chi}_{+}^{1}\right)\left(\dot{y}_{3}+y_{3}^{\prime}\right)+\left(\chi_{+}^{3} \bar{\chi}_{-}^{4}-\chi_{+}^{2} \bar{\chi}_{-}^{1}\right)\left(\dot{y}_{3}-y_{3}^{\prime}\right) \\
& \left.+i\left(\bar{\chi}_{-}^{3} \bar{\chi}_{+}^{1}+\bar{\chi}_{-}^{2} \bar{\chi}_{+}^{4}\right)\left(\dot{y}_{2}+y_{2}^{\prime}\right)+i\left(\bar{\chi}_{-}^{1} \bar{\chi}_{+}^{3}+\bar{\chi}_{-}^{4} \bar{\chi}_{+}^{2}\right)\left(\dot{y}_{2}-y_{2}^{\prime}\right)\right] \\
-\frac{1}{\sqrt{2}} \sin 2 \phi & \left(\cos ^{2} \phi\left|y_{2}\right|^{2}-\sin ^{2} \phi\left|y_{3}\right|^{2}\right) \dot{y}_{4}+\text { h.c. }
\end{align*}
$$

where the hermitian conjugate is defined in the standard way, $\left(\chi_{-} \bar{\chi}_{+}\right)^{\dagger}=\chi_{+} \bar{\chi}_{-}$. Here time $\partial_{0}$ and spatial $\partial_{1}$ derivatives are denoted by dots and primes respectively. Note that for the $\phi=0$ and $\phi=\pi / 2$ cases, corresponding to $A d S_{3} \times S^{3} \times T^{4}$, the entire cubic Lagrangian collapses to zero.

Let us comment on what kind of three-vertex interactions we have between the light and the heavy modes. The decay processes possible for the heavy modes $y_{1}$ and $\chi_{ \pm}^{(1)}$ are $(\phi \neq 0, \pi / 2)$

so the heavy mode can decay into two light ones, a property observed also for the heavy mode of the $A d S_{4} \times \mathbb{C P}^{3}$ string 35]. As we mentioned in the introduction, the Bethe ansatz treats the heavy mode as composite and the decay processes above seem to support, or at least not obviously contradict, this claim. However, since the entire cubic Lagrangian vanishes in the $\phi \rightarrow 0(\pi / 2)$, 'decompactifying', limit, so does the decay process. This again agrees with the Bethe ansatz solution (based on properties of $\operatorname{PSU}(1,1 \mid 2)^{2}$ ) where the massive modes all have the same mass and all appear in the Bethe ansatz equations.

For completeness we also present the bosonic part of the quartic Lagrangian [27],

$$
\begin{align*}
\mathcal{L}_{4}^{B}= & \frac{1}{4} \sin ^{2} 2 \phi\left(\cos ^{2} \phi\left|y_{2}\right|^{2}-\sin ^{2} \phi\left|y_{3}\right|^{2}\right)^{2}-\frac{1}{8} \sin ^{2} 2 \phi\left(\dot{y}_{4}^{2}+\dot{\bar{y}}_{4}^{2}-y_{4}^{\prime 2}-\bar{y}_{4}^{\prime 2}\right)\left(\left|y_{2}\right|^{2}+\left|y_{3}\right|^{2}\right) \\
& -\left|\dot{y}_{4}\right|^{2}\left(\left|y_{1}\right|^{2}-\cos 2 \phi\left(\cos ^{2} \phi\left|y_{2}\right|^{2}-\sin ^{2} \phi\left|y_{3}\right|^{2}\right)\right)+\left|\dot{y}_{1}\right|^{2}\left(\cos ^{4} \phi\left|y_{2}\right|^{2}+\sin ^{4} \phi\left|y_{3}\right|^{2}\right) \\
& -\left(\left|\dot{y}_{2}\right|^{2}+\left|\dot{y}_{3}\right|^{2}+\left|y_{i}^{\prime}\right|^{2}\right)\left(\left|y_{1}\right|^{2}-\cos ^{4} \phi\left|y_{2}\right|^{2}-\sin ^{4} \phi\left|y_{3}\right|^{2}\right)-\cos ^{2} \phi\left|\dot{y}_{2}\right|^{2}\left|y_{2}\right|^{2}-\sin ^{2} \phi\left|\dot{y}_{3}\right|^{2}\left|y_{3}\right|^{2} \\
& +\cos ^{2} \phi \sin ^{2} \phi\left|y_{4}^{\prime}\right|^{2}\left(\left|y_{2}\right|^{2}+\left|y_{3}\right|^{2}\right)-\left|y_{1}^{\prime}\right|^{2}\left|y_{1}\right|^{2}+\cos ^{2} \phi\left|y_{2}^{\prime}\right|^{2}\left|y_{2}\right|^{2}+\sin ^{2} \phi\left|y_{3}^{\prime}\right|^{2}\left|y_{3}\right|^{2} . \tag{3.5}
\end{align*}
$$

For the piece relevant for the one-loop computation in the next section, see Appendix C.

## 4 Quantum dispersion relation

In this section we will calculate the leading quantum corrections to the dispersion relation of the bosonic string coordinates by evaluating the one-loop correction to two-point functions built out of the string modes using standard QFT perturbative techniques, see 45, 46 for similar analysis. To leading order the pole of the propagator is the standard relativistic one,

$$
p_{0}^{2}=E_{i}^{2}=p_{1}^{2}+m_{i}^{2}
$$

where $i=1,2,3,4$ is the coordinate label and the masses are given in 3.2 . Loop corrections enter as

$$
\begin{equation*}
E_{i}^{2}=p_{1}^{2}+m_{i}^{2}+i \mathcal{A}^{i}+\ldots \tag{4.1}
\end{equation*}
$$

where $\mathcal{A}^{i}$ is the sum of one-loop diagrams contributing to the amplitude. Making the dependence on the coupling, $g=\sqrt{\frac{\lambda}{2}}$, explicit we have

$$
\begin{equation*}
E_{i}^{2}=M_{i}(\lambda)^{2}+\left[1+2 \sqrt{\frac{2}{\lambda}} c^{i}\right] p_{1}^{2}+\ldots, \quad M_{i}(\lambda)^{2}=m_{i}^{2}+\sqrt{\frac{2}{\lambda}} q^{i} \tag{4.2}
\end{equation*}
$$

where $c^{i}$ and $q^{i}$ are determined by explicitly calculating $\mathcal{A}^{i} . M_{i}(\lambda)$ is the renormalized mass defined by the $p_{1} \rightarrow 0$ limit.

On the other hand, integrability implies an asymptotic dispersion relation of the form [1, 34, 47

$$
\begin{equation*}
E_{k}=\sqrt{m_{k}^{2}+4 h^{2}(\lambda) \sin ^{2} \frac{p_{1}}{2}} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
h(\lambda)=\sqrt{\frac{\lambda}{2}}+c+\mathcal{O}(1 / \sqrt{\lambda}), \quad \lambda \gg 1 \tag{4.4}
\end{equation*}
$$

is an interpolating function not determined by integrability, 4851 . The index $k$ here selects one of the two light coordinates, $k=2,3$. Assuming that the momentum scales as $p_{1} \sim p_{1} / h(\lambda)$ and expanding in inverse powers of $h(\lambda)$ one finds that the first non-trivial correction is at two loops. If, on the other hand, one chooses a more standard expansion (at least from the string sigma model perspective) in inverse powers of the 't Hooft coupling, together with a similar
scaling of the momentum, one finds

$$
\begin{equation*}
E_{k}=\sqrt{m_{k}^{2}+p_{1}^{2}}+\sqrt{\frac{2}{\lambda}} \frac{c p_{1}^{2}}{\sqrt{m_{k}^{2}+p_{1}^{2}}}+\ldots=\sqrt{m_{k}^{2}+\left[1+2 \sqrt{\frac{2}{\lambda}} c\right] p_{1}^{2}}+\mathcal{O}(1 / \lambda) \tag{4.5}
\end{equation*}
$$

Thus, by computing 4.1 we can recombine it into a square root dispersion relation and directly compare with the expression dictated by integrability.

There are however a few complications along the way: Foremost, the BMN Lagrangian has cubic and quartic vertices, both giving rise to divergent loop integrals. Naturally, in order to obtain a well defined result a regularization scheme is needed, for example dimensional regularization or a momentum cutoff. How to incorporate the regularization is a bit subtle however. As it turns out, and as was also the case in $A d S_{4} / C F T_{3}$, the final result is regularization dependent. Regularization dependence means that we can get different finite terms in 4.1 due to $\infty-\infty$ ambiguities. This can be traced back to how we treat the heavy modes of the theory. In the Bethe ansatz the heavy modes are composite states of two lighter ones, similar to $A d S_{4} / C F T_{3}$. To avoid the possibility of a heavy mode decaying into nothing motivates using a mode number cutoff such that the decay process depicted in (3.4) is allowed up to the cutoff scale 52,53 . On the other hand, from the string worldsheet point-of-view there is no distinction between the light and heavy modes and it's natural to use the same cutoff for both. The former we will call algebraic curve (AC) and the latter worldsheet (WS) regularization, see $51,52,54,61$ for extensive references. Since it's not completely clear even in $A d S_{4} / C F T_{3}$ which regulator is physical we will present our final answers in both the AC and WS scheme, see however 62 for some recent results. Let's first have a look at the AC regularization. If we use a hard cutoff, we want to choose it so that the decay process (3.4) is allowed (on-shell) at the cutoff scale $53{ }^{3}$

$$
\begin{equation*}
\omega_{1}\left(\Lambda_{1}\right)=\omega_{2}\left(\Lambda_{2}\right)+\omega_{3}\left(\Lambda_{3}\right), \quad \Lambda_{1}=\Lambda_{2}+\Lambda_{3} \tag{4.6}
\end{equation*}
$$

where $\Lambda_{i}$ denotes the cutoff for the corresponding mode. The above is solved by taking

$$
\begin{equation*}
\mathrm{AC}: \quad \Lambda_{1}=2 \Lambda, \quad \Lambda_{2}=2 \cos ^{2} \phi \Lambda, \quad \Lambda_{3}=2 \sin ^{2} \phi \Lambda, \quad \Lambda_{4}=\alpha_{4} \Lambda \tag{4.7}
\end{equation*}
$$

where we've introduced the factor of 2 to have the canonical normalization of the AC cutoff of $A d S_{4} / C F T_{3}$ when $\phi=\frac{\pi}{4}$. We leave the cutoff for the massless mode unspecified and as it turns out $\alpha_{4}$ always comes multiplied with $m_{4}$ and hence vanishes. For the WS regularization on the other hand we simply employ the same cutoff for all fields,

$$
\begin{equation*}
\mathrm{WS}: \quad \Lambda_{i}=\Lambda, \quad i=1,2,3,4 \tag{4.8}
\end{equation*}
$$

At the special point $\phi=\frac{\pi}{4}$ we can incorporate both cutoffs by introducing a parameter $\beta$ such that

$$
\begin{equation*}
\phi=\frac{\pi}{4}: \quad \Lambda_{\text {heavy }}=\beta \Lambda_{\text {light }} \tag{4.9}
\end{equation*}
$$

where $\beta=2$ corresponds to AC and $\beta=1$ corresponds to the WS cutoff. What is more, at the special points where the background 'decompactifies' into $A d S_{3} \times S^{3} \times T^{4}$ the two cutoffs become equivalent since the additional massless modes do not propagate in any loops, see later sections for explicit expressions. Also, we should mention that the word cutoff is somewhat misleading. In the following we will not use a hard cutoff in our loop integrals, only a generalized version of

[^2]dimensional regularization that incorporates the finite effects of the modified hard cutoff.

### 4.1 Regularization

Since the regularization is important let us explain in some detail what we will do. We will use the following notation for integrals

$$
\begin{equation*}
I_{n}^{s}[\Delta]=\int d^{2} \ell \frac{\left(\ell^{2}\right)^{s}}{\left[\ell^{2}-\Delta\right]^{n}} \tag{4.10}
\end{equation*}
$$

which can be evaluated either in dimensional regularization (DREG) or momentum / hard cutoff. The guiding principle should be to pick the regulator that preserves the most symmetries. The hard cutoff clearly breaks translation invariance while DREG is a more symmetric regulator ${ }^{4}$. However, it is well known that DREG breaks supersymmetry since the degrees of freedom for gauge and gaugino fields fail to match. For the sigma model at hand however we have no worldsheet gauge fields or spinors, only worldsheet even and odd scalars, and thus supersymmetry should be manifest in DREG with $d=2-\epsilon$. However, a priori it is not clear how we can implement the AC regulator in dimensional regularization. For a hard cutoff it is easy to implement this: For the three-vertex topologies we use the same cutoff $\Lambda$ regardless of which two fields propagate in the loop 45 while for tadpole topologies we use 4.7). If we expand the relevant integrals in some arbitrary cutoff, $\beta \Lambda$, and DREG we have

$$
\begin{array}{ll}
I_{1}^{0}[\Delta]_{\beta \Lambda}=i \pi(\log \Delta-2 \log (\beta \Lambda)), & I_{1}^{1}[\Delta]_{\beta \Lambda}=i \pi\left(\beta^{2} \Lambda^{2}+\Delta \log \Delta-2 \Delta \log (\beta \Lambda)\right), \\
I_{1}^{0}[\Delta]_{\epsilon}=i \pi\left(\gamma-\frac{2}{\epsilon}+\log \pi+\log \Delta\right), & I_{1}^{1}[\Delta]_{\epsilon}=i \pi \Delta\left(\gamma-\frac{2}{\epsilon}+\log \pi+\log \Delta\right)
\end{array}
$$

The quadratic divergence is absent in DREG since it is proportional to a sum of surface integrals which vanish in non-integer dimensions 63. From the above it becomes clear how we can generalize the DREG tadpole integrals to incorporate the generalized cutoff for heavy modes

$$
\text { Generalized } \epsilon \text {-reg : } I_{1}^{0}\left[m_{i}^{2}\right] \rightarrow I_{1}^{0}\left[m_{i}^{2}\right]-2 i \pi \log \alpha_{i}, \quad I_{1}^{1}\left[m_{i}^{2}\right] \rightarrow I_{1}^{1}\left[m_{i}^{2}\right]-2 i \pi m_{i}^{2} \log \alpha_{i},(4.11)
$$

where

$$
\alpha_{1}=2, \quad \alpha_{2}=2 \cos ^{2} \phi, \quad \alpha_{3}=2 \sin ^{2} \phi
$$

which up to the unphysical $\Lambda^{2}$ term exactly reproduces the $\Lambda$-integrals in AC regularization ${ }^{5}$. Thus, in the following it will be understood that every time we evaluate a tadpole integral, we use the generalized integrals above for the AC regularization.

### 4.2 One-loop corrected propagators

We now turn to the actual computation of the one-loop corrections. There are three distinct diagrams we need to take into account: Three-vertex bubble and tadpole diagrams and fourvertex tadpoles. In all cases the three-vertex tadpoles will be zero (sometimes trivially and sometimes through delicate cancellations between fermionic and bosonic loop diagrams). For the heavy and the massless modes we will derive expressions for arbitrary $\phi$ while the expressions for the two light modes are rather complicated and for these we restrict to $\phi=\pi / 4$ (and the much simpler $A d S_{3} \times S^{3} \times T^{4}$ case, $\left.\phi=0, \frac{\pi}{2}\right)$.

[^3]Before presenting the detailed analysis we will collect our findings here. Using the notation of 4.2 we find in the AC regularization

AC-regularization:

$$
\begin{aligned}
& M_{1}(\lambda)^{2}=1, \quad c_{1}=\frac{1}{4 \pi} \sin ^{2} 2 \phi \log \sin 2 \phi \\
& M_{2}(\lambda)^{2}=M_{3}(\lambda)^{2}=\frac{1}{4}+\sqrt{\frac{2}{\lambda} \frac{\log 2}{16 \pi}, \quad c_{2}=c_{3}=0 \quad\left(\text { evaluated at } \phi=\frac{\pi}{4}\right),} \begin{array}{l}
M_{4}(\lambda)^{2}=0, \quad c_{4}=\frac{-1+2 \log \sin 2 \phi}{8 \pi} \sin ^{2} 2 \phi
\end{array}, l
\end{aligned}
$$

while in WS regularization we get

WS-regularization:

$$
\begin{aligned}
& M_{1}(\lambda)^{2}=1, \quad c_{1}=\frac{1}{\pi}\left(\cos ^{2} \phi \log \cos \phi+\sin ^{2} \phi \log \sin \phi\right) \\
& M_{2}(\lambda)^{2}=M_{3}(\lambda)^{2}=\frac{1}{4}, \quad c_{2}=c_{3}=-\frac{\log 2}{2 \pi} \quad\left(\text { evaluated at } \phi=\frac{\pi}{4}\right) \\
& M_{4}(\lambda)^{2}=0, \quad c_{4}=\frac{-\frac{\sin ^{2} 2 \phi}{8}+\cos ^{2} \phi \log \cos \phi+\sin ^{2} \phi \log \sin \phi}{\pi}
\end{aligned}
$$

Intriguingly we have for $\phi=\frac{\pi}{4}$, the same one-loop correction to $h(\lambda)$, given by $c_{2,3}$, as in $A d S_{4} \times \mathbb{C P}^{3}$. Furthermore, for the light modes the mass gets renormalized in the AC scheme which is rather strange. One would expect no mass renormalization since the Bethe ansatz solution seems to indicate that the masses are $\cos ^{2} \phi$ or $\sin ^{2} \phi$ without corrections ${ }^{6}$ Perhaps this can be seen as an argument for employing the same cutoff for all fields which would agree with 62 . It would be interesting to check whether the one-loop corrections to the two light fermionic modes are the same as for the bosonic ones for $\beta=2$ regularization.

As a final remark let us note that in the 'decompactifying' $T^{4}$ limit, both the AC and WS regulators give no one-loop corrections. This is expected since both for the $A d S_{5} \times S^{5}$ and $A d S_{2} \times S^{2} \times T^{6}$ string the one-loop corrections are identically zero 64 65.

### 4.2.1 Heavy mode

In this and the following sections we will describe in detail how we arrive at the one-loop corrections in the AC and WS regularizations.

The relevant diagrams for the heavy mode are bubbles and four-vertex tadpole diagrams. In principle we could also have three-vertex tadpoles, but these are trivially zero since 3.3 is at most linear in $y_{1}$. Let's start the analysis by investigating the bubble diagrams which always have two light fermions propagating in the loop. Evaluating the diagram close to $p_{0}=\sqrt{1+p_{1}^{2}}$ (i.e. on-shell) gives


[^4]The tadpole diagrams have fields of all flavors in the loop,

$$
\begin{align*}
& \mathcal{A}_{T}^{1}=\bigcap_{=============}^{y_{k} \text { or } \chi_{ \pm}^{k}}=  \tag{4.13}\\
& \left.\frac{1}{(2 \pi)^{2}}\left(\left(1+2 p_{1}^{2}\right) I_{1}^{0}[1]-I_{1}^{1}[1]-2 \cos ^{4} \phi p_{1}^{2} I_{1}^{0}\left[\cos ^{4} \phi\right]-2 \sin ^{4} \phi p_{1}^{2} I_{1}^{0}\left[\sin ^{4} \phi\right]\right)\right) .
\end{align*}
$$

Both bubble and tadpole diagrams are separately divergent but their sum is manifestly finite but regularization dependent,

$$
\begin{equation*}
\mathcal{A}_{A C}^{1}=-\frac{i}{2 \pi} \sin ^{2} 2 \phi \log (\sin 2 \phi) p_{1}^{2}, \quad \mathcal{A}_{W S}^{1}=-\frac{2 i}{\pi}\left(\cos ^{2} \phi \log \cos \phi+\sin ^{2} \phi \log \sin \phi\right) p_{1}^{2} \tag{4.14}
\end{equation*}
$$

In the limiting case of equal $S^{3}$ radii at $\phi=\pi / 4$ we find

$$
\begin{equation*}
\left.\mathcal{A}^{1}\right|_{\phi=\frac{\pi}{4}}=-\frac{i}{\pi} \log \frac{\beta}{2} p_{1}^{2} \tag{4.15}
\end{equation*}
$$

where $\beta=2(1)$ corresponding to $\mathrm{AC}(\mathrm{WS})$ regularization. This term is actually identical to the one-loop log correction to the heavy mode of the $A d S_{4} \times \mathbb{C P}^{3}$ string (with $\beta=1$ ) 45. This is perhaps not very surprising since that model had similar three-vertex interactions as those in (3.4).

Another interesting limit is the 'decompactifying' limit $\phi=0$ (or equivalently $\phi=\pi / 2$ ). In this case the one-loop correction is zero for both AC and WS schemes,

$$
\begin{equation*}
\left.\mathcal{A}^{1}\right|_{\phi=0, \frac{\pi}{2}}=0 . \tag{4.16}
\end{equation*}
$$

This result is expected and agrees with the one-loop correction to the $A d S_{5} \times S^{5}$ and $A d S_{2} \times$ $S^{2} \times T^{6}$ strings, see 65, 66.

## Composite nature of heavy mode?

The Bethe ansatz treats the heavy mode as composite of the two light ones, similarly to what happens in $A d S_{4} / C F T_{3}$. At the classical level of the sigma model, the only hint of this is the presence of cubic interaction terms mediating the decay processes depicted in (3.4). However, once quantum corrections are taken into account one should study the analytic properties of the two-point function for the heavy mode. In general the pole in the two-point function will get shifted by quantum corrections but remain, if this is the case we conclude that the state can be realized asymptotically and should be treated on equal footing with the other massive states. However it may also happen that the pole is replaced by a branch cut. In that case the corresponding particle does not exist as an asymptotic state. In 35 it was suggested that this is precisely what happens for the heavy mode in $A d S_{4} \times \mathbb{C P}^{3}$.

Let us quickly review the argument of [35]. It turns out that the one-loop two-point function can be expanded close to the pole $\bar{p}^{2} \sim 1$ as (assuming $\bar{p}^{2}<1$ )

$$
\begin{equation*}
-i \mathcal{A}^{1}=a_{0}+a_{1 / 2} \sqrt{1-\bar{p}^{2}}+\mathcal{O}\left(1-\bar{p}^{2}\right), \quad a_{i}=a_{i}\left(p_{0}, p_{1}\right) \tag{4.17}
\end{equation*}
$$

where the coefficients are regular at $\bar{p}^{2}=1$. Now, if it happens that $a_{0}=0$, we find from 4.1)
that the equation for the one-loop corrected pole becomes

$$
\begin{equation*}
E^{2}-e\left(p_{1}\right)^{2}+a_{1 / 2} \sqrt{1-\bar{p}^{2}}+\ldots=0 \tag{4.18}
\end{equation*}
$$

where $e\left(p_{1}\right)=\sqrt{p_{1}^{2}+1}$ is the classical pole. Or, since $E=e\left(p_{1}\right)+\mathcal{O}\left(\frac{1}{\sqrt{\lambda}}\right)$,

$$
\begin{equation*}
e\left(p_{1}\right)-E-\frac{a_{1 / 2}}{\sqrt{2 e\left(p_{1}\right)}} \sqrt{e\left(p_{1}\right)-E} \approx 0 \tag{4.19}
\end{equation*}
$$

If $a_{1 / 2}<0$ this equation has no real solutions and we would conclude that the pole is replaced by a branch cut and the corresponding particle disappears from the asymptotic spectrum.

Now, let us see what happens in the case of $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$. First we need the coefficients $a_{0}$ and $a_{1 / 2}$ in the expansion 4.17). The first one is easily read off from 4.14, which shows that $a_{0} \neq 0$ except for when $\phi=\frac{\pi}{4}$ and we use the AC regulator. To find the $a_{1 / 2}$ coefficient we need to evaluate the amplitude off-shell. It turns out that only the bubble diagram contributes and using the off-shell expression

$$
\begin{aligned}
& \mathcal{A}_{B}^{1}=-\frac{1}{(2 \pi)^{2}} \int_{0}^{1} d x\left[\left((-1+x) x \bar{p}^{2}+\frac{1}{4} \sin ^{2} 2 \phi\right) I_{2}^{0}\left[(1-x) \cos ^{4} \phi+x\left(\bar{p}^{2}(-1+x)+\sin ^{4} \phi\right)\right]\right. \\
& \left.+I_{2}^{1}\left[(1-x) \cos ^{4} \phi+x\left(\bar{p}^{2}(-1+x)+\sin ^{4} \phi\right)\right]\right] \sin ^{2} 2 \phi p_{1}^{2}
\end{aligned}
$$

one can show that

$$
\begin{equation*}
a_{1 / 2}=-\frac{\sin 2 \phi p_{1}^{2}}{8} \tag{4.20}
\end{equation*}
$$

which is indeed negative in the whole interval $0<\phi<\frac{\pi}{2}$. When $\phi=\frac{\pi}{4}$ and we use the AC regulator, so that $a_{0}=0$, we can apply the above argument and conclude that it indeed appears like the heavy particle disappears from the spectrum due to quantum corrections. For generic values of $\phi$ we have $a_{0} \neq 0$ but $a_{1 / 2}$ still has the correct sign. This happens also for spinning strings in $A d S_{5} \times S^{5} 46$ and seemed to indicate a discrepancy with the Bethe ansatz solution, however a more sophisticated argument for the disappearance of the heavy pole was given in 37 restoring the agreement with the Bethe ansatz solution. It is quite possible that the same argument could work also in this case but since it involves also loop-corrections to fermion two-point functions we would need the string action to quartic order in fermions in order to check it. We are therefore not able to say definitively whether the heavy pole disappears or persists, at least for general $\phi$.

### 4.2.2 Light modes

Let us now turn to the two light coordinates $y_{2}$ and $y_{3}$. As for the heavy mode, we have threevertex bubble and tadpole diagrams. Since the cubic Lagrangian has quadratic $y_{2}$ and $y_{3}$ terms we could, in principle, have non-zero tadpoles built out of three-vertices. However, due to a delicate cancellation between fermion and boson loops these diagrams do not contribute,

and similarly for $y_{3}$. The remaining three-vertex bubble diagrams are, however, not zero and from $(3.3)$ we see that
$\mathcal{A}_{B}^{2}=$

$\mathcal{A}_{B}^{3}=$



so in each loop there is always a light field with either a massless or heavy mode propagating. The actual form of the amplitude is rather involved and for this reason we will put $\phi=\pi / 4$. What is more, since we have massless modes propagating in the loop we need to regularize the IR sector and this we do by introducing a small non-zero mass $m_{4}$ for $y_{4}$ and $\chi_{ \pm}^{(4)}$. The sum of integrals is fairly involved and for the first coordinate, $y_{2}$, we find

$$
\begin{aligned}
& \left.\mathcal{A}_{B}^{2}\right|_{\phi=\frac{\pi}{4}}=-\frac{1}{256 \pi^{2}} \int_{0}^{1} d x\left[\left((1+x)^{2}+8\left(-1+x^{2}\right) p_{1}^{2}\right) I_{2}^{0}\left[\frac{(1+x)^{2}}{4}\right]\right. \\
& +(-2+x)\left(-2+x+8 x p_{1}^{2}\right) I_{2}^{0}\left[\frac{(x-2)^{2}}{4}\right]+2(1-x)\left(m_{4}+2(1-x) p_{1}^{2}\right) I_{2}^{0}\left[\frac{(x-1)^{2}+4 x m_{4}^{2}}{4}\right] \\
& \left.-2 x\left(x-m_{4}+2 x p_{1}^{2}\right) I_{2}^{0}\left[\frac{x^{2}+4(1-x) m_{4}^{2}}{4}\right]\right]+2\left[8 p_{1}^{2} I_{2}^{1}\left[\frac{(x-1)^{2}+4 x m_{4}^{2}}{4}\right]\right. \\
& \left.-2\left(1-4 p_{1}^{2}\right) I_{2}^{1}\left[\frac{x^{2}+4(1-x) m_{4}^{2}}{4}\right]+\left(1+8 p_{1}^{2}\right)\left(I_{2}^{1}\left[\frac{(x-2)^{2}}{4}\right]+I_{2}^{1}\left[\frac{(x+1)^{2}}{4}\right]\right)\right]
\end{aligned}
$$

while the amplitude for $y_{3}$ is given by

$$
\begin{aligned}
& \left.\mathcal{A}_{B}^{3}\right|_{\phi=\frac{\pi}{4}}=\frac{-1}{256 \pi^{2}} \int_{0}^{1} d x\left[-3 x^{2}\left(1+4 p_{1}^{2}\right) I_{2}^{0}\left[\frac{x^{2}}{4}+(2-x) m_{4}^{2}\right]+2\left((1+x)^{2}-8\left(1-x^{2}\right) p_{1}^{2}\right) I_{2}^{0}\left[\frac{(1+x)^{2}}{4}\right]\right. \\
& -(1-x)\left(-1+x-4 m_{4}+12(-1+x) p_{1}^{2}\right) I_{2}^{0}\left[\frac{(x-1)^{2}}{4}+x m_{4}^{2}\right]+2\left(1+16 p_{1}^{2}\right) I_{2}^{1}\left[\frac{(1-x)^{2}+4 x m_{4}^{2}}{4}\right] \\
& \left.+4\left(1+8 p_{1}^{2}\right) I_{2}^{1}\left[\frac{(1+x)^{2}}{4}\right]-6 I_{2}^{1}\left[\frac{x^{2}+4(1-x) m_{4}^{2}}{4}\right]\right]
\end{aligned}
$$

The amplitudes are evaluated at $p_{0}=\sqrt{\frac{1}{4}+p_{1}^{2}}$ and we see that we have UV and possibly IR divergent terms. A quick evaluation gives

$$
\begin{equation*}
\left.\mathcal{A}_{B}^{i}\right|_{\phi=\frac{\pi}{4}}=-i \frac{\gamma+\log \pi-\frac{2}{\epsilon}}{4 \pi} p_{1}^{2}-i \frac{\log 2}{16 \pi}+i \frac{\log 2}{2 \pi} p_{1}^{2}, \quad i=2,3 \tag{4.22}
\end{equation*}
$$

where it is gratifying to see that all IR divergent terms cancel within the amplitude. Since we are looking at the special case where $\phi=\pi / 4$, it's of course expected that the amplitudes for $y_{2}$ and $y_{3}$ should be the same.

We now turn to the four-vertex tadpoles which are made out of the following diagrams

where $i=2,3$. In the fermion loop any of the $\chi_{ \pm}^{(k)}$ fields can propagate while in the boson loop we only have $y_{1}, y_{2}$ and $y_{3}$ propagating. As for the bubble the actual amplitude is rather involved but simplifies in the $\phi=\pi / 4$ case to

$$
\begin{align*}
& \left.\mathcal{A}_{T}^{i}\right|_{\phi=\frac{\pi}{4}}=  \tag{4.23}\\
& -\frac{1}{32 \pi^{2}}\left[2\left(1+4 p_{1}^{2}\right) I_{1}^{0}\left[\frac{1}{4}\right]-\left(1+16 p_{1}^{2}\right) I_{1}^{0}[1]+m_{4} I_{1}^{0}\left[m_{4}^{2}\right]-4 I_{1}^{1}\left[\frac{1}{4}\right]-2 I_{1}^{1}\left[m_{4}^{2}\right]\right], \quad i=2,3
\end{align*}
$$

Using the integral representations we find

$$
\begin{equation*}
\left.\mathcal{A}_{T}^{i}\right|_{\phi=\frac{\pi}{4}}=i \frac{\gamma+\log \pi-\frac{2}{\epsilon}}{4 \pi} p_{1}^{2}-i \frac{\log \frac{\beta}{2}}{16 \pi}+i \frac{\log 2-2 \log \beta}{2 \pi} p_{1}^{2} \tag{4.24}
\end{equation*}
$$

which is manifestly IR finite. Summing up the tadpole and bubble contributions gives

$$
\begin{equation*}
\left.\mathcal{A}^{i}\right|_{\phi=\frac{\pi}{4}}=-i \frac{\log \beta}{16 \pi}-i \frac{\log \frac{\beta}{2}}{\pi} p_{1}^{2} \quad i=2,3 \tag{4.25}
\end{equation*}
$$

Here we note that for the $\mathrm{AC}(\beta=2)$ regulator, we obtain a finite mass renormalization. This is somewhat unexpected since supersymmetry should prevent any mass renormalization of the light modes. Perhaps this is an indication that $\beta=1$ is the regulator that preserves worldsheet supersymmetry. However, to make an explicit statement one should derive the full supersymmetric action with quartic fermions. It would be very interesting to see whether the fermionic coordinates $\chi_{ \pm}^{(2)}$ and $\chi_{ \pm}^{(3)}$ exhibit the same one-loop mass renormalization. This will also affect the question of whether the heavy mode disappears or not since it decays into the light fermions.

The $\log \frac{\beta}{2}$ term implies that we find a subleading correction to $h(\lambda)$ identical to the one found in the $A d S_{4} / C F T_{3}$ case,

$$
\begin{equation*}
\left.h(\lambda)\right|_{\phi=\frac{\pi}{4}}=\sqrt{\frac{\lambda}{2}}+\frac{\log \frac{\beta}{2}}{2 \pi}+\ldots \tag{4.26}
\end{equation*}
$$

A similar term was found in 67] where folded string solutions were considered, however there the equivalent of $\beta=1$ was used. Naturally, for general three-sphere radii the subleading correction to $h(\lambda)$ will depend on $\phi$.

It is also interesting to look at the limit where one of the three-spheres is 'decompactified'. For $\phi=0, \pi / 2$, the cubic vertices completely vanish and the tadpole is relatively simple. A quick calculation gives,

$$
\begin{equation*}
\left.\mathcal{A}^{i}\right|_{\phi=0, \frac{\pi}{2}}=0 \tag{4.27}
\end{equation*}
$$

for both $y_{2}$ and $y_{3}$ irrespective of whether we take $\phi=0$ or $\phi=\frac{\pi}{2}$. As for the heavy mode this result is identical for both AC and WS regularization schemes. As we mentioned earlier this is expected from corresponding $A d S_{5} \times S^{5}$ and $A d S_{2} \times S^{2} \times T^{6}$ calculations. Furthermore, using coset model constructions, the exact solutions based on properties of $P S U(2,2 \mid 4)$ and
$\operatorname{PSU}(1,1 \mid 2)$ also support this. In these models all excitations come with the same mass and the notion of heavy composite modes are absent and hence we expect non ambiguous results. It would be interesting to reconcile this result with the corresponding $A d S_{3} \times S^{3} \times T^{4}$ computation of 67 which found a non-zero correction for $h(\lambda)$ (albeit different than the correction for the $\phi=\frac{\pi}{4}$ case).

### 4.2.3 Massless mode

We now turn to the massless mode, $y_{4}$. As for the light modes, the three-vertex tadpoles cancel between fermion and boson loops. The bubble diagrams, on the other hand, are not zero and the loops are made out of the two light fields,

$$
\begin{align*}
\mathcal{A}_{B}^{4} & =\cdots y_{y_{4}(p)}^{\chi_{ \pm}^{(i)}} \quad \text { where } i=2,3  \tag{4.28}\\
& =-\frac{1}{32 \pi^{2}} \sin ^{2} 2 \phi \int_{0}^{1} d x\left(m_{4}^{2}+p_{1}^{2}\right)\left[4\left((-1+x) x m_{4}^{2}-2 \sin ^{4} \phi\right) I_{2}^{0}\left[\sin ^{4} \phi-(1-x) x m_{4}^{2}\right]\right. \\
& +4\left((-1+x) x m_{4}^{2}-2 \cos ^{4} \phi\right) I_{2}^{0}\left[\cos ^{4} \phi-(1-x) x m_{4}^{2}\right]+4 I_{2}^{1}\left[\cos ^{4} \phi-(1-x) x m_{4}^{2}\right] \\
& \left.+4 I_{2}^{1}\left[\sin ^{4} \phi-(1-x) x m_{4}^{2}\right]\right] \\
& =-i \frac{\gamma+\log \pi-\frac{2}{\epsilon}}{4 \pi} p_{1}^{2} \sin ^{2} 2 \phi+i \frac{1-2 \log \cos \phi \sin \phi}{4 \pi} p_{1}^{2} \sin ^{2} 2 \phi
\end{align*}
$$

which is IR finite. For the four-vertex tadpoles, only the purely bosonic piece of $\mathcal{L}_{4}$ contributes,

$$
\begin{align*}
\mathcal{A}_{T}^{4} & =\bigcap_{y_{4}(p)}^{y_{k}}=-\frac{1}{4 \pi^{2}}\left[\cos ^{2} \phi\left(p_{1}^{2}+\cos 2 \phi\left(m_{4}^{2}+p_{1}^{2}\right)\right) I_{1}^{0}\left[\cos ^{4} \phi\right]\right.  \tag{4.29}\\
& \left.+\sin ^{2} \phi\left(p_{1}^{2}-\cos 2 \phi\left(m_{4}^{2}+p_{1}^{2}\right)\right) I_{1}^{0}\left[\sin ^{4} \phi\right]-\left(m_{4}^{2}+2 p_{1}^{2}\right) I_{1}^{0}[1]\right]
\end{align*}
$$

Summing up the two contributions gives

$$
\begin{align*}
\mathcal{A}_{A C}^{4} & =\frac{i(1-2 \log \sin 2 \phi)}{4 \pi} \sin ^{2} 2 \phi p_{1}^{2}  \tag{4.30}\\
\mathcal{A}_{W S}^{4} & =\frac{i}{4 \pi} \sin ^{2} 2 \phi p_{1}^{2}-2 i \frac{\cos ^{2} \phi \log \cos \phi+\sin ^{2} \phi \log \sin \phi}{\pi} p_{1}^{2}
\end{align*}
$$

which in the equal radii case simplifies to

$$
\begin{equation*}
\left.\mathcal{A}^{4}\right|_{\phi=\frac{\pi}{4}}=\frac{i}{4 \pi}\left(1-\log \frac{\beta}{2}\right) p_{1}^{2} \tag{4.31}
\end{equation*}
$$

Compared to the other coordinates we see that we have a novel $p_{1}^{2}$ dependent term lingering around. This term is similar to the $A d S_{4} \times \mathbb{C P}^{3}$ case where similar terms were found 45 . However, here we would like to point out the following observation: If we use the identity

$$
\frac{1}{2} \int d^{2} \ell \partial_{\mu}\left(\frac{\ell^{\mu}}{\ell^{2}-\Delta}\right)=I_{1}^{0}[\Delta]-I_{2}^{1}[\Delta]=-\frac{i}{2} \pi
$$

where we in the last line evaluated each integral explicitly, it becomes clear that the first term in (4.31) originates from a surface term. Since the integrals in DREG are assumed to be invariant under shifts of the loop variable, one disregards surface terms of this kind. Hence one could, at least within the regularization scheme employed here, argue that they are unphysical. See 68] for a nice discussion.

As we did for the light and heavy modes, let's also investigate what happens in the $\phi=0, \frac{\pi}{2}$ case. From 4.30 we find

$$
\begin{equation*}
\left.\mathcal{A}^{4}\right|_{\phi=0, \pi / 2}=0 \tag{4.32}
\end{equation*}
$$

for both AC and WS schemes.

## 5 Summary

The $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ and $A d S_{3} \times S^{3} \times T^{4}$ strings, related through the parameter $\phi$, are new examples of integrable sigma models. In this paper we proved classical integrability of the string up to quadratic order in fermions (without fixing kappa-symmetry) and computed one-loop corrections to the propagators for the bosonic coordinates. The string sigma model shares many features with both the $A d S_{4} \times \mathbb{C P}^{3}$ and $A d S_{5} \times S^{5}$ strings and, in particular, we found that the one-loop contributions exhibit the same kind of regularization ambiguities as in $A d S_{4} / C F T_{3}$.

There are several issues that warrant further investigation. First, and perhaps foremost, one should compute the S-matrix 69. This would give direct information on how the massless modes interact with the massive ones. As of yet it is unclear how to incorporate these in the Bethe ansatz. At the level of the sigma model there is another pressing issue: One should sort out the regularization ambiguity once and for all. This is especially important since the ambiguity seems to be a rather generic feature for $A d S / C F T$ with heavy and light modes.

Another interesting line of research would be to derive the full quartic Lagrangian. With the missing quartic interactions one could perform the corresponding one-loop computations also for the fermionic coordinates $\chi_{ \pm}^{(i)}$. It would be especially interesting to see whether the one-loop mass renormalization for the light fermions are the same as for the light bosons. This would also allow for a more detailed analysis of the compositeness of the heavy mode.

We hope to return to several of these questions in an upcoming paper.
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## Appendix

## A The $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ superisometry algebra

The superisometry group of $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ contains two copies of the exceptional supergroup $D(2,1 ; \alpha)$, where the parameter $\alpha=\cos ^{2} \phi$ determines the relative radii of the two $S^{3}$ according to 1.1. To describe the superisometry algebra we first need to describe the algebra of $D(2,1 ; \alpha)$.

## A. 1 The superalgebra of $D(2,1 ; \alpha)$

The $D(2,1 ; \alpha)$ superalgebra consists of 9 bosonic generators $S_{A^{\prime}}\left(A^{\prime}=0, \ldots, 8\right)$ and 8 fermionic generators $Q_{\alpha^{\prime}}\left(\alpha^{\prime}=1, \ldots, 8\right)$. The commutators of the bosonic generators are (see Appendix A of [1])

$$
\begin{equation*}
\left[S_{A^{\prime}}, S_{B^{\prime}}\right]=\varepsilon_{A^{\prime} B^{\prime} C^{\prime}} S^{C^{\prime}} \quad\left(A^{\prime}, B^{\prime}, C^{\prime}=0, \ldots, 8\right) \tag{A.1}
\end{equation*}
$$

where $\varepsilon_{A^{\prime} B^{\prime} C^{\prime}}$ is antisymmetric with non-zero components $\varepsilon_{012}=\varepsilon_{345}=\varepsilon_{678}=1$. The commutation relations involving the fermionic generators take the form

$$
\begin{align*}
{\left[S_{A^{\prime}}, Q_{\alpha^{\prime}}\right] } & =-(-i)^{A^{\prime}} \frac{i}{2} Q_{\beta^{\prime}}\left(\tilde{\gamma}_{A^{\prime}}\right)^{\beta^{\prime}}{ }_{\alpha^{\prime}} \\
\left\{Q_{\alpha^{\prime}}, Q_{\beta^{\prime}}\right\} & =\left(\tilde{C} \tilde{\gamma}^{a}\right)_{\alpha^{\prime} \beta^{\prime}} S_{a}+i \cos ^{2} \phi\left(\tilde{C} \tilde{\gamma}^{\hat{a}}\right)_{\alpha^{\prime} \beta^{\prime}} S_{\hat{a}}+i \sin ^{2} \phi\left(\tilde{C} \tilde{\gamma}^{a^{\prime}}\right)_{\alpha^{\prime} \beta^{\prime}} S_{a^{\prime}} \tag{A.2}
\end{align*}
$$

where $(-i)^{a}=-i$ and $(-i)^{\hat{a}}=1=(-i)^{a^{\prime}}$ with $a=0,1,2, \hat{a}=3,4,5$ and $a^{\prime}=6,7,8$. The $8 \times 8$ matrices $\tilde{\gamma}$ and $\tilde{C}$ can be chosen as follows

$$
\begin{align*}
\tilde{\gamma}^{a} & =\rho^{a} \otimes \mathbb{1} \otimes \mathbb{1}, & & \rho^{a}=\left(i \sigma^{2}, \sigma^{1}, \sigma^{3}\right) \\
\tilde{\gamma}^{\hat{a}} & =\mathbb{1} \otimes \rho^{\hat{a}} \otimes \mathbb{1}, & & \rho^{\hat{a}}=\left(\sigma^{1}, \sigma^{2}, \sigma^{3}\right) \\
\tilde{\gamma}^{a^{\prime}} & =\mathbb{1} \otimes \mathbb{1} \otimes \rho^{a^{\prime}}, & & \rho^{a^{\prime}}=\left(\sigma^{1}, \sigma^{2}, \sigma^{3}\right) \\
\tilde{C} & =\sigma^{2} \otimes \sigma^{2} \otimes \sigma^{2} . & & \tag{A.3}
\end{align*}
$$

We are now ready to write down the full superisometry algebra.

## A. 2 The $D(2,1 ; \alpha) \times D(2,1 ; \alpha) \times U(1)$ superisometry algebra

The superisometry algebra of $A d S_{3} \times S^{3} \times S^{3} \times S^{1}$ involves two copies of $D(2,1 ; \alpha)$. Denoting the generators of the second $D(2,1 ; \alpha)$ with hats we form the following combinations of the bosonic generators

$$
\begin{align*}
P_{A} & =\left(-\frac{(-1)^{A^{\prime}}}{R_{A^{\prime}}}(S-\hat{S})_{A^{\prime}}, P_{9}\right) \quad\left(R_{A^{\prime}}=\left(R, R_{+}, R_{-}\right) \quad \text { for } \quad A^{\prime}=\left(a, \hat{a}, a^{\prime}\right)\right) \\
M_{A B} & =M_{A^{\prime} B^{\prime}}=(-1)^{A^{\prime}} \varepsilon_{A^{\prime} B^{\prime} C^{\prime}}(S+\hat{S})^{C^{\prime}} \tag{A.4}
\end{align*}
$$

where we have added also the $U(1)$-generator $P_{9}$ corresponding to translations along the $S^{1}$. Recall that the radii of the factors in $A d S_{3} \times S^{3} \times S^{3}$ are respectively $R, R_{+}=\frac{R}{\cos \phi}$ and $R_{-}=\frac{R}{\sin \phi}$ where $\cos ^{2} \phi=\alpha$. Using the form of the algebra of $D(2,1 ; \alpha)$ in the previous section it is easy to show that the commutation relations of these new generators take the form

$$
\begin{gather*}
{\left[P_{A}, P_{B}\right]=-\frac{1}{2} R_{A B}^{C D} M_{C D}, \quad\left[M_{A B}, P_{C}\right]=\eta_{A C} P_{B}-\eta_{B C} P_{A}} \\
{\left[M_{A B}, M_{C D}\right]=\eta_{A C} M_{B D}+\eta_{B D} M_{A C}-\eta_{B C} M_{A D}-\eta_{A D} M_{B C}} \tag{A.5}
\end{gather*}
$$

where the non-zero components of the Riemann curvature tensor $R_{A B}{ }^{C D}$ are

$$
\begin{equation*}
R_{a b}^{c d}=\frac{2}{R^{2}} \delta_{[a}^{c} \delta_{b]}^{d}, \quad R_{\hat{a} \hat{b}}^{\hat{c} \hat{d}}=-\frac{2}{R_{+}^{2}} \delta_{[\hat{a}}^{\hat{c}} \delta_{\hat{b}]}^{\hat{d}}, \quad R_{a^{\prime} b^{\prime}} c^{\prime} d^{\prime}=-\frac{2}{R_{-}^{2}} \delta_{\left[a^{\prime}\right.}^{c^{\prime}} \delta_{\left.b^{\prime}\right]}^{d^{\prime}} \tag{A.6}
\end{equation*}
$$

For the fermionic generators we define new generators $Q_{\alpha^{\prime} i}(i=1,2)$ as the combinations

$$
\begin{equation*}
Q_{1}=\sqrt{\frac{2 i}{R}}(Q-i \hat{Q}), \quad Q_{2}=\sqrt{\frac{2 i}{R}}(\hat{Q}-i Q) \tag{A.7}
\end{equation*}
$$

Using the form of the $D(2,1 ; \alpha)$ algebra in the previous section one finds the new commutation relations (for readability we suppress the $\alpha^{\prime}$-indices)

$$
\begin{align*}
{\left[P_{A^{\prime}}, Q_{i}\right]=} & \frac{i^{A^{\prime}+1}}{2 R_{A^{\prime}}}\left(Q_{j} \tilde{\gamma}_{A^{\prime}}\right)\left(\sigma^{2}\right)^{j}, \quad\left[M_{A^{\prime} B^{\prime}}, Q_{i}\right]=-\frac{1}{2}\left(Q_{i} \tilde{\gamma}_{A^{\prime} B^{\prime}}\right) \\
\left\{Q_{i}, Q_{j}\right\}= & 2 i \sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{a}\right) P_{a}+2 \cos \phi \sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{\hat{a}}\right) P_{\hat{a}}+2 \sin \phi \sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{a^{\prime}}\right) P_{a^{\prime}} \\
& -\frac{1}{R} \sigma_{i j}^{1}\left(\tilde{C} \tilde{\gamma}^{a b}\right) M_{a b}+\frac{\cos ^{2} \phi}{R} \sigma_{i j}^{1}\left(\tilde{C} \tilde{\gamma}^{\hat{a} \hat{b}}\right) M_{\hat{a} \hat{b}}+\frac{\sin ^{2} \phi}{R} \sigma_{i j}^{1}\left(\tilde{C} \tilde{\gamma}^{a^{\prime} b^{\prime}}\right) M_{a^{\prime} b^{\prime}} . \tag{A.8}
\end{align*}
$$

We want to write these commutators in terms of standard $32 \times 32$ gamma-matrices. To this end we use the gamma-matrix realization in Appendix A of [1] which reads, in our notation,

$$
\begin{equation*}
\Gamma^{a}=\sigma^{1} \otimes \sigma^{2} \otimes \tilde{\gamma}^{a}, \quad \Gamma^{\hat{a}}=\sigma^{1} \otimes \sigma^{1} \otimes \tilde{\gamma}^{\hat{a}}, \quad \Gamma^{a^{\prime}}=\sigma^{1} \otimes \sigma^{3} \otimes \tilde{\gamma}^{a^{\prime}}, \quad \Gamma^{9}=-\sigma^{2} \otimes \mathbb{1} \otimes \mathbb{1} \tag{A.9}
\end{equation*}
$$

with the charge-conjugation matrix $\mathcal{C}=i \sigma^{2} \otimes \sigma^{2} \otimes \tilde{C}$. This gamma-matrix realization is convenient since the projection matrix which singles out the supersymmetries defined in 2.13 simply becomes

$$
\begin{equation*}
\mathcal{P}=\frac{1}{2}\left(1+\cos \phi \Gamma^{012345}+\sin \phi \Gamma^{012678}\right)=\mathbb{1} \otimes \frac{1}{2}\left(\mathbb{1}+\cos \phi \sigma^{3}-\sin \phi \sigma^{1}\right) \otimes \mathbb{1}_{8 \times 8} . \tag{A.10}
\end{equation*}
$$

Therefore when projected with $\mathcal{P}$ a 32 -component spinor index $\alpha=1, \ldots, 32$ reduces to a 16 component index $\left(\alpha^{\prime} i\right), \alpha^{\prime}=1, \ldots 8$ and $i=1,2$ where the $i$ index refers to the first, $2 \times 2$, factor and the $\alpha^{\prime}$ index to the last, $8 \times 8$, factor. We therefore find

$$
\begin{align*}
& \left(\mathcal{P} \Gamma_{*} \Gamma^{a} \mathcal{P}\right)^{\alpha^{\prime} i}{ }_{{ }_{\beta}{ }_{j}=}=i\left(\sigma^{2}\right)^{i}{ }_{j}\left(\tilde{\gamma}^{a}\right)^{\alpha^{\prime}}{ }_{\beta^{\prime}}, \quad\left(\mathcal{P} \Gamma_{*} \Gamma^{\hat{a}} \mathcal{P}\right)^{\alpha^{\prime} i}{ }_{\beta^{\prime} j}=\cos \phi\left(\sigma^{2}\right)^{i}{ }_{j}\left(\tilde{\gamma}^{\hat{a}}\right)^{\alpha^{\prime}}{ }_{\beta^{\prime}}, \\
& \left(\mathcal{P} \Gamma_{*} \Gamma^{a^{\prime}} \mathcal{P}\right)^{\alpha^{\prime} i}{ }_{{ }^{\prime} j}=\sin \phi\left(\sigma^{2}\right)^{i}{ }_{j}\left(\tilde{\gamma}^{a^{\prime}}\right)^{\alpha^{\prime}}{ }_{\beta^{\prime}}, \quad\left(\mathcal{P} \Gamma_{*} \Gamma^{9} \mathcal{P}\right)^{\alpha^{\prime} i}{ }_{\beta^{\prime} j}=0, \tag{A.11}
\end{align*}
$$

where $\Gamma_{*}$ is defined in 2.13 and is equal to $i \Gamma^{012} \Gamma^{9}$. We also get

$$
\begin{align*}
& \left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{a} \mathcal{P}\right)_{\alpha^{\prime} i \beta^{\prime} j}=\sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{a}\right)_{\alpha^{\prime} \beta^{\prime}}, \quad\left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{\hat{a}} \mathcal{P}\right)_{\alpha^{\prime} i \beta^{\prime} j}=-i \cos \phi \sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{\hat{a}}\right)_{\alpha^{\prime} \beta^{\prime}}, \\
& \left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{a^{\prime}} \mathcal{P}\right)_{\alpha^{\prime} i \beta^{\prime} j}=-i \sin \phi \sigma_{i j}^{3}\left(\tilde{C} \tilde{\gamma}^{a^{\prime}}\right)_{\alpha^{\prime} \beta^{\prime}}, \quad\left(\mathcal{C} \overline{\mathcal{P}} \Gamma^{9} \mathcal{P}\right)_{\alpha^{\prime} i \beta^{\prime} j}=0 \tag{A.12}
\end{align*}
$$

where $\overline{\mathcal{P}}=-\mathcal{C} \mathcal{P}^{T} \mathcal{C}=(1-\mathcal{P})$. Finally we have

$$
\begin{equation*}
\left(\mathcal{C} \overline{\mathcal{P}} \Gamma_{A B} \Gamma_{*} \mathcal{P}\right)_{\alpha^{\prime} i \beta^{\prime} j}=-\sigma_{i j}^{1}\left(\tilde{C} \tilde{\gamma}_{A B}\right)_{\alpha^{\prime} \beta^{\prime}} . \tag{A.13}
\end{equation*}
$$

Using these relations in A.8 and replacing $Q_{\alpha^{\prime} i} \rightarrow Q_{\alpha}=(Q \mathcal{P})_{\alpha}$, the algebra involving $Q$ takes the form

$$
\begin{gather*}
{\left[P_{A}, Q\right]=\frac{i}{2 R} Q \Gamma_{*} \Gamma_{A} \mathcal{P}, \quad\left[M_{A B}, Q\right]=-\frac{1}{2} Q \Gamma_{A B} \mathcal{P}} \\
\{Q, Q\}=2 i C \overline{\mathcal{P}} \Gamma^{A} \mathcal{P} P_{A}+\frac{R}{2} \mathcal{C} \overline{\mathcal{P}} \Gamma^{A B} \Gamma_{*} \mathcal{P} R_{A B}^{C D} M_{C D} \tag{A.14}
\end{gather*}
$$

where we have suppressed the (32-component) spinor indices. This, together with A.5), is the form of the superisometry algebra which we have found useful for discussing integrability. The superisometry algebras of $A d S_{4} \times \mathbb{C P}^{3}$ and $A d S_{2} \times S^{2} \times T^{6}$ can also be cast into this form 31,30.

## B Derivation of eq. (2.39)

The kappa-variation of $* e^{A}$ is given by

$$
\begin{equation*}
\delta_{\kappa}\left(* e^{A}\right)=* \delta_{\kappa}\left(e^{A}\right)+d \xi^{k} \frac{\varepsilon_{k i}}{-h} \delta_{\kappa}\left(\sqrt{-h} h^{i j}\right) e_{j}^{A} . \tag{B.1}
\end{equation*}
$$

Using the form of the kappa-variation of the worldsheet metric given in 2.35 and the fact that we are working on-shell, so that we can replace $H^{i j} \rightarrow h^{i j}=g^{i j}$, the second term becomes

$$
\begin{align*}
& \frac{2 i}{\sqrt{-g}} d \xi^{m} \varepsilon_{m i}\left(g^{i j} g^{k l}-2 g^{k(i} g^{j) l}\right) e_{j}^{A} e_{k}^{B} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{l} \Theta \\
& \quad=\frac{2 i}{\sqrt{-g}} d \xi^{m} \varepsilon_{m i}\left(2 g^{i[j} g^{l] k}-g^{i k} g^{j l}\right) e_{j}^{A} e_{k}^{B} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{l} \Theta \\
& \quad=-2 i\left(* e^{B} g^{i j}+e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}}\right) e_{i}^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta \tag{B.2}
\end{align*}
$$

We wish to show that this is equal to

$$
\begin{equation*}
-2 i \delta_{\kappa} \Theta \Gamma^{A} * \mathcal{D} \Theta-2 i \delta_{\kappa} \Theta \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta . \tag{B.3}
\end{equation*}
$$

Due to the projection involved in $\delta_{\kappa} \Theta$, see 2.34 , we can write this as

$$
\begin{equation*}
-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} * \mathcal{D} \Theta-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta \tag{B.4}
\end{equation*}
$$

We now use the fact that

$$
\begin{align*}
& \frac{i}{2 \sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}{ }^{C} \delta_{\kappa} \Theta\left(\Gamma^{A}{ }_{B C} \Gamma_{11} * \mathcal{D} \Theta+\Gamma^{A}{ }_{B C} \mathcal{D} \Theta\right) \\
& \quad=-\frac{i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{B} e_{i}{ }^{C} \delta_{\kappa} \Theta\left(\Gamma^{A}{ }_{B C} \Gamma_{11}(* \mathcal{D})_{j} \Theta+\Gamma^{A}{ }_{B C} \mathcal{D}_{j} \Theta\right) \\
& \quad=\quad i \delta_{\kappa} \Theta \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta+i \delta_{\kappa} \Theta \Gamma^{A} * \mathcal{D} \Theta-\frac{i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{B} e_{i}{ }^{A} \delta_{\kappa} \Theta\left(\Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta+\Gamma_{B} \mathcal{D}_{j} \Theta\right) \tag{B.5}
\end{align*}
$$

where we've made use of the equation of motion in the last step. Using this fact and the form of $\Gamma$ in 2.34 we find

$$
\begin{align*}
&-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} * \mathcal{D} \Theta-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta \\
&=-i e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}} e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta-\frac{i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{B} e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta \\
&+\frac{i}{\sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}^{A} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11} * \mathcal{D} \Theta+\frac{i}{\sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D} \Theta \\
&=-\frac{2 i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{B} e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta-i e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}} e_{i}^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta \\
&+\frac{i}{\sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D} \Theta+\frac{i d \xi^{k}}{\sqrt{-g}} e_{k}{ }^{A} \varepsilon^{i j} e_{i}^{B} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta \tag{B.6}
\end{align*}
$$

The first term can be rewritten as follows

$$
\begin{gather*}
-\frac{2 i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}^{B} e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta=-\frac{2 i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{B} e_{i}^{A} \delta_{\kappa} \Theta \Gamma \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta \\
=\frac{2 i d \xi^{k}}{-g} \varepsilon^{i j} g_{k m} e_{i}{ }^{A} \varepsilon^{l m} e_{l}^{C} \delta_{\kappa} \Theta \Gamma_{C}(* \mathcal{D})_{j} \Theta=-2 i * e^{B} g^{i j} e_{i}^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta . \tag{B.7}
\end{gather*}
$$

Therefore we have

$$
\begin{align*}
&-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} * \mathcal{D} \Theta-i \delta_{\kappa} \Theta(1+\Gamma) \Gamma^{A} \Gamma_{11} \mathcal{D} \Theta \\
&=-i\left(2 * e^{B} g^{i j}+e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}}\right) e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta+\frac{i}{\sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D} \Theta \\
&+\frac{i d \xi^{k}}{\sqrt{-g}} e_{k}{ }^{A} \varepsilon^{i j} e_{i}{ }^{B} \delta_{\kappa} \Theta \Gamma_{B} \Gamma_{11}(* \mathcal{D})_{j} \Theta \\
&=-i\left(2 * e^{B} g^{i j}+e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}}\right) e_{i}^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta+\frac{i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{i}{ }^{B} e_{j}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{k} \Theta \\
&-\frac{i d \xi^{k}}{\sqrt{-g}} \varepsilon^{i j} e_{k}{ }^{A} e_{i}{ }^{B} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta \\
&=-2 i\left(* e^{B} g^{i j}+e^{B} \frac{\varepsilon^{i j}}{\sqrt{-g}}\right) e_{i}{ }^{A} \delta_{\kappa} \Theta \Gamma_{B} \mathcal{D}_{j} \Theta \tag{B.8}
\end{align*}
$$

where we've used the equations of motion in the next-to-last step. This agrees with (B.2) which completes the proof of 2.39 .

## C Relevant piece of quartic Lagrangian

Here we collect the piece of the quartic Lagrangian that is needed for our one-loop computations $\sqrt[7]{7}$

$$
\begin{align*}
\mathcal{L}_{B F}^{4}= & \frac{i}{4}\left(\dot{\chi}_{+}^{i} \bar{\chi}_{+}^{i}+\left(\chi_{-}^{i}\right)^{\prime} \bar{\chi}_{-}^{i}\right)\left|y_{1}\right|^{2}  \tag{C.1}\\
& -\frac{i}{4} \cos ^{4} \phi\left[\dot{\chi}_{+}^{i} \bar{\chi}_{+}^{i}+\left(\chi_{-}^{i}\right)^{\prime} \bar{\chi}_{-}^{i}-4 i \sin ^{2} \phi\left(\chi_{-}^{2} \bar{\chi}_{+}^{2}-\chi_{-}^{3} \bar{\chi}_{+}^{3}\right)\right]\left|y_{2}\right|^{2} \\
& -\frac{i}{4} \sin ^{4} \phi\left[\dot{\chi}_{+}^{i} \bar{\chi}_{+}^{i}+\left(\chi_{-}^{i}\right)^{\prime} \bar{\chi}_{-}^{i}+4 i \cos ^{2} \phi\left(\chi_{-}^{2} \bar{\chi}_{+}^{2}-\chi_{-}^{3} \bar{\chi}_{+}^{3}\right)\right]\left|y_{3}\right|^{2} \\
& -\frac{1}{2}\left(\chi_{-}^{1} \bar{\chi}_{+}^{1}+\cos ^{2} \phi \chi_{-}^{2} \bar{\chi}_{+}^{2}+\sin ^{2} \phi \chi_{+}^{3} \bar{\chi}_{-}^{3}\right) \dot{\bar{y}}_{1} y_{1}^{\prime} \\
& -\frac{i}{4}\left[\left(\chi_{-}^{1} \bar{\chi}_{-}^{1}+\chi_{-}^{2} \bar{\chi}_{-}^{2}-\chi_{-}^{3} \bar{\chi}_{-}^{3}-\chi_{-}^{4} \bar{\chi}_{-}^{4}\right)-\left(\chi_{+}^{1} \bar{\chi}_{+}^{1}+\chi_{+}^{2} \bar{\chi}_{+}^{2}-\chi_{+}^{3} \bar{\chi}_{+}^{3}-\chi_{+}^{4} \bar{\chi}_{+}^{4}\right)\right] y_{1}\left(\dot{\bar{y}}_{1}-\bar{y}_{1}^{\prime}\right) \\
& +\frac{1}{2}\left(\cos ^{2} \phi \chi_{+}^{1} \bar{\chi}_{-}^{1}+\chi_{+}^{2} \bar{\chi}_{-}^{2}+\sin ^{2} \phi \chi_{+}^{4} \bar{\chi}_{-}^{4}\right) \dot{\bar{y}}_{2} y_{2}^{\prime}-\frac{i}{4} \cos ^{2} \phi \chi_{-}^{i} \bar{\chi}_{-}^{i} y_{2}\left(\dot{\bar{y}}_{2}-\cos ^{2} \phi \bar{y}_{2}^{\prime}\right) \\
& -\frac{i}{4} \cos ^{2} \phi \chi_{+}^{i} \bar{\chi}_{+}^{i} y_{2}\left(\bar{y}_{2}^{\prime}-\cos ^{2} \phi \dot{\bar{y}}_{2}\right)+\frac{1}{2}\left(\sin ^{2} \phi \chi_{+}^{1} \bar{\chi}_{-}^{1}+\chi_{-}^{3} \bar{\chi}_{+}^{3}+\cos ^{2} \phi \chi_{+}^{4} \bar{\chi}_{-}^{4}\right) \dot{\bar{y}}_{3} y_{3}^{\prime} \\
& -\frac{i}{4} \sin ^{2} \phi\left(\chi_{-}^{1} \bar{\chi}_{-}^{1}-\chi_{-}^{2} \bar{\chi}_{-}^{2}-\chi_{-}^{3} \bar{\chi}_{-}^{3}+\chi_{-}^{4} \bar{\chi}_{-}^{4}\right) y_{3}\left(\dot{\bar{y}}_{3}-\sin ^{2} \phi \bar{y}_{3}^{\prime}\right) \\
& -\frac{i}{4} \sin ^{2} \phi\left(\chi_{+}^{1} \bar{\chi}_{+}^{1}-\chi_{+}^{2} \bar{\chi}_{+}^{2}-\chi_{+}^{3} \bar{\chi}_{+}^{3}+\chi_{+}^{4} \bar{\chi}_{+}^{4}\right) y_{3}\left(\bar{y}_{3}^{\prime}-\sin ^{2} \phi \dot{\bar{y}}_{3}\right) \\
& +\frac{1}{2}\left(\sin ^{2} \phi \chi_{-}^{2} \bar{\chi}_{+}^{2}+\cos ^{2} \phi \chi_{+}^{3} \bar{\chi}_{-}^{3}+\chi_{-}^{4} \bar{\chi}_{+}^{4}\right) \dot{y}_{4} y_{4}^{\prime} \\
& +h . c .+\ldots,
\end{align*}
$$

where the ellipses denote parts not relevant for our computations.
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[^0]:    ${ }^{1}$ In the context of AdS/CFT the string tension is proportional to the 't Hooft coupling $\sqrt{\lambda}$.

[^1]:    ${ }^{2}$ Note that in this case $\overline{\mathcal{P}}=1-\mathcal{P}$.

[^2]:    ${ }^{3}$ The relativistic frequencies are given by $\omega_{1}(m)=\sqrt{1+m^{2}}, \omega_{2}(m)=\sqrt{\cos ^{4} \phi+m^{2}}$ and $\omega_{3}(m)=$ $\sqrt{\sin ^{4} \phi+m^{2}}$.

[^3]:    ${ }^{4}$ While the sigma model is not Lorentz invariant beyond the quadratic approximation, some terms are nevertheless individually invariant - a symmetry which is broken by introducing a momentum cutoff.
    ${ }^{5}$ We can leave $\alpha_{4}$ unspecified since it never enters any explicit calculations in the generalized $\epsilon$-reg.

[^4]:    ${ }^{6}$ Perhaps one should consider coupling renormalization which would effectively look like a shift in $\phi$. We thank C. Sieg for an interesting discussion regarding this.

[^5]:    ${ }^{7}$ To keep the expression as compact as possible we here denote $\partial_{+}$with dot and $\partial_{-}$with prime.

