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We present a first-principles investigation of the excited-state properties of electron acceptors in
organic photovoltaics including C60, C70, [6,6]-phenyl-C61-butyric-acid-methyl-ester ([C60]PCBM),
and bis-[C60]PCBM using many-body perturbation theory within the Hedin’s G0W0 approximation
and an efficient Lanczos approach. Calculated vertical ionization potentials (VIP) and vertical
electron affinities (VEA) of C60 and C70 agree very well with experimental values measured in gas
phase. The density of states of all three molecules is also compared to photoemission and inverse
photoemission spectra measured on thin-films, exhibiting a close agreement – a rigid energy-gap
renormalization owing to intermolecular interactions in the thin-films. In addition, it is shown that
the low-lying unoccupied states of [C60]PCBM are all derived from the highest-occupied molecular
orbitals and the lowest-unoccupied molecular orbitals of fullerene C60. The functional side group in
[C60]PCBM introduces a slight electron transfer to the fullerene cage, resulting in small decreases
of both VIP and VEA. This small change of VEA provides a solid justification for the increase of
open-circuit voltage when replacing fullerene C60 with [C60]PCBM as the electron acceptor in bulk
heterojunction polymer solar cells.

PACS numbers: 31.15.A-, 31.15.V-, 33.15.Ry, 79.60.-i, 88.40.jr

I. INTRODUCTION

Organic photovoltaics (OPV), especially bulk hetero-
junction (BHJ) type [1, 2], are becoming a very promis-
ing alternative to the traditional silicon solar cell tech-
nology since the former can provide renewable, sustain-
able, and low-cost clean energy [3–11]. The power con-
version efficiency of BHJ-OPV has greatly improved over
the last decade from 1% to more than 9% by tuning mor-
phology and blending ratio [12–23], reducing interfacial
power losses [24, 25], increasing the range of light ab-
sorption with tandem cell architecture [26–31], optimiz-
ing energy levels, carrier mobility and optical absorption
of low-bandgap polymers [32–48] and fullerenes and their
derivatives [43, 49–55], and improving device structures
[56, 57]. In the BHJ type of OPV, low-band gap poly-
mers not only serve as electron donors, but also play
several important roles in exciton generation upon light
absorption, exciton migration and recombination, and
hole transport. Therefore, extensive efforts have been
made to enhance sun-light absorption in polymers and in-
crease open-circuit voltage (Voc) by lowering the highest-
occupied molecular orbital (HOMO) of polymers.

In contrast, fullerenes (C60, C70) and their deriva-
tives, such as [6,6]-phenyl-C61-butyric-acid-methyl-ester
([C60]PCBM) and bis-[C60]PCBM are often used as elec-
tron acceptors in OPV due to their large electron affini-

ties and high electron mobilities. It is known from ex-
perimental results that [C60]PCBM not only improves
the solubility of pure fullerenes but also helps increase
the open-circuit voltage [58].

However, the fundamental mechanism of how the func-
tional side group of [C60]PCBM affects the Voc has not
been fully understood yet. In principle, the maximum
attainable Voc can be expressed as the energy difference
between the LUMO level of the electron acceptor and
that of the HOMO of the electron donor. It is therefore
interesting to see if the theoretically predicted LUMO
levels for electron acceptors can account for the differ-
ence in Voc reported in experiments.

A few theoretical works, based on density-functional
theory (DFT), have been carried out in the past to look
into the electronic structure of the above electron accep-
tors [59–61] leading to a good description of their struc-
tural properties. However, the evaluation through DFT
of electronic properties such as quasiparticle (QP) energy
levels yields results only in qualitative agreement with
experiment. High-level quantum chemistry approach
and many-body perturbation theory are state-of-the-art
methods which can go beyond DFT and provide accu-
rate predictions for excited-state properties. In the case
of QP energies in charged excitations upon electron re-
moval/addition, many-body perturbation theory within
Hedin’s GW approximation [62–65] is computationally
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less demanding.

FIG. 1. Structure of C60, C70, [C60]PCBM, metastable-
[C60]PCBM, and bis-[C60]PCBM.

The GW method has already been applied to fullerenes
in some theoretical works [66–68]. Here, we use the
recently developed many-body GW-Lanczos approach
which is particularly effective in reaching numerical con-
vergence [69–73] in large atomic structures without suf-
fering from bottlenecks with respect to summing over a
large number of empty Kohn-Sham orbitals. This al-
lows us to calculate the electronic structure of the elec-
tron acceptors including C60, C70, [C60]PCBM, and bis-
[C60]PCBM at both the DFT and GW level, and com-
pare them with experimental photoemission results. Due
to the difficulties in modeling extended and possibly
nano-structured materials such as [C60]PCBM, we focus
here on the isolated molecular limit, addressing therefore
changes in the position of LUMO levels rather than their
actual values. Having validated the quality of our QP-
energy levels we considered the differences in the maxi-
mum attainable Voc, with calculated Voc differences at
the GW level found to be in reasonable agreement with
experiment.

II. METHODS

Ground-state DFT calculations were performed us-
ing the pw.x code of the Quantum-ESPRESSO which
is based on the planewave pseudopotentials scheme.
We used orthorhombic supercells of 31.73, 31.73,
24×19.2×19.2, and 47.6×34.3×31.7 Å3 for C60, C70,
[C60]PCBM, and bis-[C60]PCBM, respectively, the
generalized-gradient approximation (GGA) of exchange-
correlation functional in the Perdew-Burke-Ernzerhof
(PBE) form [74], Troullier-Martins’s norm-conserving
pseudopotentials, and a plane-wave basis set with a cutoff
of 612.3 eV for C60 and C70 and 816.3 eV for [C60]PCBM,
and bis-[C60]PCBM. Atomic structures were optimized
with residual force threshold of 0.026 eV/Å, and are dis-
played in Fig. 1. We considered not only [C60]PCBM in
its lowest energy configuration, but also a local-minimum
metastable structure with an energy of 0.29 eV higher

than that of the ground-state structure.

The GW QP-energy level Ei for the i-th orbital is ob-
tained in the so-called diagonal G0W0 scheme through
the solution of the following self-consistent single-variable
equation:

Ei = εi − 〈ψi|Vxc|ψi〉+ 〈ψi|Σ(Ei)|ψi〉 (1)

where ψi and εi are the i-th Kohn-Sham orbital and its
Kohn-Sham energy, Vxc is the DFT exchange-correlation
potential and Σ is the self-energy operator in the G0W0

approximation. As the calculated G0W0 QP energy lev-
els depend upon the choice of the exchange-correlation
functional in the starting DFT calculation, we calculated
QP energy levels from both GGA-PBE and the local-
density approximation (LDA) exchange-correlation func-
tional (LDA) in the Perdew-Zunger form (PZ) [75]. For
the two sets of calculations we used the same PBE struc-
tural parameters. It is worth noticing that QP energy
levels of occupied orbitals correspond to vertical ioniza-
tion potentials (VIPs) while those of unoccupied ones
correspond to vertical electron affinities (VEAs), which
are closely related to the open-circuit voltage discussed
later.

In order to remove artificial periodic image interac-
tions, we employed truncated Coulomb potentials with
a spherical radius cutoff of 15.9, 15.9, 9.6, and 23.8 Å
for C60, C70, [C60]PCBM, and bis-[C60]PCBM, respec-
tively. For bis-[C60]PCBM, we checked the convergence
with respect to the radius cutoff by performing GW cal-
culations starting from LDA and GGA in a smaller cell of
32.0×19.2×19.2 Å3 with a smaller radius cutoff of 9.6 Å.
We considered the states close to the highest-occupied
molecular orbital (HOMO) and the lowest-unoccupied
molecular orbital (LUMO), and observed only an aver-
age increase of VIPs and VEAs of 0.03 (0.03) eV for LDA
(GGA). This corroborates the choice of a small (9.6 Å)
radius cutoff for [C60]PCBM and for addressing the en-
tire electronic DOS of bis-[C60]PCBM. The GW calcu-
lations were performed with the GWL code described in
Refs. 69, 70, 72, and 73. This approach permits calcula-
tions for relatively large atomic structures by expanding
the polarizability operators on optimal basis sets.

An optimal basis for representing polarizability oper-
ator is given by the most important (i.e., correspond-
ing to the largest eigenvalues) eigenvectors of an easy-
to-calculate average polarizability operator. This is de-
fined by the products of occupied orbitals with a set of
plane-waves which were first projected onto the conduc-
tion manifold and then orthonormalized. We indicate
with E∗ the energy cutoff defining such plane-waves basis
set and with q∗ the threshold controlling the final number
of elements in our polarizability basis. The accuracy of
the final GW levels depends on the interplay between E∗

and q∗. Larger values for E∗ yield more accurate results
although requiring smaller q∗ and hence larger final basis
sets. Smaller values for E∗ yield less accurate results, but
require a smaller number of final basis sets permitting to
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afford larger model structures.
We used a parameter E∗ of 68.0 eV and a threshold

q∗ of 1.0 a.u., resulting in 4381, 5645, and 7005 optimal
polarizability basis elements for C60, C70, and PCBM, re-
spectively. The slow convergence of the sum-over-empty-
states in conventional GW implementations are com-
pletely avoided by using a Lanczos chain approach. Here
chains of 20 Lanczos steps were applied for the polariz-
ability operators and chains of 120 Lanczos steps were
used for the self-energy expectation values. Those were
first evaluated on the imaginary energy axis and then
analytically continued onto the real one by fitting with
a two-pole expansion. Fitting with a three-pole expan-
sion or changing the energy range in the fitting yielded
differences of less than 50 meV for the energy levels of
frontier orbitals. We estimate a computational accuracy
of 0.1 eV for the calculated QP levels with respect to the
vacuum level.

III. GW QUASIPARTICLE ENERGY LEVELS

In Tables I and II we compare the calculated VIPs and
VEAs of C60 and C70 with experimental data. In these
two cases, it has been possible to resolve single lines in
the experimental photoemission spectra other than the
first VEA and VIP. Thanks to the lower symmetry of
the molecule, the lines corresponding to all the orbitals
have been obtained for C70. For simplicity we indicate
G0W0@LDA (G0W0@GGA) the results for G0W0 calcu-
lated starting from LDA (GGA). We see that the first
VIP calculated by G0W0@LDA is larger than that from
G0W0@GGA. G0W0@LDA overestimates the first VIP
up to 0.2 eV for C70 while G0W0@GGA underestimates
it by roughly the same amount. A different trend is found
for the first VEAs: both G0W0@LDA and G0W0@GGA
overestimate the experimental value by about 0.4 eV and
0.2 eV, respectively. This yields similar values in the two
approximations for the HOMO-LUMO gaps, which are
0.3 eV lower than experiment. Furthermore, the relative
error between higher VIPs and experiment is quite stable
and similar to that of the first VIPs, suggesting a good
description of the photoemission spectra. Such behavior
is not found for DFT calculations, leading to both abso-
lute and relative discrepancies in VIPs and VEAs. In ad-
dition, results for ground-state [C60]PCBM, metastable
[C60]PCBM, and bis-[C60]PCBM are reported in Ta-
bles III, IV, and V. In this case, only the experimental
VIP for [C60]PCBM is available, exhibiting the same de-
gree of accuracy as that found for C60 and C70.

As listed in Table I for C60, the quantitative descrip-
tion of quasiparticle energies at theG0W0 level can be im-
proved by solving the bottleneck of the sum-over-empty-
states through the efficient Lanczos approach [69–73].
Indeed, our G0W0@LDA results improve upon those of
Ref. 66 where a static remainder is used which accounts
for infinite sums over empty states [80]. Our G0W0@LDA
results for VEA and VIP are in a closer agreement with

those from Ref. 68 where Gaussian basis sets were used
allowing for summing over all the available empty states.
Our G0W0@LDA VIP and VEA levels are found in the
middle between those of Ref. 66 and those of Ref. 68.
The present results are also in good agreement with
the predictions from Koopmans’ compliant functionals
[81, 82], where for e.g. C60 using the PBE functional
the VIP and VEA are 7.42 eV and 2.82 eV [83], against
the present G0W0@GGA results of 7.37 eV and 2.82 eV,
respectively.

We display in Figs. 2 and 3 the electronic density
of states (DOS) of the five electron-acceptor molecules,
calculated with G0W0@LDA and G0W0@GGA, respec-
tively, and compare them with direct and inverse pho-
toemission data without peak alignment, albeit neglect-
ing any oscillator strength effect in the calculation. We
can see that both G0W0@LDA and G0W0@GGA give
a good description of the photoemission spectra. It is
worth noting that the lower parts of the conduction DOSs
are mainly due to bound orbitals, and they are well de-
scribed by isolated molecules as can be seen from their
excellent agreement with inverse photoemission. In ad-
dition, the electronic band gap of thin films is strongly
reduced in the bulk with respect to the gas-phase, due to
the large dielectric screening [84].

It is worth to mention that [C60]PCBM and metastable
[C60]PCBM exhibit a very similar DOS at both the DFT
and the G0W0 level with the metastable [C60]PCBM
shifted by about 0.25 eV towards lower energies. This
should be ascribed to the analogous geometry of the two
systems accompanied by an increase of the nuclei elec-
trostatic potential for metastable [C60]PCBM in which
the functional group is closer to the C60 part than that
of ground-state [C60]PCBM.

The overall good agreement together with the fact that
the main difference with respect to experiments can be
described as a rigid shift of the HOMO-LUMO gap by less
than about 0.3 eV supports the quality of GW results for
further investigations of variations in Voc.

IV. ROLE OF SELF-CONSISTENCY AND
STARTING DFT FLAVORS

There are two major factors responsible for the dif-
ference between G0W0 energy levels and experimental
values, including the starting DFT flavor and the non-
self-consistency of the G0W0 scheme. We address these
effects by carrying out self-consistent GW calculations.
In this way, we can single out the effects due to different
DFT orbitals as we retain the diagonal approximation.
We implemented a simplified self-consistent GW scheme.
At each iteration, we rigidly displace the energy of the
entire valence and the energy of the conduction manifold.
In practice, after the first G0W0 calculation, we start an
iterative series of analogous GW calculations in which all
the starting DFT energies of valence states are shifted by
sv and all the starting DFT energies of conduction states
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TABLE I. Low-lying vertical ionization potentials and vertical electron affinities of C60 and their corresponding orbitals (unit:
eV), where we also list the G0W0@LDA data of Ref. 68, and G0W0@LDA data of Ref. 66.

Orbital DFT G0W0 Expt.
[76, 77]

LDA GGA LDA LDA
[68]

LDA
[66]

GGA

VEA

t2u 2.32 2.17 0.84 0.70

t1g 3.21 3.07 1.81 1.65

t1u 4.37 4.16 3.04 2.84 3.87 2.82 2.69

VIP

hu 6.05 5.83 7.68 7.28 8.22 7.37 7.6

gg 7.28 6.99 9.01 9.33 8.68
8.95

hg 7.40 7.10 9.07 9.42 8.69

hu 8.89 8.63 11.32 11.93 10.94 10.82

gu 9.03 8.66 10.65 11.00 10.45 o
t2u 9.60 9.21 11.23 11.46 10.91 11.59

hg 9.21 8.93 11.67 12.19 11.25 12.43

gu 10.23 9.95 12.76 13.23 12.35 o
t1g 10.75 10.44 13.26 13.60 12.87

hg 10.95 10.50 12.59 12.74 12.33 13.82

Egap 1.68 1.66 4.64 4.44 4.35 4.55 4.91

TABLE II. Low-lying vertical ionization potentials and verti-
cal electron affinities of C70 and their corresponding excited
states. (unit: eV)

Orbital DFT G0W0 Expt.
[78, 79]

LDA GGA LDA GGA

VEA
a′′1 4.17 4.00 3.03 2.81

e′′1 4.30 4.10 3.13 2.91 2.765

VIP

a′′2 6.14 5.87 7.54 7.21 7.47

e′′1 6.06 5.82 7.59 7.29 7.47

a′2 6.29 6.05 7.88 7.53 7.68

e′2 6.42 6.25 8.12 7.79 7.96

e′′2 6.50 6.16 8.14 7.79 8.12

e′1 6.78 6.50 8.44 8.10 8.43

e′1 7.53 7.22 9.27 8.87 9.04

e′′2 7.94 7.61 9.75 9.34 9.28

e′′1 8.07 7.73 9.93 9.47 9.60

e′2 8.15 7.81 9.95 9.54 9.60

a′1 8.57 8.21 10.34 9.88 9.84

Egap 1.84 1.77 4.42 4.30 4.71

are shifted by sc. This can be achieved by avoiding the
sum-over-empty-orbitals through the application of the
following operator:

Ŝ = (1 + sc)I + (sv − sc)P̂v, (2)

where P̂v is the projector over the DFT valence manifold
and sv and sc are chosen in order to align HOMO and
LUMO levels with the corresponding GW values of the
previous iteration. At variance with previous implemen-
tations using a rigid scissor [86], it is important not only
to update the HOMO-LUMO band gap but also their ac-
tual levels as we are interested in the absolute values of
the energy levels. For the sake of simplicity, we focus on
the VIP and VEA of C60 starting from LDA and GGA.
The results are reported in Table VI.

We note that VIP and VEA have already converged
within a few tens of meV at the second iteration after the
first G0W0 run. In contrast with G0W0, self-consistent
GW@GGA gives both VIP and VEA in good agreement
(within ∼ 0.2 eV) with experiment while self-consistent
GW@LDA overestimates VIP and VEA by more than 0.4
eV. Moreover, regardless of the LDA or GGA flavor, the
GW VEA increases by ∼ 0.1 eV going from G0W0 to self-
consistent GW, while VIP increases by ∼ 0.4 eV. This
permits to ascribe the differences between GW@GGA
and GW@LDA to the different quality of the DFT or-
bitals, i.e., the GGA ones being more accurate.
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TABLE III. Low-lying vertical ionization potentials and ver-
tical electron affinities of [C60]PCBM and their corresponding
excited states. (unit: eV)

Orbital DFT G0W0 Expt. [60]

LDA GGA LDA GGA

VEA

C60(t1g)

2.61 2.45 1.42 1.18

2.84 2.67 1.66 1.44

2.87 2.70 1.72 1.49

C60(t1u)

3.77 3.55 2.67 2.40

4.00 3.77 2.92 2.64

4.03 3.80 2.95 2.69

C60(hu)

5.53 5.30 7.01 6.72 7.17

5.67 5.43 7.17 6.88

VIP 5.67 5.43 7.14 6.85

5.71 5.47 7.21 6.91

5.89 5.63 7.38 7.08

Egap 1.50 1.50 4.06 4.03

V. Voc AND THE ROLE OF FUNCTIONAL SIDE
GROUP OF PCBM

In actual devices the experimental open-circuit voltage
depends not only on the conditions during the measure-
ments (e.g. illumination) but also on the geometry of
the cells and the morphology of their constituents. Here,
we address only the maximum attainable Voc which, in
a single particle picture, is determined by the energy
difference between the LUMO level of the electron ac-
ceptor and the HOMO level of the electron donor while
neglecting structural relaxations accompanying charged
excitations. The former corresponds to minus the first-
VEA of the acceptor and the latter to minus the first-VIP
of the donor. Consequently, Voc = first-VIP (donor) −
first-VEA (acceptor). Here, we focus only on the differ-
ences in the maximum attainable open-circuit voltage,
∆Voc(A|B), between electron acceptor A and B. That is,
∆Voc(A|B) = Voc(A) − Voc(B). Therefore, the compar-
ison with experimental Voc’s would be meaningful only
for similar devices.

Quasiparticle energy levels may vary from the limit
of an isolated molecule to that of a bulk. In particu-
lar, the HOMO-LUMO gap can be significantly reduced
[84]. However, in weakly-bonded crystalline or disordered
bulks the main effect comes from static dielectric screen-
ing. Assuming similar static dielectric properties we can
expect similar changes in the LUMO levels. It is also
worth to note that the realistic modelling of such elec-
tron acceptor layers is quite a demanding task for struc-
tural optimization using DFT and electronic structure

TABLE IV. Low-lying vertical ionization potentials and ver-
tical electron affinities of metastable [C60]PCBM and their
corresponding excited states. (unit: eV)

Orbital DFT G0W0 Expt. [60]

LDA GGA LDA GGA

VEA

C60(t1g)

2.85 2.68 1.67 1.41

3.08 2.90 1.90 1.67

3.11 2.93 1.97 1.73

C60(t1u)

4.00 3.78 2.92 2.63

4.24 3.99 3.15 2.85

4.27 4.03 3.18 2.94

C60(hu)

5.75 5.51 7.24 6.92 7.17

5.91 5.66 7.41 7.10

VIP 5.91 5.66 7.36 7.05

5.94 5.69 7.44 7.11

6.11 5.86 7.61 7.30

Egap 1.48 1.48 4.06 3.98

TABLE V. Low-lying vertical ionization potentials and verti-
cal electron affinities of bis-[C60]PCBM and their correspond-
ing excited states. (unit: eV)

Orbital DFT G0W0 Expt.
(N.A.)

LDA GGA LDA GGA

VEA

C60(t1g)

2.34 2.19 1.23 1.05

2.71 2.53 1.62 1.39

2.75 2.58 1.70 1.48

C60(t1u)

3.29 3.08 2.27 2.02

3.86 3.62 2.87 2.59

3.91 3.68 2.94 2.68

C60(hu)

5.35 5.11 6.72 6.42

5.52 5.28 6.91 6.59

VIP 5.53 5.29 6.92 6.60

5.61 5.36 7.04 6.72

6.00 5.75 7.48 7.16

Egap 1.44 1.43 3.78 3.74
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FIG. 2. Density of states from G0W0@LDA and DFT calcula-
tions compared with experimental photoemission and inverse
photoemission spectra for (a) C60, (b) C70, (c) [C60]PCBM,
(d) metastable-[C60]PCBM, and (e) bis-[C60]PCBM. Experi-
mental data of PES and IPES were adopted from Refs. 85,
85, 60 for C60, C70, and [C60]PCBM in their thin-films, re-
spectively.

TABLE VI. GW values for VIP and VEA of C60 calculated
using the self-consistent scheme of Sec. IV. GnWn indicates
the n-th iteration. Units: eV

G0W0 G1W1 G2W2 Expt. [76, 77]

VEA 3.04 3.12 3.12 2.69

LDA

VIP 7.69 8.09 8.12 7.6

VEA 2.82 2.89 2.90 2.69

GGA

VIP 7.37 7.80 7.84 7.6
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FIG. 3. Density of states from G0W0@GGA and DFT calcula-
tions compared with experimental photoemission and inverse
photoemission spectra for (a) C60, (b) C70, (c) [C60]PCBM,
(d) metastable-[C60]PCBM, and (e) bis-[C60]PCBM. Experi-
mental data of PES and IPES were adopted from Refs. 85,
85, 60 for C60, C70, and [C60]PCBM in their thin-films, re-
spectively.

calculations using the GW approximation. Therefore, it
is important to find ways to estimate Voc addressing the
limit of isolated systems.

We report in Table VII the differences in the maxi-
mum attainable open-circuit voltages, ∆Voc(A|B). The
GW calculations can fairly reproduce the experimental
∆Voc for [C60]PCBM taking care of the large range of
experimental values. The difference in LUMO energy be-
tween C60 and [C60]PCBM is small, which can be traced
back to the fact that the lowest unoccupied orbitals of
[C60]PCBM are derived from the C60 three-fold degen-
erate LUMO. Similarly, the highest occupied orbitals of
[C60]PCBM are derived from the C60 five-fold degenerate
HOMO. These orbitals are displayed in Fig. 4(a) where
one can appreciate their localization on the C60 group.
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TABLE VII. Theoretical and experimental differences in the maximum attainable open-circuit voltage, ∆Voc(A|B), between
electron acceptor A and B (unit: eV). ∆Voc(A|B) = Voc(A) − Voc(B). We indicate with ∗ the metastable structure of
[C60]PCBM.

∆Voc(A|B) (eV) LDA GGA G0W0@LDA G0W0@GGA Expt.

C70 | C60 0.08 0.06 -0.09 -0.09 0a

[C60]PCBM | C60 0.35 0.37 0.09 0.13 0.15b

[C60]PCBM∗ | C60 0.11 0.13 -0.15 -0.12

bis-[C60]PCBM | [C60]PCBM 0.12 0.12 0.01 0.01 0.12c

a Ref. 53
b Ref. 58
c Averaged value from 0.15 eV of Ref. 51, and 0.23 eV, 0.09 eV, 0.02 eV from Ref. 54.

electron gain

{

-0.3 e+0.12 e

+0.3 e

electron loss

C

C

)

60
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60

1u

( )1g

(
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( )t

t

HOMO

derived from

LUMO

C

derived from

derived from

(a)

(b)

FIG. 4. (a) Quasiparticle states close to HOMO and LUMO
in the ground-state [C60]PCBM. States shown in the first, sec-
ond, and third rows are derived from fullerene C60’s t1g, t1u,
and hu, respectively. Purple (cyan) indicates positive (nega-
tive) value of wave functions. (b) Löwdin atomic charge anal-
ysis of [C60]PCBM. Red (blue) indicates electron gain (loss).
About 0.12 electron was transferred from the side group to
the fullerene cage.

As highlighted from the Löwdin charge analysis [87] dis-
played in Fig. 4(b), a moderate charge transfer of 0.12 e
occurs towards the fullerene cage. Going from C60 to
[C60]PCBM, we observe an upshift of the HOMO level
and a relatively smaller upshift of the LUMO level, lead-
ing to a smaller HOMO-LUMO gap. An analogous be-
havior is registered from [C60]PCBM to bis-[C60]PCBM

where a larger charge transfer is expected.
In contrast, for the metastable [C60]PCBM configura-

tion we predict a lower Voc than for C60. The fair agree-
ment between GW and experiment for [C60]PCBM and
bis-[C60]PCBM is not observed for C70. In this case, both
DFT and GW indicate a smaller Voc while experimental
Voc shows almost no variation. This must be ascribed to
using an isolated molecule approximation, since DFT and
GW reproduce well the VEA of C60 and C70 molecules
and their order. More accurate results would require the
modeling of bulk materials and interfaces.

VI. CONCLUSIONS

GW approaches are very promising for determining the
main physical characteristics of polymer solar cells. The
isolated molecular limit adopted in this work gives overall
good results, in particular for the [C60]PCBM and bis-
[C60]PCBM. These results lead us to expect that more ac-
curate agreement may be obtained by direct modeling of
bulk photovoltaic materials and interfaces using the GW-
Lanczos approach, which is particularly suitable for large
systems. Finally, the comparison between ground-state
[C60]PCBM and metastable [C60]PCBM demonstrates
that the intrinsic morphological difference can have sig-
nificant effects on the open-circuit voltage, providing a
theoretical confirmation of morphology as an important
factor in organic photovoltaics.
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