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JOINT REWRITING AND ERROR
CORRECTION IN WRITE-ONCE MEMORIES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This Application is the U.S. National Stage filing under 35
U.S.C. § 371 of International Application No. PCT/US/13/
49480, filed on Jul. 5, 2013, which claims the benefit under
35 US.C. § 119(e) of U.S. Provisional Application No.
61/756,324, filed on Jan. 24, 2013. The International Appli-
cation and the U.S. Provisional Application are herein
incorporated by reference in their entireties.

STATEMENT REGARDING GOVERNMENT
SPONSORED RESEARCH AND
DEVELOPMENT

The invention was made with government support under
Grant No. CIF1218005 awarded by the National Science
Foundation. The government has certain rights in the inven-
tion.

TECHNICAL FIELD

The field generally relates to unidirectional or write only
memories (WOM), which have cells which may be indi-
vidually changed in a single direction, but are erased as a
group, and more specifically but not exclusively to rewriting
write only memories with error correction.

BACKGROUND

Unless otherwise indicated herein, the materials described
in this section are not prior art to the claims in this appli-
cation and are not admitted to be prior art by inclusion in this
section.

Coding for rewriting is a technology used for flash
memories. Coding has the potential to substantially increase
the longevity, speed, and power efficiency of flash memo-
ries. Coding for rewriting has been proposed recently. See,
e.g. V. Bohossian, A. Jiang, and J. Bruck, “Buffer coding for
asymmetric multi-level memory,” in Proc. IEEE Internatio.
Nal Symposium on Information Theory, June 2007, pp.
1186-1190, and A. Jiang, V. Bohossian, and J. Bruck,
“Floating codes for joint information storage in write asym-
metric memories,” in Proc. IEEE International Symposium
on Information Theory, June 2007, pp. 1166-1170, which are
incorporated herein by reference. Since the time coding was
initially proposed, many works have appeared in this area.
See, e.g. Y. Wu, “Low complexity codes for writing a
write-once memory twice,” in Proc. IEEE International
Symposium on Information Theory, June 2010, pp. 1928-
1932, Y. Wu and A. Jiang, “Position modulation code for
rewriting write-once memories,” I[EEE Trans. Inf. Theor.,
vol. 57, no. 6, pp. 3692-3697, June 2011, E. Yaakobi, S.
Kayser, P. H. Siegel, A. Vardy, and J. K. Wolf, “Codes for
write-once memories,” [EEE Trans. Inf. Theor., vol. 58, no.
9, pp. 5985-5999, September 2012, and E. Yaakobi, S.
Kayser, P. Siegel, A. Vardy, and J. Wolf, “Efficient two-write
wom-codes,” in Proc. IEEE Information Theory Workshop,
September 2010, pp. 1-5, which are incorporated herein by
reference.

A model for rewriting is a write-once memory (WOM)
model. See. e.g. R. L. Rivest and A. Shamir, “How to reuse
a write-once memory,” Information and Control, vol. 55, no.
1-3, pp. 1-19, 1982, which is incorporated herein by refer-
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2

ence. In the WOM model, a set of binary cells are used to
store data, and the cell charge levels are increased when the
data are rewritten. For flash memories, this constraint
implies that the rewriting operation may delay the expensive
block erasure, which leads to better preservation of cell
quality and higher writing performance.

There have been many techniques for the design of WOM
codes. They include linear code, tabular code, codes based
on projective geometry, coset coding, etc. See, e.g. G.
Cohen, P. Godlewski, and F. Merkx, “Linear binary code for
write-once memories,” [EEE Trans. Inf. Theor., vol. 32, no.
5, pp. 697-700, September 1986, Merkx, “Womcodes con-
structed with projective geometries” Traitement du Signal,
vol. 1, no. 2-2, pp. 227-231, 1984, and R. L. Rivest and A.
Shamir, “How to reuse a write-once memory,” Information
and Control, vol. 55, no. 1-3, pp. 1-19, 1982, which are
incorporated herein by reference. Codes with substantially
higher rates were discovered in recent years. See, e.g. V.
Bohossian, A. Jiang, and J. Bruck, “Buffer coding for
asymmetric multi-level memory,” in Proc. IEEE Interna-
tional Symposium on Information Theory, June 2007, pp.
1186-1190, and A. Jiang, V. Bohossian, and J. Bruck,
“Floating codes for joint information storage in write asym-
metric memories,” in Proc. IEEE International Symposium
on Information Theory, June 2007, pp. 1166-1170, which are
incorporated herein by references. Since the time such
coding was initially proposed, many works have appeared in
this area. See, e.g. Y. Wu, “Low complexity codes for
writing a write-once memory twice,” in Proc. IEEE Inter-
national Symposium on Information Theory, June 2010, pp.
1928-1 2, E. Yaakobi, S. Kayser, P. H. Siegel, A. Vardy, and
J. K. Wolf, “Codes for write-once memories,” IEEE Trans.
Inf. Theor., vol. 58, no. 9, pp. 5985-5999, September 2012,
which are incorporated herein by reference. In 2012, WOM
codes that achieved capacity were discovered by Shpilka et
al. and Burshtein et al. See, e.g. A. Shpilka, “Capacity
achieving multiwrite wom codes,” CoRR, wvol. abs/
1207.1128, 2012, “Capacity achieving two-write wom
codes,” in LATIN 2012: Theoretical Informatics, ser. Lec-
ture Notes in Computer Science, vol. 7256. Springer Berlin
Heidelberg, 2012, pp. 631-642, E. Yaakobi and A. Shpilka,
“High sum-rate three-write and non-binary wom codes,” in
Proc. IEEE International Symposium on Information
Theory, July 2012, pp. 1386-1390, and D. Burshtein and A.
Strugatski, “Polar write once memory codes,” in Proc. IEEE
International Symposium on Information Theory, July 2012,
pp. 1972-1976, which are incorporated herein by reference.
The latter code used a construction based on polar coding.

Compared to the large amount of work on WOM codes,
the work on WOM codes that also correct errors has been
much more limited. Existing works are mainly on correcting
a few errors (for example, 1, 2, or 3 errors). See, e.g. E.
Yaakobi, P. Siegel, A. Vardy, and J. Wolf, “Multiple error-
correcting wom-codes,” IEEFE Trans. Inf. Theor.,vol. 58, no.
4, pp. 2220-2230, April 2012, and G. Zemor and G. D.
Cohen, “Error-correcting wom-codes,” [EFEE Trans. Inf.
Theor., vol. 37, no. 3, pp. 730-734, May 1991, which are
incorporated herein by reference.

SUMMARY

Coding schemes that combine rewriting with error cor-
rection are discussed. In some embodiments, the schemes
may support any number of rewrites and can correct a
substantial number of errors. The code construction may use
polar coding. In some embodiments, an analytical technique
may be used which is based on frozen sets corresponding to
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the WOM channel and the error channel, respectively,
including their common degrading and common upgrading
channels. In some embodiments, lower bounds to the sum-
rate may be achieved. The actual sum-rates may be further
computed for various parameters. The analytical technique
may focus on the binary symmetric channel (BSC). In
practice, for relatively small error probabilities, the frozen
set for BSC may be often contained in the frozen set for the
WOM channel, which enables some embodiments to have a
nested structure. The coding scheme can be further extended
to multi-level cells (MLC) and more general noise models.

One aspect is a method of rewriting a memory. The
method includes determining a current cell charge level of
each of a plurality of cells of the memory, and generating a
plurality of next cell charge levels according to a linear
transformation, where each next cell charge level is gener-
ated based on a corresponding one of the current cell charge
levels and based on input data. Each next cell charge level
is greater than or equal to the corresponding current cell
charge level, the plurality of next cell charge levels represent
the input data, and the plurality of next cell charge levels
include redundancy for error correction. The method also
includes storing the next cell charge levels in the memory.

Another aspect is a method of reading a memory. The
method includes determining current cell charge levels of a
plurality of cells of the memory, where the current cell
charge levels represent data and error correction informa-
tion. The method also includes generating a plurality of data
values, where the data values are generated based on a linear
transformation of the current cell charge levels, and trans-
mitting the data values to a data destination.

Another aspect is a memory system. The system includes
a memory that includes a plurality of cells, a processor
coupled to the memory and configured to determine current
cell charge levels of the plurality of cells of the memory, and
an encoder coupled to the memory and to the processor, and
configured to generate a plurality of next cell charge levels
according to a linear transformation, where each next cell
charge level is generated based on a corresponding one of
the current cell charge levels and based on input data. Each
next cell charge level is greater than or equal to the corre-
sponding previous cell charge level, the plurality of next cell
charge levels represent the input data, and the plurality of
next cell charge levels include redundancy for error correc-
tion. The system also includes a write device, configured to
store the next cell charge levels in the memory.

Another aspect is a memory system. The system includes
a memory that includes a plurality of cells, a processor
coupled to the memory and configured to determine current
cell charge levels of the plurality of cells of the memory,
where the current cell charge levels represent data and error
correction information. The system also includes a decoder
coupled to the processor and to the memory, and configured
to generate a plurality of data values, where the data values
are generated based on a linear transformation of the current
cell charge levels. The system also includes a transmitter
coupled the decoder and configured to transmit the data
values to a data destination.

The foregoing summary is illustrative and is not intended
to be in any way limiting. In addition to the illustrative
aspects, embodiments, and features described above, further
aspects, embodiments, and features will become apparent by
reference to the drawings and the following detailed descrip-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other features of this disclosure will
become more fully apparent from the following description
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4

and appended claims, taken in conjunction with the accom-
panying drawings. Understanding that these drawings depict
only several embodiments in accordance with the disclosure
and are, therefore, not to be considered limiting of its scope,
the disclosure will be described with additional specificity
and detail through use of the accompanying drawings, in
which:

FIG. 1 is a block diagram illustrating an example write
process.

FIG. 2 is a flow diagram that shows example operations
performed by a device for encoding a data value in a WOM
rewrite process.

FIG. 3 is a flow diagram that shows example operations
performed by a device for decoding a cell charge level value
in a WOM read process.

FIG. 4 is a block diagram that shows an example device
for encoding a cell charge level value in a WOM rewrite
process.

FIG. 5 is a block diagram that shows an example device
for decoding a cell charge level value in a WOM read
process.

FIG. 6 illustrates an example WOM channel WOM (a,¢).

FIG. 7 illustrates examples of: (a) Nested code for
Fssc(SF wonsaey (b) General code.

FIG. 8 illustrates an example of: Degrading the channel
WOM(a,e*) to BSC(ae™®). The two channels on the left and
on the right may be equivalent.

FIG. illustrates an example of: Degrading channel

wom(e, g)
to WOM(a,g). Here

ae—-p

Zzw—h'

The two channels on the left and on the right may be
equivalent.

FIG. 10 illustrates an example of: The frozen sets for
channels BSC(p), WOM(a,¢),

WOM(a, g)

and BSC(ae). Here p=ae.

FIG. 11 is a graph illustrating an example of: Lower
bound to achievable sum-rates for different error probability
p-

FIG. 12 is a graph illustrating an example of: The maxi-
mum value of p found for which Fz500,0SF o).

FIG. 13 is a graph illustrating an example of: Sum-rates
for different t obtained in experimental search using code
length N=8192, when Fz,sSF orsrae).

FIG. 14 is an illustration of an example memory device.

FIG. 15 is a block diagram of an example computing
device for communicating or otherwise operating with a
memory device such as depicted in FIG. 14.

FIG. 16 is a block diagram that illustrates an example data
flow in a system that operates according to aspects discussed
herein.
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All of the aspects and other features shown in the draw-
ings are arranged according to at least some embodiments
presented herein.

DETAILED DESCRIPTION

In the following detailed description, reference is made to
the accompanying drawings, which form a part hereof. In
the drawings, similar symbols typically identify similar
components, unless context dictates otherwise. The illustra-
tive embodiments described in the detailed description,
drawings, and claims are not meant to be limiting. Other
embodiments may be utilized, and other changes may be
made, without departing from the spirit or scope of the
subject matter presented herein. The aspects of the present
disclosure, as generally described herein, and illustrated in
the Figures, can be arranged, substituted, combined, sepa-
rated, and designed in a wide variety of different configu-
rations, all of which are explicitly contemplated herein.

This disclosure is generally drawn, inter alia, to methods,
apparatus, systems, devices, and computer program products
related to joint rewriting and error correction in write-once
memories.

Briefly stated, both rewriting and error correction are
technologies that may be used for non-volatile memories,
such as flash memories. This disclosure presents a coding
scheme that combines rewriting and error correction for the
write-once memory model. In some embodiments, code
construction is based on polar codes, and supports any
number of rewrites and corrects a substantial number of
errors. The code may be analyzed for a binary symmetric
channel. The results can be extended to multi-level cells and
more general noise models.

1. Introduction

This disclosure presents a code construction for error-
correcting WOM codes. The code construction scheme may
support any number of rewrites and can correct a substantial
number of errors.

For example, a memory may have N binary cells, where
every cell has two charge levels: 0 and 1. The cell-program-
ming method can only change a cell from 0 to 1, but not
from 1 to 0. However, noise can change a cell in both
directions: from 0 to 1, and from 1 to 0.

The coding for the cell programming has two functions:
(1) Rewrite data, which means to store new data that replace
old data, and (2) Correct errors. In some embodiments, a
coding method may support t writes, where each write is
also called a rewrite, and where t is an integer parameter
greater than or equal to two.

After a write of data, noise may appear in the cell levels,
and certain embodiments of cell programming can correct
errors and recover the data stored by the latest write. In some
embodiments, each of the writes may use substantially the
same process.

As an example, let (s1,52, . . ., sN) be a binary vector that
represent the levels of the N binary cells before a write. Let
(s'1,82, . ..,s'N) be a binary vector that represent cell levels
of the N binary cells after this write. In addition, let (b1,
b2, ..., bM) be a binary vector that represents the data to
be written, where the data has M bits. Note the following
constraints or conditions:

1) Fori=l, 2, ..., N, s'iis greater than or equal to si. This

is because the cell-programming method increases a
cell’s level, but may not decrease it.
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2) M is an integer parameter known to the system. Its
value can be the same or different for the writes.

3) The cell levels (51, s2, . . ., sN) can be different from
the cell levels right after the previous rewrite, because
noise may have changed the cell levels since the
previous rewrite.

To write the data (b1, b2, . . . , bM), the method may have

the following inputs:

(1) The current cell levels (s1, s2, . . ., sN), and

(2) The new data to store (b1, b2, ..., bM).

Based on the inputs from (1) and (2), the method com-
putes the output (s'l, s'2, . . ., s'N), and programs the cells
to the new levels with the following constraints:

1) Fori=1, 2, . . ., N, s'l is greater than or equal to si.

2) The new cell levels (s'1, s'2, . . ., siN) represents the
new data (b1, b2, . . ., bM), according to the mapping
specified by the method.

FIG. 1 is a block diagram illustrating an example write
process in accordance with some embodiments. The write
process of FIG. 1 includes error correction, for example, as
described above. Data to be stored in the memory is included
with the frozen set for WOM channel 26, and is provided to
the polar encoder 27. The polar encoder 27 generates a polar
codeword 28, which is provided to a set of WOM channel
device 29. The WOM channel devices 29 determine cell
levels to be written into the WOM.

Data to be stored in the memory is included with the
frozen set for WOM channel 26, and data of the frozen set
for WOM channel 26 is provided to the polar encoder 27. In
addition, additional data 31 is provided to the polar encoder
27. In the embodiment of FIG. 1, the additional data 31 is a
frozen set for a binary symmetric channel (BSC) channel.
The polar encoder 27 generates the polar codeword 28 based
on the data of the frozen set for WOM channel 26 and the
additional data 31 of the frozen set for the BSC channel. The
additional data 31 allows for the polar encoder 27 to
generate a polar codeword 28 which includes data for error
correction. The poplar encoder 27 generates the polar code-
word 28 according to embodiments and example features of
encoding schemes discussed in further detail below. As
discussed below, the encoding schemes allow for the WOM
to be written with error correction.

The polar codeword 28 is provided to a set of WOM
channel devices 29, which determine cell levels to be written
into the WOM. The WOM channel devices 29 determine the
cell levels such that the new state of the WOM includes the
data of the frozen set and such that the only cell level
changes in the WOM are from the O state to the 1 state.
Embodiments of WOM channel devices are described below
in further detail.

FIG. 2 is a flow diagram that shows example operations
of'a method that may be performed by a device for encoding
a data value to be encoded into a codeword for rewriting the
WOM in accordance with some embodiments. The device
may comprise an external data storage device such as a flash
memory device that receives data from a host device, such
as a computer, and stores the data in accordance with error
correction encoding schemes discussed below. For example,
the device may comprise an encoder for the purpose of
processing data values and producing corresponding code-
words.

The method of FIG. 2 may include one or more opera-
tions, functions, or actions as illustrated by one or more of
blocks 1002, 1004, and/or 1006. Although the blocks are
illustrated in a sequential order, these blocks may also be
performed in parallel, and/or in a different order than those
described herein. Also, the various blocks may be combined
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into fewer blocks, divided into additional blocks, and/or
eliminated based upon the particular implementation. Addi-
tional blocks may be provided that represent other opera-
tions, functions, or actions.

The method shown in FIG. 2 may begin in block 1002
“determine current cell levels.” Block 1002 may be followed
by block 1004 “generate next cell levels,” and block 1004
may be followed by block 1006 “write next cell levels into
memory.”

In the first operation, represented by the flow diagram
block 1002, current cell charge levels are determined. As
discussed above, writing data into memory causes cell levels
to change unidirectionally, for example, O to 1, but not 1 to
0. Accordingly, to determine which memory cells to change
from O to 1, the current cell levels are determined.

In the next encoding operation, indicated by block 1004,
next cell charge levels are generated based on the data to be
written and on the current cell levels. Examples of tech-
niques for determining next cell levels are discussed in
further detail below. At block 1006, the next cell charge
levels are written into the memory. For example, the next
cell levels may be stored into memory cells of a data device,
or maybe provided to a memory of a host device, or may be
transmitted to an external destination.

As a result, the rewriting method enable new data to be
stored in cells (to replace old data) two or more times
without decreasing cell levels. In addition, an error correc-
tion method enables the most recently written data to be
recovered even though noise may have changed the levels of
some of the cells.

In particular, the rewriting operation takes the current cell
levels (s1, . . ., sN) and the new data (b1, .. ., bM) as input,
and computes new cell levels (s'1, . . ., s'N), where For
i=1, ..., N, s'i is greater than or equal to si. In addition, the
new cell-level vector (s'1, . . ., s'N) represents the new data
(b1, b2, ..., bM), according to the mapping specified by the
method. Accordingly, given the new cell levels (s'1, . . .,
s'N), the decoding algorithm can uniquely determine the
value of the new data (bl, . .., bM).)

In some embodiments, to generate the next cell levels
such as in block 1004, the method may use a binary matrix
Apv=(@, Jasv of N rows and N columns, whose value is
fixed and known to the system. For example, for i=1, . . .,
Nand j=1, ..., N, a, €{0,1} is the bit in the i-th row and
j-th column of the matrix A, . Furthermore, the method
may use a subset of {1, 2, ..., N} denoted by FWOM, and
another subset of {1, 2, . .., N} denoted by FC to generate
the next cell levels, such that:

FC contains at least one element. That is, IFCI is greater
than or equal to 1,

There are M elements in FWOM but not in FC, that is,
IFWOM-FCI=M,

At least one element of {1, 2, . .., N} is neither in FWOM
nor in FC. That is, I{1, 2, . . . , N}-FWOM-FC] is greater
than or equal to 1.

FC is a subset of FWOM. That is, FCeFWOM.

Furthermore, in some embodiments, to generate the
next cell levels, the method may use a binary vector (gl,
g2, :::, gN) called a dither, whose value is known to the
system. The value of the dither can be the same or different
for each of the rewrites. Two other binary vectors (v1,
v2,...,vN)and (v'1, v'2, . . ., v'N) may be determined as
follows:

For i=1, . . ., N, vi=sibgi is called the value of the i-th
cell before the write. Here € is the exclusive-OR operation.

Fori=1, ..., N, v'i=s"iPgi is called the value of the i-th
cell after the write.
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Furthermore, let A~ be the inverse of the matrix
A, and let (ul, u2, . . ., uN) be the binary vector (ul,
u2, ..., uN)=v'1L, v2,...,VvN) A~ . In addition, the
vector (ul, u2, . . ., uN) may have the following properties:

The value of the bits {u,l1=i<N, ieF,,,,~F . }—namely
those bits in (ul, . . ., uN) whose indices are in FWOM
FC—equals the value of the data (b1, ,bM).

The value of the bits {u,lieF .} is a constant (such as all
Os or any other fixed value) known to the system.

The value of the bits {u,l1=i=N, izFWOM-FC} is com-
puted by the method for rewriting.

In some embodiments, the number of cells whose levels
are change from O to 1 by the rewriting method is minimized
or otherwise reduced. Accordingly, the method may mini-
mize or otherwise reduce the value of 2,_,” s',-s,.

In some embodiments, the method may use the following
1% probabilistic model to describe the relationship between
cell levels (s1, . . ., sN) and (s'1, . . . s'N). Let

i

2o

N
w:l—z
=1

and let €€[0, 1] be a real-number parameter whose value is

known to the system. For i=1, ..., N,
Pr{Si =0]s; =0} =1, and
Prs; =118 =0}=0.
, [e22)
Pr{s;:Olsi:I}:m , and
, l-a
Pr{s:llsizl}:m.

In some embodiments, the method may use the new cell
levels (s"1, . . ., s'N) as the vector that maximizes or
otherwise increases the value Pr{(s'l, . . . , sN)I(s1, . . .,
sN)}.

In some embodiments, the method may choose the new
cell levels (s'l, . . ., s'N) as the vector that maximizes or
otherwise increases the value Pr{(sl, . . ., sN)I(s'l, . . .,
sN)}.

In some embodiments, to generate the next cell levels, the
method may compute the value of bits ul, v2, . . .,
ulN sequentially, and subsequently computes the value of
cell levels (s'1, . . ., s'N) as (s'l, . . ., s'N)=(v'1, . . .,
vN)B(gl, ..., gN)=(u2, ..., uN)-A™" B(el, . .., gN).
For i=1, . . ., N, the method computes the following:

1: If ieF yop,~F ~ and i is the j-th element in F 5, ,~F - (for
je{l, 2, ..., M}), let u=b, (the j-th bit in the new data).
Otherwise, go to step 2.

2.IfieF , let p, be the constant value specified previously
(such as the value 0). Otherwise, go to step 3.

3. If ie{l, 2, . . ., N}=Fpon, let p, take the value
that maximizes the value of Pr{v,l(v,, v1), . . ., (Sa» Va),
Wi, - - -, ;s assuming that each of ., . . ., Wy is equally

likely to be 0 and 1.

In some embodiments, the method may use the following
2"? probabilistic model to describe the relationship between
vectors (V'1, . . ., V'N) and ((s1,vl), . . ., (sn,vn)). For
=1,...,N.

Pr((s;, v,)=(1,0)Iv'=0)=1-a, Pr((s;, v,)=(0,0)Iv'=0)=c(1-€),

Pr((s;, v,)=(0,D)Iv'=0)=ae, Pr((s;, v,)=(1,1)Iv'=0)=0,
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PI'((SZ-, Vi):(l,0)|\/'t:l):0, PI'((SZ-, Vi):(0,0)|\/'i:l):(x€, PI'(SZ-,
v,)=(0,1)lv,=1=a(1-e), Pr((s,, v,)=(1,D)Iv'=1)=1-c.
In some embodiments, the method may choose the new

cell levels (s'l, . . ., s'N) as the vector that maximizes or
otherwise increases the value Pr{(s'l, . . ., sN)I(sl, . . .,
sN)}.

In some embodiments, the method may choose the new
cell levels (s'l, . . ., s'N) as the vector that maximizes or
othe}l:wise increases the value Pr{(sl, . . ., sN)I(s', . . .,
s'N)}.

In some embodiments, the method may compute the value
of bits ul, u2, . . . , uN sequentially, and subsequently

computes the value of levels (s'1, . . ., s’N)as (s'1, . . .,
sN)=(v'1, . . ., vIN) D(gl, . . ., gN)=(u2, . . ., uN)-
A BD(el, . .., gN). Fori=1, ..., N the method may

compute the following:

1: If ieF poop,~F - and i is the j-th element in F;,,, ~F - (for
je{l, 2, . .., M}), let u=b, (the j-th bit in the new data).
Otherwise, go to step 2.

2: IfieF , let u, be the constant value specified previously
(such as the value 0. Otherwise, go to step 3.

3: Ifie{l, 2, . . ., N}=F 0 let u, take the value that
maximizes the value of Pr{wl(s;, v;), . . ., (Sn» Va)s
Ly, - - -, W, } assuming that each of ., . . ., is equally
likely to be 0 and 1.

In some embodiments, the matrix A, ., may be specified
as follows. Let m be a positive integer, and let N=2", Let

10
ol ]
11

and let A, ,=G,®™ be the m-th Krobecker product of G,.
In some embodiments, the dither may be a pseudo-
random number, which can be generated by a pseudo-
random-number generator using a seed number as input. The
seed number may be stored in the system.
In some embodiments, the method may compute the value
of bits ul, u2, . . . , uN sequentially, and subsequently

computes the value of cell levels (s'l, . . . , s'N) as
1, ...sN)1, ..., vN¥D(gl, . .., gN)=(u2, ...,
uN) A~ DD(el, . . ., gN). Fori=1, . . ., N, the method
may compute the following:

Step 1: Let y=(y1. ¥ - - -, Ya)=((51: Vi)s (82, Vo -+ - - (S,

vy)) be a vector of N elements, where every element
y,=(s;, v,) is a pair of bits.

Step 2: Let J=(,, js)s - - - Ja~FworrFc where j <
< S, Letug, A, 0,

For I=1, ..., M, let u,=b,.

Step 3: For every ieF ., let u,=0.

Step 4: Compute the values of W, (y, (u;, u,, . . .,
u,_y)hy,_, [u=0) and W,/(y, (0, U5, . . ., u,_;lu=1) for

i=1, 2, ..., N as follows:

Depending on the parity of i, the value of W,/ is recur-
sively evaluated through one of the formulae below
(beginning with n=N/2):

s W)

(65)]
2i-1
Win |1 Y25 -0 5 You)s

1o
(U1, U2, e, ti2)th2i1) Z EWn((yl,yz,--- s Yn)s
ie,1)

(w1, Uz, Us, ..., Upi3) © (U2, s, Ug, ... Upia)|tnio] S g

10
-continued
Wil Yna2s oo s You)s (s tas s ooe s Uiplik2i), @
W10 Y20 oer s Yo (1 s e tigil) =
1 .
5 EWQ((M, Y25 oee 5 Yn)s
(a1, g, w5 s t2i3) @ (2, My, s - Hi-2)ltizi-t D uizi)
Wol(Wnets Yns2s oo 5 Yon)y (2, tha, e, -, tni—2)|2i)
10" with the base cases
WiH(L,0),(MI0)~1-cx
WiH((0,0),(")10)=a(1-€)
8 W00
WL 1),(M10)=0
WiH(L,0),(MI1)=0
20
WiH((0,0),(")1)=ae
(0,1, 11)=a(l-¢)
= DM ID)=1-c. 3)
where (*) denotes an empty vector. The operator @
between two binary vectors denotes the element-wise
exclusive-OR computation. The operator © between
0 two bits denotes the binary exclusive-OR computation.
Step 5: For i=1, 2, . . ., N, if i&F;,.,, then do the
following:
Step 5.1: Let Ly (v, (U, u, - - -, U;_;)) take the value
Wy (v, (g, Up, - ooy 0 JIu=0Y WAy, (g, g, -
35 u;_plu=1).

Step 5.2: Let u, take the value 0 with probability

LGy, (it 1)

40 L+ Ly, Gy, e 5 t121)

and take the value 1 probability
45 1

L+ L (y, (i, ,ee 5 061))

Step 6: Let (v';, v\, . .., V)=, Uy, . .., Uy) Ajens

s0  Step 7: Let (s', s'5, . . ., s\, Dg,, vV.Dg,, . . .,
viabey)-

Step 8: Check if s';=s, fori=1, ..., N. If yes, store the seed
number used to generate the dither (g, . . ., g,) in the
system, and let (s'|, . . ., s'y) be the new cell levels;

55 otherwise, use a new seed number to generate a new

60

65

value for the dither (g, . .
to repeat the computation.
In some embodiments, the matrix A,,, may be the
generating matrix of a polar code, and FWOM may be
contained in the frozen set of the polar code corresponding
to the channel described by the transition 2”¢ probabilistic
model, where the channel has v'i as the channel input and (si,
vi) as the channel output.
In some embodiments, FWOM may be determined as
follows:
For i=1, 2, , N, let z denote ((y1, y2, , yN), (ul, u2, ,
ui-1)), and compute a value

., ), and return to Step 1



US 9,946,475 B2

11

. . 1 .
FER(Wy) = Wiz 0)+ EW,‘V(Z | 0).

2

Wl @0)<Wh (D)

2

Wl @0=Wh D)

Where W,/(z10) and W,/(zI1) computed as discussed below.
In addition, let AR be a real number parameter greater than
zero. Furthermore, let ¥ 00, =i, J2s - - - 5 ivtazzor-amy) D€ @
subset of {1, 2, . . ., N} with cardinality N((cH(e)-AR),
such that all values in {FER(W ,))lieF ,5,,} are greater than
or equal to each value in {FER(W,)lie{1, ..., N}-F ot

In some embodiments, the matrix A, may be the
generating matrix of a polar code.

After the rewrite described above, which changes cell
levels to (s'l, s'2, . . ., s'N) to store the data (b1, b2, . . .,
bM), noise may appear in the cells and change the cell levels
to (c1, c2, ..., CM), where ci is a bit that is not necessarily
equal to s'i. The error-correction method takes the noisy cell
levels (c1, c2, . .., CM) as input, and outputs the stored data
(b1, b2, ..., BM).

FIG. 3 is a flow diagram that shows example operations
of' a method performed by a device for decoding cell level
values received from the WOM to generate a data value as
part of a read operation, in accordance with some embodi-
ments. The device may comprise an external data storage
device such as a flash memory device that receives data from
a host device, such as a computer, and stores the data in
accordance with an error correction encoding and decoding
scheme schemes discussed below. For example, the device
may comprise a decoder for the purpose of processing cell
level values and producing corresponding data values.

The method of FIG. 3 may include one or more opera-
tions, functions, or actions as illustrated by one or more of
blocks 2002, 2004, and/or 2006. Although the blocks are
illustrated in a sequential order, these blocks may also be
performed in parallel, and/or in a different order than those
described herein. Also, the various blocks may be combined
into fewer blocks, divided into additional blocks, and/or
eliminated based upon the particular implementation. Addi-
tional blocks may be provided that represent other opera-
tions, functions, or actions.

The method shown in FIG. 3 may begin in block 2002
“receive cell level values.” Block 2002 may be followed by
block 2004 “generate data value,” and block 2004 may be
followed by block 2006 “provide data value to data desti-
nation.”

In the first operation, represented by the flow diagram
block 2002, a set of cell level values to be decoded is
retrieved from the WOM.

In the next decoding operation, indicated by block 2004,
the set of values is decoded to generate the corresponding
data value. Examples of techniques for decoding are dis-
cussed in further detail below. At block 2006, the data value
is provided to a data destination, such as a host computer.
For example, the data value may be transmitted by a
transmitter to the data destination.

In particular, to generate the data value, the decoding
or error correction function may use a binary vector
(u'l, ..., I'N) and has the following properties:

Property 1: For any ieF ., u'; is given the fixed bit value that
has been assigned to u, (which is know in the system).

Property 2: Among all the values that satisfy Property 1, the
value assigned to (u'y, . . ., u',) maximizes the probability
that “the noise changed the codeword from (s'y, . . .,

S'N):(u'ls R u'N)ANxN®(gls LR} gN) to (Cls LR} CN)~

23

10

15

20

25

30

35

40

45

50

55

60

65

12

The probability may be determined by the errors’ proba-
bilistic characteristic. Accordingly, for every ieFWOM-FC
a data bit bj is recovered as u'i, where bj was assigned to ui
for the most recent rewrite.

In some embodiments, to generate the data value, the
method may use a binary matrix Ay, x=(a; ;)xxx of N rows
and N columns, whose value is fixed and known to the
system. For example, for i=1, ..., Nand j=1,, N a, €{0,1}
is the bit in the i-th row and j-th column of the matrix A, -
Furthermore, the method may use a subset of {1, 2, ..., N}
denoted by FWOM, and another subset of {1, 2, , N}
denoted by FC, such that:

FC contains at least one element. That is, IFCI is greater
than or equal to 1,

There are M elements in FWOM but not in FC, that is,
IFWOM-FCI=M,

At least one element of {1, 2, . .., N} is neither in FWOM
nor in FC. That is, I{1, 2, . . . , N}-FWOM-FCI is greater
than or equal to 1.

FC is a subset of FWOM. That is, FCeFWOM.

Furthermore, in some embodiments, the errors in the cells

may have the following distribution:
Let p, and p, be two real-number parameters between 0 and
1. Fori=l1, . . ., N, we have Pr{c,=0Is'=0} APr{0I0}=1-p,,
Pr{c=11s'=0} APr{110}=p,, Pr{c=0Is'=1}APr{0I1}=p,
and Pr{c=11s'=1} APr{111}=1-p,.

In such embodiments, binary vector ((u'l, . . ., 1'N) may
have the following properties:

Property 1: For any ieF ., u, is given the fixed bit value that
has been assigned to u, (which is know to the system).
Property 2: Among all the values that satisfy Property 1, the
value assigned to (u',, . . . u',) maximizes the value of IT,_, "
Pr{c,la,}, where «, denotes the ith bit in the vector
W'y ) A (g - g

In some embodiments, the matrix A,,, may be the
generating matrix of a polar code, and p is a real number
parameter between zero and one. The method may correct
errors and may recover the data values (b1, b2, . .., bM) as
follows:

1: Recovering the value of (v';, . . ., V') using a decoding
algorithm of an error-correcting polar code based on the
following setting:

The polar code’s generating matrix is Ay, -

The polar code encodes the user data (u,, . . . , u,) into the
codeword (v', . . ., Vv'y) via the formula (v', . . .,
V=L - U A

For i=1, . . . , N, the codeword bit v', is transmitted
through a binary-symmetric channel with transition
probability p; and the output of that binary-symmetric
channel is the noisy codeword bit c,.

The frozen set of the polar code corresponding to the
binary-symmetric channel is contained in F -; and when
encoding user data into the codeword, the user-data bits
in F . are fixed at known values (such as all 0’s).

The decoding algorithm considers (c;, . . ., ¢5) as the
noisy codeword, and recovers the correct value of the
original codeword (v'}, . .., V'y).

2:Let (0, ..., 0=V, ..., V\)Auro . For every
i€F poa~F —say b, was assigned to u, for the most recent
rewrite—we recover the data bit b; as u',.

In some embodiments, to generate the data value, the
decoding algorithm also may include computing the value of
ui for i=1, . . ., N as follows:

If ieF ., let u, be the constant value that was assigned to it

by the previous rewrite.
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If i€F ., let u, take the value that maximizes the value of
Pr{ulec,,...,cpo 0y, ..., u,_, } assuming that each of
U, - - -, Uy is equally likely to be 0 and 1.

In some embodiments, the decoding algorithm may be a
list-decoding algorithm that is further specified as follows:
Let L be a positive integer parameter that indicates the size
of a list, where each element in the list is an assignment of
value to (ul, u2, . . ., ui-1) before the value of ui is
computed. Fori=1, ..., N, the decoding algorithm computes
the value of ui with the following:

IfieF ., let u, be constant value that was assigned to it by the
previous rewrite.

If i¢F ., for each element in the list (which is an assignment
of value to (u;, u,, . . ., u,_;)), append to it the value
assignment u,=0, and also append to it the value assignment
u,=0, and also append to it the value assignment u,=l1,
thus converting that element into two new elements in the
list. If the list now contains more than I elements, keep
only the L. elements that are most likely in the list. The
likelihood of an element in the list may be computed as
Pr{c,, . ..cplu,, . . ., u,} assuming that each of u,,, . . .,
u,, is equally likely to be 0 and 1.

The most likely element in the list may then be chosen as
the recovered value for (ul, . . ., uN).

In some embodiments, the stored data (b1, . . ., bM) may
itself be an error-correcting code C and therefore may
contain redundancy. The decoding algorithm, in 1 may be
further specified as follows:

Let L be a positive integer parameter that indicates the size

of a list, where each element in the list is an assignment
of value to (ul, u2, . . ., ui-1) before the value of ui is
computed. For i=1, . . . , N, the decoding algorithm

computes the value of ui with the following:

If ieF ., let u, be the constant value that was assigned to it
by the previous write.

If i£F ., for each element in the list (which is an assign-
ment of value to (u;, u,, . . ., u,_;)), append to it the value
assignment u,=0, and also append to it the value assignment
u,=1, thus converting that element into two new elements in
the list. If the list now contains more than L elements,
keep only the L elements that are most likely in the list.
The likelihood of an element in the list may be computed
as Pr{c,, . . ., cylu, . . ., u,} assuming that each of
U, - - -, Uy is equally likely to be 0 and 1.

Then, for each element in the list, the method checks if its
value assignment to (u,li€F ;,,~F ), which should equal
(b1, ..., bM), is a valid codeword in the error-correcting
code C; and if not, remove it from the list. Then, the method
may choose the most likely element in the remaining list as
the recovered value for (ul, . . ., uN).

In some embodiments, the decoding algorithm may be
based on a belief-propagation decoding algorithm for polar
error-correcting codes.

In some embodiments, the matrix A, ,, may be specified
as follows. Let m be a positive integer, and let N=2"". Let

10]
11y

and let A, =G, be the m-th Kronecker product of G..
In some embodiments, recovering the value action dis-
cussed above may further include the following:
1: Let y=(y1, Yo - - - » YA)=(c,Dg), (eoPgs) - . .,
(cAfPga)) be a vector of N elements, where every element
y~cDg, is a bit.
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2: For every ieF ., let u,=0.
3: Compute the values of W,/(y, (u,, us, ..., u,_,)lu=0)
and W,/ (y, (0, us, . . ., u,_)hu=1)fori=1, 2, ..., Nas

follows:
Depending on the parity of i, the value of W,/ is recur-
sively evaluated through one of the formulae below
(beginning with n=N/2):

L &)
W=

“2ie(0,1)
s igi-2)l
i1 S ;)

(V1 V2o o s Ynds (U1, U3, s, o, U2i3) © (U2, Uy, U, -

©

W;i((}’nﬂa Yna2s eoe > Yon)s (U2, U, Ues -on 5 Ui 2)|ti),
2i
Wﬂ((yla Y2 oo s You)s (U1, Uy en s ’421'—1)"421'] =

1 .
EW,Q((yl,yz, s Yon)s

s Ui 3) D (U, g, Us, -on 5 Uzi2)|tni D)

Wol(nt1s Ynt2s - 5 Yon)s (U2, Ua, Us, <., u2i2)|i)

(v, vz, Us, ...

with the base cases
WiH(0),()10)=1-p
WD) 10)yp
W HO0),0)1)=p

WD), I)=1-p M

where (.) denotes an empty vector. The operator € between
two binary vectors denotes the element-wise exclusive-OR
computation. The operator € between two bits denotes the

binary exclusive-OR computation.
4: For each iEFWOM_FCs if WNZ(YD Yo o - s YN)s (uls
Uy, - .- JuF0=2WA (Y, Yo, - - V) (U, Uy -

u,_;)lu,=1), let u,=0; otherwise, let u,=1

5: Let {u,li€F ;0,~F o} be the recovered value for the data
(b,, . . ., b,), where the mapping from the bits in
{u,lieF o ~F o} to the bits in (by, . . ., b,,) is as specified
in the previous rewrite operation.

In some embodiments, the method may be a list-decoding

algorithm further specified as follows:
Let L be a positive integer parameter that indicates the size
of a list, where each element in the list is an assignment of
value to (ul, u2, . . . ,ui-1) before the value of ui is
computed. In addition, the method may include the follow-
ing:

L: Let y=(y1, Yo - - - » )7((c,DPgy), (€:0g,), . - .,
(cAfDga)) be a vector on N elements, where every element
y=c,Dg, is a bit.

2: For every ieF ., let u,=0.

3: Compute the values of W, /(y, (u,, u,, . . ., u,_,)lu=0)
and W,/ (y, (0, us, . . ., u,_)u=1)fori=1, 2, ..., Nas
follows:

Depending on the parity of i, the value of W,/ is recur-

sively evaluated through one of the formulae below
(beginning with n=N/2):

L ®
W=

“2ie(0,1)
s igi-2)l
i1 S ;)

(V1 V2o o s Ynds (U1, U3, s, o, U2i3) © (U2, Uy, U, -



US 9,946,475 B2

15
-continued
Wil(Ynats Yns2s oo » Yonds (2, tay Uy oo tigiopeiz), )]
WE(1, Y20 oo s Yo), W1, b2, e thgiy)leing) =
%W;;((yla V2u eee s Y2u)h
(uy, s, ts, oo, tpi3) ® (g, g, Usy ., Ugipthaio) D)W =

(V1> Yn2s <o s You)s (U2, Ua, gy «ov 5 Ui 2)ltha;)

with the base cases
W ((0).()10)=1-p

W HD,O)10)=p
WH(©),()1)=p
WHD,OID=1-p

where (.) denotes an empty vector. The operator D between
two binary vectors denotes the element-wise exclusive-OR
computation. The operator € between two bits denotes the
binary exclusive-OR computation.

4: Fori=1, 2, ..., N, do:

If ieF ., for each element in the list (which is an assign-
ment of value to (u;, u,, . . ., u,_;), append it to the
value assignment u,=0, and also append it to the value
assignment u,=1, thus converting that element into two
new elements in the list. If the list now contains more
than L elements, keep only the L elements that are most
likely in the list. The likelihood of an element in the list
may be computed as W/ ((yy, « -« ., Ya) (U, « « .
u,_)lu,).

5: Choose the most likely element in the list as the
recovered value for (u;, . . . u,). The likelihood of an
element in the list here may be computed as W, ((y,, . . .,
ya)s (Ur, - - . Uy pluy). Then let {u,li€F p,~F -} be the
recovered value for the data (b, . . ., b,,) where the mapping
from the bits in {u,1€F ;55,~F -} to the bits in (b, . . ., by,
is as specified in the previous rewrite operation.

In some embodiments, the stored data (b1, . . ., bM) may

itself be an error-correcting code C and therefore may
contain redundancy and the method may include:
Let L be a positive integer parameter that indicates the size
of a list, where each, element in the list is an assignment of
value to (ul, u2, . . ., ui-1) before the value of ui is
computed. The method further includes the following:

1: Let y:(yls Yo - o s y;q):((cleagl)s (C2®g2)s )
(cAfPga)) be a vector of N elements, where every element
y~c/Dg, is a bit.

2: For every i€l ., let u,=0.

3: Compute the values of W, /(y, (u,, Uy, . . ., u,_)Iu,=0)
and W,/ (y, (0, u,, . . ., u,_)u=1)fori=1,2, ..., N as
follows:

Depending on the parity of i, the value of W,/ is recur-

sively evaluated through one of the formulae below
(beginning with n=N/2):

10)

o ee)
Z 3 W = (1 y2s e o 0),
ie,1)
(w1, 3, Us, ..., U2i-3) S (U2, Ug, Us, ..., pip)|ai—1 Stini)
W nt1s Yuszs -oe > Yau)s (2s U, thes <., tigisp)eazy), a2
WE(1 Y20 ooe s Yon)s (1, U2, o i p)liz) =
1 .
EWQ((M, Y2ueee s You)s
(41, Uz, Us, ..., U2i3) @ (U2, Ua, s, .. » iz )thaim1 D ti2;)

W (Vnt1s> Yrr2s oo s You)s (U2, Uas U, «ov Ui 2)ltia;)
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with the base cases

WiH(0),()10)=1-p
W HD,0)10)=p
WiH(©),()1)=p

W HD,OID=1-p (13)

where (.) denotes an empty vector. The operator € between
two binary vectors denotes the element-wise exclusive-OR
computation. The operator € between two bits denotes the
binary exclusive-OR computation.

4: Fori=1,2, ..., N, do:

If ieF ., let u,=0.

If i#F ., for each element in the list (which is an assign-
ment of value to (u;, u,, . . ., u,_;), append it to the
value assignment u,=0, and also append it to the value
assignment u,=1, thus converting that element into two
new elements in the list. If the list now contains more
than L elements, keep only the L. elements that are most
likely in the list. The likelihood of an element in the list
may be computed as W,/ (v, . . ., ya)s (U, . . .,
u;_ ).

5: Then, for each element in the list, check if its
value assignment to (u,li€F ;5,,~F ), which should equal
(b, ..., by, is a valid codeword in the error-correcting
code C; and if not, remove it from the list. Then, choose the
most likely element in the remaining list as the recovered
value for (u, . . . uy). The likelihood of an element in the
list here may be computed as W,/”¥ ((y, ..., up), (u,, . . .,
uy_,). Then let {u,li€F,,,,~F .} be the recovered value for
the data (b,, . . . , b,,), where the mapping from the bit in
{Wli€F ;o0 ~F ) to the bits in (b, . . ., b,,) is as specified
in the previously rewrite operation.

In some embodiments, FC may be determined as follows:
Let the target block error rate be B, a non-negative real-
number parameter between 0 and 1. Let (j1, j2, . . ., jN) be
a permutation of {1, 2, . . ., N} such that the decoding error
probability of the bit ujl is the greatest, the decoding error
probability of the bit uj2 is the second greatest, and so on,
and the decoding error probability of the bit ujN is the
smallest. Let the size of FC, IFCI, be chosen as the smallest
integer such that the summation of the decoding error
probabilities of the bits Wz, 1, Wz 42: - - - 5 Uy, 15 DO greater
than B. Let FC={j1, j2, . . . jIFCI}.

In some embodiments, FCCFWOM. In alternative
embodiments, FC is not a subset of FWOM. That is,
FC-FWOM is not empty.

In some embodiments, the rewriting or encoding methods
described above are modified to include storing the value of
the bits {u;1i€F ~F ponst 10 N, ysisiona @dditional cells, using
an error-correcting code of length N, ... . that encodes
IFC-FWOMI bits. (Those additional cells are disjoint for the
rewrites.)

In some embodiments, the error correction of decoding
methods described above are modified to include recovering
the value of the bits in {u,lieF ~F 5, by decoding the
error-correcting code stored in the N, ;;.,:0...; @dditional cells.
In addition, the error correction or decoding method
described above may be such that the value of the bits in
{u,li€F ~F a1 1s fixed as the above recovered value.

In some embodiments, for j=1, 2, . . ., t, FCj denotes the
set FC for the j-th rewrite. FWOM,] denotes the set FWOM
for the j-th rewrite, and N, ,..,..; @dditional cells are used
for a code that supports t rewrites and error-correction
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processes. In such, embodiments, for j=1, . . ., t, M=|FCj-
FWOM,j| bits are stored in the j-th rewrite. The code can be
any code described herein.

In some embodiments, methods of encoding discussed
above may be modified such that for j=1, 2, . ..., t, and for
the j-th rewrite, the value of the bits {u,lieF¢ ~Fy0p,,} in
the N, zm0ma @dditional cells, are stored using the code
specified above for the N .. .. additional cells.

In some embodiments, for j=1, . . . , t, M=IFCj-FWOM;|
bits are stored in the j-th rewrite, and methods of decoding
discussed above may be modified such that the value of the
bits in {v,lielF ~F 0ay,} are recovered by decoding the
rewrite- and error-correction code stored in the N, .. .
additional cells. In addition, methods of decoding discussed
above may be modified such that the value of the bits in
{u,lieF ¢ ,~F oy, ;) is fixed as the above value.

In some embodiments, the WOM cells are binary. In
alternative or additional embodiments, every cell has g-lev-
els: level 0, level 1, . . ., and level g-1,
and the exclusive-OR operation is generalized to the modu-
lar-q summation.

In such embodiments, methods for rewriting and error-
correction or encoding may use the cells in the following
level-by-level approach:

The methods may first use level 0 and level 1 and apply the
previously described features for binary cells;

The methods may then use level 1 and level 2 (as if they
were level 0 and level 1) and apply the previously described
features for binary cells;

The methods may then use level 2 and level 3 (as if they
were level 0 and level 1) and apply the previously described
features for binary cells;

The above process(es) may continue, until finally, the meth-
ods may use level g-2 and level g-1 (as if they were level O
and level 1) and apply the previously described features for
binary cells.

In some embodiments, methods for rewriting and error
correction or encoding may be modified such that each ui, si,
gi, vi, s'i or v'i takes its value from the set {0,1, .. ., g-1},
and the exclusive-OR operation may be generalized to the
modular-q summation.

An example, as discussed with reference to FIGS. 4 and
5.

FIG. 4 illustrates an embodiment of an encoder. Let the
code have N=8 cells. Let the A,, ,=Ag,.s matrix 41 be:

)
[ B S R S o S S
——_ 0 O = - O O
- o O O - O © O
— — 0 O O O
- o - 0O O O O O
—_ - 0 0 O O O ©
- o 0O 0O O O o O

Consider a rewrite (encode) operation and the subsequent
error-correction (decode) operation. For the rewrite, let the
dither be (g1, . . ., gN)=(gl, . . ., g8)=(1,0,1,0,1,0,0,1). Let
a=0:87. Let e=0:29. Let FWOM={1, 2, 4, 5, 6}. Let FC=
{2, 6}. Let M=IFWOM-FCI=I{1, 4, 5}I=3. And let the
data to be stored be (b1, b2, . . ., bM)=(b1, b2, b3)=(1,
0, 1). Assume the cell levels before this rewrite are

(s1,...,sN)=(sl,...,sN)=(0,0,1,0,0,0,0,0). As a result
1, ..., vo)=(vl, ..., v8)=(s1 Pgl, . . ., s8Pg8)=(1, 0,
0,0,1,0,0,1).
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Consider the rewrite where (v1, ..., v8)=(ul, ..., u8)
A,, . and the transition probabilities of the WOM channels
42 are shown in FIG. 4. The method of rewriting calculates
that (ul, ..., u8)=(1, 0,0, 0, 1, 0, 0, 0) (note that ul=b1=1,
ud=b2=0, u5=b3=1, and u2=u6=0); therefore (v'1, . . .,
vi8)=(ul, . . ., u8) Ay.=(0, 0, 0, 0, 1, 0, 0, 0) and
1...,s8)=(v1dgl, . .. v8Dg8)=(1,0, 1,0, 0, 0, 0, 1).
As a result the cells are programmed to level (s'1, . . . s'8)=(1,
0,1,0,0,0,0, 1).

To write the data (b, b,, . . ., b,,), our method has the
following inputs: (1) The current cell levels (s, s,, . . ., S5),
and (2) the new data to store (1, b,, . . . b,,). It then computes
the output (s';, s'5, . . ., 8'y), and programs the cells to those
new levels. Here are our constraints:

1) As mentioned before, for i=1, 2, . . . , N, we have the

constraint that is s';zs;.

2) The new cell levels (s';, s'5, . . ., §'5) represents the new
data (b, b,, . . ., b,,), via the mapping specified by our
method.

Next, consider the error correction (decode). FIG. 5
illustrates an embodiment of a decoder. The noise channels
52 are each a binary-symmetric channel with error prob-
ability p. Assume that after the above rewrite, noise changes
the cell levels from (s'1, . . ., s'8)=(1, 0,1, 0,0, 0, 0, 1) to
(cl,...,c8=(0,1,1,0,0,0, 0, 1). The method of error
correction recovers the value of (ul, . . . u8) as (1, 0, 0, O,
1, 0, 0, 0) using the matrix 51. Therefore the stored data is
correctly received as (b1, b2, b3)=(ul, ud, uS)=(1, 0, 1).
65540656V.1

The remainder of the description is organized as follows.
Section II includes a basic model and notations. Section IIT
includes an embodiment of code construction. Section IV
includes embodiments of code. Section V includes embodi-
ments of code extensions. Section VI includes an analysis of
actual sum-rates achieved by a code embodiment. Section
VII includes further example embodiments. Section VIII
includes concluding remarks.

II. Basic Model

A memory may have N(=2") WOM cells that are used to
store data, where each cell has two levels; 0 and 1. The cells
can change only from level O to level 1, but not vice versa.

A sequence of t messages M, M,, . . ., M, may be written
into the WOM cells, and when M, is written, the value of the
previous messages need not be remembered. (Let M. denote
the number of bits in the message M, and let M€ 0,11%)
For simplicity, let the cells be all at level 0 before the first
write happens.

After cells are programmed, noise may appear in the cell
levels. Noise may be considered to be a BSC with error
probability p, denoted by BSC(p). These errors may be hard
errors, namely, they physically change the cell levels from 0
to 1 or from 1 to 0. For flash memories, such errors can be
caused by read/write disturbs, interference and charge leak-
age, for example, and may be quite common.

A. The Model for Rewriting

A code for rewriting and error correction may comprise of
tencoding functions E, E,, . . ., E, and t decoding functions
D,,D,, ...,D,Fori=1,2,...,Nandj=1,2,...,t, let
s, €{0,1} and §', €{0,1} denote the level of the i-th cell right
before and after the j-th write, respectively. As discussed
above, s', =s, . Let ¢, €{0,1} denote the level of the i-th cell
at any time after the j-th write and before the (j+1)-th write,
when reading of the message M, can happen. The error
¢, /s, €{0,1} is the error in the i-th cell caused by the noise
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channel BSC(p). (Here @ is an XOR function.) For j=1,
2, ..., t, the encoding function

E;:{0,11"%{0,1}"—={0,1}®

changes the cell l.evels fro.m. s.j:(s1 225+ 2 Sa ) 08 (s
s> - - - » S'y,) given the initial cell state s; and the message
to store M. (Namely, E (s, M,)=s'..) When the reading of M,

happens, the decoding function

D:{0,1}={0,13"

recovers the message M, given the noisy cell state ¢, =(c,
Cay - - - Cyy)- Namely, Dy(c,)=M,.)
For =1, .. ..t

M;
Ri=w

is called the rate of the j-th write. R, =%, * R, is called the
sum-rate of the code. When there is no noise, the maximum
sum-rate of WOM code is known to be log,(t+1), however,
for noisy WOM, the maximum sum-rate is still largely
unknown.

B. Polar Codes

A short introduction to polar codes follows due to its
relevance to the code construction embodiments discussed
herein. A polar code is a linear block error correcting code
proposed by Arkan, See, e.g. E. Arkan, “Channel polariza-
tion: A method for constructing capacity-achieving codes for
symmetric binary-input memoryless channels,” IEEE Trans.
Inf. Theor., vol. 55, no. 7, pp. 3051-3073, July 2009. It is the
first known code with an explicit construction that provably
achieves the channel capacity of symmetric binary-input
discrete memoryless channels (B-DMC). The encoder of a
polar code transforms N input bits u=(u;, u,, . . . , u,) to N
codeword bits x=(X;, X,, . . . , X,,) through a linear trans-
formation. (e.g. x=uG,®” where

G(IO]
2=y )

and G,®™ is the m-th Kronecker product of G,.) The N
codeword bits (X, X,, . . . , X,) are transmitted through N
independent copies of a B-DMC. For decoding, N trans-
formed binary input channels {W,, W@, ..., W,®}
can be synthesized for u,, u,, . . ., U,, respectively. The
channels are polarized such that for large N, the fraction of
indices i for which I(W,?) is nearly 1 approaches the
capacity of the B-DMC, while the values of I(W,®) for the
remaining indices i are nearly 0. The latter set of indices are
called the frozen set. For error correction, the u,'s with i in
the frozen set take fixed values, and the other u,'s are used
as information bits. A successive cancellation (SC) decoding
algorithm achieves diminishing block error probability as N
increases.

Polar code can also be used for optimal lossy source
coding, which has various applications. See, e.g. S. Korada
and R. Urbanke, “Polar codes are optimal for lossy source
coding,” IEEE Trans. Inf. Theor., vol. 56, no. 4, pp. 1751-
1768, April 2010. In particular the idea may be used to build
capacity achieving WOM codes. See, e.g., D. Burshtein and
A. Strugatski, “Polar write once memory codes,” in Proc.
IEEE international Symposium on Information Theory, July
2012, pp., 1972-1976.
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The presented code analysis uses the concept of upgrad-
ing and degrading channels, defined based on frozen sets. As
taught by Tal and Vardy, a channel W' X—Z7 is called
“degraded with respect to a channel W: X—Y” if an
equivalent channel of W' can be constructed by concatenat-
ing W with an additional channel Q: Y—Z, where the inputs
of Q are linked with the outputs of W. See, e.g. I. Tal and A.
Vardy, “How to construct polar codes,” CoRR, vol. abs/
1105.6164, 2011. That is,

Wz I%)=2,, WyIx)Q(zly)

It may be denoted as W'sW. Equivalently, the channel W
is called “an upgrade with respect to W'’, denoted by W=W'.

II1. Code Construction

In this section, embodiments of code construction are
described that combine rewriting with error correction.

A. Basic Code Construction with a Nested Structure

1) General: First, consider a single rewrite (namely, one of
the t writes). Let s=(s,, 54, - - . , 5,)€{0,1}" and s'=(s",,
$', . . ., 8')€{0,1}Y denote the cell levels right before and
after this rewrite, respectively. Let g=(g,, ,, . - ., g,) be a
pseudo-random, bit sequence with independent and identi-
cally distributed bits that are uniformly distributed. The
value of g is known to both the encoder and the decoder, and
g is called a dither.

Fori=1,2,...,N,letv=sDg,e{0,1} and v'=s'Pg,e{0,1}
be the value of the i-th cell before and after the rewrite,
respectively. The WOM channel is built, such as shown in
FIG. 6, for this rewrite, denoted by WOM (a.e).

Here ce[0,1] and

3]
ce ,5

are given parameters, with

5
a=1—zfilﬁ‘

representing the fraction of cells, at level 0 before the
rewrite, and

N o

oo Il sisi
= N

N -Zis;

representing the fraction of cells that are changed from level
0 to level 1 by the rewrite. Let Fons0 S11, 2, . . ., N} be
the frozen set of the polar code corresponding to this channel
WOM(a,e). It is known that

Fi
limy o0 lwo]\/ﬂ =aH(e).

See, e.g. . Tal and A. Vardy, “How to construct polar codes,”
CoRR, vol. abs/1105.61.64,2011.

For the noise channel BSC(p), let Fgg.,/<{1,2, ..., N}
be the frozen set of the polar code corresponding to the
channel BSC(p). It is known that
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|Fascip!

= H(p).
IN] (p)

limy o0

In this subsection, Fygc,\CF porsae This case is as
illustrated in FIG. 7(a). In this case, the code has a nice
nested structure: for any message Me{0,1}", the set of cell
values V,,C{0,1}" that represent the message M is a linear
subspace of a linear error correcting code (ECC) for the
noise channel BSC(p), and {V,,/Me{0,1}*} form a partition
of'the ECC. Later the code may be extended to more general
cases.

2) The encoder: Let E: {0,1}x{0,1}**—{0,1}¥ be the
encoder for this rewrite. Namely, given the current cell state
s and the message to write Me{0,1}", the encoder is
configured to find a new cell state s'=E(s, M) that represents
M and is above s (that is, cell levels only increase).

The encoding function in Algorithm 1 follows. Here y and
u are two vectors of length

A .
N, UEyorree-Fascp = 14l E € Fvome.e) = Fasci)

are all the bits v, in the frozen set Fyyopyq ) but not

A .
FBscip)s Urpgse(y = Wi 11 € Fiscip}

are all the bits v, in Fz(,, and G,®P™ is the m-th Kronecker
product of

o (10]
1)

Algorithm 1 The encoding function s' = E(s, M)

v = ((s1, v1), (82, Va)s - - - 5(smws Vav))-

Let ug, WOM(a,c)FBSCg) ~M
Let Urpocen, < (0,0, ...,0).
for i from1 to N do

if i € Frronso,e) then

Wy, (ul, u2, ..., ) |0 = 0)

LYy, lu2, ..o, uy) & — .
W, (ul, u2, i) 0y = 1)

(Comment: Here Wx® (y, (ul, u2, . .., u_)hy; = 0)
and W@ (y, (ul,u2, ..., u,_ ), = 1) can be computed recursively
using formulae (22), (23) in E. Arikan, “Channel polarization: A method
for constructing capacity-achieving codes for symmetric binary-input
memoryless channels,” IEEE Trans. Inf. Theor., vol. 55, no. 7,
pp. 3051-3073, July 2009,).
(i)
N
[

0 with probabilit;
P y1+LN)
Letu; «

1 with probability -
1+1

Let v' — G,®".
Lets' < v D g
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3) The decoder: The decoder D: {0,1}"—{0,1}* M now
follows. Let c=(c,, ¢, . . . , cy)e{0,1}"" be the noisy cell
levels after the message is written. Given c, the decoder
should recover the message as D(c)=M.

The decoder may be configured to operate the same way
as a polar error correcting code. The decoding operation of
one embodiment is presented as Algorithm 2.

Algorithm 2 The decoding function M = D(c)

View ¢ € g as a noisy codeword, which is the output of a
binary

symmetric channel BSC(p).

Decode ¢ & g using the decoding algorithm of the polar error-
correcting code, where the bits in the frozen set Fpgy,, are set
to

0s. Let v = (Vy, V5, ..., V) be the recovered codeword.

Let M — (9(G» which denotes the ele-
ments

of the vector ¥(G,®")~!

whose indices are the set Fyonge.,) = Fascp)

@my—1
)R, WOM(cr.e)~F BSC(py

As is clear from the polar error-correcting code, the encod-
ing and the decoding algorithms may have time complexity
O(NlogN).

4) Nested code for t writes: In the above, the operations
of the encoder and the decoder for one rewrite have been
described. The operations can be applied to a t-write error
correcting WOM code as follows. For j=1, 2, .. ., t, for the
j-thwrite, replace oz, s, 8, v, v', M, M, B, D, c, M, ¥, bya,_,,
€,5,5, Vv, V, M, M, E, D, c, M, ¥, respectively, and
apply the above encoder and decoder.

Note that when N—co, the values of oy, 15, . . ., ,_; can
be computed using ¢, €,, . . ., g, ,; for BSC(p), o,=cx,_,
(1-g)(1-p)+(1-o,_,(1-¢;))p. Improving the code may
include choosing other values for e, e, . . ., g, that maximize
or otherwise increases the sum-rate.

B. Extended Code Construction

Code for the case Fgge,SF worsae has so far been
discussed. For relatively small p and typical values of (c,
), (0, &, . .., (0, ,, €,), the above condition holds. Now
consider the general case where Fyg,, is not necessarily a
subset of F

The encoder in Algorithm 1 may be revised as follows.
The bits are t.hen stgred in Uzt Fromton qsing Na dditionaly
cells (for the j-th write). (This implementation is illustrated
in FIG. 7(b).) In this disclosure, for simplicity, assume the
bits inu Eascon Fwastins, 2XC stored using just an error correcting
code designed for the noise channel BSC(p). (The bits can
be stored using an error-correcting WOM code, such as the
one presented above, for higher rates.) Therefore,

WOM(a.e)*

Nadditional, j _ 1
L-H(p)

limy o0
|Fasci - Fwozw(aj,l,gjﬂ

And the sum-rate becomes

i M;

Roum = ——7———-
1
N + 2 Noddirional, j

The decoder in Algorithm 2 may be revised as follows.
First recover the bits in u. using the decoding
BSC(p)-FWOM(e1,6)
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algorithm of the ECC for the N, /0n4,; additional cells.
Then carry out Algorithm 2, except that the bits in Fyge,-
Fivonma,e) are known to the decoder as the above recovered
values instead of Os.

IV. Code Analysis

In this section, the correctness of the above code con-
struction is shown, and its performance is analyzed.

A. Correctness of the Code

The correctness of the code is addressed first. The encoder
in Algorithm 1 works similarly to the WOM code encoder in
D. Burshtein and A. Strugatski, “Polar write once memory
codes.” In Proc. IEEE International Symposium on Infor-
mation Theory, July 2012, pp. 1972-1976, with an exception
that the bits in F 54, are not all occupied by the message
M, instead, the bits in its subset F jyop .6y \Fpsc) are set to
be constant values: all Os. Therefore, the encoder success-
fully rewrites data in the same way as the code in D.
Burshtein and A. Strugatski, “Polar write once memory
codes,” in Proc. IEEE International Symposium on Infor-
mation Theory, July 2012, pp. 1972-1976. Next, the decoder
in Algorithm 2 recovers the cell values from noise in the
same way as the standard polar ECC. Then, the stored
message M is extracted from it.

One item to note is that although the physical noise may
act on the cell levels s=(s,, sg, . . . , S5), the error correcting
code used in the construction is actually for the cell values
V=(Vi, Vo, . .., ¥, )=(5,Dgy, 5D, . . ., spDgs). However,
the pseudo-random dither g has independent and uniformly
distributed elements, and so when the noise channel for s is
BSC(p), the corresponding noise channel for v is also
BSC(p).

B. The Size of Fyopsae Fasce

It may be seen that if FBSC@)_FWOM(Q ¢y the code has a
nested structure. In general, it is observed how large the
intersection Fyopsq.Fssc(p) can be. For convenience of
presentation, consider one rewrite as in Section I11-A, where
the parameters are o and € (instead of a,_j, €)).

F) F
Lemma 1. When H(p) < aH(e), limyoe |B[S\/ﬂ < limyoeo lwoNﬂ.
F) F
Proof: limy_,o, lslsvﬂ = H(p) < aH(e) = limy,o lWONM.

Lemma 2. When p < ae,
FWOM( < (Fascip (N Fwom,e))s
and

(Fwom(a,e) U Fascp) € Fascae)-

Proof: (1) In FIG. 8, by setting

note that

BSC(p) = WOM(a, 5).
[e4
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Therefore

FWOM( 2 < Fascp-

(2) In FIG. 9, it can be seen that

WOM(a, &) < WOM(a, 5).
[e4
Therefore,

FWOM( )< Fwome)-

(3) In FIG. 8, by setting e*=e, it is seen that BSC(ce)=
WOM(a,e). Therefore Fronma, S)_F
(4) Since p=oe, clearly BSC(a£)<BSC(p) Therefore

FBSC(p)gFBSC(as)' o .
The meaning of Lemma 2 is illustrated in FIG. 10.

Lemma 3.
When p < e,
F F i |
limy_ WMt (1 Fascpl - | wola:G)l —a(2)
My oo 5 = limy o — =oH| -
Lemma 4.
When p < e,
iy |Fwoma,e) [ Fasc)| .
N
F +|F; —|F;
th%J woM(a.e) + | tj\jC(pﬂ |FBscsl = aH(e) + H(p) - H(0s).
Proof:

IFwonrsace Wasce)=F worrae+ FBSC(p
|FWOM(a,s)UFBSC(p)|2| worae) H asce) ~Fascioe)! 8 by
Lemma 2)

C. Lower Bound to Sum-Rate

The sum-rate of the general code construction is analyzed
as N—oo, Let

o |Fwon(a; ) 1 Fascoo
=<

X;j= —2 = <.
/ |Fasce)|

For j=1, 2,
rewrite is

, 1, the number of bits written in the j-th

M, = |Fw0M(aj,1,sj)| - |Fw0M(aj,1,sj) N Fasco|
=Naj-1H(g)) = xj|Fscpl
=Nla1H(e) - x;H(p))

and the number of additional cells used to store the bits in

FBSC(p)_F WOM (0j—1-87) is

NH(p)(1 - x))

Nadditional,j = )
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Therefore, the sum-rate is

t
1
A Zj:l ¥

Rym = ———7—7——
N+ 3y Naddisionat J

2 HE = HEY T x;
Hp) _
Ty

LU= HEDY ) = HOX = HGDY, %
N (1-H(p)+ H(p)) = H(p)Xl-, x;

1 t t
Tp)zjzl witie) =37 %

=(1-H(p)-

L-Hp)+H(pr ,
—Hp EPNEET
ot
Let 7, & max i) e He)+ Hip) - Hlwj &)
' H(p) H(p) '

Lemma 5. Let O<psca,_;&,. Then x2y,.

Proof: By Lemma 3,

Fuwomia_y.c;) () Fascop
Xj=—
/ |Fscpl
F P
P 01'7111(—]
wo;w[aj,1 aj—l] Y o
|Fscepl H(p)

By Lemma 4, we also have

[Fwon(a ;) N Fasco)
Xj=—
/ |Fascip!

|Fw0M(aj,1,sj)| +1Fpscpl = |FBSC(aj,1,sj)|
=

|Fascep!
o HEeN+ Hip) - Hlaj8))
H(p) ’

Theorem 6 Let O<p=c,_,¢, for j=1, 2, . . ., t. If Z,_/*
o, H(g)=1-H(p)+H (p)t, then the sum-rate R, is lower
bounded by

> (@ e~ Hipyy))
=1
—H(p)+ H(p)i = HP)Zim 75

(L =H(p)y

. X, ° (xj_lH(i-:j)<l—H(P)+H(p)t, and H(p)=a,_;H(g)) for
i=1,2,...,t then R, is lower bounded by

(Z='oy_ H(gy)-H(p)t.

.Proc?f: Ifx,_° (xjle(sj)zl—H(p)+H(p)t, tl.le. sum-rate is
minimized when x, (j=1, 2, . . . , t) takes the minimum value,
and x;zy, Otherwise, the sum-rate is minimized when x;
takes the maximum value 1.

Some numerical results of the lower bound are shown to
sum-rate R, ,, in FIG. 11, where
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B 1
T 24110

Ei

The curve for p=0 is the optimal sum-rate for noiseless
WOM code. The other four curves are the lower bounds for
noisy WOM with p=0.001, p=0.005, p=0.010 and p=0.016,
respectively, given by Theorem 6. Note that it is possible to
further increase the lower bound values by optimizing ,.

V. Extensions

More general noise models are now described. For sim-
plicity, an erasure channel is described. But the principles or
other features can be extended to other noise models. Let the
noise be a binary erasure channel (BEC) with erasure
probability p, denoted by BEC(p). After a rewrite, noise may
appear in some cell levels (both level 0 and level 1) and may
change the cell levels to erasures. An erasure represents a
noisy cell level between 0 and 1. Erasures may be handled
as follows: before a rewrite, all the erased cell levels are
increased to 1, and then rewriting is performed as before.

Note that although the noise for cell levels is BEC(p),
when rewriting happens, the equivalent noise channel for the
cell value v=sbg is a

i)

because all the erased cell levels have been pushed to level
1, and dither has a uniform distribution. Therefore, the code
construction and its performance analysis can be carried out
the same way as before, except that p is replaced by

[NeTlaN]

The code can also be extended to multi-level cells (MLC),
by using g-ary polar codes.

VI. Additional Information

In this section, example achievable rates of the error
correcting WOM code are discussed, using polar codes of
finite lengths. In the following, assume the noise channel is
BSC(p), and search is performed for parameters g,,e,, . . .,
g, that achieve high sum-rate for rewriting. When the code
can have a nested structure is also discussed. This simplifies
the code construction.

A. Finding BSCs Satisfying F 550,/ CF wonsae

The first consideration is when BSC(p) satisfies the con-
dition F 550,/ CF wonsa ey Which leads to a particular nested
code structure. Let N=8192. Let the polar codes be con-
structed using the method(s) described herein. To obtain the
frozen sets, let IF yop5qe) | =N(aH(g)-AR), where AR=0.025
is a rate loss considered for the polar code of the WOM
channel, and let F 5, be chosen with the target block error
rate 107°.

Example results are shown in FIG. 12. The four curves
correspond to 0=0.4, 0.6, 0.8, and 1.0, respectively. The
x-axis is €, and the y-axis is the maximum value of p that
satisfies Fgg0,)CF porsa,e) Clearly, the maximum value of
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p increases with both o and & and has nontrivial values
(namely, p is comparable to or higher than the typical error
probabilities in memories).

B. Achievable Sum-Rates for Nested Code

Achievable sum-rates of codes with a nested
structure may be found. Accordingly, the condition
FESC@)QFWOM(QH ¢, may be sat.isﬁed for all j:l., 2,0t
Givenp, £, &,, . . . , &, that maximize or otherwise increase
the sum-rate R_,,,, may be found.

Results for t-write error-correcting WOM codes—for
t=2,3,4,5—are shown in FIG. 13. (In one example, let
N=8192, AR=0.025, and the target block error rate be 107°.)
The x-axis is p and the y-axis is the maximum sum-rate
found in the algorithmic search. Accordingly, the achievable
sum-rate increases with the number of rewrites t.

C. Achievable Sum-Rate for General Code

The achievable sum-rates of the general code, when
Fgscqp) 18 not necessarily a subset of Fypp, (@, €7 is now
described. When p is given, the general code can search a
larger solution space for &, €, . . . , €, than the nested-code
case, and therefore achieve higher sum-rates. However, for
relatively small p (e.g. p<0.016), the gain in rate that is
obtained may be quite small. This indicates that the nested
code is already performing well for this parameter range.

The lower bound to sum-rate R, is discussed with
reference to FIG. 10. of Note that one embodiment may
actually be higher than the rates found in other embodi-
ments. This is because the lower bound is for N—oo, while
the codes in the other embodiments may be still short so far
and may consider the rate loss AR. Better rates can be
provided as the code length is increased and as the search
algorithm is further improved due to the results indicated by
the lower bound.

VII. Additional Example Embodiments

FIG. 14 is an illustration of one embodiment of a data
device constructed/configured so as to perform the methods
and operations discussed herein. FIG. 14 shows a memory
1602 that is accessed by a memory controller 1604 that
communicates with a host device 1606. The memory 1602
is used for storing data that is represented in accordance with
an encoding and decoding scheme discussed herein. The
memory may be implemented, for example, as a Flash
memory having multilevel cells. The memory 1602 and
memory controller 1604 together at least partly form a data
storage device 1608 that may be external to the host device
or may be integrated with the host device into a single
component or system. For example, the data storage device
1608 may comprise a Flash memory device (often referred
to as a “thumb drive”) that communicates with a host
computer 1606 via a USB connection, or the data storage
device may comprise a solid state drive (SSD) that stores
data for a host computer system. Alternatively, the data
storage device may integrated with a suitable host device to
comprise a single system or component with memory
employing an embodiment of a encoding and decoding
scheme as discussed herein, such as a smart phone, network
router, MP3 player, or the like.

The memory controller 1604 operates under control of a
microcontroller 1610, which manages communications with
the memory 1602 via a write device, such as memory
interface 1612 and manages communications with the host
device via a host interface 1614. Thus, the memory control-
ler supervises data transfers from the host 1606 to the
memory 1602 and from the memory 1602 to the host 1606.
The memory controller 1604 also includes a data buffer 1616
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in which data values may be temporarily stored for trans-
mission over the data channel controller 1617 between the
memory 1602 and the host 1606. They memory controller
also includes an Error Correcting code (ECC) block 1618 in
which data for the ECC is maintained. For example, the ECC
block 1618 may comprise data and program code to perform
error correction operations for a an embodiment of a encod-
ing and decoding scheme as discussed herein. Some
embodiments of such error correction operations are
described, for example, in U.S. Patent Application entitled
“Error Correcting Codes for Rank Modulation” by Anxiao
Jiang et al. filed Nov. 20, 2008, and incorporated herein by
reference. The ECC block 1618 may contain parameters for
the error correction code to be used for the memory 1602,
such as programmed operations for translating between
received symbols and error-corrected symbols, or the ECC
block may contain lookup tables for codewords or other
data, or the like. The memory controller 1604 of one
embodiment may perform the operations described above
for decoding data and for encoding data.

The operations described above for operating a data
storage device, for reading data from a device, for program-
ming a data storage device, and encoding and decoding, can
be carried out by the operations discussed above which can
be performed by the microcontroller 1610 and associated
components of the data storage device 1608.

The processing components such as the controller 1604
and microcontroller 1610 to perform the various operations
described herein may be implemented in some embodiments
in the form of control logic in software (or other computer-
readable instruction stored on a non-transitory computer-
readable storage medium and executable by one or more
processors) or hardware or a combination of both, and may
comprise the processor(s) that execute software program
instructions from program memory, or as firmware, or the
like. The host device 1606 may comprise a computer appa-
ratus. A computer apparatus also may carry out the opera-
tions depicted in the various figures herein or otherwise
described above.

FIG. 15 is a block diagram illustrating an example com-
puting device 900 that includes elements that pertain to the
encoding and decoding operations, error correction opera-
tion, memory cells, etc. discussed herein in connection with
a read and write data from a memory. In a very basic
configuration 901, computing device 900 typically includes
one or more processors 910 and system memory 920. A
memory bus 930 can be used for communicating between
the processor 910 and the system memory 920.

Depending on the desired configuration, processor 910
can be of any type including but not limited to a micropro-
cessor (UP), a microcontroller (uC), a digital signal proces-
sor (DSP), or any combination thereof. Processor 910 can
include one more levels of caching, such as a level one cache
911 and a level two cache 912, a processor core 913, and
registers 914. The processor core 913 can include an arith-
metic logic unit (ALU), a floating point unit (FPU), a digital
signal processing core (DSP Core), or any combination
thereof. A memory controller 915 can also be used with the
processor 910, or in some implementations the memory
controller 915 can be an internal part of the processor 910.

Depending on the desired configuration, the system
memory 920 can be of any type including but not limited to
volatile memory (such as RAM), non-volatile memory (such
as ROM, flash memory, etc.) or any combination thereof.
System memory 920 typically includes an operating system
921, one or more applications 922, and program data 924.
Applications 922 include encoding and decoding algorithms
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923 that is arranged to encode and decode, for example,
program data 924 as discussed below. In some embodi-
ments, applications 922 can be arranged to operate with
program data 924 on an operating system 921. This
described basic configuration is illustrated in FIG. 9 by those
components within dashed line 901. In some embodiments,
one or more of the memories or other storage devices shown
in FIG. 15 can include WOM that is written to and read from
using the various features and operations described above.
In some embodiments, the applications(s) 922 can include
one or more algorithms 923 having computer-readable
instructions that are stored on a non-transitory (such as
hardware) computer-readable medium and that are execut-
able by one or more processors (such as the processor 910)
to perform the joint rewriting and error correction of a WOM
as described herein. The program data 924 of one embodi-
ment may include various data 925, such as the data written
to or read from the WOM, the data for the various equations/
variable/vectors/algorithms/etc. described above, or other
data.

Computing device 900 can have additional features or
functionality, and additional interfaces to facilitate commu-
nications between the basic configuration 901 and any
required devices and interfaces. For example, a bus/interface
controller 940 can be used to facilitate communications in
accordance with the present disclosure between the basic
configuration 901 and one or more data storage devices 950
via a storage interface bus 941. The data storage devices 950
can be removable storage devices 951, non-removable stor-
age devices 952, or a combination thereof. Examples of
removable storage and non-removable storage devices
include magnetic disk devices such as flexible disk drives
and hard-disk drives (HHDs), optical disk drives such as
compact disk (CD) drives or digital versatile disk (DVD)
drives, solid state drives (SSDs), and tape drives to name a
few. Example computer storage media can include volatile
and nonvolatile, removable and non-removable media
implemented in any method or technology for storage of
information, such as computer readable instructions, data
structures, program modules, or other data.

System memory 920, removable storage 951 and non-
removable storage 952 are all examples of computer storage
media. Computer storage media includes, but is not limited
to, RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVDs) or
other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can be accessed by computing device
900. Any such computer storage media can be part of device
900.

Computing device 900 can also include an interface bus
942 for facilitating communication from various interface
devices (e.g., output interfaces, peripheral interfaces, and
communication interfaces) to the basic configuration 901 via
the bus/interface controller 940. Example output devices
960 include a graphics processing unit 961 and an audio
processing unit 962, which can be configured to communi-
cate to various external devices such as a display or speakers
via one or more A/V ports 963. Example peripheral inter-
faces 970 include a serial Interface controller 971 or a
parallel interlace controller 972, which can be configured to
communicate with external devices such as input devices
(e.g., keyboard, mouse, pen, voice input device, touch input
device, etc.) or other peripheral devices (e.g. printer, scan-
ner, etc.) via one or more I/O ports 973. An example
communication device 980 includes a network controller
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981, which can be arranged to facilitate communications
with one or more other computing devices 990 over a
network communication via one or more communication
ports 982. The communication connection is one example of
a communication media. Communication media may typi-
cally be embodied by computer readable instructions, data
structures, program modules, or other data in a modulated
data signal, such as a carrier wave or other transport mecha-
nism, and includes any information delivery media. A
“modulated data signal” can be a signal that has one or more
of its characteristics set or changed in such a manner as to
encode information in the signal. By way of example, and
not limitation, communication media can include wired
media such as a wired network or direct-wired connection,
and wireless media such as acoustic, radio frequency (RF),
infrared (IR) and other wireless media. The term computer
readable media as used herein can include both storage
media and communication media.

Computing device 900 can be implemented as a portion of
a small-form factor portable (or mobile) electronic device
such as a cell phone, a personal data assistant (PDA), a
personal media player device, a wireless web-watch device,
a personal headset device, an application specific device, or
a hybrid device that include any of the above functions.
Computing device 900 can also be implemented as a per-
sonal computer including both laptop computer and non-
laptop computer configurations.

The operations of encoding and decoding data according
to the error correction encoding schemes discussed above
can be illustrated ad in FIG. 16, which shows data flow in a
memory device 1302, such as data storage device 1608
discussed above with reference to FIG. 14, that operates
according to the error correction encoding schemes
described herein. In FIG. 16, the memory device 1302
includes an encoder and decoder 1308 for encoding data
values into codewords and decoding codewords into data
values. The encoder and decoder 1308 encodes data values
and provides codewords to the source/destination block
1310, and decodes codewords from the source/destination
and provides corresponding data values. The two-way
nature of the data flow is indicated by the double-ended
arrows labeled “data values” and “codewords”. The encoder
and decoder 1308 includes interfaces through which the
encoder and decoder 1308 receives and provides the data
values and the information values (codewords). For the sake
of brevity, further details of such interfaces are not provided
herein. While represented as a single block/unit that is
labeled as 1308 in FIG. 16, the encoder and decoder can
comprise discrete and separate blocks/units in other embodi-
ments.

The information values 1306 comprise a physical repre-
sentation of the data values and codewords. For example, the
information values 1306 may represent charge levels of
memory cells, such that multiple cells are configured to
operate as virtual cell in which charge levels of the cells
determine a representation of the data values with error
correction. Data values are received and encoded to repre-
sent the data values with error correction and charge levels
of cells are adjusted accordingly, and codewords are deter-
mined according to cell charge levels, from which a corre-
sponding data value is determined. Alternatively, the infor-
mation values 1306 may represent features of a transmitted
signal, such as signal frequency, magnitude, or duration,
such that the cells or bins are defined by the signal features
and represent a data value having error correction. For
example, frequency changes over time can determine a data
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value having error correction. Other schemes for physical
representation of the cells are possible in view of the
description herein.

For information values 1306 in the case of cell charge
levels, the source/destination 1310 comprises memory cells
in which n memory cells provide n cell values whose charge
levels define data values having error correction. For storing
a codeword, the memory cells receive an encoded codeword
and comprise a destination, and for reading a code word, the
memory cells provide a codeword for decoding and com-
prise a source. In the case of data transmission, the source/
destination 1310 may comprise a write device, such as a
transmitter/receiver that processes a signal with signal fea-
tures such as frequency, magnitude, or duration that define
cells or bins such that the signal features determine a data
value having error correction. For example, signal compo-
nents comprising signal frequency, magnitude, or duration
may be controlled and modulated by the transmitter such
that data values having error correction are represented.
When the source/destination 1310 receives a codeword from
the controller 1304, the source/destination comprises a
transmitter of the device 1302 for sending an encoded signal.
When the source/destination provides a codeword to the
controller 1304 from a received signal, the source/destina-
tion comprises a receiver of the device for receiving an
encoded signal. Signal components of the transmitted signal
can be suitable modulated to define data values having error
correction, in view of the description herein.

The various aspects discussed herein can be implemented
in the form of control logic in software or hardware or a
combination of both. The control logic may be stored in an
information storage medium as a plurality of instructions
adapted to direct an information-processing device to per-
form the operations discussed herein. Based on the disclo-
sure and teachings provided herein, other ways and/or
methods to implement the discussed features are possible.

The methods and operations described herein can be
implemented in a variety of systems for encoding and
decoding data for transmission and storage. For example,
codewords may be received from a source over an informa-
tion channel according to a memory writing scheme and are
decoded into their corresponding data values and provided
to a destination, such as a memory or a processor, and data
values for storage or transmission are received from a source
over an information channel and are encoded according to
the memory writing scheme.

The coding scheme can be further extended to multi-level
cells (MLC). For example, using aspects of the coding
scheme described above, multilevel cell memories can be
written level by level. Alternatively or additionally, aspects
of the coding scheme described above may be used for
writing multilevel cell memories using a multilevel polar
code.

VIII. Concluding Remarks

This application presents a code construction for error-
correcting WOM codes. The embodiment(s) described
herein supports any number of rewrites and can correct a
substantial number of errors. In some embodiments, con-
struction may be based on polar coding to achieve improved
performance for both rewriting and error correction.

The present disclosure is not to be limited in terms of the
particular embodiments described in this application, which
are intended as illustrations of various aspects. Many modi-
fications and variations can be made without departing from
its spirit and scope, as will be apparent to those skilled in the
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art. Functionally equivalent methods and apparatuses within
the scope of the disclosure, in addition to those enumerated
herein, will be apparent to those skilled in the art from the
foregoing descriptions. Such modifications and variations
are intended to fall within the scope of the appended claims.
The present disclosure is to be limited only by the terms of
the appended claims, along with the full scope of equivalents
to which such claims are entitled. It is to be understood that
this disclosure is not limited to particular methods, systems,
or devices which can, of course, vary. It is also to be
understood that the terminology used herein is for the
purpose of describing particular embodiments only, and is
not intended to be limiting.

With respect to the use of substantially any plural and/or
singular terms herein, those having skill in the art can
translate from the plural to the singular and/or from the
singular to the plural as is appropriate to the context and/or
application. The various singular/plural permutations may
be expressly set forth herein for sake of clarity.

It will be understood by those within the art that, in
general, terms used herein, and especially in the appended
claims (e.g., bodies of the appended claims) are generally
intended as “open” terms (e.g., the term “including” should
be interpreted as “including but not limited to,” the term
“having” should be interpreted as “having at least,” the term
“includes” should be interpreted as “includes but is not
limited to,” etc.). It will be further understood by those
within the art that if a specific number of an introduced claim
recitation is intended, such an intent will be explicitly recited
in the claim, and in the absence of such recitation no such
intent is present. For example, as an aid to understanding,
the following appended claims may contain usage of the
introductory phrases, “at least one” and “one or more” to
introduce claim recitations. However, the use of such
phrases should not be construed to imply that the introduc-
tion of a claim recitation by the indefinite articles “a” or “an”
limits any particular claim containing such introduced claim
recitation to embodiments containing only one such recita-
tion, even when the same claim includes the introductory
phrases “one or more” or “at least one” and indefinite
articles such as “a” or “an” (e.g., “a” and/or “an” should be
interpreted to mean “at least one” or “one or more”); the
same holds true for the use of definite articles used to
introduce claim recitations. In addition, even if a specific
number of an introduced claim recitation is explicitly
recited, those skilled in the art will recognize that such
recitation should be interpreted to mean at least the recited
number (e.g., the bare recitation of “two recitations,” with-
out other modifiers, means at least two recitations, or two or
more recitations). Furthermore, in those instances where a
convention analogous to “at least one of A, B, and C, etc.”
is used, in general such a construction is intended in the
sense one having skill in the art would understand the
convention (e.g., “a system having at least one of A, B, and
C” would include but not be limited to systems that have A
along, B alone, C alone, A and B together, A and C together,
B and C together, and/or A, B, and C together, etc.). In those
instances where a convention analogous to “at least one of
A, B, or C, etc.” is used, in general such a construction is
intended in the sense one having skill in the art would
understand the convention (e.g., “a system having at least
one of A, B, or C” would include but not be limited to
systems that have A along, B alone, C alone, A and B
together, A and C together, B and C together, and/or A, B,
and C together, etc.). It will be further understood by those
within the art that virtually any disjunctive word and/or
phrase presenting two or more alternative terms, whether in
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the description, claims, or drawings, should be understood to
contemplate the possibilities of including one of the terms,
either of the terms, or both terms. For example, the phrase
“A and B” will be understood to include the possibilities of
“A” or “B” or “A and B.”

In addition, where features or aspects of the disclosure are
described in terms of Markush groups, those skilled in the
art will recognize that the disclosure is also thereby
described in terms of any individual member or subgroup of
members of the Markush group.

As will be understood by one skilled in the art, for any and
all purposes, such as in terms of providing a written descrip-
tion, all ranges disclosed herein also encompass any and all
possible subranges and combinations of subranges thereof.
Any listed range can be easily recognized as sufficiently
describing and enabling the same range being broken down
into at least equal halves, thirds, quarters, fifths, tenths, etc.
As a non-limiting example, each range discussed herein can
be readily broken down into a lower third, middle third and
upper third, etc. As will also be understood by one skilled in
the art all language such as “up to,” “at least,” “greater than,”
“less than,” and the like include the number recited and refer
to oranges which can be subsequently broken down into
subranges as discussed above. Finally, as will be understood
by one skilled in the art, a range includes each individual
member. Thus, for example, a group having 1-3 cells refers
to groups having 1, 2, or 3 cells. Similarly, a group having
1-5 cells refers to groups having 1, 2, 3, 4, and 5 cells, and
so forth.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and
embodiments disclosed herein are for purposes of illustra-
tion and are not intended to be limiting, with the true scope
and spirit being indicated by the following claims.

29 <

What is claimed is:

1. A method to rewrite a memory, the method comprising:

determining respective current cell charge levels of a
plurality of cells of the memory;

generating a plurality of next cell charge levels for the
plurality of cells according to a linear transformation
that includes a multiplication of an input vector that
includes input data, by a matrix of N rows and N
columns, wherein each next cell charge level is gener-
ated based on a corresponding one of the current cell
charge levels, the input data, and additional data that
includes a frozen set of a binary symmetric channel
(BSC), wherein each next cell charge level is greater
than or equal to the corresponding one of the current
cell charge levels, wherein the plurality of next cell
charge levels represent the input data, and wherein the
plurality of next cell charge levels include redundancy
for error correction; and

storing the plurality of next cell charge levels, which
include the redundancy for error correction, in the
memory, to enable rewriting of the memory without
decrease in the current cell charge levels, wherein the
redundancy for error correction enables recovery of
most recently written data when noise changes a level
of one or more cells, of the plurality of cells, which
contain the most recently written data.

2. The method of claim 1, wherein generating the plurality

of next cell charge levels according to the linear transfor-
mation comprises:
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generating a first subset of bits of the input vector which
are equal to a value of the input data, and a second
subset of bits of the input vector which are equal to a
constant.

3. A method to rewrite a memory, the method comprising:

determining respective current cell charge levels of a

plurality of cells of the memory;

generating a plurality of next cell charge levels for the

plurality of cells according to a linear transformation
that includes a multiplication of an input vector that
includes input data, by a matrix of N rows and N
columns, wherein each next cell charge level is gener-
ated based on a corresponding one of the current cell
charge levels and based on the input data, wherein each
next cell charge level is greater than or equal to the
corresponding one of the current cell charge levels,
wherein the plurality of next cell charge levels repre-
sent the input data, wherein the plurality of next cell
charge levels include redundancy for error correction,
and wherein generating the plurality of next cell charge
levels comprises:
generating a first subset of bits of the input vector
which are equal to a value of the input data, and a
second subset of bits of the input vector which are
equal to a constant; and
indexing bits of the input vector such that each bit of
the input vector has an index that indicates a position
within an order of the bits of the input vector,
wherein the bits of the first subset of the input vector
have indices in a dataset that is based on a first
dataset and a second dataset, wherein the bits of the
second subset of the input vector have indices in the
second dataset, wherein the second dataset includes
at least one element, wherein the first dataset
includes elements which are absent in the second
dataset, wherein at least one index is in neither the
first dataset nor the second dataset, and wherein the
second dataset is a subset of the first dataset; and
storing the plurality of next cell charge levels, which
include the redundancy for error correction, in the
memory, to enable rewriting of the memory without
decrease in the current cell charge levels, and wherein
the redundancy for error correction enables recovery of
most recently written data when noise changes a level
of one or more cells, of the plurality of cells, which
contain the most recently written data.

4. The method of claim 3, wherein generating the plurality
of next cell charge levels according to the linear transfor-
mation further comprises:

calculating a plurality of before write values, wherein

each of the plurality of before write values is calculated
based on a corresponding current cell charge level and
on a corresponding dither value of a plurality of dither
values, and wherein each of the plurality of before write
values is equal to the corresponding current cell charge
level exclusive OR-ed (XOR-ed) with the correspond-
ing dither value; and

calculating a plurality of after write values, wherein each

of the plurality of after write values is calculated based
on the corresponding next cell charge level and the
corresponding dither value of the plurality of dither
values, and wherein each of the plurality of after write
values is equal to the corresponding next cell charge
level XOR-ed with the corresponding dither value.

5. The method of claim 4, wherein the plurality of after
write values is equal to the input vector multiplied by the
matrix, and wherein the plurality of next cell charge levels
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is equal to a bit-wise XOR of the plurality of after write
values and the plurality of dither values.

6. The method of claim 4, wherein the plurality of dither
values includes a plurality of pseudo-random numbers.

7. The method of claim 3, wherein generating the plurality
of next cell charge levels according to the linear transfor-
mation comprises generating the bits of the input vector
according to a linear transformation that includes calculation
of the bits in the input vector having an index which is in
neither the first dataset nor the second dataset.

8. The method of claim 3, wherein the matrix includes a
generating matrix of a polar code, and wherein the first
dataset is in a frozen set of the polar code.

9. A method to read a memory, the method comprising:

determining respective current cell charge levels of a
plurality of cells of the memory, wherein the current
cell charge levels represent data and error correction
information;

generating a plurality of data values for the plurality of
cells, by use of an error correction function, from the
current cell charge levels, wherein the plurality of data
values are generated according to a linear transforma-
tion that includes a multiplication of an input vector by
a matrix of N rows and N columns, and wherein the
input vector comprises a first subset of bits which
correspond to the plurality of data values, and a second
subset of bits which are equal to a constant;

indexing bits of the input vector such that each bit has an
index that indicates a position within the input vector,
wherein the first subset of bits have indices in a dataset
that is based on a first dataset and a second dataset,
wherein the second subset of bits have indices in the
second dataset, wherein the second dataset includes at
least one element, wherein the first dataset includes
elements which are absent in the second dataset,
wherein at least one index is in neither the first dataset
nor the second dataset, and wherein the second dataset
is a subset of the first dataset; and

transmitting the plurality of data values to a data desti-
nation, wherein the transmitted plurality of data values,
generated by use of the error correction function,
facilitates recovery of most recently written data to the
memory when noise changes a level of one or more
cells, of the plurality of cells, which contain the most
recently written data.

10. The method of claim 9, wherein the input vector
equals a bit-wise XOR of the current cell charge levels and
a plurality of dither values.

11. The method of claim 9, wherein the multiplication of
the input vector by the matrix includes a multiplication of
the input vector by an inverse of a generating matrix of a
polar code.

12. The method of claim 9, wherein the current cell charge
levels define an error correction code that pertains to the
error correction information, and wherein generating the
plurality of data values comprises:

determining a set of data values; and

verifying that the set of data values is consistent with the
error correction code.

13. A memory system, comprising:

a memory that includes a plurality of cells;

a processor coupled to the memory and configured to
determine respective current cell charge levels of the
plurality of cells of the memory;

an encoder coupled to the memory and to the processor,
and configured to:
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generate a plurality of next cell charge levels according
to a linear transformation that includes a multiplica-
tion of an input vector that includes input data, by a
matrix of N rows and N columns, wherein each next
cell charge level is generated based on a correspond-
ing one of the current cell charge levels and based on
the input data, wherein each next cell charge level is
greater than or equal to the corresponding one of the
current cell charge levels, wherein the plurality of
next cell charge levels represent the input data,
wherein the plurality of next cell charge levels
include redundancy for error correction, wherein the
input vector includes bits, and wherein a first subset
of bits of the input vector are equal to a value of the
input data, and a second subset of bits of the input
vector are equal to a constant; and

index the bits of the input vector such that each bit has
an index that indicates a position within an order of
bits, wherein the bits of the first subset have indices
in a dataset that is based on a first dataset and a
second dataset, wherein the bits of the second subset
have indices in the second dataset, wherein the
second dataset includes at least one element, wherein
the first dataset includes elements which are absent
in the second dataset, wherein at least one index is in
neither the first dataset nor the second dataset, and
wherein the second dataset is a subset of the first
dataset; and

a write device coupled to the encoder and to the memory,
and configured to store the plurality of next cell charge
levels, which include the redundancy for error correc-
tion, in corresponding cells of the plurality of cells of
the memory, to enable rewriting of the memory without
decrease in the current cell charge levels, and wherein
the redundancy for error correction enables recovery of
most recently written data when noise changes a level
of one or more cells, of the plurality of cells, which
contain the most recently written data.

14. The system of claim 13, wherein the linear transfor-

mation comprises:

a calculation of a plurality of before write values, wherein
each of the plurality of before write values is calculated
based on a corresponding current cell charge level and
on a corresponding dither value of a plurality of dither
values, and wherein each of the plurality of before write
values is equal to the corresponding current cell charge
level exclusive OR-ed (XOR-ed) with the correspond-
ing dither value; and

a calculation of a plurality of after write values, wherein
each of the plurality of after write values is calculated
based on a corresponding next cell charge level and the
corresponding dither value, and wherein each of the
plurality of after write values is equal to the corre-
sponding next cell charge level XOR-ed with the cor-
responding dither value.

15. The system of claim 14, wherein the plurality of after
write values is equal to the input vector multiplied by the
matrix, and wherein the plurality of next cell charge levels
is equal to the bit-wise XOR of the plurality of after write
values and the plurality of dither values.

16. The system of claim 14, wherein the plurality of dither
values includes a plurality of pseudo-random numbers.

17. The system of claim 13, wherein the linear transfor-
mation comprises a calculation of the input vector having an
index which is in neither the first dataset nor the second
dataset.
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18. The system of claim 13, wherein the matrix includes
a generating matrix of a polar code, and wherein the first
dataset is in a frozen set of the polar code.
19. A memory system, comprising:
a memory that includes a plurality of cells;
a processor coupled to the memory and configured to
determine respective current cell charge levels of the
plurality of cells of the memory, wherein the current
cell charge levels represent data and error correction
information;
a decoder coupled to the processor and to the memory,
and configured to:
generate a plurality of data values for the plurality of
cells from the current cell charge levels by use of an
error correction function, wherein the plurality of
data values for the plurality of cells are generated
according to a linear transformation that includes a
multiplication of an input vector by a matrix of N
rows and N columns, wherein the input vector com-
prises a first subset of bits which correspond to the
plurality of data values, and a second subset of bits
which are equal to a constant; and

index bits of the input vector such that each bit has an
index that indicates a position within the input vec-
tor, wherein the first subset of bits have indices in a
dataset that is based on a first dataset and a second
dataset, wherein the second subset of bits have
indices in the second dataset, wherein the second
dataset includes at least one element, wherein the
first dataset includes elements which are absent in
the second dataset, wherein at least one index is in
neither the first dataset nor the second dataset, and
wherein the second dataset is a subset of the first
dataset; and

a transmitter coupled the decoder and configured to
transmit the plurality of data values to a data destina-
tion, wherein the transmitted plurality of data values,
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generated by use of the error correction function,
facilitates recovery of most recently written data to the
memory when noise changes a level of one or more
cells, of the plurality of cells, which contain the most
recently written data.
20. The system of claim 19, wherein the matrix is equal
to a m-th Kronecker product of G,, wherein

G(IO]
2=y )

and N=2"".

21. The system of claim 19, wherein the matrix includes
a generating matrix of a polar code.

22. The system of claim 19, wherein the linear transfor-
mation implements one of a list-decoding algorithm and a
belief-propagation algorithm.

23. The system of claim 19, wherein the data and the error
correction information of the current cell charge levels are
encoded such that a bit-wise XOR of the current cell charge
levels and a plurality of dither values equals the input vector,
and wherein the input vector includes a first subset of
positions that represent the data, and a second subset of
subset having constant values.

24. The system of claim 19, further comprising a bus
coupled between the memory and the processor.

25. The method of claim 1, wherein the matrix is equal to
a m-th Kronecker product of G,, wherein

G(IO]
2=y )

and N=2".



