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ABSTRACT 

 

The activation of natural fractures and associated microseismicity generation and 

radiation during hydraulic fracturing treatments are dynamic processes. However, most of the 

current hydraulic fracturing models are based on a quasi-static framework. Then, how significant 

are the dynamic stress perturbations during hydraulic fracturing treatments? Can they induce the 

activation of the horizontal bedding planes (BPs), which could be the source of some specific 

patterns of microseismic events? What are the characteristics and the predominant frequencies of 

the induced microseismic signals during hydraulic fracturing? How is the geometry (i.e., 

orientation and length) of the induced microseismic clouds correlated with that of the hydraulic 

fracture (HF)? We apply a dynamic finite element geomechanics method to address these 

important questions.  

We compare the dynamic and static stress perturbations and find the dynamic stress 

perturbations could cause more instability around a propagating HF. BPs could be more easily 

activated when the HF crosses them by a short distance compared with when the HF approaches 

them but is still a short distance away. Fracturing fluid penetration into BPs could weaken the 

BPs and facilitate the activation. The rupture propagates bilaterally along the BPs at different 

speeds. The study on the induced microseismicity during hydraulic fracturing in a fractured 

reservoir indicates that rupture patterns along the natural fractures (NFs) affect the signal 

spectrum. The spectrum could either have multiple predominant frequencies or be relatively flat 

over the investigated frequency range. Injection rate doesn’t affect the predominant frequencies 

obviously. A higher Young’s modulus could shift the predominant frequency higher. The 

correlation between the geometry of the hydraulic fracture and the induced microseismic cloud 
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depends on the inclination of the NFs with respect to the maximum horizontal principal stress 

direction. When the inclination is either high or low, not so many MS events would be generated, 

and they are close to the HF but quite asymmetric about the HF. The MS cloud has small 

discrepancy with the HF in length but large discrepancy in strike. It is the opposite when the NF 

inclination is nearly optimal. 
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NOMENCLATURE 

 

BP Bedding Plane 

FEM Finite Element Method 

𝑓𝑓 Failure Factor 
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MS Microseismic 

NF Natural Fracture 
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WP Weak Plane 

𝝈  Stress tensor 

b  Body force vector 

�̇�  Acceleration 

M  Mass matrix 

C  Viscous damping matrix 

K  Stiffness matrix 

F  Vector of applied forces 

 u Displacement vector 

v Velocity vector 

a  Acceleration vector 

𝑖  Injection rate 

E Young’s modulus 
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𝐸′ Plane strain modulus 

v  Poisson ratio  

η Fluid viscosity 

ℎ𝑓  Fracture height. 

𝜏𝑐 Shear strength 

 τ  Shear traction 

𝛕  Shear traction vector 

�̇� Slip velocity magnitude 

�̇�  Slip velocity vector 

𝜇 Frictional coefficient 

𝜇𝑠  Static frictional coefficient 

𝜇𝑑   Dynamic frictional coefficient 

𝑙  Slip distance 

𝑑0 Critical slip distance 

𝜎𝑛  Normal stress 

𝑝  Pore pressure 

𝑐 Cohesion 

T  Rock tensile strength 

𝑈𝑁 Relative displacement in the normal direction 

B Skempton coefficient 

∆𝜎𝑥𝑥(t)  Time-dependent normal stress components change in x-direction 

∆𝜎𝑦𝑦(t)  Time-dependent normal stress components change in y-direction 
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∆𝜎𝑧𝑧(t)  Time-dependent normal stress components change in z-direction 

ρ  Density  

𝑉𝑝 P wave velocity  

𝑉𝑠 S wave velocity  

𝑒𝑖𝑗 Strains 

𝜆, 𝜇 Lame constants 
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CHAPTER I 

INTRODUCTION 

Hydraulic fracturing has become a successful and widely used well stimulation method in 

the petroleum industry for several decades (Al-Muntasheri, 2014; Clark 1949; Grossman, 1951; 

Padgett, 1951). It can be applied for most unconventional reservoirs, and many conventional 

reservoirs as well (Warpinski et al. 2013). In hydraulic fracturing treatments, fracturing fluids are 

injected downhole under high pressure, creating fractures in reservoirs. The Perkins-Kern-

Nordgren (PKN) and Kristianovich-Geertsma-deKlerk (KGD) models are widely used in 

petroleum industry to predict the hydraulic fracture (HF) propagation and geometry (Valko and 

Economides, 1995). The fractures can enhance the oil and gas fluid flow into the wellbore. In 

2000, only 1% of the total gas production in the US was from shale reservoirs. However, in 

2010, the percentage of shale gas in the total gas production had significantly risen to 20% (IHS 

CERA, 2010). Hydraulic fracturing technology makes great contributions as well as horizontal 

drilling (Van Der Baan et al., 2013). But the greatest problem is that we cannot really see the 

underground hydraulic fracturing process and the real-time and final fracture geometry 

(Warpinski et al., 2013).  Microseismic (MS) monitoring brings us some hope. 

MS monitoring started to attract great interest from the oil and gas industry over a decade 

ago and now is growing rapidly (Warpinski, 2009; Maxwell, 2010). It can be applied to detect 

the hydraulic fracturing process and estimate the fracture geometry by locating MS events. This 

technology has been used for a long time to monitor the underground mining (Gibowicz et al., 

1994; Urbancic et al., 2000) and geothermal system stability (Häring et al., 2008). MS events are 

very tiny earthquakes mostly with negative moment magnitudes induced by stress changes 
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and/or pore fluid pressure change underground (Van Der Baan et al., 2013). Most of them are 

caused by human activities, such as drilling, fracturing, mining, CO2 capture and storage etc. 

(McGillivray, 2005; Maxwell et al., 2010; Verdon et al., 2010; Maxwell, 2011). Typical moment 

magnitudes of a MS event induced by hydraulic fracturing vary from -4 to -2, with some greater 

events reaching up to -1 (Warpinski et al. 2013). The goal of MS monitoring is to detect, locate 

and characterize the large-number cloud-like induced MS events (Van Der Baan et al. 2013). MS 

cloud formed by event locations can delineate the geometry of the fracture zone and dynamics of 

the fracturing process (Baig et al. 2010).  There are two common acquisition techniques which 

are used in MS data monitoring: surface and downhole array. A typical layout for the downhole 

array case is shown in Figure 1.1 (Warpinski et al. 2009). The offset monitoring well is at some 

reasonable distance away from the treatment well. There is a limited capability of 

viewing/listening distance because the amplitude of the MS signals decay with distance primarily 

due to geometric spreading and secondarily attenuation. A receiver array is placed in the offset 

wellbore near the depth where the fracturing process occurs. The long-developed and tested 

earthquake seismology principles can be directly applied to the MS processing and strategy, so 

MS data processing and strategy should not be too difficult (Warpinski et al., 2009). 
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Figure 1.1 Side view of a typical microseismic monitoring layout (Reprinted from 
Warpinski et al., 2009). 

Currently, many MS studies focus on event locations (e.g., Anikiev et al. 2013, Reys-

Montes et al. 2014, Zhang et al. 2015, Jiang et al. 2016, Ry et al. 2017) and some focus on focal 

mechanism analysis (e.g., Li et al. 2011, Kuang et al. 2016, Kim et al. 2017). However, the 

source mechanisms and data interpretation of the microseismicity still remain ambiguous to 

some extent (Warpinski et al. 2013). Interpreting MS results and linking microseismicity to 

fracture behavior needs a good understanding of geomechanics during hydraulic fracturing 

(Warpinski et al. 2013). Meanwhile, activation of natural fractures (NFs) and microseismicity 

generation and radiation are dynamic processes. Therefore, dynamic geomechanical modeling is 

needed to accurately model hydraulic fracturing and associated processes such as 

microseismicity generation and radiation. However, not much effort is made on the dynamic 

geomechanical modeling of the induced microseismicity. In this dissertation, I focus on the 

research questions outlined below with our in-house dynamic finite element geomechanics code. 
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In Chapter II, the applied methodology in this dissertation is briefly introduced. We talk 

about the governing equations with the inertial terms and the finite element method (FEM) 

formulation. The HF propagation and the fluid net pressure follow the PKN model (Valko and 

Economides, 1995). The jump conditions for both shear sliding and opening motion along the 

planes in the models and how they are implemented by the traction-at-split-node (TSN) scheme 

(e.g., Day et al., 2005; Duan, 2016) are discussed. The media in the models is assumed to be 

undrained, fluid saturated and linearly elastic. The pore pressure is time-dependent. Its increment 

with time (Harris and Day, 1993) is added to the initial pore pressure to get the time-dependent 

pore pressure in the models. 

In Chapter III, the significance of dynamic stress perturbations is investigated. We study 

the difference between the static and dynamic stress perturbations at a moment when a HF 

propagates to a certain length and how the stability around the HF is affected when dynamic 

stress perturbations are considered. The peak static and dynamic stress perturbations during the 

whole hydraulic fracturing process are also compared. In addition, we attempt to quantify the 

significance of the dynamic effects based on different injection rates or fracturing net pressure. 

In Chapter IV, we apply our dynamic geomechanical models to study bedding-plane slip. 

Rutledge et al. (2013, 2015, and 2016) and some other researchers reported dip-slip or strike-slip 

mechanisms of some MS events induced by hydraulic fracturing, which revealed some shear 

planes aligned close to the principal stress direction. They proposed that these types of events 

could be generated by bedding-plane slip. However, a bedding-plane perpendicular to a principal 

direction is unlikely to be activated with simple geomechanical models (Zoback, 2010). Dynamic 

geomechanical models considers dynamic stress perturbations, which could cause more 
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instability around a propagating HF and activate the bedding-planes. Different scenarios when a 

propagating HF meets a bedding-plane are investigated and analyzed. 

In Chapter V, we study dynamic fracture interaction and the predominant frequency of 

the induced MS signals during hydraulic fracturing. The effect of activation of the NFs on the 

displacement and width profile of the HF is discussed. The microseismicity induced by different 

sources is investigated. We study different types of spectrums and the associated rupture patterns 

as well as the effect of injection rate and Young’s modulus on the predominant frequencies. 

In Chapter VI, the correlation between the geometry (i.e., orientation and length) of the 

HF and the induced MS cloud is studied. The primary goal of MS monitoring is to estimate the 

geometry of a HF. However, to our best knowledge, currently not much effort was made to 

discover the correlation. Liu et al. (2016) pointed out that it is still ambiguous if the MS cloud 

geometry could derive the correct or accurate HF geometry. In this chapter, we study the ratio 

between the MS cloud half-length and HF half-length as well as their strike difference in 

different scenarios with different directions of the maximum horizontal principal stress. The 

effect of some model parameters such as cohesion and HF length on the MS cloud also is 

discussed. 
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CHAPTER II  

METHODOLOGY1 

We use a dynamic finite element method (FEM) EQdynaFrac (Duan, 2016) to perform 

the numerical simulations in this research. EQdynaFrac is an extension of a dynamic FEM code 

EQdyna (Duan and Oglesby, 2006; Duan and Day, 2008; Duan, 2010; Duan, 2012) for rupture 

dynamics and seismic wave propagation. EQdyna was verified on various benchmark problems 

in a community-wide dynamic rupture code verification effort (Harris et al., 2009; 2011; 2018). 

As a FEM, EQdyna follows the standard FEM formulation for dynamic problems (e.g., Hughes, 

2000). Fractures are treated as surfaces across which a discontinuity in the displacement vector is 

permitted. The traction-at-split-node (TSN) scheme (e.g., Day et al., 2005; Duan, 2016) is used 

to implement jump conditions at fractures. In the TSN scheme, a FEM node on a fracture is split 

into two halves, and the two halves of a split node interact through traction acting on the surface 

between them. Here we summarize the method below. 

2.1 Governing equations and FEM formulation 

The dynamic FEM solves the equations of motion 

𝑑𝑖𝑣(𝝈) + 𝜌𝒃 = 𝜌�̇� (2.1) 

In the equations above, 𝝈 is the stress tensor, b is the body force vector, and �̇� is the 

acceleration. For the 2D models, the fixed-displacement condition is applied to the four outer 

model boundaries and the particle displacements and velocities in the entire model are set to be 

1 Reprinted with permission from Journal of Improved Oil and Gas Recovery Technology (JIOGRT), Vol 2, He, 

Z., and Duan, B. “Dynamic study on the fracture interaction and the predominant frequency of the induced 

microseismic signals during hydraulic fracturing” pp. 48-61 Copyright 2018 with permission from JIOGRT. 
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zero at the beginning of a simulation. Following the standard FEM procedure (e.g., Hughes, 

2000), the governing equations (2.1) with the boundary conditions lead to a semi-discrete (time 

is left continuous) matrix equation 

𝑴𝒂 + 𝑪𝒗 + 𝑲𝒖 = 𝑭 (2.2) 

where M is the mass matrix, C is the viscous damping matrix, K is the stiffness matrix, F is the 

vector of applied forces, and u, v, a are the displacement, velocity and acceleration vectors, 

respectively. With the given initial conditions, equation (2.2) is solved by the central difference 

time integration method (e.g., Hughes, 2000). 

2.2 The PKN model of the HF half-length and fluid net pressure 

The opening and propagation of the HF in our models is the source of deformation. In 

this study, we do not aim to simulate the fluid flow and thus the spontaneous propagation of the 

HF. The HF propagation follows the PKN model (Valko and Economides, 1995), and the fluid 

net pressure from the model is added on the fracture surface. The formulas for the HF half-length 

and the fluid net pressure from the PKN model are 

𝑙𝑓(𝑡) = (
625

512𝜋3)
1

5⁄
(

𝑖3𝐸′

𝜂ℎ𝑓
4 )

1
5⁄

𝑡
4

5⁄   (2.3) 

𝑝𝑛(𝑥, 𝑡) = (
32𝜂𝑖

𝜋
)

1

4 𝐸′
3
4

ℎ𝑓
(𝑙𝑓(𝑡) − |𝑥 − 𝑥0|)

1/4
, 𝑓𝑜𝑟 |𝑥 − 𝑥0| ≤ 𝑙𝑓(𝑡) (2.4) 

Where 𝑖 is the injection rate, 𝐸′is the plane strain modulus and calculated as 𝐸′=E/(1-v2), E is the

Young’s modulus, v is the Poisson ratio, η is the fluid viscosity, and ℎ𝑓is the fracture height. 

Note that in all the chapters except Chapter IV, the HF propagates in the x-direction. The 

injection well is assumed at the point (𝑥0, 0) and 𝑥0 = 0 meters. In Chapter IV of the bedding-
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plane slip study, 𝑥 in the equation (2.4) should be replaced with 𝑧 because the HF propagates in 

z-direction. The injection well is assumed at the point (0, 𝑧0) and 𝑧0 = 1500 meters. 

2.3 Shear sliding along a weak plane or HF 

The jump conditions when a weak plane shears (Day et al. 2005) are formulated as: 

𝜏𝑐 − 𝜏 ≥ 0                                                                        (2.5) 

𝜏𝑐�̇� − 𝛕�̇� = 0                                                                      (2.6) 

In equation (2.5), 𝜏𝑐  is the shear strength, and τ  is the shear traction. This equation 

indicates the shear traction is bounded by current shear strength. 𝜏𝑐 is determined by Coulomb 

failure criterion given below. In equation (2.6), �̇� is the slip velocity vector, �̇� is the slip velocity 

magnitude, and 𝛕 is the shear traction vector. It shows any non-zero slip velocity �̇� be opposed 

by an anti-parallel traction 𝛕 which has the same magnitude with 𝜏𝑐. 

The Coulomb failure criterion controls shear failure of the planes. 

𝜏𝑐 = 𝜇(−𝜎𝑛 − 𝑝) + 𝑐                                                                (2.7) 

In the equation above, 𝜏𝑐 is the shear strength, 𝜇 is the frictional coefficient, 𝜎𝑛  is the 

normal stress (negative in compression),  𝑝 is the pore pressure, and 𝑐 is the cohesion. When 

shear sliding occurs, friction coefficient 𝜇 evolves from a static value 𝜇𝑠 to a dynamic value 𝜇𝑑 

over a critical slip distance 𝑑0 , following a linear slip-weakening law (e.g., Andrews, 1976) 

which is widely used in the earthquake community.  

𝜇(𝑙) = {
𝜇𝑠 − (𝜇𝑠 − 𝜇𝑑) ×

𝑙

𝑑0 
 𝑤ℎ𝑒𝑛 𝑙 ≤ 𝑑0

𝜇𝑑                                     𝑤ℎ𝑒𝑛 𝑙 > 𝑑0

                                                  (2.8) 
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2.4 Opening motion along a weak plane or HF 

The jump conditions when a fracture or weak plane opens (Duan 2016) are formulated as: 

σ𝑁 + 𝑝 ≤ 𝑇                                                                       (2.9)  

U𝑁 ≥ 0                                                                           (2.10) 

(𝜎𝑁 + 𝑝 − 𝑇)𝑈𝑁 = 0                                                             (2.11) 

In equation (2.9), 𝜎𝑁 is the normal stress, 𝑝 is the pore pressure, T is the rock tensile 

strength. Equation (2.9) indicates the criterion for a fracture opening. When the effective normal 

stress (σ𝑁 + 𝑝)  reaches the rock tensile strength, the fracture or weak planes open. Friction 

disappears where a fracture or weak plane opens, and T disappears as well. In equation (2.10), 

𝑈𝑁 is the relative displacement between two opposite fracture or weak plane walls in the normal 

direction. This equation avoid interpenetration. When opening occurs, T becomes zero and 𝑈𝑁 is 

greater than zero. Equation (2.11) indicates that the normal stress 𝜎𝑁  is equal to −𝑝  when 

opening occurs. 

2.5 Time-dependent pore pressure 

The pore pressure in our models is time-dependent. The medium is assumed to be 

undrained, fluid saturated and linearly elastic. The pore pressure increment with time is as 

follows (Harris and Day, 1993) 

∆p(t) = −B[(1 + υ)/3][∆𝜎𝑦𝑦(t) + ∆𝜎𝑥𝑥(t)] (2.12) 

Where ∆p(t) is the time-dependent pore pressure change, B is the Skempton coefficient 

and we use 0.8 in our models, υ is the undrained Poisson ratio, and ∆𝜎𝑦𝑦(t) and ∆𝜎𝑥𝑥(t) are the 

time-dependent normal stress components changes in y- and x-directions. Please note that 
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∆𝜎𝑦𝑦(t) in equation (2.12) should be replaced with  ∆𝜎𝑧𝑧(t) in Chapter IV of bedding-plane slip

study since we work in the x-z plane. This time-dependent pore pressure increment is added to 

the initial pore pressure to get the time-dependent pore pressure in each element. And the pore 

pressure at each split node on the weak planes is calculated by averaging the pore pressure of the 

adjacent four elements. 

Our model includes a main model region in which the fractures are located and a surrounding 

buffer region. The buffer region is set to prevent the reflections at the model boundaries from 

travelling back to the main model region. 
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CHAPTER III 

SIGNIFICANCE OF THE DYNAMIC STRESS PERTURBATIONS INDUCED BY 

HYDRAULIC FRACTURING2 

3.1 Introduction 

The microseismicity induced during hydraulic fracturing is a powerful tool in 

determining the geometry of HFs (Gutinerrez et al., 2010; Le Calvez et al., 2007; Michaud et al., 

2008). The geometry of the fractures and the dynamics of the fracturing process can be 

delineated by the MS cloud formed by event locations (Baig et al. 2010). Mahrer et al. (1987) 

solved dynamic equations of motion to study the seismic wave motion during hydraulic 

fracturing. Numerical modeling of fracture growth considering the dynamic effects was 

performed (Duchkov and Stefanov 2015). Microseismicity generation and radiation during 

hydraulic fracturing are dynamic processes. Currently microseismicity still remains ambiguous 

in source mechanisms and data interpretation to some extent and interpreting MS results, linking 

microseismicity to fracture behavior needs a good understanding of geomechanics during 

hydraulic fracturing (Warpinski et al. 2013). To accurately model the induced microseismicity 

for the study of source mechanisms and other relevant research areas, dynamic geomechanical 

modeling is needed. In dynamic geomechanical models, dynamic stress perturbations are solved. 

Most of current hydraulic fracturing models are based on quasi-static framework (e.g., Kim et 

al., 2015; Rodriguez et al., 2016). Static stress perturbations are solved in quasi-static models. 

Our objective in this chapter is not to investigate the source mechanisms of the induced 

2 Reprinted with permission from Journal of Petroleum Science and Engineering, He, Z., and Duan, B. 

“Significance of the dynamic stress perturbations induced by hydraulic fracturing”, doi: https://doi.org/10.1016/ 

j.petrol.2018.11.019. Copyright 2018 with permission from ELSEVIER. 
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microseismicity but to investigate the difference between static and dynamic stress perturbations 

exerted by hydraulic fracturing. Therefore, we do not include any NF networks in the models but 

only one dynamically propagating HF. In addition, we aim to quantify the significance of the 

dynamic effect.  

For HF propagation, the fracturing net pressure is an important controlling factor. For a 

specific reservoir with certain rock mechanical properties, higher fracturing net pressure could 

cause larger dynamic effects. We find that the fracturing net pressure varies a lot in hydraulic 

fracturing treatments. The net pressures in two different wells in the Eagle Ford shale are 206 psi 

(i.e., 1.4 MPa), and 232 psi (i.e., 1.6 MPa), respectively (Bazan 2011). Cramer (1992) showed 

the net pressure in a Dunn County well in the Bakken shale is around 400 psi (i.e., 2.7 MPa). The 

net pressures of the three stages of a well in the Barnett Shale are between 1000-2000psi (1000 

psi ≈ 6.9 MPa) (Puyang 2012). In the Marcellus shale, the net pressure of two wells drilled in 

Morgan, WV is around 500 psi (i.e., 3.5 MPa). However, the net pressure of other Marcellus 

wells in three areas of the Appalachian basin taking into account the dynamic state of a 

fracturing treatment could be up to several thousand psi (Gottschling 2010). Therefore, the 

fracturing net pressure could vary a lot in different reservoirs from very low to very high, even in 

the different wells of the same reservoir. Different net pressure could cause different levels of 

dynamic effects. In our models, the propagation of the HF and the net pressure along the HF 

follows the widely used PKN model (Valko and Economides, 1995), and the net pressure is 

related to the injection rate, which is an important parameter in hydraulic fracturing treatments. 

The net pressure increases with the injection rate when the other parameters remain unchanged. 

Therefore, the injection rate in our models is used as an indicator of the net pressure. Warpinski 

et al. (2013) showed the stresses perturbations along the distance normal to a HF wall and away 
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from the tip, by using the analytical solutions of Green and Sneddon (1950). These analytical 

solutions are for quasi-static problems. In this chapter, we first study the distribution of the static 

and dynamic stress perturbations around a propagating HF when it propagates to a certain half-

length. Second, the peak static and dynamic stress perturbations around the HF during the whole 

hydraulic fracturing process are compared. Lastly, the effect of injection rates on the static and 

dynamic stress perturbations is investigated and the induced largest peak static and dynamic 

stress perturbations are used for illustration. 

3.2 Model 

The model parameters in this study are listed in Table 3.1 and they are based on the 

Cotton Valley unconventional tight-sand gas reservoir at a depth around 1500 meters. With the 

hydraulic fracturing parameters in Table 3.1, the fluid net pressure at the wellbore when the 

facture propagates to about 200 feet (i.e., 61 meters, and total fracture length is 400 feet) is 

around 1000 psi (i.e., 6.9 MPa). 
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Table 3.1 Base model parameters 

Parameters Values 

Density ρ (kg/m3) 2650 

Young’s modulus E (GPa) 41.2 

Poisson’s ratio ν 0.23 

P wave velocity 𝑉𝑝 (m/s) 4300 

 S wave velocity 𝑉𝑠 (m/s) 2500 

Critical slip distance 𝑑0 (m) 0.001 

Cohesion 𝑐𝑜 (MPa) 0.1 

Skempton’s coefficient B 0.8 

Tensile strength T (MPa) 1 

Initial 𝜎𝑥𝑥 (MPa) 40 

Initial 𝜎𝑦𝑦 (MPa) 33 

Initial 𝜎𝑥𝑦 (MPa) 0 

Initial pore pressure p (MPa) 15 

Injection fluid viscosity η (Pa ∙ s) 0.22 

HF height ℎ𝑓 (m) 30.5 

Injection rate 𝑖 (m3/s) 0.12 

 

3.3 Results and Analysis 

Because our models are based on a dynamic framework, it needs to be confirmed that the 

model system reaches static equilibrium when we investigate the static stress perturbations. 

When the HF propagates to a certain length (e.g., 50 meters), the fluid pressure along the fracture 

would remain for a short period of time to allow the generated seismic waves to propagate away. 

The velocity history map of a particle (i.e., a receiver located at the lower left corner of the main 

model region) in our model region is plotted to check if the model system reaches static 

equilibrium when the HF propagates to the length (e.g., 50 meters). If the particle velocity 

stabilizes around zero, the system is considered to be in static equilibrium. Figure 3.1 shows the 
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velocity history plot of a particle in the model region.  We can see the model system reaches 

static equilibrium when the HF propagates to the length (e.g., 50 meters) after about 70-second 

simulation.  

 

Figure 3.1 The particle velocity history at a receiver in the main model region, indicating static 

equilibrium is reached after about 70-second simulation.  

 

When the generated seismic wave dies out and the model system reaches static 

equilibrium, the static stress perturbations around the HF when it propagates to 50 meters is 

plotted as shown in Figure 3.2. The directions of the maximum principal stress 𝜎𝑚𝑎𝑥  and 

minimum principal stress 𝜎𝑚𝑖𝑛 are aligned with x- and y- directions, respectively. From the two 

plots in the top panel, we can conclude that the compressive stress perturbations are the largest 

around the HF wall and decay along the distance normal to the HF, which is consistent with that 

reported by Warpinski et al. (2013). The most tensile stress perturbations occur around the HF 

tips. The stress perturbations exerted by the HF have more significant impact in the 𝜎𝑦𝑦 

component than in the 𝜎𝑥𝑥 component. That is, the bright yellow oval in the top right plot is 

much larger than the yellow oval in the top left plot. This can be explained by Hooke’s law for 

an isotropic elastic solid. 
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Δ𝜎𝑖𝑗 = 𝜆𝑒𝛼𝛼𝛿𝑖𝑗 + 2𝜇𝑒𝑖𝑗                                                    (3.1) 

If we expand it in unabridged notion, it becomes 

Δ𝜎𝑥𝑥 = 𝜆(𝑒𝑥𝑥 + 𝑒𝑦𝑦) + 2𝜇𝑒𝑥𝑥                                               (3.2) 

 Δ𝜎𝑦𝑦 = 𝜆(𝑒𝑥𝑥 + 𝑒𝑦𝑦) + 2𝜇𝑒𝑦𝑦                                               (3.3) 

Δ𝜎𝑥𝑦 = 2𝜇𝑒𝑥𝑦                                                              (3.4) 

And Poisson’s ratio is  

𝜈 =
𝑒𝑥𝑥

𝑒𝑦𝑦
⁄                                                                       (3.5) 

Where Δ𝜎𝑖𝑗’s are the stress perturbations, 𝑒𝑖𝑗’s are the strains, 𝜆 and 𝜇 are Lame constants, and 𝜈 

is the Poisson ratio. Most rocks have Poisson’s ration between 0.1 and 0.4. The deformation in y-

direction (i.e. 𝑒𝑦𝑦 ) is larger than that in x-direction. The range of stress perturbations in y-

direction is more prominent. In the bottom plot in Figure 3.2, the largest shear stress 

perturbations occur around the HF tips, and the sense of shear are opposite on the two sides. 

Similar findings are presented in Cooke et al. (2001) and Rutledge et al. (2015).  
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Figure 3.2 Static stress perturbations around a HF when it propagates to 50 meters. 

 

The dynamic stress perturbations around the HF when it propagates to 50 meters are 

shown in Figure 3.3. Compared with Figure 3.2, we find the distributions of the stress 

perturbations are similar. However, we can also see some wave-like stress perturbations in 

Figure 3.3. When they propagate away, the model system reaches static equilibrium. 
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Figure 3.3 Dynamic stress perturbations around a HF when it propagates to 50 meters 

 

Figure 3.4 compares the static and dynamic stress perturbations along the distance normal 

to the HF for the profile of x = 1 m. We analyze the stability around the fracture wall under 

dynamic and static stress conditions. In Figure 3.4, the dynamic stress perturbations are greater 

than the static stress perturbations in the area close to the HF. In the very close vicinity of the 

fracture wall, more dynamic stress perturbation is added to 𝜎𝑥𝑥 while less is added to 𝜎𝑦𝑦, which 

would cause more instability around this area. The dynamic and static stresses (i.e., stress 

perturbations plus the prestresses) around the fracture wall when the HF propagates 50 m long 

are listed in Table 3.2. In Figure 3.5, the red and the blue Mohr circles are drawn by the static 

and dynamic stress tensors, respectively. The green dashed line is a Mohr-Coulomb failure line 

with a frictional coefficient of 0.6. We can see that the dynamic Mohr circle is closer to the 

failure line than the static Mohr circle. It indicates that the weak planes are more prone to fail 

under the dynamic stress conditions. 
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Figure 3.4 The static and dynamic stress perturbations when the HF propagates to 50 meters 

along the distance normal to the HF.  

 

Table 3.2 Comparison between dynamic and static stresses for a HF with 50 m half length 

 𝜎𝑥𝑥, MPa 𝜎𝑦𝑦, MPa 𝜎𝑥𝑦, MPa 

Dynamic 48.45 39.60 0.57 

Static  45.63 38.95 0.02 

Note: These stresses occur around the wellbore (The location coordinate is (1, 1)) 
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Figure 3.5 Mohr circles drawn based on the dynamic and static stress tensors. The red circle is 

from the static stress tensors, and the blue circle is from the dynamic stress tensors. 

By comparing dynamic and static stress perturbations, we can conclude that dynamic 

stresses perturbations could cause more instability around the HF.  They could play an important 

role in the study of activation of weak planes including bedding planes, NFs, etc. The activation 

of NFs in the reservoir could affect the estimation of the shape of the MS clouds, which is 

critical to infer the HF geometry. 

The breaking and abrupt opening of the rock would generate seismic waves, which travel 

very fast in the model. The associated stress perturbations would also change dramatically in a 

very short time. Therefore, we study the peak static and dynamic stress perturbations during the 

whole hydraulic fracturing process for comparison as well. 

We investigate the static stress perturbations when the HF propagates from 0 to 60 meters 

with a small increment. For each investigated length, the model reaches static equilibrium. We 
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study the six different stress perturbations in different stress components: compressive and 

tensile 𝜎𝑥𝑥 stress perturbations, compressive and tensile 𝜎𝑦𝑦 stress perturbations and left-lateral 

and right-lateral 𝜎𝑥𝑦 stress perturbations. Figure 3.6 shows the peak dynamic stress perturbations 

during the process when the HF propagates to 60 meters. The six stress perturbations during the 

dynamic process are shown in the subplots of Figure 3.6 respectively. In the top panel, the two 

subplots show the peak compressive and tensile dynamic stress perturbations in the 𝜎𝑥𝑥 

component respectively. The largest peak compressive 𝜎𝑥𝑥 stress perturbations occur around the 

HF and the largest peak tensile 𝜎𝑥𝑥  stress perturbations occur around the HF tips. The two 

subplots in the middle panel show the peak compressive and tensile dynamic stress perturbations 

in the 𝜎𝑦𝑦 component respectively. Also, the largest peak compressive 𝜎𝑦𝑦 stress perturbations 

occur around the HF and the largest peak tensile 𝜎𝑦𝑦 stress perturbations occur around the HF 

tips. The two subplots in the bottom panel show the peak dynamic shear stresses of difference 

senses, respectively. The largest peak dynamic shear stresses occur around the HF tips. The 

distribution of the peak static stress perturbations (not shown) has similar patterns to that in 

Figure 3.6. However, we observe some large differences between the largest peak static and 

dynamic stress perturbations in the six different components. The values of the largest peak 

dynamic stress perturbations occurring during the whole hydraulic fracturing process are quite 

different from that of the largest peak static stress perturbations. The largest peak dynamic stress 

perturbations in the six subplots are about 53%, 21%, 34%, 13%, 27% and 27% higher than the 

corresponding largest peak static stress perturbations, respectively.  
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Figure 3.6 The peak dynamic stress perturbations during the process when the HF propagates to 

60 meters (The stress unit is MPa). 

 

Figure 3.7 shows the comparison of the peak static and dynamic stress perturbations 

along the distance normal to the fracture at different locations indicated by distance along the HF 

away from wellbore (Figures 3.7 (a), (b) and (c)) and from the tip of the fracture (Figure 3.7 (d)). 

The first 3 plots (a), (b) and (c) present the change of the peak compressive ∆𝜎𝑥𝑥 and ∆𝜎𝑦𝑦 and 

left-lateral ∆𝜎𝑥𝑦 . We can see in the very close vicinity of the HF, peak dynamic stress 

perturbations in 𝜎𝑥𝑥 and 𝜎𝑦𝑦 components are greater than peak static stress perturbations. When 

the distance normal to the HF becomes larger, the difference becomes smaller. However, for the 
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stress perturbations in 𝜎𝑥𝑦 component, the peak dynamic shear stress perturbations are greater 

than the peak static shear stress perturbations in a wider area compared with the 𝜎𝑥𝑥 component. 

For example, in Figure 3.7 (b), the peak dynamic shear stress perturbation is relatively larger 

than the peak static shear stress perturbation within the distance of about 30 meters normal to the 

HF. Figure 3.7 (d) shows the change of the peak tensile ∆𝜎𝑥𝑥 and ∆𝜎𝑦𝑦 and left-lateral ∆𝜎𝑥𝑦, 

with larger peak dynamic shear stress perturbations occurring around the HF tips during the 

hydraulic fracturing process, which could cause more instability.  

 

Figure 3.7 Peak stress perturbations along the distance normal to the HF (the first 3 plots) and 

from tip of the HF (the last plot). 
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3.3.1 Effect of injection rate on the static and dynamic stress perturbations 

The largest peak stress perturbations in the six different components (i.e., compressive and 

tensile ∆𝜎𝑥𝑥, compressive and tensile ∆𝜎𝑦𝑦, and left-lateral and right lateral ∆𝜎𝑥𝑦) are measured 

all over the model region and during the whole hydraulic fracturing process when the injection 

rates are varied while other parameters remain the same as in Table 3.1. The injection rates (in 

Figure 3.8) are varied at 0.04, 0.08, 0.12, 0.16 m3/s (i.e., 15, 30, 45, 60 bpm), respectively. The 

final HF half-lengths in all the cases are 60 meters. We can see that the absolute values of the 

largest peak dynamic stress perturbations are always greater than the absolute values of the 

largest peak static stress perturbations. The absolute values of both the largest peak dynamic and 

static stress perturbations increase with injection rate. Also, the absolute values of the difference 

between the largest peak dynamic and static stress perturbations increase with injection rates. 

This is because the fluid net pressure inside the HF increases with injection rates and when the 

injection rate gets higher, the inertial effect on the dynamic stress perturbations becomes more 

significant. 
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Figure 3.8 Largest peak static and dynamic stress perturbations change with injection rates. 

 

3.4 Discussion 

Dynamic stress perturbations could be significant in the studies of NF activation and 

microseismicity generation. We compare the static and dynamic stress perturbations when the 

HF propagates to a certain length. The dynamic stress perturbations could cause more instability 

around the HF than the static stress perturbations. 

The peak dynamic stress perturbations at every location in the model will be unique 

during the whole hydraulic fracturing process when a HF propagates to a certain length. The 

peak static and dynamic stress perturbations can only be used for comparison about the values. 
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They are the peak values during the whole hydraulic fracturing process and not necessarily 

happen at the same moments. For example, the peak dynamic or static ∆𝜎𝑥𝑥, ∆𝜎𝑦𝑦 and ∆𝜎𝑥𝑦 at a 

location do not necessarily occur at the same time. Therefore, they cannot be viewed at same 

moments and used for stress analysis.  

In this study, the fluid net pressure (about 6-7 MPa) in the hydraulic fracturing treatments 

in the Cotton Valley tight sand reservoir (i.e., injection rate of 0.12 m3/s in Figure 3.8) is 

relatively high compared with the treatments in some other reservoirs. High fluid net pressure 

causes larger acceleration and the dynamic effects would be more prominent. This is also shown 

by Figure 3.8. The HF propagation and the net pressure along the HF in our models follow the 

PKN model. The fluid net pressure inside the HF increases with injection rates. A high injection 

rate indicates high fluid net pressure in the model, and the largest dynamic stress perturbations 

are much larger than the largest static stress perturbations. However, a low injection rate 

indicates low fluid net pressure in the model. The difference between the largest dynamic and 

static stress perturbations is much less, and so is the dynamic effect. Based on the literature study 

on the fracturing net pressure in the section 3.1 introduction and the trends of the curves in 

Figure 3.8, we expect in some low-net-pressure hydraulic fracturing treatments, the dynamic 

effect could be much less significant and quasi-static modeling would be accurate enough. 

However, in other high-net-pressure treatments, the dynamic effect cannot be ignored and may 

play a significant role in activation of weak planes and induced seismicity. 

3.5 Conclusions 

A dynamic geomechanics finite element code is applied to study the significance of 

dynamic stress perturbations during hydraulic fracturing.  We achieve the following conclusions: 
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1. The distributions of the dynamic and static stress perturbations around a HF are similar, 

though dynamic stress perturbations have larger amplitudes. For the normal stress 

components, the most compressive stress perturbations occur around the HF wall and the 

most tensile stress perturbations occur around the HF tips. For the shear stress 

components, the largest shear stress perturbations occur around the fracture tips. There 

are wave-like stress perturbations in the dynamic models. 

2. The dynamic stress perturbations around a propagating HF could cause more instability 

than the static stress perturbations. The Mohr circle based on a dynamic stress tensor is 

closer to a failure line than that based on a static stress tensor. 

3. The absolute values of the peak dynamic stress perturbations are always greater than that 

of the peak static stress perturbations, especially in the area close to the HF and its tips.  

4. The absolute values of both the largest peak dynamic and static stress perturbations 

increase with injection rates and the absolute values of the difference between the largest 

peak dynamic and static stress perturbations also increase with injection rates as well.  

5. The significance of dynamic effects could be related to the fracturing net pressure and 

rock mechanical properties. For a reservoir with certain rock mechanical properties, the 

dynamic effect could be significant and cannot be ignored at a high fracturing net 

pressure. However, it could be less significant when the fracturing net pressure is low and 

quasi-static modeling may be accurate enough. 
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CHAPTER IV 

DYNAMIC MODELING OF BEDDING-PLANE SLIP DURING HYDRAULIC 

FRACTURING 

 

4.1 Introduction 

Microseismicity has been successfully applied in the petroleum industry (Gutierrez et al. 

2010; Le Calvez et al. 2007; Michaud et al. 2008) and enhanced geothermal systems (i.e., EGS) 

(Oye et al. 2012; Gaucher, 2012). Specific patterns (dip-slip or strike-slip source mechanisms) of 

MS events could be generated by Bedding-Plane (BP) slip (Rutledge et al. 2013, 2015, and 

2016). The located MS events from Barnett Shale and Cotton Valley tight sands which form 

clear horizontal bands were analyzed and these events presented the common dip-slip MS source 

mechanisms in fracturing stimulation. It showed one vertical nodal plane aligned with the HF 

and the other nodal plane oriented horizontally interpreted as a BP where slip occurs. A 

conceptual model is built up for interpretation in Rutledge et al. (2016). A HF touches the 

bedding contacts in the model. Relative displacements occur on the two sides of the bedding 

contacts driven by fracture opening and opposite sense of shear would be generated. The 

bedding-plane slip model was also proposed by Stanek and Eisner (2013) for induced MS events 

by hydraulic fracturing. An MS data set acquired during the hydraulic fracturing of Woodford 

Shale gas reservoir in the Arkoma Basin was analyzed by Stanek and Eisner (2017), who thought 

that the source mechanisms of the MS events were dominated by shear failure with both dip-slip 

and strike-slip motion and the prevailing slip mechanisms can be caused by slip along bedding 

planes driven by HF opening and propagation. 59 MS events induced during the hydraulic 
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fracturing of the Marcellus Shale were used to propose a bedding-plane slip model (Tan and 

Engelder 2016). 

A horizontal plane perpendicular to the maximum principal stress direction is unlikely to 

slide using a simple geomechanical model (Zoback, 2010). How weakly cohesive horizontal 

interfaces can slide with a geomechanical model based on some hypothesis was demonstrated by 

Chuprakov and Prioul (2015). Weng et al. (2018) presented a weak bedding interface may fail 

depending on some factors such as its strength, frictional properties, effective vertical stress at 

the interface and the net pressure. Roux (2016) studied the conditions required to trigger slip on 

horizontal planes in a Coulomb Failure Function framework and showed either low friction or 

significantly increased fluid pressure could achieve these. These previous studies attempting to 

understand bedding-plane slip assume that the involved processes are static or quasi-static (i.e., 

inertial effects being ignored). However, activation of bedding planes and microseismicity 

generation are dynamic processes, and inertial effects may be important in understanding 

bedding-plane slip. In this study, we use a dynamic finite element method (FEM) to 

quantitatively analyze the activation of BPs under different scenarios and the effects of different 

model parameters. We show that dynamic stress perturbations could be significant, causing large 

reorientations of the principal stresses and thus slip along the BPs. 

4.2 Model 

Figure 4.1 shows the model setup. There is one HF and two BPs in each scenario. The 

model parameters are listed in Table 4.1. These parameters are based on the Cotton Valley 

unconventional tight-sand gas reservoir at a depth around 1500 meters. 
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Figure 4.1 Model setup. There is one vertical HF and two symmetric horizontal BPs in the 

model. The inset plot shows the three different scenarios in the text. 
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Table 4.1 Base model parameters 

Parameters Values 

Density ρ (kg/m3) 2650 

Young’s modulus E (GPa) 41.2 

Poisson’s ratio ν 0.23 

P wave velocity 𝑉𝑝 (m/s) 4300 

 S wave velocity 𝑉𝑠 (m/s) 2500 

Static friction 𝜇𝑠 0.25 

Dynamic friction 𝜇𝑑 0.15 

Critical slip distance 𝑑0 (m) 0.001 

Cohesion 𝑐𝑜 (MPa) 0.1 

Skempton’s coefficient B 0.8 

Tensile strength T (MPa) 1 

Initial 𝜎𝑧𝑧 (MPa) -40 

Initial 𝜎𝑥𝑥 (MPa) -33 

Initial 𝜎𝑧𝑥 (MPa) 0 

Initial pore pressure p (MPa) 15 

Injection fluid viscosity η (Pa ∙ s) 0.22 

Hydraulic fracture height ℎ𝑓 (m) 30.5 

Injection rate 𝑖 (m3/s) 0.12 

 

4.3 Results and analysis 

Hydraulic fracturing and microseismicity generation are dynamic processes and the 

associated dynamic stress perturbations could play a significant role in relevant studies, such as 

activation of weak planes (including BPs and NFs). Since BPs are typically (nearly) 

perpendicular to one of the principal stress axes, there is little static shear stress on them before 

hydraulic fracturing treatments. Shear slip must be driven by dynamic shear stress induced by 
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propagating HFs. Therefore, the maximum dynamic shear stress on planes parallel to BPs is an 

important measurement about whether a BP could be activated or not and is studied in this 

section. The maximum dynamic shear stress herein means the 𝜎𝑧𝑥  component, which is 

perpendicular to the HF, in the stress tensor and always occurs around the HF tip (An example is 

shown in Figure 4.2). It is obtained by comparing the dynamic shear stresses that occur during 

the whole hydraulic fracturing process. Because in this section we only want to study the 

maximum dynamic shear stress induced by HF opening and propagation without the effect of 

activation of BPs, the two BPs are excluded in the models in this section. 

Figure 4.2 The induced dynamic shear stress distribution around a propagating HF when it 

propagates to a certain length (i.e., 50 meters). We can see that the maximum dynamic shear 

stress occurs around the HF tips. 

The dynamic stress perturbations can be significant during hydraulic fracturing 

treatments. For example, the total dynamic stresses where the maximum dynamic shear stress 
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occurs in the base model with the parameter values in Table 4.1 when the HF propagates to 62 

meters are: 𝜎𝑧𝑧 = -30.62 MPa, 𝜎𝑥𝑥 = -26.33 MPa, and 𝜎𝑧𝑥 = 9.10 MPa. The resultant principal 

direction reorientation is about 38o from the original maximum principal direction (z-direction). 

However, the total static stresses where the maximum shear stress occurs when the HF 

propagates to 62 meters and the model system reaches static equilibrium (i.e., after the generated 

seismic waves die out) are: 𝜎𝑧𝑧  = -32.12 MPa, 𝜎𝑥𝑥  = -20.43 MPa, and 𝜎𝑧𝑥  = 7.19 MPa. The 

resultant principal direction reorientation is about 25o, which is less than the previous one. 

The effects of HF length, reservoir rock density and injection rate on the induced 

maximum dynamic shear stresses are shown in Figure 4.3. The effects of these model parameters 

are studied separately. When the effect of one model parameter is being investigated, other 

model parameters remain the same as in Table 4.1. The upper left plot shows the change of 

maximum dynamic shear stress with HF half length. The maximum dynamic shear stresses 

which are used to plot the curve are obtained when the HF propagates to different lengths from 

20 to 100 meters with an increment of 10 meters and increase with the HF length. Stress intensity 

factor increases with crack length, and shear stress is proportional to stress intensity factor 

(Scholz, 2002). So, shear stress increases with fracture length. Also, when HF length is greater 

than 80 meters, the slope of the curve decreases, suggesting a smaller increase rate of shear stress 

after 80 meters. The upper right plot shows how reservoir rock density affects the induced 

maximum dynamic shear stress. The impact of the rock density on vertical stress gradient is 

ignored and the vertical stress is assumed to be a constant in the investigated small depth range. 

𝜎𝑥𝑥 is also assumed to be constant within the depth range. However, the rock density affects the 

Young’s modulus and thus the propagation of the HF and the net pressure (i.e., PKN model). The 

HF propagates to a same length, 62 meters in each case. The maximum dynamic shear stresses 
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almost increase linearly with density, but not significantly (0.5 MPa incremental from 2600 

kg/m3 to 2800 kg/m3). The bottom plot shows the effect of injection rate. The injection rate is 

varied while other parameters remain the same as in Table 4.1. Also, the HF propagates to a 

same length, 62 meters in each case. The induced maximum dynamic shear stress increases with 

injection rates. When the injection rate is low, the curve slope is steep. However, the slope 

becomes much gentler when the injection rate is high. The fluid net pressure increases with 𝑖1/4 

(𝑖 is the injection rate) for a certain half-length HF. Fluid net pressure inside the HF will affect 

the stress perturbations including the shear stress perturbations around the HF. 

 

Figure 4.3 Effect of model parameters on the induced maximum dynamic shear stresses. Three 

subplots show the effects of HF half length, rock density and injection rate, respectively. The 

maximum dynamic shear stresses increase with these model parameters. However, the slopes of 

the curves may vary.  
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4.3.1 Scenario I-Activation of the BPs when a propagating HF is approaching 

We performed a series of numerical experiments to investigate the activation of the BPs 

with different strengths (Static and dynamic frictional coefficients and cohesion are varied) 

because the BPs with the strength-parameters in the base model cannot be activated (as shown in 

the first row of Table 4.2) in this scenario. Cooke et al. (2001) also varied the strength of bedding 

contacts from zero strength (μ = 0; c = 0 MPa) to study effect of the activation on fracture 

termination. Relatively low-strength BPs could be activated in this scenario, and Table 4.2 shows 

parts of the numerical experiments and the results. These results confirm that the BP can slide 

only when its strength is very low in this scenario. Figure 4.4 shows the profile of the shear slip 

and open width along the different-strength BPs. All three cases have no opening along the BPs. 

When 𝜇𝑠 =0.15, 𝜇𝑑 =0.10, and cohesion c = 0.01 MPa , no slip occurs along the BP. When 

𝜇𝑠 =0.10, 𝜇𝑑 =0.05, and cohesion c = 0.01 MPa , part of the BP slides. The maximum slip 

magnitude is about 0.114 mm, and the slip length is about 4 meters on each half of a plane. 

Different sense of shear occurs on the two sides of the middle point. This is consistent with the 

findings about opposite senses of lateral displacements on the left and right of the fracture tip in 

Cooke et al. (2001) and Rutledge et al. (2015). When 𝜇𝑠=0.0012, 𝜇𝑑=0.001, and cohesion c =

0.001 MPa, the entire BP slides. The maximum slip magnitude is about 2.471 mm. Also, the 

shear slip along the BP has opposite sense. Because the strength parameters (i.e., the frictional 

coefficients and cohesion) are very low in the bottom plot of Figure 4.4, the induced dynamic 

stress perturbations can activate the entire BP. However, the local slip magnitudes around the 

center are very small compared to the maximum slip magnitude along the whole length so it 

looks like no slip occurred around the center. We remark that our work is based on 2D 
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framework, so the ruptured area cannot be determined. Therefore, we do not compute the 

moment magnitudes of the events in this study. Some empirical relationships between the rupture 

length (including both surface and subsurface) and the moment magnitude were developed for 

large natural earthquakes (e.g., Wells and Coppersmith, 1994). However, a typical rupture length 

in microseismic studies doesn’t fall into the range (i.e., >1 km) and is much smaller. 

Table 4. 2 Models with different-strength BPs 

𝜇𝑠 𝜇𝑑 𝑐𝑜 , 𝑀𝑃𝑎 Activated or not 

0.25 0.15 0.1 Not activated 

0.25 0.15 0.01 Not activated 

0.15 0.10 0.1 Not activated 

0.15 0.10 0.01 Not activated 

0.10 0.05 0.01 Partially activated 

0.0012 0.001 0.001 Entirely activated 
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Figure 4.4 Shear slippage and open width along the top bedding plane with different strengths in 

three cases. There is no opening in all the cases. In the top panel, the BP is not activated. In the 

middle panel, the BP slides around the center. In the bottom panel, the entire BP slides (The slip 

magnitude is small around the center). 

Figure 4.5 shows the normal stress, pore pressure, shear strength, and shear stress along 

the top bedding plane in the second case of Figure 4.4 at the end of the hydraulic fracturing 

treatment. As discussed in the section 2.5 of Chapter II, the pore pressure is time-dependent, and 

its increment is a function of Skempton coefficient, Poisson ratio, and time-dependent normal 

stress components changes in x- and z-directions. From Figure 4.5, we can see both normal stress 

and pore pressure decrease (due to suction caused by fracture opening) on the BP close to the 

fracture tip. The effective normal stress remains relatively constant, and thus the shear strength. 

The induced shear stress makes the most contribution to the BP activation. Therefore, the 
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activation of the BPs is mainly driven by dynamic shear stress induced by the propagating HF. 

Moreover, we can see the induce shear stress is anti-symmetric about the BP center. So, the slip 

distribution along the BP is also anti-symmetric. 

Figure 4.5 Normal stress, pore pressure, shear strength, and shear stress along the top bedding 

plane (in the middle panel of Figure 4.4). The HF extension line intersects the top bedding plane 

at 0 meter on the x-axis. The shear strength doesn’t change much around the center. The main 

contributor for the BP activation is the induced dynamic shear stress, which is anti-symmetric 

about the center. 

To summarize, BPs which are perpendicular to a principal stress are very difficult to be 

activated when a HF approaches but is still a short distance away. However, some low-strength 

BPs (e.g., some lubricant material or liquid on the BP contact) could be activated by the induced 

dynamic shear stress perturbations. 
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4.3.2 Scenario II-Activation of the BPs when a Propagating HF crosses them by a short 

distance 

In this scenario, we study the activation of BPs when a propagating HF crosses them and 

the HF tips are beyond the BPs by a short distance (2 meters). This model uses the parameters 

listed in Table 4.1. The frictional parameters and cohesion are 𝜇𝑠 =0.25, 𝜇𝑑 =0.15, and c =

0.1 MPa. Figure 4.6 shows the shear slip and open width along the BPs. No opening occurs, but 

parts of the BPs slide. The maximum slip magnitude is about 0.380 mm and the slip-length is 

about 6 m. The shear slip has opposite sense to the left and right of the intersection point. What 

is the main contributor to the activation of the BPs? Figure 4.7 shows the snapshots of the normal 

stress, pore pressure, shear strength, and shear stress along the BPs at two different moments: 

one is when there is still some time before the rupture happens, and the other is right before the 

rupture happens. Comparing the two top and bottom plots of Figure 4.7, we can see that around 

the intersection the normal stress decreases a little while the pore pressure increases, which is 

caused by stress perturbations in the 𝜎𝑥𝑥 component. Effective normal stress decreases a little. 

However, the shear strength doesn’t change much. The main factor to cause the activation is still 

the induced shear stress. 
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Figure 4.6 Shear slip and open width along the BPs in Scenario II. The HF crosses the BPs by a 

short distance (2 meters) in the Scenario II. No opening occurs along the BPs, but anti-symmetric 

shear slippage occurs around the center of each BP. 

Figure 4.7 Snapshots of normal stress, pore pressure, shear strength, and shear stress along the 

top BP at two different moments. The first moment is when there is still some time before 

rupture/activation occurs, and the second moment is right before the rupture/activation occurs. 
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Why are the BPs with the same strength not activated in Scenario I while activated in 

Scenario II when the HF crosses them by a short distance? Shearing could occur as the HF rips 

through layer surfaces (Rutledge et al. 2015). The principal direction around the fracture tip is 

shown in Figure 4.8. On the left plot is a sketch of an investigation circle of 5-meter radius 

around the HF tip. θ is the angle measured from the HF plane, and it is positive to the left and 

negative to the right. The right plot shows the principal re-orientation with the angle θ. We can 

see from this plot the largest principal reorientation behind the fracture tip is greater than that 

beyond the fracture tip. Therefore, it will be easier for a BP to be activated after a HF crosses it 

by a short distance. 

Figure 4.8 Principal direction reorientation around a propagating HF. The left subplot shows a 

sketch of an investigation circle of 5-meter radius around a HF tip (in red). The right subplot 

shows the angle of principal direction reorientation with θ angle (indicated as in left subplot). 

From the right subplot, we can see the largest principal reorientation behind the fracturing tip is 

greater than that beyond the fracture tip. 
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4.3.2.1 Effect of model parameters on the activation of the BPs 

The effect of model parameters including cohesion, critical slip distance, maximum 

principal stress, and rock density on the activation of the BPs were shown in Figure 4.9. The base 

model parameters are listed in Table 4.1. The investigated parameter value is varied while others 

remain the same as in the base model to study its effect. The effect of cohesion is shown in the 

upper left plot. When the cohesion increases, the maximum slip magnitude and slip length 

decrease. When cohesion is high, it gets harder to activate a BP. We can see the stair-case 

decrease of the slip length because of discretization of the BPs by the finite size of elements.  

Moreover, we can find that the BPs cannot be activated if the cohesion is greater than 1.75 MPa. 

The upper right plot shows the effect of the critical slip distance. Overall, the maximum slip 

magnitude and the slip length decrease with the critical slip distance. The reduction is significant 

when the critical slip distance is small. When the critical slip distance is large, the maximum slip 

magnitude decreases very slowly, and the slip length remains constant. Critical slip distance 

indicates the distance over which the frictional coefficient evolves from a static value to a 

dynamic value. If it is small, a BP is relatively easy to be activated and slide. It seems when it is 

large, its effect on BP activation is limited. The lower left plot shows the variation of the 

maximum principal stress, 𝜎1 (i.e., vertical stress in the models) on the activation. The BPs are 

perpendicular to the direction of the maximum principal stress. Therefore, when 𝜎1 increases, the 

normal stress acting on the BPs increases, and it gets harder to activate the BPs. When 𝜎1 is too 

large, the BPs cannot be activated. In this study, we only test the effect of the maximum principal 

stress, and the minimum principal stress (horizontal principal stress) remains constant. The effect 
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of rock density is shown in the lower right plot. Over the rock density in the range of interest, the 

slip length doesn’t change, and the maximum slip magnitude increases. 

Figure 4.9 Effect of different model parameters on the activation of BPs including the slip length 

(blue lines) and maximum slip magnitude (red lines). The four subplots show the effect of 

cohesion, critical slip distance, vertical stress (acting as 𝜎1, the maximum principal prestress), 

and rock density on the BP activation, respectively. 

4.3.2.2 Rupture along the BPs 

We also study the rupture along the BPs. In this part, we use the model with maximum 

principal stress, 𝜎1= 35 MPa because the slip length is relatively longer (more node pairs slide) 

and it is better to show how ruptures propagate along the BPs. Figure 4.10 shows the slip 

distribution with opposite sense about the middle/intersection point. The maximum slip 

magnitude is about 1.147 mm and the slip-length is about 10 meters on one side. Figure 4.11 

presents how rupture propagates along the BPs. For both BPs, the rupture propagates bilaterally 
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from the center and stops at about 10-meter location on each side. The rupture speed is generally 

a constant of about 2300 m/s (i.e., sub-shear rupture, a little below the shear wave velocity, 2500 

m/s) at the beginning and then significantly drops and becomes zero at the end. 

Figure 4.10 Shear slip and open width along the BPs in the case when 𝜎1= 35 MPa (in Figure 

4.8). No opening occurs along the BPs, but anti-symmetric shear slippage occurs around the 

center of each BP. 

Figure 4.11 Rupture along the BPs in the case when 𝜎1= 35 MPa (in Figure 4.8). Rupture time at 

a location is defined as the moment when the two walls at that location start to slide. We can see 

both the ruptures along the BPs initiate at the center and then propagate bilaterally. The rupture 

speeds are first fast and then become slower. 
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To summarize, the BPs are relatively easily activated when the HF crosses them by a 

short distance because more significant principal direction re-orientation occurs behind the 

fracture tip than beyond the fracture tip. Some model input parameters such as cohesion, critical 

slip distance, rock density and maximum principal stress have impacts on the BP activation. In 

the models, the rupture could propagate bilaterally along the BPs. 

4.3.3 Scenario III-Activation of the BPs when a propagating HF deflects into the BPs and 

fluid invasion occurs 

In the models of this scenario, we assume that the HF deflects into the BPs after they 

intersect. In our models, the interstitial fluid pressure on the BPs, 𝑃𝑖𝑛𝑡, which is essentially p in 

Equations (2.7), (2.9) and (2.11), equals the pore pressure before fluid penetration and the 

pressure of the penetrated fluid after fracturing fluid penetration. Following Chuprakov et al. 

(2015), we calculate the penetrated fluid pressure on a BP as below. First, we keep calculating 

the net pressure within the HF after the HF intersects with the BP as if the HF continues to 

propagate along the vertical direction. Second, we add the calculated net pressure and the closure 

pressure (the minimum principal stress) to obtain the fluid pressure. Third, we project the above 

fluid pressure onto the BP as the penetrated fluid pressure. Figure 4.12 shows the shear slip and 

open width. The maximum slip magnitude is about 3.257 mm and the slip-length is about 16 

meters on one side of the intersection point. The shear activation is much larger than that in the 

first two scenarios. And the BPs have a very small opening around the center and the largest 

opening width is about 0.478 mm. The interstitial fluid pressure, normal stress, shear strength 

and shear stress along the BPs at the end of the hydraulic fracturing are shown in Figure 4.13. 

We can see 𝑃𝑖𝑛𝑡  is a little larger than the normal stress around the center and causes the opening. 
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Different senses of shear stress cause the opposite sense of slip along the BPs and slip 

distribution along the two BPs are anti-symmetric about the origin (or the wellbore where the 

fracture originates, see Figure 4.1). 

Figure 4.12 Shear slip and open width along the BPs when fluid penetration occurs. Each BP has 

a very small opening and anti-symmetric shear slippage around the center. 

Figure 4.13 Normal stress, interstitial fluid pressure, shear strength and shear stress along the 

BPs in Figure 4.12. The HF and the two BPs intersect at x = 0 meter. We can see 𝑃𝑖𝑛𝑡  is a little 

larger than the normal stress around the center and causes the small opening. The induced shear 

stress is anti-symmetric about the center. 
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4.3.3.1 Rupture along the BPs 

The rupture along the BPs when fluid penetration happens also was studied (Figure 4.14). 

From the rupture curves, we can see some slow rupture (inclined line segments) and fast rupture 

(almost horizontal small line segments). Same with the previous scenario, the rupture initiates 

from the center. The rupture penetrates very fast bilaterally at a speed of about 2500 m/s (close to 

the shear wave velocity) first, and then slow down to a speed of about only 0.564 m/s and 

increases to a high speed of about 560 m/s and then decreases to a low speed of 0.555 m/s and 

zero at the end. The slow rupture is fluid-driven, and the fast rupture is caused by dynamic stress 

perturbations. 

 

Figure 4.14 The rupture along the BPs in the case when fluid invasion occurs. Rupture time at a 

location is defined as the moment when the two walls at that location start to slide. There are 

‘fast’ ruptures and ‘slow’ ruptures. The slow ruptures could be fluid-driven, and the fast ruptures 

are induced by perturbations of stresses and pore pressure. 
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4.4 Discussion 

In our models, the maximum dynamic shear stress is studied by comparing the dynamic 

shear stresses that occur during the whole hydraulic fracturing process. It reflects the maximum 

shear strength of the BPs that could allow shear slip on the BPs. Although the dynamic changes 

in the two normal stress components matter on BP activation, we use the maximum dynamic 

shear stress as a main measurement to show the effect of some input parameters. Our base model 

parameters are based on the Cotton Valley tight sand gas reservoir and a gel fracturing treatment. 

The model parameters are also varied to study their effects on the maximum dynamic shear 

stress. From Figure 4.3, we can see, for the input parameters over the range of interest, density 

could have a small effect (only 0.5 MPa increment from 2600 to 2800 kg/m3), whereas HF half-

length and injection rate have more significant effects (several MPa increment over their ranges, 

respectively). In the base example, a gel fracturing fluid is injected at a flow rate of 0.12 m3/s 

(about 45 bpm), the maximum dynamic shear stress could be around 9 MPa, which is significant 

and could cause a relatively large principal direction reorientation. However, for most of the 

slick-water fracturing treatments, the fluid net pressure is small, and the induced shear stress on 

horizontal bedding planes is small as well. The principal direction reorientation is of minor 

significance, which will be much harder to activate horizontal bedding planes. In some field 

examples, BP slip with the slick-water fracturing is indeed observed or inferred. In these field 

cases, inclination of the layer interfaces could facilitate the BP activation during low net-pressure 

fracturing treatments. In general, it is very hard to activate a BP which is perpendicular to a 

principal stress (Zoback, 2010).  

We setup three scenarios to study BP activation as discussed above. In the first two 

scenarios, the activation of the BPs is caused only by deformation of HF opening and 
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propagation. In fact, they can be combined in one scenario and viewed as at different moments. 

However, it is tested and confirmed to be much harder to activate the BP in the first scenario 

than in the second scenario. Therefore, we keep them separate to give some flexibility of varying 

the strength of the BPs. Cooke et al. (2001) also varied the strength of bedding contacts from 

zero strength (μ=0; c=0 MPa) to study fracture termination controlled by activation (sliding-only, 

opening-only, or combined mechanism) of bedding contacts. The bedding contacts between 

sandstone and shale would become very slippery when wet (liquid invasion) (Frank, 2004). The 

Cotton Valley tight sand reservoir also has some thin shale zones. The wet bedding contacts 

could have very low frictional coefficients. Very low-strength BPs could be activated by the 

deformation caused by HF opening and propagation as shown in Figure 4.4. Our model results 

verify this model (e.g., Rutledge et al., 2015; Stanek and Eisner, 2013; Tan and Engelder, 2016). 

The larger principal direction reorientation behind the fracture tip makes it easier to activate a BP 

when the HF crosses it by a short distance.  

Different model parameters have different effects on activations of the BPs. In Figure 4.9, 

we can see a small amount increase (0 to 1.75 MPa) in cohesion could completely prevent the 

BPs from being activated. When the critical slip distance in the slip-weakening friction law is 

much larger than the maximum slip magnitude, its effect on activation of the BPs becomes very 

limited. The BPs are perpendicular to the vertical stress, which is the maximum principal stress, 

in our models. Therefore, the vertical stress acts as normal stress on the BPs. The higher it is, the 

harder the BPs are to be activated. As for the rupture study in Figures 4.11 and 4.14, we can see 

the rupture happens in a very narrow time window (84.085-84.140 second) in Figure 4.11 and a 

wider time window (84-98 second) in Figure 4.14. Because we don’t include fluid invasion in 

the model of Figure 4.11, the speedy rupture is caused by the perturbations on the stresses and 
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pore pressure. However, we consider fluid penetration into the BPs in the model of Figure 4.14, 

and the average velocity of the fluid diffusion along the BPs is about 0.561 m/s, which is roughly 

the same with the slow rupture speeds. The intermittent fast ruptures are caused by perturbations 

on the stresses and pore pressure, which are similar to those in Figure 4.11. Therefore, the 

ruptures along the BPs could be induced by different mechanisms: dynamic stress perturbations 

and/or fluid penetration. The rupture speed is related to which factor dominates and induces 

failure along the BPs. Fluid penetration could cause slow slip, which Gischig (2015) also 

presented. The rupture along a BP is symmetric about the center. In Figure 4.13, for example, the 

shear strength is symmetric about the BP center and the dynamic shear stress is anti-symmetric 

about the center. Therefore, the resultant slip distribution is anti-symmetric and the rupture along 

the BP is symmetric about the center. 

Here we discuss the issues of the stress singularity around a fracture tip and the model 

element size. Although the stress field near a fracture tip varies dramatically and is even singular 

in an elastic medium, non-elastic processes must occur near the fracture tip to dissipate some 

energy, spread stress variations to a finite size of zones near the fracture tip, and remove stress 

singularity. The slip-weakening friction law for shear fractures in our models essentially takes 

into account these effects for BP slip. In principle, any given grid size, no matter how fine it is, 

cannot resolve a singular stress field, which is actually not physical (i.e., the singular stress field 

is a merely mathematical solution with an assumption of elastic deformation that cannot be true 

physically). We use a finite element size (2 m in most models) and therefore the stress 

perturbations can be considered as the averaged values over the length scale of the element size. 

However, these averaged stress perturbations may be considered as the results of non-elastic 
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processes occurring near the fracture tip, which is more physical than a singular stress field. 

Element-size independence is also verified as below. 

We performed numerical experiments when the maximum principal stress 𝜎1=35 MPa 

(i.e., a case in the bottom left plot of Figure 4.9) with different element sizes. We investigate the 

shear stresses and shear strengths along the BP at the end of simulation. The results are shown in 

Figure 4.15. We can see that the shear stresses and shear strengths along the BP from different 

element-size models match each other well, respectively.  

 

Figure 4.15 Shear stress and shear strength along the top BP at the end of simulation when the 

maximum principal stress 𝜎1=35 MPa (i.e., a case in the bottom left plot of Figure 4. 9) with 

different element sizes (i.e., 1 m and 2 m). We can see that they match each other well in 

different element size models respectively. 

 

4.5 Conclusions 

Our in-house dynamic geomechanics finite element code is applied to study bedding-

plane slip based on the Cotton Valley tight-sand reservoir properties and we achieve following 

conclusions: 

1. The maximum dynamic shear stress induced during hydraulic fracturing occurs close to 

fracture tip and could cause significant principal direction reorientation. 
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2. The maximum dynamic shear stress increases with HF length. Injection rates and rock 

density can also have some effects. Maximum dynamic shear stress increases significantly at 

low injection rates and gently at high rates, and increases almost linearly with rock density in 

the range of interest, but not much. 

3. When a propagating HF approaches a BP but is still a short distance away, the BPs with 

strength parameters of  𝜇𝑠 ≥0.15, 𝜇𝑑 ≥0.10, and cohesion c ≥ 0.01 MPa cannot be activated. 

However, lower-strength BPs could be activated by the induced dynamic stress perturbations 

(or the deformation caused by HF opening and propagation). 

4. When a propagating HF crosses a BP by a short distance, the BPs with strength parameters of 

 𝜇𝑠 ≥0.15, 𝜇𝑑 ≥0.10, and cohesion c ≥ 0.01 MPa  could also be activated because more 

significant principal direction reorientation occurs behind the fracture tip than beyond the 

fracture tip. 

5. Effect of input model parameters such as cohesion, critical slip distance, rock density and 

maximum principal stress on the BP activation (including slip length and maximum slip) is 

investigated. When cohesion, critical slip distance or maximum principal stress increases, the 

slip length and the maximum slip magnitude along the BPs decrease. Over the rock density in 

the range of interest (2600-2800 kg/m3), the slip length doesn’t change, and the maximum 

slip magnitude increases. 

6. In our models, the rupture propagates bilaterally along the BPs and could be at different 

speeds. 

7. Fracturing fluid invasion into BPs could weaken the BPs and facilitate the activation. The 

rupture along the BPs in this case is mainly fluid-driven rupture (slow rupture or creep) along 

with some fast rupture. 
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CHAPTER V 

DYNAMIC STUDY ON THE FRACTURE INTERACTION AND THE PREDOMINANT 

FREQUENCY OF THE INDUCED MICROSEISMIC SIGNALS DURING HYDRAULIC 

FRACTURING3 

5.1 Introduction 

Hydraulic fracturing is a critical well stimulation technology for economically producing 

oil and gas from reservoirs (Sutton et al., 2010; Warpinski et al., 2012). NFs occur in most 

unconventional reservoirs and can affect the behaviors of the hydraulic fracturs (Gale et al., 

2007; Wu and Olson, 2014). Extensive research including experimental (e.g., Blanton, 1986; 

Warpinski and Teufel, 1987; Renshaw and Pollard, 1995; Beugelsdijk et al., 2000; Gu, et al., 

2011; Bahorich et al., 2012; Yang et al., 2016) and numerical work (e.g., Zhang and Jeffrey, 

2006; Dahi-Taleghani and Olson, 2011; Gu and Weng, 2010; Olson and Wu, 2012; Chuprakov, 

et al., 2013; Wu and Olson, 2014; Zhang et al., 2015; Duan, 2016) has been conducted to study 

the interaction between the natural and HFs. Activation of the NFs could change the opening 

profile of the HF (Akulich and Zvyagin, 2008; Duan, 2016). When the fracturing fluid pressure 

within a HF accumulates and the effective normal stress reached the rock tensile strength, the 

rock breaks and an abrupt or jerky opening occurs (Hu et al., 2017).  Most of these studies are 

based on a quasi-static framework, whereas abrupt opening and unstable shear slip of fractures 

are dynamic processes. In this study, we investigate dynamic interactions between a HF and pre-

existing NFs. 

3 Reprinted with permission from Journal of Improved Oil and Gas Recovery Technology (JIOGRT), Vol 2, He, 

Z., and Duan, B. “Dynamic study on the fracture interaction and the predominant frequency of the induced 

microseismic signals during hydraulic fracturing” pp. 48-61 Copyright 2018 with permission from JIOGRT. 
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When a HF is propagating in a naturally fractured reservoir, seismicity could be induced. 

Warpinski et al. (2012) studied the induced seismicity in many fracturing treatments in all the 

major shale basins in North America and found the magnitudes are very small (i.e., -3.0 Mw ~ 1.0 

Mw and typically around -2.5 Mw). So, the induced events are called MS events. Warpinski et al. 

(2013) also pointed out the source mechanisms of the microseismicity still remains ambiguous. 

Zeng et al. (2014) presented that the opening and growth of tensile fractures and shear slip along 

fractures during hydraulic fracturing are the major source mechanisms for the induced MS events 

and showed MS traces recorded on six stations. And these traces include some specific patterns 

of signals such as isolated spiky signals and continuous signals with coda waves. Similar patterns 

of MS signals can also be documented in Song et al. (2010). Duan (2016) numerically studied 

and also presented such characteristics of the induced MS signals from different sources. 

Different sensors are used to record the MS signals in the petroleum industry and the best sensors 

used to acquire the MS data will be those with high sensitivity, low self-generated noise and a 

flat response over the frequency range of interest (Warpinski 2009). In microseismic monitoring, 

there are two main types of sensors: ‘omni-geophone’ and ‘GAC’ (Geophone Accelerometer) 

sensor. An omni-geophone can be placed in any orientation and a GAC sensor can provide 

acceleration data. Geophones measure velocity and accelerometers measure acceleration. 

However, they respond well to different ranges of frequency (Warpinski, 2009). Determination 

of predominant frequencies could be helpful for sensor selection (Maxwell, 2014). In this study, 

we investigate whether some model parameters such as the rock properties and injection 

parameters could affect the predominant frequencies of the MS signals.  
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5.2 Model 

Figure 5.1 shows the model setup. There is one HF and one set of inclined NFs in the 

model. This set of NFs includes eight uniformly distributed NFs. The red triangles in the model 

indicate the location of the receivers. The parameters are listed in Table 5.1.  The reservoir is 

assumed to be at around 2500 meters in depth. The maximum and minimum horizontal stresses 

and initial reservoir pore pressure are 55, 40 and 25 MPa, respectively.  Based on the data from 

Stanford Rock Physics Laboratory (i.e., Mavko, 2005), the rock property values are selected. 

Some shale samples show frictional coefficients around 0.4 (Kohli and Zoback, 2013). The 

fracturing fluid with a viscosity of 0.02 Pa ∙ s is injected at a rate of 0.053 m3/s (i.e., about 20 

bpm). 

 

Figure 5.1 Model setup 
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Table 5.1 model parameters 

Parameters Model A 

Model B 

(Base model) Model C 

Density ρ (kg/m3) 2400   

Young’s modulus E (GPa) 10.0   

Poisson’s ratio ν 0.2   

P wave velocity 𝑉𝑝 (m/s) 2200   

 S wave velocity 𝑉𝑠 (m/s) 1300   

Static friction 𝜇𝑠 0.35   

Dynamic friction 𝜇𝑑 0.25   

Critical slip distance 𝑑0 (m) 0.001   

Cohesion 𝑐𝑜 (MPa) 10.0 0.35 0.70 

Skempton’s coefficient B 0.8   

Tensile strength T (MPa) 1   

Initial 𝜎𝑥𝑥 (MPa) 55   

Initial 𝜎𝑦𝑦 (MPa) 40   

Initial 𝜎𝑥𝑦 (MPa) 0   

Initial pore pressure p (MPa) 25   

Injection fluid viscosity η (Pa ∙ s) 0.02   

Hydraulic fracture height ℎ𝑓 (m) 50.0   

Injection rate 𝑖 (m3/s) 0.053   

 

5.3 Results and analysis 

5.3.1 Activation of the NFs in different models 

When the HF is propagating in the reservoir, the induced stress perturbations could 

activate some of the NFs. The activation of the NFs of the three models (i.e., Models A, B and C 

in Table 5.1) is shown in Figure 5.2. In Model A, the cohesion of the NFs is the largest and we 
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can see no NFs are activated. Model B has a much smaller cohesion (i.e., 0.35 MPa), and all the 

NFs are activated along the whole length.  Model C has a little larger cohesion (i.e., 0.7 MPa) 

than Model B, and only some of the NFs are activated. We can see the lower (i.e., the region 

with negative y values in Figure 5.1) fourth (counted from left to right) and the upper first NFs 

are entirely activated, and the lower second and the upper third NFs are partially activated 

although the slip magnitudes are very small comparatively (i.e., the inset plots in Figure 5.2). 

Figure 5.2 Activation of the NFs in the Models A, B and C. 
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In the models, cohesion affects the shear strength of the NFs based on Coulomb failure 

criterion (i.e., Equation (2.7)). When the cohesion is very large (e.g., Model A), the induced 

shear stress cannot reach the shear strengths along all the NFs and none of them can be activated. 

When the cohesion is very small (e.g., Model B), the shear strengths of the NFs are also very 

small, and the shear stress can reach the shear strengths along all the NFs and cause failure. 

However, when the cohesion is moderate (e.g., Model C), only some of the NFs that are in the 

unstable regions around the HF could be activated. Warpinski et al. (2013) showed the stability 

in a case without leakoff. The regions normal to the HF are stable and the regions around and 

beyond the HF tips are unstable. At the beginning of a hydraulic fracturing treatment, the HF 

length is small. The induced stress perturbations are limited and cannot activate any NF. When 

the HF propagates longer, the entire lower fourth and upper first NFs (including parts of the 

upper third and lower second NFs) are in the unstable regions and activated. 

 

5.3.2 Displacement profiles along the HF in different models 

In Figure 5.3, the top panel (a) shows the displacement profiles of the HF walls in the 

three models, the middle panel (b) shows the width profile along the HF, and the bottom panel 

(c) shows the shearing profile (i.e., the relative displacement of the two walls in the shear 

direction) along the HF. In Model A, there are no NFs activated as shown in Figure 5.2, and the 

two HF walls open in the opposite directions. The open width profile is almost elliptical as 

shown in Figure 5.3(b) and there is no shearing between the two walls as shown in Figure 5.3(c). 

In Model B, all the NFs are activated. The displacement profiles of the two HF walls are greatly 

distorted. The flow channel along this HF is very tortuous. In Figure 5.3(b), the width profile has 
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three peaks at x = -50, 0 and 50 meters corresponding to the effect of the slip of the NFs 

intercepting x-axis at x = -50, 0 and 50 meters. From Figure 5.3(b), we can see that the HF only 

propagates to 80 meters. So, the other two NFs intercepting x-axis at -100 and 100 meters do not 

have much impact on the width profile. Figure 5.3(c) shows there is shearing along the HF. In 

Model C, the lower fourth and upper first NFs are entirely activated, and the lower second and 

upper third NFs are partially activated with very small slip at one end respectively. In Figure 

5.3(b), the width profile has significant change at x = -50 and 50 meters corresponding to the 

effect of the activated NFs intercepting x-axis at -50 and 50 meters. Also, there is shearing along 

the HF, and different sense of shear can occur. 
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Figure 5.3 The top panel shows the displacements of the two HF walls in the three models; The 

middle panel shows the width profile along the HF; And the bottom panel shows the shearing 

profile along the HF. 

 

Figure 5.4 shows the evolution of the HF width at the wellbore in the three models. In 

Model A, no NFs are activated. There is no interaction between HF and NFs and thus no abrupt 

change in the width. However, Models B and C produce abrupt/jerky openings during the 

hydraulic fracturing process. The abrupt opening occurs at around 98 seconds in Model B and 

163 seconds in Model C and are caused by the interaction between the HF and the activated NFs. 

After this abrupt opening, the HF width gradually gets back to the normal trend (i.e., green line 
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in Figure 5.4). By looking at the curve of the HF width evolution more closely (i.e., the inset plot 

of Figure 5.4), the HF has closing and opening motions.  

 

Figure 5.4 Evolution of the HF width at the wellbore in the three models. 

 

5.3.3 Rupture along the NFs in different models 

The rupture along the NFs in Models B and C are shown in Figures 5.5 and 5.6, 

respectively. From Figure 5.5, we can see that the NFs are activated and slide at around 98 

seconds, which is corresponding to the time when the abrupt opening of the HF at the wellbore 

occurs. The patterns of the rupture (i.e., rupture directionality and speed) along the NFs could be 

very different. The ruptures could be unilateral (i.e., Figures 5.5(a) and 5.5(h)) and bilateral (i.e., 

Figures 5.5(b), 5.5(c), 5.5(d), 5.5(e), 5.5(f) and 5.5(g)). The rupture speeds in the Figures 5.5(a) 

and 5.5(h) are almost constant along the NFs and they are 2173 m/s and 2157m/s, respectively. 
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The speeds of the other ruptures vary along the NFs. Looking at Figures 5.5(c) and 5.5(f) for 

examples, both the ruptures initiate from an inner location on the NFs and then propagate 

bilaterally to the two ends. From the initiation point to the two ends, the rupture starts from a 

very slow speed and then gradually accelerates to a high speed respectively. In Figure 5.6, there 

are some blank plots (i.e., Figures 5.6(b), 5.6(d), 5.6(e) and 5.6(g)), which indicate that the NFs 

are not activated. By looking at the Figures 5.2 and 5.6 together, we can see that the ruptures in 

Figures 5.6(a) and 5.6(h) are large while the ruptures in Figures 5.6(c) and 5.6(f) are very small 

and would not affect the HF opening much. Therefore, the abrupt opening of the HF in Model C 

shown in Figure 5.4 is caused by the activation of the upper first (i.e., Figure 5.6(a)) and lower 

fourth (i.e., Figure 5.6(h)) NFs. The activation of these two NFs occurs around 163 seconds, 

which corresponds to the time when the abrupt opening of the HF happens. 

 

Figure 5.5 Rupture along the NFs in Model B (i.e., cohesion = 0.35 MPa). 
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Figure 5.6 Rupture along the NFs in Model C (i.e., cohesion = 0.7 MPa). 

 

5.3.4 Induced microseismicity in different models 

The x- and y- components of the seismogram of the induced microseismicity during 

hydraulic fracturing in Models A, B and C are shown in Figures 5.7 and 5.8, respectively. In 

Model A, there are no NFs activated. So, the only source of the MS signals is the non-smooth 

opening (e.g., the slightly wiggly opening profile in Figure 5.4) of the HF as suggested by Duan 

(2016). Isolated spiky signals are generated in both x- and y- components and they are seismic 

signals with very short rise time as shown in the inset plot of Figure 5.7. Therefore, these isolated 

spiky signals are induced by HF non-smooth opening, as proposed by Duan (2016). In Model B, 

there are NFs activated at around 98 seconds. Comparing the Models A and B in Figures 5.7 and 

5.8, the MS signals are the same from 0-98 seconds. When the NFs are activated at about 98 

seconds, continuous signals with relatively large amplitude and long-duration and low-amplitude 
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coda waves are generated. These signals are caused by the unstable shear sliding along the NFs 

as presented in Duan (2016).  This is similar in Model C when the NFs are activated at around 

163 seconds. 

Figure 5.7 The x-component of the induced microseismicity during hydraulic fracturing. The 

seismic signals are obtained from the lower first receiver, whose location is shown in Figure 5.1. 
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Figure 5.8 The y-component of the induced microseismicity during hydraulic fracturing. The 

seismic signals are obtained from the lower first receiver, whose location is shown in Figure 5.1. 

 

5.3.5 Predominant frequency of the induced microseismicity 

To eliminate the impact of the activation of other NFs on the MS signals, in this section 

we keep only one NF in each model. Figure 5.9 shows the model configurations with only one 

NF.  In the left plot (i.e., L1 model), only the lower first (L1) NF exists. The black solid line 

indicates the location of the NF. The black dashed lines indicate the locations of the other NFs in 

the previous models, but they do not exist in this model. In the right plot (i.e., L4 model), only 

the lower fourth (L4) NF exists. L1 and L4 models are chosen as representatives based on the 

fact that the NFs at these two locations have different rupture patterns as shown in Figure 5.5. 

Different rupture patterns could cause different patterns of frequency spectrums, which is shown 

later. 
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In these models, the element length in the x-direction is 1 meter. Six elements are used to 

represent a full wavelength. So, the highest frequency that can be resolved is  𝑓𝑚𝑎𝑥 =
𝑉𝑠

6×𝑑𝑥
=

1300

6×1
= 216.6 (𝐻𝑧). 

Figure 5.9 Model setup with only one NF. 

The seismogram of the induced microseismicity, the spectrum and the rupture along the 

NFs in these two models are shown in Figure 5.10. The top half is for L1 model. In Figure 5.10 

L1(a), we can see that a continuous signal with a coda wave starts to occur around 212 seconds. 

There are multiple distinct predominant frequencies of 17 Hz, 100 Hz, and 170 Hz as shown in 

Figure 5.10 L1(b). Figure 5.10 L1(c) shows the rupture along the NF. It initiates around the 

center and then propagates bilaterally to the left and right sides. The speed varies along each 

rupture path. The bottom half of Figure 5.10 is for L4 model. A continuous signal appears at 

about 155 seconds (i.e., Figure 5.10 L4(a)). The spectrum is relatively flat over the frequency 

range (i.e., Figure 5.10 L4(b)). The predominant frequencies are not distinct, and the spectrum 
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mainly lies in the high frequency band. Figure 5.10 L4(c) shows that the rupture initiates from 

the left end, and then propagates unilaterally to the right end. The speed varies at the beginning 

and then remains almost a constant afterwards. 

 

Figure 5.10 The x-component of the seismogram of the induced microseismicity, the spectrum 

and the rupture along the NFs in the two different models (i.e., L1 and L4). The top half is for the 

model with only the lower first (i.e., L1) NF, and the bottom half is for the model with only the 

lower fourth (i.e., L4) NF. 
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5.3.5.1 Effect of injection rate on the predominant frequency 

The effect of injection rate on the predominant frequency of the induced microseismic 

signals is studied. The L1 and L4 model configurations are also used in this section. The base 

model parameters are shown in Table 5.1 (i.e., the base model column). For each model 

configuration, the injection rate is varied in three different cases. The injection rates in the other 

two cases double and triple the injection rate in the base case, respectively. At the end of the 

simulation, the HFs propagate to the same length in all three cases.  

Figure 5.11 presents the spectrums of the induced microseismicity in the three cases 

under L1 and L4 model configurations, respectively. The top panel shows the spectrums in L1 

model configuration. We can see that there are three distinct predominant frequencies in each of 

the three cases and the three predominant frequencies in one case are very close to those in the 

other two cases correspondingly. However, the amplitudes in the higher-injection-rate case are 

greater than those in the lower-injection-rate case. The bottom panel shows the spectrums in L4 

model configuration. In general, the spectrums are all relatively flat and mainly lie in the high 

frequency band. The predominant frequencies of the three cases are all around 150 Hz. The 

amplitude also increases with injection rate. 
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Figure 5.11 Comparison of the spectrums of the microseismicity induced in the models with 

different injection rates 

 

5.3.5.2 Effect of Young’s modulus on the predominant frequency 

We also make use of the L1 and L4 model configurations and investigate the effect of 

Young’s modulus on the predominant frequency of the induced microseismic signals in this 

section. The base model parameters are also as in Table 5.1 (i.e., the base model column). For 

each model configuration, the Young’s modulus is varied in three different cases and are 10.0, 
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10.8, 11.6 GPa, respectively. At the end of the simulation, the HFs propagate to the same length 

in all three cases.  

The spectrums of the induced microseismicity in the three cases under L1 and L4 model 

configurations respectively are shown in Figure 5.12. The top panel shows the spectrums in L1 

model configuration. For each spectrum, there are multiple distinct predominant frequencies. 

Comparing different cases and the second predominant frequency, we can see the predominant 

frequency shifts to the right (i.e., high frequency) when the Young’s modulus increases. The 

spectrums in L4 model configuration are shown in the bottom panel. All the spectrums are 

relatively flat over the investigated frequency range and it is hard to distinguish the change or 

shift of the predominant frequencies with the Young’s modulus. 

 

Figure 5.12 Comparison of the spectrums of the microseismicity induced in the models with 

different Young’s modulus. 
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In summary, from the study on the effects of injection rate and Young’s modulus on the 

predominant frequency of the induced microseismicity, we can see that the spectrum could either 

have multiple distinct predominant frequencies or could be relatively flat over the investigated 

frequency range. The injection rate doesn’t affect the predominant frequencies much, however, a 

higher Young’s modulus could shift the predominant frequency to the higher side. 

5.4 Discussion 

 During hydraulic fracturing, the activation of NFs and associated microseismic 

generation and radiation are dynamic processes. Dynamic modeling is needed to accurately 

model the fracture interaction and induced microseismicity. In this study, we do not attempt to 

simulate the fluid flow in a HF and thus the spontaneous rupture. The well-known non-leak-off 

PKN model is implemented. The models still capture the main characteristics of the processes 

associated with hydraulic fracturing. 

In our models, some frequency spectrums have multiple distinct predominant frequencies 

(e.g., L1(b) in Figure 5.10) and others could be relatively flat over the investigated frequency 

range (e.g., L4(b) in Figure 5.10). Maxwell and Cipolla (2011) presented similar frequency 

spectra of MS events induced by hydraulic fracturing. For natural earthquakes, Martin (2016) 

proposed that the controlling factors of the frequency are the size, geometry and the rupture 

pattern of the earthquake source. We also studied the rupture patterns in our models and found 

that rupture directionality could affect the frequency spectrum. Bilateral ruptures may induce 

multiple predominant frequencies, whereas unliteral ruptures may induce relatively flat 

frequency spectrums. 
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Effect of Young’s modulus on the predominant frequency of the induced microseismic 

signals is studied. Young’s modulus is not a direct input parameter in our dynamic models but P 

and S wave velocities, 𝑉𝑝, 𝑉𝑠 are. Mavko (2005) presented a saturated shale rock (Pore pressure, 

𝑃𝑝 around 25 MPa) has 𝑉𝑠 of 1300-1500 m/s under the confining pressure of 40-55 MPa. In these 

studies, varying Young’s modulus is achieved by varying 𝑉𝑝 and 𝑉𝑠 and 𝑉𝑝/𝑉𝑠 is assumed to be 

about 1.7 for the rocks. 

5.5 Conclusions 

We apply our in-house finite element geomechanics code to study the fracture interaction 

and the predominant frequency of the induced MS signals during hydraulic fracturing. Some 

conclusions are achieved as below. 

• Cohesion affects the activation of the NFs during hydraulic fracturing process. The NFs

are easier to be activated in the low-cohesion models. The NFs could be activated to 

different extents. Some NFs may slide along the whole lengths, while some others may 

slide along just part of the whole lengths. 

• The width profile along the HF could be changed by the activation of the NFs. Abrupt

opening or closing (i.e., increase or decrease in HF width) could occur when NFs are 

activated. 

• When a NF is activated, the rupture could be unilateral or bilateral along the NF. The

speed of the rupture could be constant or varying along the path. 

• Rupture patterns (i.e., directionality and speed) along the NFs could affect the spectrum

of the induced microseismicity. The spectrum could have multiple predominant 

frequencies or could be relatively flat over the investigated frequency range. 
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• Injection rate doesn’t affect the predominant frequencies much. A higher Young’s

modulus could shift the predominant frequency to the higher side. 
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CHAPTER VI 

STUDY ON THE MICROSEISMIC CLOUD INDUCED BY HYDRAULIC FRACTURING 

6.1 Introduction 

During the last decade, MS monitoring has attracted great interest from many oil and gas 

companies (Warpinski, 2009; Maxwell et al., 2010) as it can be applied to detect the hydraulic 

fracturing process and estimate the fracture geometry by locating the MS events. Besides the 

petroleum industry, underground mining and enhanced geothermal systems also need this 

technology. MS monitoring involves detecting, locating and characterizing the large-number 

cloud-like induced MS events (Van Der Baan et al. 2013). Location of the induced MS events 

can spatiotemporally map the orientation and growth of the fracture or the stimulated rock 

volume (SRV) and dynamics of the fracturing process (Baig et al. 2010; Baisch et al., 2003; 

Evans et al., 2005; Fischer et al., 2008; House, 1987; Phillips et al., 1998). Based on the 

parameters for typical hydraulic fracturing treatments in Barnett Shale, Warpinski et al. (2013) 

and Agarwal et al. (2012) showed the stability around HFs for cases in which leakoff is not 

considered. The area normal to the HFs are stable, where microseismicity is unlikely to be 

induced. The area around the fracture tips are unstable, where microseismicity is likely to be 

induced. Shapiro et al. (2006) studied the hydraulic fracturing processes from the MS data on the 

basis of PKN model. Fischer et al. (2008) applied principal component analysis (PCA) to 

quantify the geometry of the MS clouds. Warpinski et al. (2000 and 2001) presented that the 

microseismicity induced by hydraulic fracturing of a low permeability formation is concentrated 

in a spatial domain quite close to the HF. However, currently microseismicity remains 

ambiguous in mechanisms and data interpretation (Warpinski et al. 2013). Liu et al. (2016) 
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pointed out that it is still ambiguous if the MS cloud geometry could derive the correct or 

accurate HF geometry or SRV. Interpreting MS results and linking microseismicity to fracture 

behavior needs a good understanding of geomechanics (Warpinski et al. 2013). Therefore, 

dynamic geomechanical modeling is needed to accurately model hydraulic fracturing and 

associated processes such as microseismicity generation and radiation. We know that the primary 

goal of MS monitoring is to estimate the geometry of a HF. However, to our best knowledge, 

currently not much effort was made to discover the correlation between the geometry of the HF 

and the MS cloud by simulation. Dynamic problems of equations of motion are solved with a 

finite element method (Duan, 2016). We study the following problems. How far could a MS 

event occur away from a HF? And how can HF length and some parameters such as cohesion of 

NFs affect the shape of the MS cloud? How is the stability around a dynamically propagating 

HF? What is the correlation between the geometry of the HF and the MS cloud induced by 

dynamic stress perturbations in different scenarios when the inclination of NFs relative to the 

maximum horizontal principal direction varies?  

6.2 Model 

Figure 6.1 shows the model setup. There is one HF and four hundred uniformly oriented 

NFs in the model. The HF is propagating in the direction of the maximum horizontal stress and 

opening in the direction of the minimum horizontal stress. The NFs have a uniform orientation, 

N70W. Each length is about 50 meters and the spacing of the NFs is about 34 meters. These 

features are good representatives of the NFs in Barnett Shale (Kresse et al., 2013). The model 

parameters are listed in Table 6.1 and are based on Barnett Shale at a depth around 2360 meters. 

The direction of the maximum horizontal stress varies from N30E to N90E based on the 
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information of the drilling induced fractures at this depth (Lancaster et al. 1992). In all our 

models, we set the direction of the maximum horizontal principal stress aligned with the x-axis. 

Knowing about the angles between the NFs and the directions of the maximum horizontal 

principal stress, we can determine the slopes of the NFs in different scenarios, which will be 

discussed later. 

 

Figure 6.1 Model setup. There is one HF and four hundred uniformly oriented NFs in the model. 

The north direction is indicated. 
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Table 6.1 Base model parameters 

Parameters Values 

Density ρ (kg/m3) 2600 

Young’s modulus E (GPa) 40.0 

Poisson’s ratio ν 0.23 

P wave velocity 𝑉𝑝 (m/s) 4000 

 S wave velocity 𝑉𝑠 (m/s) 2600 

Static friction 𝜇𝑠 0.35 

Dynamic friction 𝜇𝑑 0.25 

Critical slip distance 𝑑0 (m) 0.001 

Cohesion 𝑐𝑜 (MPa) 0.35 

Skempton’s coefficient B 0.8 

Tensile strength T (MPa) 1 

Initial 𝜎𝑥𝑥 (MPa) 42 

Initial 𝜎𝑦𝑦 (MPa) 33 

Initial 𝜎𝑥𝑦 (MPa) 0 

Initial pore pressure p (MPa) 23.6 

Injection fluid viscosity η (Pa ∙ s) 0.005 

Hydraulic fracture height ℎ𝑓 (m) 50.0 

Injection rate 𝑖 (m3/s) 0.33 

 

6.3 Results and Analysis 

At the investigated depth, 2360 meters of Barnett Shale, the direction of the maximum 

horizontal principal stress varies (Lancaster et al., 1992). Therefore, we study different scenarios 

with different directions of the maximum horizontal principal stress. First, we study the scenario 
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when the maximum horizontal principal direction is N75E. As shown in Figure 6.1, the slope of 

the NFs, 𝑘 is -0.7 in this scenario. The MS cloud is studied when the HF propagates to lengths 

from 50 meters to 200 meters with 25 meters increment in different cases. 

6.3.1 Maximum horizontal principal direction: N75E (i.e., NF slope is -0.7) 

In this study, we delineate/determine the shape of the MS cloud in this study using a 

closed elliptical envelope as small as possible to include as many activated NFs or MS events as 

possible. The estimated/interpreted strike and length are from the long axis of the elliptical 

envelope. Therefore, the key is to determine the long axis including both the strike (i.e., 

direction) and length. In this study, a MS cloud includes many events on a 2-dimensional plane 

and the long axis of the MS cloud envelope is 1-dimensional. So, we apply principal component 

analysis/algorithm (PCA) to reduce the data from high dimensions (e.g., 2D) to low dimensions 

(e.g., 1D). Fischer et al. (2008) also applied this method to analyze geometry of the MS clouds. 

What PCA does is to find a direction (a vector u ∈  𝑅2) onto which to project the data so as to 

minimize the projection error. The projection error is defined as the summation of the distance 

from the data points to a line with a direction. The direction determined from the PCA is used as 

the strike of the long-axis, and the length of the long-axis is from the line segment between the 

two most distant projection points. For more details about PCA and some examples from this 

study, please refer to the Appendix. 

When the HF propagates to a short distance, 50 meters in this scenario, no NFs are 

activated, so no MS events occurred. 

When the HF propagates to 75 meters, four NFs occurring around the HF tips are 

activated as shown in Figure 6.2. In this study, one NF is discretized into four segments. If there 
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are three red-star markers on a NF, it means the NF is activated along its whole length. However, 

if there are fewer than three red-star markers but at least one on a NF, it means the NF is 

activated only partially along its length. Since these events are very close to the HF tip in Figure 

6.2, the strike and length of the MS cloud long-axis could be good representatives for the real 

HF. However, because the uniformly orientated NFs in the model are anti-symmetric about the 

wellbore (i.e., the origin point) but not symmetric about the x-axis, the MS cloud long-axis is not 

perfectly aligned with the x-axis. The strikes of the HF and MS cloud long-axis have small 

difference. From PCA, the MS cloud half-length (i.e., half of the long-axis) is about 112 meters 

and the ratio between the MS cloud half-length, 𝑙 and the HF half-length, 𝑥𝑓, is  𝑙 𝑥𝑓
⁄  = 112 m /

75 m = 1.49. The strike difference between the MS cloud long-axis and the HF is about 2.5o. 

Figure 6.2 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 75 meters. 𝑘 

is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 
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When the HF propagates further to 100 meters, more NFs are activated, so more MS 

events occurred in the model as shown in Figure 6.3. From the figure, we can see four ‘branches’ 

(i.e., zones of the activated NFs). However, the two branches in the top right and bottom left 

quadrants are a little stronger (i.e., more event locations) but not significantly stronger than the 

other two in the remaining quadrants, which is similar in the following figures in this section. 

The long axis of the elliptical envelope is a little closer to these two branches than the other two, 

but still it is almost in the E-W direction. The MS cloud half-length is about 168 meters and the 

ratio between the MS cloud half-length and the HF half-length is 1.68. The strike difference 

between the HF and MS cloud long-axis is about 1.4o. It becomes smaller because more MS 

events occur close to the HF and aligned with the HF strike. 

Figure 6.3 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 100 meters. 

𝑘 is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 
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When the HF propagates to 125 meters, more NFs are activated away from the HF than 

those close to the HF as shown in Figure 6.4. Both the MS cloud length and the strike difference 

becomes larger. The MS cloud half-length is about 223 meters and the ratio between the MS 

cloud half-length and the HF half-length is 1.78. The strike difference between the HF and MS 

cloud length is about 3.4o. 

Figure 6.4 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 125 meters. 

𝑘 is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 

When the HF propagates to 150 meters, some more NFs are activated away from the HF, 

which increases the MS cloud length and meanwhile some other NFs are activated close to the 
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HF, which decreases the strike difference (Figure 6.5). The MS cloud half-length is about 341 

meters and the length-ratio is 2.27. The strike difference is about 2.4o. 

When the HF propagates to 175 and 200 meters, more MS events occur as shown in 

Figures 6.6 and 6.7. Both the length ratio and strike difference increase. The length ratios are 

2.28 and 2.41, and the strike differences are 3.4o and 3.5o in the two cases, respectively. 

 

Figure 6.5 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 150 meters. 

𝑘 is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 
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Figure 6.6 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 175 meters. 

𝑘 is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 

 

Figure 6.7 Microseismic events/activated NFs in the model when 𝑘 = -0.7 and  𝑥𝑓 = 200 meters. 

𝑘 is the slope of the inclined NFs. 𝑥𝑓 is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 
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The results of the correlation between the geometry of the HF and MS cloud when the 

maximum horizontal principal direction is N75E is summarized in Table 6.2. We can conclude 

that the MS cloud half-length and the ratio between the MS cloud half-length and HF half-length 

both increase when the HF propagates longer. The strike difference between the MS cloud long-

axis and HF is essentially very small, less than 4o in all the cases of this scenario because the four 

‘branches’ are not significantly different in number of the activated NFs and are almost 

symmetric about the HF. It varies depending on where the activated NFs are located. When the 

activated NFs are closer to the HF, the strike difference is smaller. And when the activated NFs 

are further away from the HF, the strike difference is larger.  

Table 6.2 Correlation between the HF and MS cloud when 𝜎𝐻𝑚𝑎𝑥 direction is N75E 

HF half-length (𝑥𝑓), m MS cloud half-length (𝑙), m 𝑙
𝑥𝑓

⁄  Strike difference, o 

75 112 1.49 2.5 

100 168 1.68 1.4 

125 223 1.78 3.4 

150 341 2.27 2.4 

175 399 2.28 3.4 

200 481 2.41 3.5 

 

 

6.3.1.1 Effect of HF length on the induced MS cloud 

Figure 6.8 shows the number of the activated NFs when HF propagates to different 

lengths. The model parameters are listed as in Table 6.1. We can see that the longer the HF 

propagates, the more NFs are activated. The number of the activated NFs increases with the HF 
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length in an exponential way. However, only knowing about the number of the activated NFs is 

not enough to get a sense how they are distributed. In Figure 6.9, the distance of the furthest 

activated NF with the HF length is plotted. First, we plot the data points and then add a trend 

line. The trend line shows the distance of the furthest activated NF increases with the HF length. 

When the HF is short (e.g., less than 80 meters), the MS events are concentrated in a spatial 

domain close to the HF, consistent with the conclusions in Warpinski et al. (2000 and 2001). 

However, when the HF propagates much longer, the MS events could spread very far away. The 

distance of the furthest activated NF does not increase so much when the HF length is very large 

(e.g., greater than 170 meters). The slope of the trend line decreases. 

 

Figure 6.8 The number of the activated NFs when the HF propagates to different lengths. The 

number of the activated NFs increases with HF length exponentially.  
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Figure 6.9 The distance of the furthest activated NF when the HF propagates to different lengths. 

From the fitted or trend line, we can see the distance increases with HF length. 

 

6.3.1.2 Effect of cohesion of NFs on the induced MS cloud 

The effect of cohesion of NFs on the induced MS cloud is also studied. In these models, 

the cohesion varies from 0.05 to 1.05 MPa while other parameters remain the same as in Table 

6.1 and the HF propagates to the same length, 200 meters. In Figure 6.10, we can see that the 

number of the activated NFs exponentially decreases with cohesion. When the cohesion is very 

low (e.g., less than 0.15 MPa), many NFs are activated in the models. However, when the 

cohesion becomes larger (e.g., greater than 0.75 MPa), only a few (around 20) NFs are activated. 

The distance of the furthest activated NF is also studied in different-cohesion models as shown in 

Figure 6.11. The distance decreases with cohesion in an exponential way as well. When the 

cohesion is very low, the distance could be over 400 meters. When the cohesion becomes higher, 
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the distance becomes much smaller. In the high-cohesion (e.g., greater than 1.0 MPa) cases, the 

furthest distance could be around only 50 meters, very close to the HF. 

 

Figure 6.10 The number of activated NFs in the models with different cohesion. The number of 

the activated NFs decreases with cohesion exponentially.  

 

 

Figure 6.11 The distance of the furthest activated NF in the models with different cohesion. 

From the fitted or trend line, we can see the distance decreases with cohesion. 



 

88 

 

6.3.1.3 Rupture along the NFs 

The rupture along the NFs in the model are not necessarily in the same pattern. They 

could be simple and complex as well. In Figure 6.12, we pick only four different representative 

patterns of rupture happening in the models, but there are more other patterns. The positions of 

the NFs are indicated in the titles of the subplots. In the upper left plot, the rupture initiates from 

the right side of the NF and propagates in a unilateral manner along the NF. The rupture speed is 

pretty uniform, and the average speed is about 1100 m/s, which is a subshear rupture, meaning 

the rupture speed is less than the S wave velocity. In the upper right plot, the rupture initiates 

from an inner location of the NF and propagates in a bilateral manner along the NF. Along each 

direction, the rupture propagates slowly first and then fast. For example, on the right side (from 

15 to 35 meters), the rupture speed increases from 110 m/s to 650 m/s. In the lower left plot, the 

rupture is also bilateral. However, the rupture is complex on the right side (from 15 to 35 

meters). The rupture first has a slow speed, then a fast speed and a slow speed at the end. In the 

lower right plot, the rupture first initiates from the right end, and propagates to the middle. Some 

time later, another rupture initiates from the left end, and propagates to the middle. And these 

two ruptures meet at around the center of the NF. Both ruptures are very slow. 

In summary, the patterns of the rupture along the NFs are not necessarily the same in the 

models but could be quite different in both the speed and direction. 



 

89 

 

 

Figure 6.12 Rupture along the NFs in the models shows different patterns. The four patterns 

shown above indicate that the ruptures along the NFs could not be the same but quite different in 

both speed and direction. 

 

6.3.1.4 Stresses and failure analysis 

The dynamic stress perturbations in 𝜎𝑥𝑥, 𝜎𝑦𝑦, and 𝜎𝑥𝑦 components around a propagating HF is 

shown in Figure 6.13. In the top two plots, stresses decay along the distance normal to the HF. 

The largest stress perturbations occur near the fracture surface and are compressive. Also, we can 

see that the tensile (negative) stress perturbations in 𝜎𝑥𝑥, and 𝜎𝑦𝑦 occur around the fracture tip. 

The range of the stress perturbations on 𝜎𝑥𝑥 component (i.e., the yellow oval in the top left plot) 

is much smaller than that of the stress perturbations on 𝜎𝑦𝑦 (i.e., the bright yellow oval in the top 

right plot). This can be explained by Hook’s law for an isotropic elastic solid (Please see the 

section 3.3 in Chapter 3). 
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In Figure 6.13, the bottom plot shows the dynamic shear stress perturbations. We can see 

the largest induced shear stresses occur around the HF tips. On the two sides of the HF around 

the HF tips, the shear stresses have opposite sense. 

 

Figure 6.13 Dynamic stress perturbations around a propagating HF when it propagates to 200 

meters. 

 

We resolve the stress tensors at every location point onto a plane that is oriented N70W, which is 

same to the NF orientations and get the resolved shear stress and normal stress on the plane. We 

use a failure factor, 𝑓𝑓, which is expressed as 

𝑓𝑓 =
𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑠𝑠

𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ
                                                            (6.1) 

The higher the failure factor is, the lower the stability is. The stability map around a 

propagating HF when it propagates to 200 meters is shown in Figure 6.14. The yellow warm 
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colors and large numbers are associated with unstable areas in the reservoir and are likely places 

for microseismicity to occur. We can see that the most unstable areas are around the HF tips and 

growing radially forward. The region normal to the HF has blue cool colors and they are stable. 

This verifies the conclusions of Warpinski et al. (2013) and the non leakoff case in Agarwal et al. 

(2012). In addition, the figure also shows that the stability is anti-symmetric about the wellbore. 

The two most stable (deep blue) regions are some distance away from the HF. The two unstable 

regions around one-wing of the HF are not equal in size and asymmetric. For example, on the 

right-wing side, the unstable region above is a little larger than below. 

 

Figure 6.14 Stability map around a propagating HF when it propagates to 200 meters. The region 

normal to the HF is stable, where microseismicity is unlikely to be induced. The tip region is 

unstable, where microseismicity is likely to be induced. 
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6.3.2 Maximum horizontal principal directions: N88.2E, N83.4E, N79E, N71.3E, N68E, 

N65E, and N53.7E (i.e., the NF slopes are -0.4, -0.5, -0.6, -0.8, -0.9, -1.0, and -1.5, 

respectively) 

Other scenarios with different directions of maximum horizontal principal stress are also 

studied. The investigated maximum horizontal principal directions include N88.2E, N83.4E, 

N79E, N71.3E, N68E, N65E, and N53.7E. The corresponding NF slopes, 𝑘 in the models are -

0.4, -0.5, -0.6, -0.8, -0.9, -1.0, and -1.5, respectively. The patterns of the MS events distribution 

in different scenarios are similar other than the exact values of the MS cloud length and strike 

(No NFs are activated in the scenario when the maximum horizontal principal direction is 

N53.7E (i.e., k = -1.5)). Here we just show one plot of the activated NFs when maximum 

horizontal principal direction is N88.2E (i.e., k = -0.4) and the HF propagates to 200 meters as an 

example. The plot is shown in Figure 6.15. 

In Figure 6.15, after PCA analysis of the long-axis of the MS cloud envelope, we 

determined that the MS cloud length is 285 meters, the ratio between the MS cloud half-length 

and the HF half-length is 1.43, and the strike difference between the MS cloud long-axis and the 

HF is about 10.4o. These parameter values from all the different scenarios are summarized and 

listed in Table 6.3. Compared with the scenario when maximum horizontal principal direction is 

N75E (i.e., k = -0.7), the interpreted length from the MS cloud is better. However, the interpreted 

strike is worse because the four ‘branches’ (i.e., zones of the activated NFs) are more 

asymmetric. From Table 6.3, we conclude that when the NF slope is -0.6 ~ -0.8, the MS cloud 

has large discrepancy with the HF in length but small discrepancy in strike. When the NF slope 



 

93 

 

is at the two ends (-0.4 ~ -0.5 and -0.9 ~ -1.0), the MS cloud has small discrepancy with the HF 

in length but large discrepancy in strike. 

 

Figure 6.15 MS events/activated NFs in the model when 𝑘 = -0.4 and  𝑥𝑓 = 200 meters. 𝑘 is the 

slope of the inclined NFs. 𝑥𝑓  is the half-length of the HF. Small red-star markers on a NF 

indicate the NF is activated. If there are three red-star markers on a NF, it means the NF is 

entirely activated. If there are fewer than three red-star markers but at least one on a NF, it means 

the NF is partially activated. 

 

Table 6.3 Correlation between the MS Cloud and the HF when 𝑥𝑓 = 200 m 

NF slope MS cloud half-length (𝑙), m 𝑙
𝑥𝑓

⁄  Strike difference, o 

-0.4 285 1.43 10.4 

-0.5 303 1.52 11.3 

-0.6 354 1.77 7.0 

-0.7 481 2.41 3.5 

-0.8 444 2.22 6.8 

-0.9 383 1.92 8.9 

-1.0 325 1.63 11.7 
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The number of activated NFs in the models with different 𝜎𝐻𝑚𝑎𝑥 directions are plotted in 

Figure 6.16. When the NF slope is -0.7 (i.e., the 𝜎𝐻𝑚𝑎𝑥 direction is N75E), There are the most 

activated NFs, about 65 NFs are activated. And the bars are in a parabolic shape, and the peak 

occurs around -0.7. The distance of the furthest activated NF in the models with different 𝜎𝐻𝑚𝑎𝑥 

directions are shown in Figure 6.17. A trend line is fitted to the data points. The largest distance, 

which could be up to 250 meters, also occurs around -0.7. 

 

Figure 6.16 The number of activated NFs in the models with different 𝜎𝐻𝑚𝑎𝑥 directions. The 

heights of the bars are in a parabolic shape. 
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Figure 6.17 The distance of the furthest activated NF in the models with different 𝜎𝐻𝑚𝑎𝑥 

directions. The fitted or trend curve has the peak value at around 0.7 (i.e., -0.7 scenario, absolute 

values are used in this plot).  

 

6.4 Discussion 

Comparing different scenarios with different maximum horizontal principal directions, 

we find that when the maximum horizontal principal direction is N75E (i.e., k = -0.7), the most 

NFs are activated, and the distance of the furthest activated NF is the largest among all the 

scenarios.  When k = -0.7, the NFs are more easily activated. From a geomechanics point of 

view, there exists an optimal angle for frictional sliding. And the optimal angle can be calculated 

as 

β =
𝜋

4
+

1

2
𝑡𝑎𝑛−1𝜇                                                          (6.2) 
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Where β is the angle between maximum principal pre-stress S1 and a weak plane normal, 

and μ is the frictional coefficient. By using this equation, we can get β =
𝜋

4
+

1

2
𝑡𝑎𝑛−1(0.35) =

0.3036 (rad). Therefore, the optimal inclination slope (OIS) is 

OIS = ± tan (
𝜋

2
− β) = ±0.71                                              (6.3) 

On the Mohr circle as shown in Figure 6.18, every set of inclined NFs of a certain 

inclination corresponds to a stress state. And we can see the NFs with inclination slope of -0.7 

are the nearly optimal-inclination NFs, meaning the closest to failure. Therefore, these NFs are 

most easily activated, and many MS events would be triggered. NFs with an inclination slopes of 

-0.4 (low-inclination NFs) and -1.5 (high-inclination NFs) are far from the optimal stress state 

and more dynamic stress perturbations are needed to activate them, so fewer or even no MS 

events are induced.  
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Figure 6.18 Mohr circle analysis. Different stress states (i.e., small circles on the Mohr circle) 

have different distances away from the Mohr Coulombe Failure Line. The stress state when the 

NF slope is -0.7 is the closest to the failure line. 

 

As mentioned above, when the NF inclination slope is around the OIS (e.g., -0.6 ~ -0.7), 

the NFs are easily activated. The four branches (i.e., zones of the activated NFs) around the HF 

are not significantly different in numbers of activated NFs and almost symmetric about the HF, 

which lessens the strike difference. However, when the NF inclination slope is far from the OIS 

(e.g., -0.4 ~ -0.5 or -0.9 ~ -1.0), the NFs are hard to activate. On the side of one wing of the HF, 

the two branches would be quite different in numbers of activated NFs and asymmetric about the 

HF (e.g., Figure 6.15), which increases the strike difference. 



 

98 

 

In some other research of the Barnett shale, smaller horizontal stress anisotropy is used 

than that in our model. Kresse et al. (2013) used a low horizontal stress anisotropy in their 

Barnett fracture simulations. Vermylen et al. (2011) determined a small difference between the 

maximum and minimum horizontal stress gradients (SHmax = 0.73 psi/ft, and Shmin = 0.65 psi/ft) 

by investigating five horizontal wells, whose horizontal sections are at a depth between 5700-

5750 feet. A low horizontal stress anisotropy will shrink the Mohr circle, and make the NFs 

harder to be activated. However, the Barnett Shale is regarded as overpressured with a pressure 

gradient approximately at 0.52 psi/ft (Bowker 2007 and Tian 2010). The overpressure could 

move the Mohr circle to the left (compression is assumed to be positive) and make the NFs 

easier to be activated. Ketter et al. (2008) presented stress heterogeneity in the Barnett Shale. 

Locally, in some compartments of the Barnett shale, the horizontal stress anisotropy could be 

large, which might make the activation of the NFs easier. 

 

6.5 Conclusions 

Our in-house dynamic geomechanics finite element code is applied to study the MS cloud 

induced by hydraulic fracturing based on Barnett Shale gas reservoir properties and we achieve 

the conclusions below: 

1. When a HF propagates to a longer length, more MS events would be triggered and the 

distance of the furthest activated NF normal to the HF becomes larger. The induced 

MS cloud length increases. The ratio between the MS cloud half-length and HF half-

length increases. 

2. The number of the activated NFs and the distance of the furthest activated NF normal 

to the HF decrease exponentially with cohesion. 
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3. The patterns of the rupture along the NFs are not necessarily the same but could be 

quite different in both the speed and direction. 

4. Without considering leakoff, the area normal to the HF surface is stable, and 

microseisms seldom occur in the area. The tip region is unstable, and microseisms 

would be likely to be induced. 

5. When the inclination of the NFs relative to the maximum horizontal principal 

direction is nearly optimal, many MS events would be generated and spread far away 

from the HF but are almost symmetric about the HF. The MS cloud has large 

discrepancy with the HF in length but small discrepancy in strike. 

6. When the inclination of the NFs relative to the maximum horizontal principal 

direction is either high or low, not so many MS events would be generated, and they 

could be close to the HF but quite asymmetric about the HF. The MS cloud has small 

discrepancy with the HF in length but large discrepancy in strike. 
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CHAPTER VII 

SUMMARY AND CONCLUSIONS 

 

Hydraulic fracturing and microseismicity generation and radiation are dynamic processes. 

The associated dynamic stress perturbations could play a significant role in relevant studies, such 

as activation of weak planes including NFs, and bedding planes, etc. We apply our in-house 

dynamic FEM geomechanics code to work on microseismic-related questions. 

First, we investigate the significance of the dynamic stress perturbations by studying how 

different the dynamic and static stress perturbations could be during hydraulic fracturing. The 

static stress perturbations are obtained when the models reach static equilibrium (i.e., after 

generated seismic waves die out). We compare the static and dynamic stress perturbations at a 

moment when a HF propagates to a certain length. Mohr circle analysis shows that around the 

HF the Mohr circle based on a dynamic stress tensor is closer to a failure line than that based on 

a static stress tensor. The peak static and dynamic stress perturbations during the process are also 

compared. We determine that the absolute values of the peak dynamic stress perturbations are 

always greater than those of the peak static stress perturbations, especially in the area close to the 

HF and its tips. The effect of injection rates on the static and dynamic stress perturbations also is 

studied. The largest peak static and dynamic stress perturbations during the hydraulic fracturing 

process are measured. The absolute values of both the largest peak dynamic and static stress 

perturbations increase with injection rates. The absolute values of the difference between the 

largest peak dynamic and static stress perturbations also increase with injection rates due to more 

significant dynamic effects. 
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Second, we apply our code to examine the induced dynamic shear stress and the 

activation of horizontal BPs based on Cotton Valley tight-sand reservoir properties. Whether the 

tip stresses around a dynamically propagating HF could activate a bedding plane is an important 

question for HF propagation and microseismicity generation. Some specific patterns of MS 

events (dip-slip or strike-slip events) could be induced. A BP perpendicular to a principal 

direction is unlikely to be activated using a simple geomechanical model. However, the induced 

dynamic stresses around a HF tip could be significant. We set up three different scenarios to 

study the BP activation. In the first scenario, a HF is dynamically propagating towards two 

symmetric BPs, but has not touched them yet. In the second scenario, a HF dynamically 

propagates towards two symmetric BPs, and then crosses them by a short distance. In the third 

scenario, a HF dynamically propagates towards two symmetric BPs, and then fluid invasion to 

the BPs occurs after the HF deflects into them. BPs could be activated under dynamic stress 

conditions and the slip may induce the microseismic events. The shear slippage and open width 

along the BPs are calculated and quantified in our models. We find that only low-strength BPs 

can be activated in the first scenario. The effect of different model parameters such as cohesion, 

critical slip distance, rock density and vertical stress on the activation of the BPs is investigated 

in the second scenario. Large shear slippage and slip length happen in the third scenario with 

fluid invasion weakening the BPs. Different senses of shear could occur along the BPs. The 

rupture initiates at around the center of a BP and then propagates bilaterally. 

Third, we perform analysis on the fracture dynamic interaction and the predominant 

frequency of the induced microseismic signals during hydraulic fracturing. The slip distributions 

and the ruptures along the activated NFs in the models with different cohesion are studied. We 

find that some activated NFs could have partial failure while others could fail entirely. The 
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ruptures could be either unilateral or bilateral and the speeds may vary. The NFs and the HF can 

interact with each other. Different patterns of MS signals could be induced by different sources. 

The effects of model parameters such as injection rate and Young’s modulus on the predominant 

frequency of the MS signals are investigated. We find that injection rate doesn’t affect the 

predominant frequencies much and a higher Young’s modulus could shift the predominant 

frequencies higher. Rupture patterns (i.e., directionality and speed) along the NFs could affect 

the spectrum of the induced MS signals. The spectrum could either have multiple predominant 

frequencies or be relatively flat over the investigated frequency range. 

Fourth, the correlation between the geometry (i.e., orientation and length) of the HF and 

the MS cloud induced by hydraulic fracturing is determined. We work in a 2D framework and 

use a uniformly fractured shale reservoir as an example. The NF direction, length and spacing 

are similar to those in the Barnett Shale. Effects of HF length and cohesion on the correlation are 

studied. Some examples of the rupture patterns along the NFs are presented. The stability around 

a dynamically propagating HF is also determined. The area normal to the HF surface is stable, 

and microseisms seldom occur in this area. The tip region is unstable, and microseisms would be 

likely to be induced here. The inclination of the NFs relative to the maximum horizontal 

principal direction also affects the correlation. When the NF inclination is nearly optimal, 

meaning close to failure, many MS events would be generated, and spread far away from the HF 

but the symmetry about the HF is good. The correlation between the strikes of the HF and the 

MS cloud long-axis remains good but the correlation between their lengths is poor. However, 

when the NF inclination is either high or low, not so many MS events would be generated, and 

they could be close to the HF but the asymmetry about the HF is more apparent. The correlation 
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between the lengths of the HF and the MS cloud long-axis is good but the correlation between 

their strikes is poor. 
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APPENDIX 

APPLICATION OF PRINCIPAL COMPONENT ANALYSIS/ALGORITHM (PCA) 

INTO DETERMINING THE STRIKE AND LENGTH OF THE MICROSEISMIC CLOUD 

ENVELOPE 

As mentioned early in the text, PCA is mainly used for dimensionality reduction (high-

dimensional data to low-dimensional data) to achieve data compression or data visualization. 

When 2-dimensional data is reduced to 1-dimensional data with PCA, PCA will find a direction 

(i.e., a vector u ∈  𝑅2) onto which to project the data to minimize the projection error. The 

projection error is defined as the summation of the distance from the 2D data points to a line with 

a direction. The direction determined from the PCA is used as the strike of the long-axis, and the 

length of the long-axis is from the line segment between the two most distant projection points. 

Details about the PCA will not be discussed here.  

Here we give two examples about the long axis determined from PCA. Figure A-1 shows 

the MS cloud envelope when 𝑘 = -0.7 and the HF propagates to 125 meters. The blue small 

circles are the data points used to determine the MS cloud envelope. The green dashed line is the 

line with the direction determined by PCA. The black dashed lines are the distances from the 

data points to the line. The summation of all these distances are the smallest among all the cases 

when these data points are projected to lines with different directions.  In Figure A-1, we can see 

the four branches zones (i.e., collections of the activated NFs) are not significantly different in 

the number of the activated NFs, so the direction (or the strike) of the long axis is almost aligned 

with the HF strike, only 3-4o difference. In Figure A-2, the MS cloud envelope when 𝑘 = -0.4 

and the HF propagates to 200 meters, the four branches zones are quite different, which causes 
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the direction of the long axis more in ENE-WSW direction. The strike difference could be about 

10o. 

 

Figure A-1. MS Cloud envelope in the model when 𝑘 = -0.7 and  𝑥𝑓 = 125 meters. 𝑘 is the slope 

of the inclined NFs. 𝑥𝑓 is the half-length of the HF. The small blue circles are the data points 

from Figure 6.4. The green dashed line is the calculated long-axis of the MS cloud envelope by 

PCA. The small red circles (overlapped with the green dashed line) are the projection of the blue 

data points on the long-axis. The black dashed lines connecting the blue and red circles are the 

distances from the data points to the long-axis. 



 

119 

 

 

Figure A-2. MS Cloud in the model when 𝑘 = -0.4 and  𝑥𝑓 = 200 meters. 𝑘 is the slope of the 

inclined NFs. 𝑥𝑓 is the half-length of the HF. The small blue circles are the data points from 

Figure 6.15. The green dashed line is the calculated long-axis of the MS cloud envelope by PCA. 

The small red circles (overlapped with the green dashed line) are the projection of the blue data 

points on the long-axis. The black dashed lines connecting the blue and red circles are the 

distances from the data points to the long-axis. 

 

 




