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ABSTRACT 

 

 Lithium ion battery (LIB) is replacing all the other battery chemistries from the 

portable electronic and automotive market due to its superior energy and power density. 

During operation, transport of lithium atoms within the active particles through diffusion 

process induces large amount of diffusion induced stress (DIS). A computational 

methodology has been developed that is capable of estimating the concentration 

gradient, subsequent DIS and formation of microcracks within graphite active particles. 

Nucleation of these microcracks form large spanning cracks, which not only impedes the 

transport of lithium within the solid phase but also acts as fresh sites for the formation of 

solid electrolyte interface (SEI). Active particles of smaller size (<5µm) and operation at 

lower rates experiences negligible capacity fade due to microcrack formation. Damage 

evolution in brittle media occurs initially in a random fashion and towards the end 

localized propagation is observed. Grain/grain-boundary microstructures with smaller 

grain sizes display higher strength against crack propagation. 

 By solving the dynamic momentum balance equation, the acoustic emission 

spectra and jump in energy release rate (avalanche), observed in experiments can be 

predicted. Since only brittle crack propagation is being considered, evolution of 

mechanical damage happens in the first three cycles, and then saturates. A reduced order 

model (ROM) has been developed that can predict the amount of mechanical 

degradation as a function of particle size and rate of operation. A pseudo 2D 

computational methodology has been demonstrated that can predict the increase in mass 
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transport resistance and performance decay in lithium ion batteries due to mechanical 

degradation. Under drive cycle operation, it is safe to use anode particles of radius 

smaller than 10µm from the capacity fade perspective. Transport of lithium inside high 

capacity anode materials (such as, Si, Sn) occurs through two phase diffusion process. 

This gives rise to DIS and fracture at the two phase interface and the particle surface due 

to high volume expansion. Usage of functionally graded Si with reduced elastic modulus 

close to the surface is capable of minimizing the microcrack formation. Creep 

deformation can be significant in Sn active particles during operation at low rates.  
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NOMENCLATURE 

 

Chapter II 

kn  spring stiffness along the axial direction 

ks  spring stiffness along the shear direction 

c x,t( )  space and time dependent Li ion concentration 

x  space domain 

t  time domain 


D x,t( ) space and time dependent diffusion coefficient tensor 

scalarD  constant scalar value of the diffusivity 

condk  ionic conductivity 

n  direction normal to the surface 

i  current over particle surface 

F  Faraday’s constant 


I  Identity tensor 


B  body force vector 

f  local force vector 

u   local displacement vector 

[ ]T  transformation tensor 


F  global force vector 
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U  global displacement vector 

gK⎡ ⎤⎣ ⎦  global stiffness matrix 

[ ]lk  local stiffness matrix 

cΔ  increment in Li ion concentration 

l  length of spring element 

duΔ  diffusion induced displacement 

( )E c  concentration dependent Young’s modulus 

0E  Young’s modulus with zero Li ion concentration 

maxc  maximum stoichiometric Li ion concentration 

k  parameter which governs hardening or softening material 

V  actual cell potential 

ocpE  open circuit potential 

0
ocpE  OCP at the standard state with unit activities 

R  universal gas constant 

T  temperature 

n  number of electrons associated with the reaction 

productsa  activity of products 

tanreac tsa activity of reactants 

0i  exchange current density 

a  activity 
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k0  reaction rate constant 

Greek 


σ
x( )  stress tensor 

ω  diffusion expansion coefficient 

Ψ  energy in each spring 

tΨ  threshold energy for each spring 

α  damage parameter for diffusivity 

η  overpotential 

iν  stoichiometric coefficient 

tα  transfer coefficient 

Chapter IV 

 spatio-temporal variation of lithium-ion concentration 

  space domain 

  time domain 

  scalar diffusion coefficient 

  direction normal to the surface 

  current over particle surface 

  Faraday’s constant 

  available surface area in the electrode 

  global mass matrix 
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  global damping matrix 

  global stiffness matrix 

  acceleration vector 

  velocity vector 

  displacement vector 

  global force vector 

  local stiffness matrix 

  local damping matrix 

  local mass matrix 

  local orientation matrix 

  normal component of spring stiffness 

  transverse component of spring stiffness 

  Young’s modulus 

  shear modulus 

  normal component of damping coefficient 

  half of the mass of each spring 

  diffusion induced local displacement vector 

  local concentration gradient induced displacement 

  diffusion expansion coefficient 

[ ]C

[ ]K
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{ }F

[ ]ik

[ ]ic

[ ]im

[ ]lT
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sk

E
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nc
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{ }du

duΔ
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  concentration gradient 

  length of the spring 

  acceleration of a single node at (i+1)-th time instant 

  velocity of a single node at (i+1)-th time instant 

  displacement of a single node at (i+1)-th time instant 

  acceleration of a single node at (i)-th time instant 

  velocity of a single node at (i)-th time instant 

  displacement of a single node at (i)-th time instant 

  time increment 

  mass of a node 

  damping of a node 

  stiffness of a node 

  force at a node at the (i+1)-th time instant 

  modified stiffness matrix 

  modified right hand side force vector 

  global force vector of a spring 

  global displacement vector for a spring 

  scalar diffusion coefficient 
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Greek 

ω   diffusion expansion coefficient 

  energy in each spring 

  threshold energy for each spring 

  mean threshold energy 

  effect of microcrack on diffusivity 

           parameters of the average acceleration method 

Chapter V 

sa  specific surface area 

A  area of the electrode current collector interface 

Ahtp  amp-hour throughput 

AhtpΔ  incremental amp-hour throughput 

maxA  maximum amount of damage 

ec  space and time dependent lithium ion concentration within electrolyte 

,e initc  initial electrolyte concentration 

sc  space and time dependent lithium concentration within the solid phase 

,s sc  solid phase concentration at the surface of the active particles 

eff
eD  effective diffusivity of the electrolyte phase 

eD  diffusivity of the electrolyte phase 

sD  diffusivity within the solid phase 

ψ

tψ

meanψ

α

γβ ,
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eff
sD  effective solid phase diffusivity 

fbb  fraction of broken bonds 

F  Faraday’s constant 

I  applied current 

j  reaction current density 

0j  exchange current density 

L  total thickness of the electrode 

aL  thickness of the anode portion of the electrode 

cL  thickness of the cathode portion of the electrode 

ratem  rate of damage evolution 

r  radial direction within the solid phase  

R  universal gas constant 

cellR  electrolyte resistance 

sR  outer radius of the solid active particle 

t  time domain 

t+  transference number 

T  cell temperature, reference temperature 

U  open circuit potential 

x  spatial dimension along the thickness of the electrode 

z  charge number of the diffusing species 
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Greek 

aα  anodic transfer coefficient 

cα  cathodic transfer coefficient 

γ  an exponent to capture the effect of microcrack on diffusivity 

sepδ  thickness of the separator 

ε  porosity of the electrolyte phase 

η  overpotential for positive or negative electrode 

κ  conductivity of electrolyte 

effκ  effective electrolyte conductivity 

dκ  conductivity of charged particles within the electrolyte 

eff
dκ  effective conductivity of the charged particles within the electrolyte 

σ  conductivity of the solid phase 

effσ  effective conductivity of the solid phase 

eφ  electrolyte phase potential 

,0eφ  electrolyte phase potential at the previous step 

sφ  solid phase potential 

,0sφ  solid phase potential at the previous step 
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     to 0.5δ = . Different ratio of stiffness in the grain interior and the  
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Figure 3.16 Variation in fraction of broken bonds with respect to stiffness ratio.  
     (a) For different loading type, no significant change is observed.  
     Inset shows that log – log plot of broken bond fraction vs. stiffness  
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     straight line with a slope -1.1. Hence, it can be concluded that the  
     broken bond fraction and stiffness ratio are inversely proportional  
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     boundary (blue dashed line) and grain – grain boundary interface  
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     been characterized here. (a) Evolution of the load multiplier with  
     broken bond fraction for three different grain sizes. Loading gradient  
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Figure 4.1 (a) SEM image of a typical composite electrode microstructure.  
    (b) Schematic demonstration of delithiation, peripheral crack  
    formation, acoustic wave propagation and detection of stress waves  
    by an actuator. (c) Schematic illustration of the Dynamic lattice  
    spring model (LSM) to capture the evolution of crack. The domain  
     of LSM is depicted using the black color and it lies on top of the  
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    domain of diffusion. (d) Distribution of springs (axial and transverse)  
    and dampers between two nodes is demonstrated. ..................................  114 
 
Figure 4.2 Acoustic emission spectra with (red) and without (black) microcrack  
    evolution. The stress waves that generate because of the diffusion  
    induced loading only has a very small magnitude as compared to the  
    stress waves due to the energy released from microcrack formation.  
    A particle of radius 10µm has been considered for this simulation. .......  122 
 
Figure 4.3 Difference in emission spectra and fracture contour during delithiation  
    and lithiation. (a) Acoustic emission during delithiation at 4C.  
    (b) Acoustic emission during lithiation at 4C. (c) Concentration contour  
    and fracture profile during delithiation at 4C. (d) Concentration contour  
        and fracture profile during lithiation at 4C. Particles of radius 10µm  
    have been considered for this simulation. ...............................................  123 
 
Figure 4.4 Demonstration of equivalence between damage evolution (fraction  
    of broken springs) and cumulative energy released during delithiation  
    process. At low values of diffusivity, enhanced microcrack formation  
    is observed, which leads to more energy release. Opposite pattern is  
    observed at high values of diffusivity. A particle of radius 10µm has  
    been considered in this simulation. .........................................................  125 
 
Figure 4.5 Demonstration of the avalanche phenomenon. (a) Fracture profile  
    after 203s. (b) Fracture profile after 204s. The blue circle highlights a  
    bunch of bonds which broke in just one time step. This is typically  
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    bunch of weak bonds around it. As soon as this strong bond breaks, all  
    the weak bond also experience rupture, which is usually followed by  
    enhanced acoustic activity. The particle size considered in this  
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Figure 4.6 Qualitative comparison of acoustic emission response as observed  
    in experiments and that predicted from the theory presented in the  
    present article. The developed model is capable of predicting the jumps  
    in damage evolution that corresponds to the avalanche phenomenon.  
    The particle simulated in this case has a radius of 10µm. .......................  128 
 
Figure 4.7 (a) Damage bonds observed at different C-rates have been plotted  
    with respected to a normalized time scale. (b) Cumulative energy  
    release at the same C-rates has been plotted with respect to the same  
    normalized time scale. Even though during delithiation at 6C and 8C  
    produces almost same amount of broken springs, the cumulative  
    energy response suggests that higher damage evolution occurred at  
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    6C. For 1C and 2C around 1% and 2.5% springs broke. But the  
    cumulative energy release suggests that almost zero damage  
    evolution occurred at 1C and 2C. Acoustic emission spectra may  
    give rise to this type of minor discrepancies in the final result.  
    The particles simulated in this case were assumed to have a radius  
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Figure 4.8 Effect of particle size on damage has been demonstrated here.  
    (a) For relatively smaller particles with size 5µm and below,  
    decreasing the particle size results in reduction of the fraction of  
    broken springs. On the contrary, if the particle size is increased  
    beyond the critical size of 5µm, reduced fraction of broken elements  
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    springs was observed for 5µm sized particles. Thus, it can be concluded  
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    size  with diffusivity has been demonstrated in this figure. It can  
    be observed that the critical particle size also correlates with the value  
    of diffusivity. The error bars signify one sigma standard deviation of  
    ten different samples taken into consideration while plotting each  
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Figure 4.9 Effect of elastic modulus on damage evolution has been demonstrated  
    here. Enhanced micro-cracking is observed for the higher values of  
    the elastic modulus. (a) Cumulative energy release due to fracture  
    evolution at 8C. (b) Acoustic emission spectra observed for very high  
    and very low values of elastic stiffness. (c) Evolution of the fraction  
    mechanical damage with time for three different values of the elastic  
    modulus. (d) Total amount of microcrack observed at different elastic  
    stiffness for multiple samples. Small standard deviation suggests that  
    damage evolution for different stiffness is well defined. A particle of  
    radius 10µm was assumed for this particular set of simulations. The  
    error bars correspond to one sigma standard deviation obtained over  
    ten samples. The plotted data points signify the mean value of the  
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Figure 4.10 Effect of damping parameter on the amount of energy released  
     has been demonstrated here. (a) High values of damping leads to  
     reduced energy release and quick dissipation of the stress waves.  
     (b) Low damping parameter enhances the energy release and the  
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     stress waves take much longer to dissipate completely. The particle  
     simulated in this case has a radius of 10µm. ..........................................  138 
 
Figure 4.11 Effect of damping parameter on the amount of microcrack formation  
     has been depicted here. (a) For large values of the damping parameter,  
     damage evolution happens through big avalanche phenomena. For  
     smaller damping parameters, microcracks develop at a uniform rate.  
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     generated for each data point and the mean value has been plotted.  
     The error bars correspond to one sigma standard deviation of all the  
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Figure 4.12 Depiction of damage evolution and energy released for different  
     damping factors under different C-rate operating conditions.  
     (a) High damping under low C-rate of 4C. (b) Low damping with  
     cycles conducted at 4C. (c) High damping with operation at high  
     c-rate of 8C. (d) Low damping along with 8C operating condition.  
     For larger values of damping parameter, even though energy decays  
     faster, magnitude of the peaks are larger than the low damping case.  
     Particles of radius 10µm have been assumed in these set of  
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Figure 4.13 Damping vs. stiffness phase map showing the damage (fracture)  
     regimes. Lower values of stiffness and damping factors may be  
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Figure 4.14 (a) Demonstration of mesh size independence for the adopted  
     computational methodology. Strain observed in systems of different  
     size has been reported under externally applied constant stress of 1GPa.  
     For systems with size greater than 60x60, the observed amount of  
     strain does not change. (b) Convergence analysis for different time  
     steps. The value of strain observed in a 60x60 system under different  
     amount of time increment have been plotted when subjected to a stress  
     of 1GPa. The amount of strain for time steps smaller than 1sec does  
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Figure 5.1 Schematic representation of the porous electrode theory for modeling  
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Figure 5.2 Fraction of broken bonds along the radial direction showing  
    evolution of damage during discharge and charge processes.  
    (a) After discharge at 4C (delithiation), for all the particle sizes,  
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    microcracks predominantly develop near the particle surface.  
    (b) Subsequent constant-current-constant-voltage charge  
    process at 4C (lithiation) creates some microcracks close to  
    the center. (c) Discharge at multiple C-rates for a particle size of  
    10µm, also shows damage predominantly located near particle  
    surface. (d) CCCV charge after the discharge process causes  
    some microcrack evolution close to the center, but compared to  
    the peripheral region it is insignificant. Thus, majority of the  
    damage evoltuion occurs close to the surface of the particle. .................  163 
 
Figure 5.3 Variation in surace concentration due to the effect of damage  
    during (a) Lithiation and (b) Delithiation. Two different design  
    and operating conditions were considered: i) Particle size 10µm  
    and operation at 4C, and ii) Particle size 5µm and operation at 8C.  
    (a) For both the operating conditions, during lithiation, damage  
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    concentration significantly. (b) During delithiation, peripheral  
    damage evolution affects the surface concentration more significantly.  
    Most of the electrochemical reactions are governed by the surface  
    concentration only. Damage evolution close to the surface during  
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Figure 5.4 Reduced order model fits for Amax  and mrate  parameters in  
    Eq. 5.24 and Eq. 5.25 as functions of C-rate and particle size.  
    (a) The maximum amount of damage Amax( )  for different particle  
    sizes and C-rates can be captured till an R2 value of 0.9066 using  
    the analytical expression provided in Eq. 5(a). (b) The rate of  
    damage evolution mrate( )  can be predicted by the analytical  
    expression given in Eq. 5(b) with an accuracy of R2 equal  
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Figure 5.5 Estimation of the parameter γ  in Eq. (5.3). For different C-rate  
    and different particle size, the concentration gradient at the end  
    of the simulation for 1D (lines) and 2D (symbols) analysis has  
    been compared. (a) 0.5=γ  underestimates the concentration  
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    significantly overestimates the concentration gradient for most of  
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    accurate approximation and will be adopted in the subsequent  
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Figure 5.6 Comparison between the open circuit potential of hard carbon  
    and graphite. The mathematical expression of OCP for hard carbon  
    is taken from Gu and Wang (see Ref. [67]), and the OCP for  
    graphite is adopted from Srinivasan, 2004 (see Ref. [184]). The OCP  
    profile for hard carbon shows a higher slope. Whereas, the OCP  
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    (b) “Graphite + NMC” chemistry have been used in these  
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    with mechanical degradation (case (b)) stops abruptly, because of the  
    fact that severe mechanical degradation causes the local  
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Figure 5.8 Variation in electrochemical quantities during the first discharge  
    process for “NMC + Hard Carbon” under different C-rate operation.  
    (a) Voltage vs. capacity plots at different C-rates reveals that increasing  
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Figure 5.9 Comparison of performance curve obtained from computational  
    model with experimental results. The experimental results were  
    obtained from Ji et al JES A636 (2013) (see Figure 2 in [109]).  
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    computational prediction can be attributed to the difference in the  
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Figure 5.10 Evolution of damage along the thickness of the anode electrode,  
     hard-carbon graphite active material. (a) For 15µm sized anode  
     active particles and discharge at 3C, evolution of lithium flux along  
     the thickness of the electrode over time. The location of maximum  
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     damage evolution over time. Overall damage increases with time.  
     Initially, microcracks evolve predominantly in particles near the  
     separator. Towards the end more damage evolves at the current  
     collector, and the final profile looks almost flat. (c) Uniform  
     distribution of final damage profile for discharge at three different  
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     C-rates. The solid line corresponds to the case where diffusivity  
     is kept constant. The dash-dash line corresponds to the performance  
     curve when diffusivity is a function of concentration. The dash-dot  
     line signifies performance when mechanical degradation is taken into  
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     the separator, and b) Linearly decreasing particle size from 15µm at  
     the current collector to 5µm at the separator. Four different drive  
     cycles have been investigated for both the particle size distributions.  
     For the drive cycles, larger rate of reaction is observed close to the  
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    an active particle where max 0.6cΩ⋅ = . (b) Expansion and damage  
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    corresponds to the lithiation process. Whereas delithiation occurs  
    between time 1 to 2 in the normalized scale. For this particular  
    analysis, the particle displays max 0.8cΩ⋅ = . (a) Comparison  
    between damage evolution due to concentration gradient effect and  
    microcrack formation because of high volume expansion. (b) Rate  
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     is evident from this image. (b) Crack formation on the surface  
     of active particles as predicted by the developed lattice-spring  
     based numerical technique. The red arrows show crack fronts  
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CHAPTER I 

 

 INTRODUCTION, BACKGROUND AND SIGNIFICANCE 

 

 Every man-made device in the world requires energy to perform its 

functionalities in the desired fashion. There exist several sources of energy in the world 

(such as, fossil fuel, wind, water etc.), and various techniques have been developed to 

capture those energies and convert them into a useful form. These extracted energies can 

be used for making the life of human much easier. Invention of steam engine can be 

considered as a major milestone in that respect where heat energy gets converted into 

kinetic energy of a large locomotive vehicle. The maximum efficiency of these engines, 

which involve the conversion of some other form of energy into heat, is always restricted 

by the Carnot efficiency. If conversion of energy can be somehow conducted without 

transforming it into thermal energy, higher efficiencies may be attained. Fuel cell is a 

device that directly converts chemical energy into electrical energy, which can again be 

easily converted into kinetic motion. Thus fuel cell has the potential to show higher 

efficiency. Batteries act as a device that can convert electrical energy into chemical 

energy and store it for large amount of time. Thus, the main purpose of a battery is to 

store energy for some time and then deliver it whenever needed. In general, in a battery 

electrical energy is converted into chemical energy and stored in that form. This 

chemical energy is converted back into electrical form according to requirement (see [1, 

2]). 
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 Batteries can be broadly divided into two categories: rechargeable and non-

rechargeable. In non-rechargeable batteries, once the chemical energy is converted into 

electricity, it cannot store any more energy again. On the other hand, rechargeable 

batteries can convert chemical energy into electricity several times. Once the 

rechargeable battery delivers all its energy, it can be charged again by applying electrical 

energy in the reverse direction. Since these rechargeable batteries can be recharged and 

used for long time, increasing the lifetime of these secondary batteries has always been a 

matter of research (see Ref. [3]).  

 Based on their commercial availability, different chemistries have been under 

investigation for usage in secondary battery systems. The first generation rechargeable 

batteries used lead (Pb) – acid chemistry. Next came the metal hydride batteries (MH). 

The Nickel (NiMH) metal hydride chemistry was used in most of the commercially 

successful MH batteries. Even some of the hybrid electric vehicles (Toyota Prius) use 

NiMH battery chemistry. Recently, due to their high energy and power density, lithium 

ion battery (LIB) is being extensively used in the commercial battery market. The 

lithium ion chemistry is being used in the batteries of both electronic devices as well as 

electric vehicles. Development of fully electric commercial vehicle was possible because 

of the mass production of lithium ion batteries. All the recent electric vehicles (Nissan 

Leaf, Chevrolet Volt, Tesla) uses secondary batteries constructed based on lithium ion 

chemistry (see Ref. [4]).  

 The materials used to manufacture a LIB are expensive. Also the complicated 

fabrication procedure adds up to the total cost. Thus, once a LIB is constructed, it is very 
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important to be able to use it for long enough time so that the money spent on building a 

LIB is evened out. As a rule of thumb, any LIB is supposed to be used for 5 years, 

irrespective of whether the battery is being used in an electronic device or an electric 

vehicle. Assuming that a battery will be charged and discharged once every day, in its 

entire lifetime of five years a lithium ion cell is approximately cycled (charge – 

discharge) for 1825 times. Sustaining the charge – discharge ability for that many cycles 

along with keeping the cell safe for use, is a very big challenge. Due to several physico-

chemical factors, capacity of every lithium ion cell decreases and its internal resistance 

increases with time. Most of the electric vehicles follow the rule of thumb that 20% 

decrease in capacity or 50% increase in internal resistance indicates the end of life 

(EOL) for most of the LIBs. Understanding the mechanisms behind this capacity fade 

and/or resistance increase is very important to improve the performance of the lithium 

ion batteries. Prevention of some of these degradation mechanisms can significantly 

increase the lifetime of LIBs (see Ref. [5]).  

 The deterioration usually experienced by LIBs can be broadly categorized into 

two divisions: chemical degradation and mechanical degradation. During operation, lots 

of side reactions happen inside the LIBs, which consume cyclable Li ions from the cell 

and eventually results in loss of capacity. Also some form of thin films develops, which 

increases the internal resistance. These types of degradation resulting from side reactions 

are categorized as chemical degradation. On the other hand, due to the mechanical 

stresses that develop during operation, fracture may occur within the electrode materials. 

These cracks have the potential to isolate portions of the electrode that does not 
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participate in chemical reactions, rendering it useless. Delamination of the electrode 

from the current collector can result in significant increase in resistance. These types of 

fracture and detachment of portions of electrode fall under the category of mechanical 

degradation. Historically, the chemical degradation has been studied more thoroughly 

and majority of the focus has been to develop materials that can prevent chemical 

degradation. Understanding the reason behind mechanical degradation has not been 

investigated in the past. Recently, due to the increased industrial requirement, research 

focus has been shifted towards understanding the reason behind mechanical degradation 

and how it can be prevented. The mechanical degradation can also be categorized into 

multiple mechanisms. Some of them are listed below (see Ref. [6]): 

• Fracture within electrode active particles 

• Detachment of active particles from the conductive additives 

• Delamination of the electrode from the current collectors 

There exist several mechanical degradation techniques that are coupled with the 

chemical degradation procedure and when they work together, it can result in very rapid 

capacity fade and render the lithium ion cell useless within 50 – 100 cycles. The 

coupling between mechanical and chemical degradation is also being extensively 

studied. In the last 5-6 years, significant research work has been conducted to 

characterize the mechanical degradation from different angles and 2-3 PhD thesis have 

also been written based on these works. In this particular research, we will try to capture 

the evolution of mechanical damage within the LIB electrode using a technique that has 

never been implemented in the context of lithium ion battery before. 
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Fig: 1.1. Schematic representation of a lithium ion battery along with all its 
components. 
  

Figure 1.1 gives a brief overview of what exists and goes on inside a lithium ion 

battery during operation. Starting from the left first comes the cathode current collector 

made of aluminum (Al) foil. Next is the cathode material, which is usually a blend of 

LiCoO2, LiNiO2 and/or LiMnO2. Then there is a layer of porous polymer that acts as the 

separator and keeps the cathode material separate from the anode material. The anode 

material usually consists of graphite. Finally, copper (Cu) current collector is used in the 

anode side. During the discharge process, lithium ions move from the anode graphite to 

the cathode side. Electrons move in the same direction (anode to cathode) outside the 

cell and delivers energy to external devices. During the charge process, lithium ions 
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move from cathode to anode and the electrons move in the same direction through an 

external circuit consuming power from outside sources.  

 

 

Fig: 1.2. SEM image of the microstructure of a cathode electrode for LiFePO4/carbon 
composite (adopted from Liu et al Electrochemica Acta 2009 54 5656 – 5659 (Ref. [7])).  
 
 
 All the chemical reactions occur within the electrode of the lithium ion battery. 

Neither the cathode nor the anode possesses a simple microstructure. There exist 

multiple phases within both the electrodes. Figure 1.2 shows an SEM image of the 

distribution of different phases within an electrode. The active particles are responsible 

for hosting the lithium ions during operation. The combination of binder and conductive 

additives are not very well visible here. It helps to increase the electronic conductivity 

within the electrode and gives mechanical stability to the battery. The transparent portion 

is void, through which flow of electrolyte occurs. This electrolyte is responsible for 

carrying lithium ions from one electrode to the other during operation. In this research 

we focus on a single active particle and analyze the transport of lithium ions through 

diffusion. Because of the concentration gradient, stress develops within the active 

particles that give rise to formation of cracks (see Ref. [8]). 
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1.1 Literature review 

Recent years have witnessed an unprecedented research emphasis on lithium-ion 

batteries toward improved performance, life and safety, especially for electric drive 

vehicles. Fundamental understanding of the underlying degradation mechanisms, 

limiting battery life, is of critical importance. Fracture due to diffusion-induced stress 

(DIS) of electrode active particles has been identified as one of the critical factors for 

capacity fade and impedance rise in lithium-ion batteries (LIB)[9]. High-capacity anode 

materials, for example, exhibit rapid capacity fade resulting from mechanical 

degradation due to excessive volume change and fracture of the active particles [10] as 

well as rupture of the SEI layer. [11] On the other hand cathode materials also 

experience significant mechanical degradation due to fracture during operation. [12, 13] 

Crack formation in cathode materials has been suggested to occur primarily because of 

the phase transition that occurs during lithium insertion and extraction. [14] It was, 

however, argued by Zhao et al., that the potential for fracture formation in cathode 

materials increases even more under high rate operations. [14] This mechanical 

degradation may result in isolation of portions of active particles and eventual loss of 

connectivity and active sites. [10] When the diffusion induced tensile stress exceeds the 

fracture threshold, existing initial flaws can propagate or new microcracks can develop 

inside the active particles [15]. Several studies have been conducted to characterize the 

critical size of the initial imperfection that can propagate during lithiation and 

delithiation (see Ref. [14, 16]). Orientation of the initial pre-existing crack also impacts 

its probability of crack propagation [17]. With reduced particle size, less stress was 



 

8 
 

 

observed during lithiation and delithiation (see Ref. [18-20]). In some of the 

computational models reported in the literature, the particles were assumed to be free 

from imperfection while solving for lithium diffusion in the electrode active particles 

(see Ref. [18, 21]). Although, in practical scenarios, electrode active particles contain 

imperfections and defects, which generate during the fabrication process or they develop 

due to diffusion induced stress (see [22]). Existences of mesopores (2 – 50 nm) inside 

graphite particles were also observed [23]. Other notable works on stress generation and 

fracture in Li ion battery active particles can be found in these articles [24-26].  

Most of the computational analysis conducted assumes the elastic moduli of the 

active particles to be independent of Li ion concentration. From Density Functional 

Theory (DFT) analysis it has been reported that the elastic moduli of electrode particles 

can vary with the concentration of Li ions (see Ref. [27, 28]). Dependence of elastic 

moduli and fracture threshold on the Li ion concentration has also been analyzed from a 

continuum perspective[29]. In the present article, we analyze the effect of concentration 

dependent elastic moduli on the total amount of damage that develops during operational 

conditions. 

Presence of microstructural defect impacts the diffusion of Li ions inside the 

active particles[22]. According to the authors, till date little or no research has been 

conducted to capture the effect of microscopic imperfections on the diffusion of Li ions. 

In this article a methodology has been developed to capture the initiation and 

propagation of microstructural damage and their impact on diffusion of Li ions within 

active particles. In some of the earlier continuum based studies, formation and 
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propagation of a single crack has been considered[16, 17]. In this analysis, formation of 

multiple cracks is possible, which allows for multiple pathways of strain energy release 

that can lead to significantly different results than the single crack analysis. Figure 1.3 

shows the SEM image of a graphite active particle with typical crack formation and the 

existence of transgranular crack[22]. Presence of transgranular cracks in a typical 

graphite intercalation particle forms the base for our present study on the formation and 

propagation of fracture within a single spherical electrode active particle. 

 

 
Fig:1.3. (a) SEM image of a typical hairline crack propagation in a graphite electrode 
particle. (b) SEM image of a transgranular crack in a graphite particle (adopted from 
Harris et al. Mat. Res,. 2010) [22]. (c) Schematic diagram of a single particle adopted 
in the present study. Presence of a intraparticle crack in the graphite active material 
provided the motivation to study fracture formation in active electrode particles. 
 
 
 Fracture initiation, propagation and failure of solid materials present an 

extremely challenging domain of study for materials scientists as well as structural 

engineers [30-32]. Linear elastic fracture mechanics (LEFM) have been successful in 
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capturing the propagation of a pre-existing notch in a homogeneous linearly elastic solid 

material [15]. LEFM uses Griffith energy criterion, which determines the motion of a 

propagating crack by balancing the energy that is dissipated because of the formation of 

a new surface with the energy due to the externally applied load [33]. Several new 

theories have been developed based on the LEFM to understand the impact of plastic 

zone around the notch tip in the propagation of cracks for ductile materials. Two 

important concepts usually overlooked by continuum based fracture theory are the effect 

of disorder and the impact of other pre-existing cracks on the propagation of a notch 

[30]. Material heterogeneity due to the formation of grain – grain boundary 

microstructure, presence of interstitials and defects lead to the generation of disorder in 

solids [34]. A realistic brittle solid develop multiple microcracks under externally 

applied loads, which eventually contribute in the dissipation of strain energy, along with 

the notch under investigation [35]. Statistical techniques are used extensively to model 

the inherent disorder and long-range interactions observed in failure of brittle or quasi-

brittle materials[30, 31, 36-46]. Several experimentally observed features such as non-

smooth fracture trajectories [36, 37, 44], distribution of fracture strength [31, 32, 35, 47], 

and occurrence of avalanche during propagation of a crack front [44] have been 

explained successfully using statistical methods. 

 At elevated temperature, brittle solids, such as ceramics, are subjected to thermal 

stresses of high magnitude. Steady state or transient non-isothermal operating conditions 

induces micro-cracking that can lead to catastrophic failure [48]. Microcracks develop 

because of the mismatch in grain orientation and anisotropy in the thermal expansion 
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coefficient of the crystal structure [48-51]. More microcracks are observed for larger 

grain sizes or highly oriented grains [49, 50]. During propagation, whether a developed 

microcrack will follow the grain boundary or enter a grain interior, depends on the grain 

– grain boundary stiffness ratio [51]. Hasselman and Singh have studied temperature 

gradient induced cracks from a continuum perspective. Their model can describe stable 

and unstable crack propagation incorporating some preliminary effects of crack 

interaction in a highly transient thermal stress field [52]. More detailed analysis 

concluded that under thermal shock loading, preexisting flaws propagates unstably only 

till an extent [53]. Stable propagation of multiple interacting cracks produces the 

experimentally observed fracture patterns [54, 55]. 

 The random fuse model (RFM), first introduced by Arcangelis et al., and is 

capable of simulating the stochastic evolution of stiffness observed during formation and 

propagation of brittle fracture [56 42]. A two dimensional electrical network of fuses 

with only one degree of freedom at each node was considered in this model. Random 

fuse model (RFM) was extended to three dimensions to capture the crack avalanche 

behavior during brittle fragmentation observed through acoustic emission [44]. To better 

characterize the experiments, network models with more than one degree of freedom per 

node were considered. Random spring models consist of two degrees of freedom (in 2D) 

and three degrees of freedom (in 3D), which are the displacements of each node along 

the axis [44, 57]. To incorporate the rotational degrees of freedom in each node, the 

random beam network model was developed. In 2D, two displacements and one 

rotational degree of freedom [58] and in 3D, three rotational degrees of freedom along 
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with three displacements are the features of a network of random beams [37]. Brittle 

fracture surface roughness coefficient of 2/3 in 2D and ½ in 3D was mostly observed in 

the literature using both random spring and random beam network models. Plasticity was 

also incorporated into random network models to characterize the strain localization 

observed in ductile materials before failure [37, 45, 59]. Using energy based fracture 

criterion in a three dimensional random lattice spring model, initiation and propagation 

of cracks in polymer blends were simulated [60]. Random network models have been 

used recently to characterize the non-universality of roughness exponents in quasistatic 

brittle fracture in the presence of extended correlations and anisotropy [36]. Effect of 

microstructure in the quasistatic failure behavior of heterogeneous concrete materials 

under externally applied load has been simulated using random beam network models 

[61]. Experimentally observed oscillations of crack velocity and micro-branching in the 

dynamic fracture of amorphous as well as crystalline materials with grain/grain-

boundary microstructure have been captured using the random network models [36, 62]. 

Acoustic emission (AE) is a nondestructive experimental technique, which has 

been recently employed to study mechanical degradation in LIB electrodes.[63-65] In 

AE, piezoelectric sensors are placed on the material under study. Formation of 

microcracks release strain energy to its surrounding, which travels through the material 

as mechanical vibration. These stress waves are detected by the piezoelectric actuators 

located on the material surface as sound waves.[66] The AE technique renders a non-

destructive procedure for the detection of microcrack formation, nucleation and 

propagation. The methodology of acoustic emission has been used quite extensively to 
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detect the mechanical degradation in solid materials.[67, 68] This unique experimental 

tool can detect sound waves of different frequencies, which correspond to different 

degradation mechanisms. In composite materials, fracture initiation can occur because of 

multiple reasons, such as rupture of fibers, microcrack formation in the matrix phase, 

fiber – matrix delamination/debonding etc. Each degradation mechanism emanates stress 

waves of different magnitude and frequency, which can be successfully detected by 

piezoelectric sensors. Acoustic emission technique provides a very useful tool for 

detecting the amount as well as type of mechanical damage in composite materials.[69] 

Estimation of fracture toughness under “Mode – I” crack propagation in several 

geological materials (such as, rocks) have been conducted by using the acoustic emission 

technique.[70] Fracture and fatigue behavior and health monitoring of numerous 

structural components (such as steam pipes, pressure vessels) can be conducted by 

calculating the acoustic emission counts, peak levels and cumulative energy release 

rates.[66] Acoustic emission methodologies have also been used to detect the amount of 

degradation observed in several materials (such as, wood, aluminum, gypsum, plastic 

etc.) exposed to open flames [71]. Detection of stress corrosion cracking (see [72, 73]) 

and health monitoring of tensioned structural members[74] can also be conducted using 

the acoustic emission scheme.  

 For almost a decade, the scientific community is well aware of the formation of 

cracks in the lithium ion battery electrode active particles during the lithiation – 

delithiation cycles.[13, 29] However, only recently this versatile nondestructive acoustic 

emission tool received significant attention for the detection of mechanical damage in 
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electrode materials. In the late nineties, a research group from Japan attempted to 

characterize the amount of fracture in the manganese dioxide cathodes used in secondary 

lithium ion batteries (see [64]). They were able to show that mechanical degradation 

saturates after five/six lithiation – delithiation cycles (see Ref. [64]). In the past few 

years, the AE technique was employed to investigate the amount of damage in high-

capacity LIB anode materials.[40, 63, 65, 75, 76] Gas generation during operation inside 

lithium-ion batteries has also been experimentally characterized using acoustic emission 

response[77]. Structural and morphological impacts of lithiation and delithiation on the 

conversion type electrodes have been investigated using the AE technique[78]. Recently, 

Woodford et al. used AE to study damage evolution in LiCoO2 cathode.[79, 80]  

 In several industrial applications, such as metal cutting, efforts have been 

devoted to computationally model the dynamic behavior of realistic solids to predict the 

acoustic emission activity under externally applied loads.[81] In the physics community, 

to investigate the fracture of disordered media under uniaxial tensile load, statistical 

analysis was conducted to correlate energy release rate with damage evolution till 

specimen failure.[82] In this study, a two-dimensional disordered lattice network was 

subjected to uniaxial tensile load to capture the microcrack formation and the 

corresponding energy release by plotting the acoustic emission spectra (acceleration with 

respect to time curve). In the statistical physics community, computational efforts were 

invested in the investigation of the speed of crack propagation in a disordered specimen 

subjected to uniaxial tensile load.[83] In lithium-ion batteries, significant research has 

been conducted to computationally characterize the stress – strain relations observed in 
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electrode active particles (see [17, 29, 84]). On the contrary, relatively fewer efforts 

focused on the formation and propagation of cracks inside lithium-ion battery electrodes 

[10, 16, 17, 29, 63, 79, 85]. To the best of our knowledge, no computational study has 

been conducted to capture and/or predict the acoustic emission response (spectra) 

observed during lithiation – delithiation cycling of LIB active particles. In this paper, a 

computational method has been developed that can capture the dynamic change in 

lithium concentration gradient in a two-dimensional domain. The concentration gradient 

has been coupled with a dynamic lattice spring model (DLSM), which can estimate the 

stress generation and predict the formation of microcracks. Propagation of strain energy 

released from the rupture of the spring network is estimated by solving the dynamic 

momentum balance equation. Acceleration of nodes located on the surface of the particle 

corresponds to the acoustic emission spectra. The computational technique developed in 

this study is capable of predicting the acoustic emission response during lithiation – 

delithiation of LIB electrode and allows for local probing of mechanical damage 

detection and monitoring. 

Due to their high energy and power density, lithium-ion batteries (LIBs) are 

being used extensively in the electrification of the automotive industry through the 

development of electric and hybrid electric vehicles (EVs and HEVs) [5, 86, 87]. Several 

mechanisms exist that can cause a reduction in the capacity of LIBs and subsequent loss 

of life [88-91]. Growth of a solid electrolyte interface (SEI) layer on the carbon active 

particles of the anode is the major reason behind the loss of cyclable lithium ions [11, 

92, 93]. Lithium plating at low temperatures also results in loss of lithium and 
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subsequent capacity fade [94]. Delamination of the current collector from the electrode 

due to gas evolution in the electrolyte can significantly increase the internal resistance of 

the lithium-ion cell [95]. Crack propagation, rupture, and isolation of portions of active 

particles can also cause loss of active sites where lithium atoms can intercalate, resulting 

in effective capacity fade [10]. In the past two to three decades, capacity fade due to the 

formation of SEI [11, 92, 96-99] and lithium plating [100, 101] have been investigated 

thoroughly. On the other hand, resistance growth and capacity fade due to delamination 

and site loss have not been explored extensively. In the recent past, some research 

initiatives have focused on characterizing the generation of diffusion-induced stress 

within the active particles [102]. A computational methodology was developed to 

capture the formation of cracks based on the material heterogeneity of the anode active 

particles [85]. In the present article, the authors have developed a comprehensive 

reduced order model (ROM) that can characterize the impact of microcrack formation 

(within anode active particles) on the electrode-level performance of LIBs. 

The first effort towards development of computational models to characterize the 

behavior of porous battery electrodes was conducted by Newman [103, 104], which is 

more commonly known as the “porous electrode theory.” Several researchers have 

extended the pioneering work of Newman by incorporating the effect of transport 

limitations [105], electrode thickness [106] and separator [99, 105].  

The presence of two different porous electrodes (cathode and anode) was also 

taken into consideration while modeling LIBs [107]. Experiments were also conducted 

to estimate different parameters and validate the porous electrode theory [107]. 
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Transport of lithium ions through the electrolyte phase occurs via two mechanisms, 

diffusion (estimated using conductivity) and migration (measured by transference 

number). Analysis of the competition between these two mechanisms on the cell 

performance was conducted to obtain optimum values for each of the parameters [107]. 

Analytical expressions for maximum energy and power density obtainable from a LIB as 

a function of design parameters (such as, porosity, electrode, and/or separator thickness) 

were also developed [106]. Relaxation phenomena inside dual lithium-ion insertion cells 

and their impact on the performance have also been studied [107]. Impacts of ambient 

temperature and heat generation within the electrochemical cell on the overall 

performance of LIBs were investigated by modifying the porous electrode theory to 

incorporate the effect of temperature [67, 108, 109]. A multi-scale multi-domain model 

has been developed by extending the porous electrode theory to capture the behavior of 

LIBs at different length scales (such as particle level, electrode level, and cell level) 

[110]. The effect of stress generation inside electrode active particles has been 

incorporated within the porous electrode theory to study its impact on cell performance 

[21, 111]. The porous electrode theory has also been extended to incorporate system-

level parameters, such as, cost, life, and safety of the LIB [112]. 

 Detailed modeling of a physical phenomenon requires solution of partial 

differential equations that derive from either mass conservation, momentum balance, 

and/or energy conservation principles. For complex geometry and variable physical 

parameters, these partial differential equations need to be discretized using some 

numerical technique (finite difference, finite volume, or finite element method), and a 
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series of linear algebraic equations needs to be solved to obtain the correct solution 

[113]. Reduced order modeling is a technique that gives reasonably good approximate 

solutions to these partial differential equations without using any numerical 

discretization technique [114, 115]. Reduced order solutions are also applicable only 

under certain operational constraints and may fail severely when applied to situations 

away from those constraints. Application of reduced order modeling significantly 

decreases the number of unknowns that need to be solved for. Development of ROMs 

for complicated physical systems significantly helps in the implementation of control-

based theories [116]. A ROM of diffusion within the solid active particles has already 

been incorporated within the porous electrode theory [117, 118]. ROMs of the entire 

porous electrode theory have also been developed to capture the cell performance under 

high charge-discharge rates [114, 115]. From a phenomenological perspective, ROMs 

have been developed to capture the mechanical degradation of active materials [10]. 

Coupling of mechanical and chemical degradation using ROMs has been conducted to 

investigate the enhancement in capacity fade due to SEI growth on microcracks located 

on active particle surfaces [119]. ROMs for estimating cell life have been used 

extensively for EV and drive cycle applications [120]. ROMs for capacity fade due to 

lithium loss and reduction of active sites have been developed and used to explain 

experimentally observed data under different operating conditions [89]. 

Next generation lithium ion batteries are supposed to use high capacity cathode 

as well as anode materials [121]. Layered-layered composite cathode structures, usually 

denoted as xLi2MnO3·(1-x)LiMO2 (M = Mn, Ni, Co), has received attention due to 
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excessively high rechargeable capacity of 250mAh/g when cycled between 4.6V and 

2.0V (see [122-124]). Except some minor gas generation due to oxygen release, these 

high capacity layered composite cathode materials do not experience severe volume 

expansion during lithiation process [122]. High capacity anode materials include silicon 

(Si), tin (Sn) or germanium (Ge), which can show almost ten times higher theoretical 

specific energy than graphite (see [18, 109, 125]). The theoretical capacity of silicon is 

4200mAh/g and the same for tin is 994mAh/g [88]. Significant research work has been 

conducted to construct silicon based anode electrodes for lithium ion battery. Some 

studies focused on Si nanowires (see [18, 126]) and others developed silicon based 

composite anodes (see [119, 127-130]). From the perspective of commercial 

applications, Panasonic Corporation announced the development of high capacity 

lithium ion battery with Si-alloy anodes [131]. When used inside a realistic lithium ion 

battery electrode, the effective capacity of Si and Sn decrease to some extent, but still 

displays around thrice the capacity of graphite based anodes (see [132]). However, usage 

of Si based high capacity anode materials within LIB suffers from significant loss of 

capacity with charge-discharge cycles [129]. Most of the novel Si architectures 

constructed experimentally experienced more than 20% capacity-fade within the first 50 

cycles (see [18, 133]).  

The reason behind this severe capacity fade within high capacity anode materials 

is the fact that they experience severe volume expansion-contraction during the 

lithiation-delithiation phenomenon [119]. Si and Sn anode active particles expand 

around 300% to 400% depending on the amount of lithiation [134, 135]. This gives rise 
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to significant amount of microcrack formation, nucleation and propagation within the 

active particles. Figure 3(a) in Lee et al. PNAS (2012) shows an experimentally 

observed SEM image of mechanical degradation in silicon (Si) active particle after the 

lithiation process [42]. Generation of microcrack on the particle surface enhances the 

formation of solid electrolyte interface (SEI) layer, which subsequently leads to capacity 

fade [11]. High volume expansion and contraction of the active particles apply large 

magnitude of tensile and compressive stresses on the SEI layer, which is susceptible to 

fracture, and successive detachment from the active particles. Fresh active particle 

surface comes in contact with the electrolyte where SEI layer can form leading to 

additional loss of cyclable lithium (for similar concept see [119]). Severe mechanical 

degradation and subsequent pulverization of the active particles has the potential to 

completely isolate some of the active particles [136, 137]. Detachment of portions of 

active particles from the electron carrying current collectors leads to loss of active sites 

for lithium intercalation, which gets reflected as severe capacity fade. Some 

computational research has been conducted to elucidate the reason behind large stress 

generation (see [138, 139]).  

Transport of lithium ions though the Si and Sn based high capacity anode 

materials occur via the two-phase diffusion mechanism. During lithiation, the crystalline 

Si changes into amorphous LixSi compound, which is usually separated by a moving 

two-phase front [140]. It can be assumed that after the first lithiation process, the entire 

Si behaves like an amorphous material and transport of Li happens via single phase 

diffusion process [141]. Hence, the governing equation for single phase diffusion has 
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been adopted to characterize the transport of lithium within silicon active particles [138, 

141]. However, experimentally obtained SEM images show that significant amount of 

mechanical degradation occur within the first lithiation process [42, 138, 142]. Because 

of the conversion from crystalline Si to amorphous LixSi compound, the first lithiation 

process must be modeled using a two-phase diffusion technique. To analyze the 

magnitude of stress generation within Si active particles, Huang et al. adopted a two-

phase concentration profile for transport of silicon [143]. The effects of high or low rates 

of reaction were not captured successfully. A Cahn-Hilliard equation based two phase 

transport model was adopted by Chen et al. to model the combined kinetics of diffusion 

and movement of the two-phase front [139]. The effects of particle size and rate of 

lithiation-delithiation within silicon were appropriately captured. A similar governing 

equation that is capable of predicting the phase separation and diffusion within Si active 

particles has been be adopted in the present study.  

Severe capacity fade observed in Si anode electrode is attributed to the extremely 

large magnitude of mechanical deformation and particle fragmentation during the 

lithiation-delithiation process [11]. Hence, several computational studies have been 

conducted to study the large volume expansion and subsequent stress generation within 

Si anodes during the lithiation process (see [138, 141]). In silicon thin films and 

nanowires, possibility of pre-existing cracks to propagate during the lithiation-

delithiation process has been investigated (see [14, 144]). The effect of surface energy in 

nano-sized Si particles and wires to eliminate the microcrack formation has also been 

studied [29]. Elasto-plastic deformation of the silicon active material was taken into 
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consideration in some of the computational analysis (see [121, 139, 141]). Adhesion 

strength between the silicon active particle and Cu have been investigated to elucidate 

the operating conditions at which delamination of the electrode form the current 

collector can happen [145]. Delamination strength for silicon and carbon conductive 

additives has also been studied using ab-initio computational techniques [146]. Effect of 

mechanical stress generation on the electrochemical potential of thin film silicon 

electrode has also been investigated [141, 147]. However, there exist no detailed 

numerical analyses that can predict the nucleation and propagation of microcracks and 

pulverization of high capacity anode materials during the lithiation-delithiation process.  

Lithium ion batteries are usually assembled in the factory in a discharged state 

[43]. Then they are charged in a relatively slow rate that stabilizes the anode active 

particles via the formation of a thin solid-electrolyte-interphase (SEI) layer [148]. Also 

the cell becomes ready to discharge and deliver power to the external circuit. For 

graphite based anode materials, the initial slow lithiation process is a relatively benign 

phenomenon and does not lead to any major mechanical degradation [85]. However, for 

high capacity anode materials, such as Si and Sn, the lithiation process occurs via a two-

phase diffusion process [139]. Large volume expansion followed by severe mechanical 

degradation occurs within high capacity anode materials during the first lithiation 

process [149]. The new crack fronts that open up, allows the formation of larger amounts 

of SEI, which results in significant loss of cyclable lithium [11]. Pulverization of the 

anode active particles during lithiation-delithiation cycles, has the potential to detach 

them form the binders and conductive additives [136]. This result in loss of active sites 
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for lithium intercalation, which is also characterized as capacity fade due to site-loss. 

There exist two main reasons behind this major mechanical degradation observed within 

high capacity anode active materials [147]:  

a) Transport of lithium occurs via a two-phase diffusion process, which gives rise 

to very large concentration gradient induced load at the two-phase interface boundary.  

b) Large volume expansion during lithiation causes the lithium rich phase to 

move outward along the radial direction resulting in generation of tensile stress at the 

particle surface.  

Prevention of these major forms of capacity deterioration in Si and Sn based anode 

materials is necessary to successfully implement them in commercial lithium ion battery 

systems [88, 121]. In the results and discussion section, how the developed 

computational methodology can capture the formation and propagation of microcracks 

will be discussed in details. Different techniques that are capable of minimizing the 

overall mechanical degradation of high capacity anode materials will also be 

investigated. 

1.2 Hypothesis 

According to several literatures, presence of spanning cracks has been 

extensively observed in the SEM images of used electrode active particles (see Ref. [27, 

63, 134]). Those spanning cracks were not there in the pristine unused particles. From 

these SEM and TEM images, it has been hypothesized that those cracks developed 

during operation of the electrochemical cell. Similar to formation of microcracks under 

temperature gradient induced loading, diffusion induced stress inside the active particles 
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can also generate significant amount of microcracks. One hypothesis is that the stress 

generated by lithium ion concentration gradients is sufficient to create mechanical 

damage within electrode active particles. Nucleation of these microcracks has the 

potential to form large cracks. Since the stress concentration factor at the tip of a crack 

front is usually higher, they can propagate and form spanning cracks. In phase separating 

materials, even under small rates of operation, formation of macroscopic cracks have 

been observed. In high capacity anode materials (such as, Si) large volume expansion 

occurs during the lithiation process and subsequently cracks are observed along the 

periphery due to anisotropy in the expansion process (see [42]).  

1.3 Objective 

 The overarching objective of this particular research is to develop understanding 

about the mechano-electrochemical aspects of lithium ion battery. In this regard the 

following research goals have been narrowed down to be accomplished as a part of this 

PhD research. 

1.3.1 Objective: 1 

 Checking the correctness of the above-mentioned hypothesis is the first objective 

of this research. A computational methodology have been developed that can solve for 

the formation of concentration gradient within the active particles. Based on the 

concentration gradient, diffusion induced stress acts on the active particles. The 

developed computational methodology has the capability to capture the formation of 

microcracks due to this diffusion-induced stress (DIS). More precisely, the objective of 

this research is to understand how and when under DIS the microscopic cracks develop 
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and under what condition they nucleate and propagate to form spanning cracks. Design 

as well as operating conditions, which can reduce the formation of mechanical damage, 

will also be investigated in this study.  

1.3.2 Objective: 2 

Experimental diagnosis of damage evolution can be conducted using the acoustic 

emission (AE) technique. The second objective of this research work has been to 

develop another computational methodology that can predict the experimentally 

observed acoustic response during fracture of an electrode active particle. Energy 

released during formation of a microscopic damage propagates through the solid media 

as a stress wave and hits the boundary of the structure. Acceleration at any point on the 

surface of the solid can be detected by placing an actuator. The developed computational 

scheme captures the propagation of stress waves through the solid media and tries to 

predict the acceleration response usually detected by the actuator. This methodology 

should potentially be applicable to predict the acoustic emission response observed in 

other physico-chemical systems by appropriately tuning the elastic modulus and 

damping coefficient of the solid material. 

1.3.3 Objective: 3 

The third objective of this research is to extend the particle damage model for 

phase separating materials. In high capacity anodes (such as Si, Sn), lithium intercalation 

and extraction cannot be successfully captured using the simple Fick’s law. A more 

sophisticated phase separating model, which takes into account the formation of multiple 

phases during lithiation and delithiation, needs to be developed. Significant 
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concentration gradients will appear between the two phases, which can potentially lead 

to significant amount of mechanical damage. Also due to the high volume expansion of 

the lithiated phase, severe tensile stress develops at the surface of the active particles, 

which has the potential to create significant amount of microcracks. A thorough study 

will be conducted to understand from where the microcrack evolution initiates for high 

capacity anode active materials during lithiation/delithiation process. Methodologies 

regarding how to mitigate the fracture evolution within high capacity anode materials 

will also be investigated. 

1.3.4 Objective: 4 

Finally, impact of mechanical degradation on life of lithium ion cells will be 

discussed. A reduced order model will be developed to predict the amount of mechanical 

degradation without solving the time consuming momentum balance equation. 

Reduction in diffusivity due to increasing mechanical degradation has also been 

modeled. A power law expression can be estimated to capture the effective diffusivity as 

a function of microcrack density. Increase in mass transport resistance and reduction in 

effective capacity can be modeled using the porous electrode theory. To achieve that 

goal, an in-house pseudo-2D LIB model has been developed along the thickness 

direction of the cell. During operation, evolution of mechanical degradation along the 

thickness direction will be analyzed using the developed model. 

 A brief overview of what is being presented in this thesis is provided below. The 

background of Mechano-electrochemical aspects in lithium ion battery electrode active 

particle is provided here. Chapter II applies the damage evolution on a single particle. 
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Chapter III talks about the properties of fracture in a brittle media due to diffusion 

induced stress. Chapter IV will discuss about prediction of acoustic emission spectra. 

Chapter V contains the details about developing porous electrode theory model and the 

effect of mechanical degradation on the cell level capacity fade. Mechanical degradation 

observed in high capacity anode materials will be discussed in Chapter VI. Finally, in 

Chapter VII, the thesis will be concluded and the future research goals will be 

elaborated. 
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CHAPTER II  

INTERCALATION INDUCED STRESS AND 

FRACTURE IN ELECTRODE ACTIVE PARTICLES* 

The stochastic methodology, developed in this work, is based on a random 

lattice spring formalism coupled with solid-state diffusion of lithium in active particles 

and performance prediction analysis. 

2.1 Computational methodology 

The concept of a network of electrical fuse with randomly distributed “burn out” 

threshold to analyze the fracture behavior in a brittle solid material was first introduced 

by Arcangelis and Redner[150]. This Random Fuse Model (RFM) uses only one degree 

of freedom at each node, which is not sufficient to capture the Poisson’s ratio observed 

in solid materials. Instead of electrical fuse, spring with resistance to central force only, 

can be assumed as the connecting element between the nodes. This model gives two 

degrees of freedom in 2D and three degrees of freedom in 3D analysis. But the Poisson’s 

ratio depends on the connectivity of each node. Central force spring network shows a 

constant Poisson’s ratio of zero for a square lattice (coordination number four) and 1/3 

for a triangular lattice (coordination number six)[57]. When the elemental forces are no 

longer restricted to be only along the axial direction and a second spring constant is 

* Reprinted with permission from “Stochastic analysis of diffusion induced damage in lithium-ion battery 
electrodes” by P. Barai and P. P. Mukherjee (2013) Journal of the Electrochemical Society 160 A955 – 
A967 Copyright 2013 ECS – The Electrochemical Society. 
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introduced along the shear direction, different Poisson’s ratio can be modeled with this 

modified lattice spring network (see Ref. [151]). The Poisson’s ratio for a 2D modified 

lattice spring network with coordination number six (also known as the Born model) is 

given as, 

3
n s

n s

k k
k k

ν
−

=
+

                                                                              (2.1) 

where, kn  is the spring stiffness along the axial direction and ks  is the spring stiffness 

along the shear direction. By keeping kn =1 , as ks  varies from zero to one (0 < ks <1 ), 

Poisson’s ratio of the network changes from 1/3 to zero (1/ 3 0ν> > ).  

 To capture the diffusion of Li ions inside the entire electrode, a pseudo-2D model 

was developed by Doyle et al.[152] and Fuller et al.[107], where the problem was solved 

with variations along one spatial direction perpendicular to the cell and represent the 

gradients in the electrode particles by a representative spherically symmetric particle at 

each node. According to this pseudo-2D model, only the radial variation of Li ion 

concentration within the solid active particle has been captured. Because of the presence 

of microscopic imperfections within the active particles[22], azimuthal variation of Li 

ion concentration cannot be ruled out. Hence, in the current study, Li ion distribution 

inside the active particle along both radial and azimuthal direction has been taken into 

consideration. Ionic conductivity of the electrolyte has been assumed to be very large 

which results in zero ion concentration gradient in the electrolyte phase. Hence, the 

active particle is subjected to constant galvanostatic current from all directions, 

irrespective of its distance from the current collector. Under the same assumption of very 
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high ionic conductivity of the electrolyte phase, capacity of the cell will be limited by 

the diffusion of Li ions inside the solid active electrode particle[153]. The distribution of 

Li ion concentration inside the solid phase has been calculated by solving the diffusion 

equation as provided below,  

∂c x,t( )
∂t

=

∇⋅

D x,t( ) ⋅


∇c x,t( )( )   

and −kcond
∂c x,t( )
∂n

=
i
F

 at the outer boundary                         (2.2) 

Here c x,t( )  is the space x( )  and time ( )t  dependent Li ion concentration inside the 

active particle, 

D x,t( )  is the space and time dependent diffusion coefficient tensor, condk

is the ionic conductivity, n  signifies the direction normal to the surface, i  is the current 

over particle surface and F  is the Faraday constant. For homogeneous and isotropic 

materials, 

D x,t( ) = Dscalar 

I  and is independent of space and time (here, 

I  is the identity 

tensor). Coupling with Li diffusion, the resultant stress generation is incorporated 

through the Li concentration profile inside the electrode.  

The quasistatic force equilibrium equation has been solved to determine the 

stress distribution inside the electrode. 

∂

σ
x( )

∂
x

+

B = ρ u = 0    with,       i i u ij j i i tu u onS and n t t onSσ= = =                       (2.3) 

Here, 

σ
x( )  is the stress tensor, 


B  is the body force vector which is assumed to be zero 

for this particular problem 

B = 0( )  and u x( )  is the space dependent displacement 
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vector. Since the diffusion of Li ions inside the solid active particle is very slow, 

mechanical equilibrium is reached as soon as the Li ions diffuse. As a result, quasistatic 

analysis of the mechanical equilibrium is sufficient.  

 
Fig: 2.1. A schematic representation of the lattice spring model adopted in the current 
analysis. (a) Discretization of the circular domain into springs. Lithium ions intercalate 
or deintercalate from the outer surface. (b) Magnified visualization of each spring. All 
the mass is assumed to be lumped at each node. The springs show axial as well as shear 
stiffness. (c) A magnified visualization of a broken spring. 
 

Random spring type elements were considered to discretize the above-mentioned 

equation (see Eq. (2.3)). Figure 2.1 shows the triangular mesh under consideration for 

the current analysis. Each node in this mesh is attached to six other neighboring nodes 

by a spring, which leads to a coordination number of six. The springs display stiffness 

not only along the axial direction, but also along the transverse direction making this 

technique equivalent to born model (see Fig: 2.1(b)). The local force vs. displacement 

relation for each spring is given as follows, 
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                                                  (2.4) 

where, 

f is the local force vector and u  is the local displacement vector. Global forces 

and displacements are related to the local forces and displacements through the relations 


F = T!" #$

T 
f  and 


U = T!" #$

T u , where [ ]T  is the transformation matrix. Global stiffness 

matrix is constructed from the local stiffness matrix using the relation, 

    [ ] [ ][ ]T
g l

all the
elements

K T k T⎡ ⎤ =⎣ ⎦ ∑                                              (2.5) 

Stress generated due to the diffusion of Li is incorporated as an axial displacement inside 

the spring (see [17, 102]).  

                              du c lωΔ = ⋅Δ ⋅                                                          (2.6) 

where, ω  is the diffusion expansion coefficient that has a typical value of 

6 31.14 10 /m mol−×  for graphite[17], cΔ  is the incremental change in Li ion 

concentration, l  is the length of the spring type element and duΔ  is the diffusion 

induced displacement. The force vector due to diffusion-induced stress is defined as, 

    

Fd = T!" #$

T 
f d = T!" #$

T
kl!" #$Δ
ud                                         (2.7) 

Energy in each spring is calculated according to Ψ =
1
2

Fspring ⋅

uspring . Here, 

Fspring  and 

uspring  are the global force and displacement vectors in each spring. The electrode 

material is assumed to display brittle fracture behavior (see Ref. [37]). Mean value of the 
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breaking threshold of each spring is estimated using an energy equivalence scheme. 

Exact value of breaking threshold is assigned as a uniformly distributed random number 

with the mean calculated above ( )tΨ . If the energy in a particular spring is greater than 

the energy threshold for that spring ( tΨ >Ψ ), the spring is irreversibly removed from 

the network (see Fig: 2.1(c)). For graphite, the average fracture energy threshold per unit 

area ( uaΨ ) has been given as 2 J/m2 (see [17]). Actual mean value of fracture threshold 

for a particular spring is obtained by multiplying the average fracture energy threshold 

per unit area with the area associated with that spring ( )mean ua springAΨ =Ψ ⋅ [15, 17, 44, 

151]. Here, springA  signifies the area associated with each spring type element in the two-

dimensional circular cross sectional region. The propensity of every brittle material to 

fracture under tensile loading conditions is much higher than compressive type load [15]. 

Hence, the energy threshold under compression is assumed to be few orders of 

magnitude higher than the energy threshold under tension. 

 In the above-mentioned theory, diffusion of Li ions within the solid electrode 

material affects the mechanical response. But the macroscopic damage and fracture 

inside the electrode active particle have no impact on the diffusion process. In practical 

scenario, if the material develops internal damage, it is supposed to have some impact on 

the diffusion of Li ions. Figure 2.2 depicts a phenomenological methodology that has 

been implemented to capture the impact of mechanical damage on the diffusion process. 

In the absence of any damage within the solid material, Li ion diffuses through the bulk 

with its original diffusion coefficient, Dscalar = Doriginal  (see Eq. (2.2) and Fig: 2.2(a)).  
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Fig: 2.2. Schematic diagram of the mechanism adopted to couple the effect of 
mechanical damage with diffusion of Li ions. (a) When there is no internal damage 
within the bulk material, Li ions diffuse through the solid freely and display the original 
diffusion coefficient for undamaged material. (b) When there is mechanical damage 
within the particle, Li ions need to move in a tortuous pathway around the crack. 
Increased tortuosity reduces the diffusion coefficient of Li ions, which is taken into 
account through the introduction of the parameter α  that varies between 0 and 1. 
 
With the presence of mechanical damage within the bulk electrode material, the 

diffusing Li ions encounter major obstructions. It takes a tortuous pathway to avoid the 

internal micro-crack (see Fig: 2.2(b)), which results in reduction of diffusivity of Li ions. 

Changes in diffusion coefficient due to internal mechanical damage are modeled by 

introducing a scale parameter (0 1α< < ), and the modified diffusion coefficient is 

defined as scalar originalD Dα= . In damage mechanics of solid materials, for isotropic 

damage, a reduced Young’s modulus is defined to take into consideration the impact of 

microcracks [15, 154]. Introduction of the α  parameter has been motivated from an 

analogy to solid mechanics. Physically, the damage parameter α  captures the effect of 

mechanical damage on the diffusion process. The two limiting cases of 1α =  correspond 
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to undamaged material and 0α =  correspond to zero diffusion through the completely 

damaged bulk material. Estimation of exact value of the damage parameter α  from a 

computational perspective requires analysis based on lower length scale simulations 

(such as, molecular dynamics or MD). Otherwise, empirical procedure based on 

comparison with experimental results can be adopted to determine the value of α . In the 

present study, different parametric values of α  will be considered and the impact on Li 

ion diffusion will be investigated. Degradation in battery performance will also be 

reported for a particular value of the α  parameter. 

 In most of the analysis reported till date, constant values of elastic moduli have 

been assumed. But concentration dependent elastic moduli are observed for most of the 

active materials used in anode or cathode electrodes[27, 28]. Following the correlation 

reported by Deshpande et al.[29], variation in concentration dependent Young’s modulus 

( )E c  is given as, 

    ( ) 0
max

1 cE c E k
c

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
                                                  (2.8) 

Here, 0E  is the Young’s modulus with zero stoichiometric Li concentration, c  is the 

current Li ion concentration and maxc  is the maximum stoichiometric Li ion 

concentration within the active material. The parameter k  signifies whether the material 

stiffens ( )0k >  or softens ( )0k <  due to Li insertion. 

 The numerical scheme to solve the coupled diffusion mechanics problem will be 

described here. Initially, Eq. (2.2) has been solved to obtain the time dependent Li ion 
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concentration profile inside the cross section of the active particle. A volume averaging 

scheme has been adopted to evaluate the mean ion concentration [29]. Average ion 

concentration is subtracted from the local Li ion concentration at each computational 

node to obtain the value of cΔ  in Eq. (2.6). Diffusion induced displacement has been 

obtained from Eq. (2.6). The corresponding diffusion induced force in global coordinate 

system has been derived from Eq. (2.7). The diffusion induced force vector assembled 

over all the spring type elements, constitute the right hand side (RHS) vector of the set of 

linear algebraic equations to be solved. Stiffness matrix for the entire system has been 

obtained by assembling the global stiffness matrix for each of the spring type elements 

(see Eq. (2.5)). Derivation to obtain the set of linear algebraic equations from Eq. (2.3) 

has been adopted from textbooks regarding introduction to finite element method[155, 

156]. Finally, the set of algebraic equations were solved using the “linsolve” function in 

MATLAB and the equilibrium displacements under an intermediate Li ion concentration 

gradient were computed. Under the equilibrium displacement, force and energy in each 

spring were computed and the springs, which exceeded the fracture energy threshold, 

were removed from the network one by one. Based on the location of the broken bonds, 

diffusion coefficients at the corresponding nodes were modified according to the value 

of α  parameter. Li ion concentration for the next time step was estimated by solving Eq. 

(2.2) with the modified set of diffusion coefficients. 

Performance is estimated based on the Li-ion surface concentration at the active 

particle/electrolyte interface. This relies on the single particle formalism for performance 

prediction of a LIB cell sandwich presented by White and co-workers [157]. Recently, 



 

37 
 

 

the performance prediction methodology was enhanced to study the morphological 

influence on the electrochemical and transport behavior in 3-D electrode architectures 

for LIBs, and is detailed in the work by Martin et al [158]. In this regard, it is important 

to note the significant effort invested in computational modeling and theoretical analysis 

to study electrochemical, transport and performance attributes of LIBs (see Ref. [18, 

107, 112, 117, 152, 159-164]). Briefly, the Butler-Volmer Equation is used to solve for 

the electrode overpotential, iη  (i = n, p for negative and positive electrodes, 

respectively). Below is shown the appropriate form of this equation for this study. 

 ( ), max, , ,
n pnpn

i i
FF

Li i i e i surf i surf i RT RTj k c c c c e e
α αααα η η⎡ ⎤= −

−⎣ ⎦
 (2.9) 

In the above equation, ec , and ,surf ic  are the electrolyte concentration, taken to be 

constant at the initial value of 1000 mol/m3, and the surface concentration of the ith 

electrode, respectively. Additionally, αp and αn are the transfer coefficients taken to be 

0.5 for both the anode and cathode. Furthermore, the equilibrium potentials for the anode 

and cathode are determined from empirically derived functions of Li-ion surface 

concentration, as shown below[157]. 
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In the above equations, xi is the ratio of the surface concentration to the maximum 

intercalation concentration for the particular material, also referred to as the surface state 

of charge (SOC), as given in Eqn. (2.12). 

 ,

max,

, ,surf i
i

i

c
SOC x i n p

c
= = =  (2.12) 

Having knowledge of the equilibrium potential and overpotential values at each 

electrode, the voltage across the cell sandwich can be calculated using the following 

expression, assuming there is no potential drop in the electrolyte phase. 

   ( ) ( )p n p nV U U η η= − + −      (2.13) 

The performance curves in terms of cell potential vs. state of charge are estimated. 

2.2 Results and discussion 

Due to the diffusion process, concentration of Li inside the active particle is not 

uniform during the lithiation or delithiation process. Distribution of Li ions inside the  

 

Table 2.1. Material parameters used for simulating graphite anode are given below. 
Name Material parameters (Graphite) 

Diffusion coefficient ( )scalarD  3.9x10-14 m2/s 

Expansion coefficient ( )ω  1.14x10-6 m3/mol 

Young’s modulus ( )E  70.57 GPa 

Poisson’s ratio ( )ν  0.277 

Mean fracture energy threshold per unit area ( )uaΨ  2 J/m2 

Radius of particle ( )R  12.5 µm 

Maximum stoichiometric Li ion concentration ( )maxc  30000 mol/m3  

Operating temperature ( )T  298 K 
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Fig: 2.3. Evolution of brittle damage during the first lithiation or delithiation of an 
electrode active particle. (a) Central notch observed during lithiation process. (b) 
Multiple peripheral cracks appear during the delithiation process. (c) Evolution of 
damage with respect to C-rate during lithiation and delithiation. The color-bar in (a) 
and (b) signifies the distribution of Li ion concentration inside the particle in mol/m3 
units. 
 
 
electrode particle is obtained by solving Eq. (2.2). Parameters used to solve the diffusion 

equation are given in Table 2.1. Distribution of Li ions inside the circular cross section 

of an active particle at a rate of 4C is shown in Fig: 2.3(a) and Fig: 2.3(b) for lithiation 

and delithiation respectively. For both lithiation and delithiation, the difference in ion 

concentration between the center and surface is approximately 3 kmol/m3 at 1C and 10 

kmol/m3 at 4C. This difference in Li ion concentration results in stress generation to 
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achieve mechanical equilibrium within the active particles. This diffusion-induced stress 

(DIS) causes damage initiation and nucleation while the battery is in operation. Applying 

this Li ion distribution into the mechanical equilibrium equation (Eq. (2.3)), force in 

each of the lattice spring element is calculated. Based on the energy threshold criterion 

mentioned in the computational methodology section, evolution of damage within the 

active particle is calculated. Figures 2.3(a) and 2.3(b) also show typical crack patterns 

during lithiation and delithiation (superimposed on the Li ion concentration profile). 

Lack of lithium in the central region generates tensile stress at the time of lithiation, 

which leads to a single central crack. Delithiation induces tensile stress close to the 

surface of the active particles. For Li de-intercalation, tensile stress develops close to the 

periphery and during Li intercalation tensile stress is observed close to the center of the 

particle (see Figure 2.3). Since the propensity of fracture initiation and nucleation under 

tensile stress is much higher than that under compressive stress [15], during lithiation 

cracks develop close to the center of the active particle. No cracks develop in the 

peripheral region during lithiation because compressive stress acts there (even though 

the magnitude of stress is high there). This gives rise to multiple peripheral cracks. 

Similar mechanisms of crack formation have been discussed by Bhandarkar and Gao[14, 

144]. Amount of damage within the active particle is characterized by the fraction of 

broken bonds (see Ref. [51, 165]). Figure 2.3(c) shows the amount of damage during 

lithiation and delithiation process as C-rate increases. For lithiation, negligible damage is 

observed till 1C, whereas, significant increase in the amount of damage is observed for 

2C and higher C-rates. During delithiation negligible damage occurs till 0.5C, and the 
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fraction of broken bonds starts to increase from 1C onwards. Lithiation at a rate larger 

than 4C and delithiation at rates higher than 6C leads to more than 10% damage within 

the active electrode particle. In the two-way coupled analysis, impact of such large 

amount of internal damage on the diffusion of Li ions within the active particles will be 

analyzed. 

Because of the imperfection in manufacturing processes, cracks can pre-exist 

within the active particles (see Ref. [22, 28]). Possibility of these pre-existing cracks to 

propagate depends on the location of the crack and the type of loading the particle 

experiences [17]. Figure 2.4 presents a analysis whether a crack will propagate during 

lithiation or delithiation. Fig: 2.4(a), 2.4(b) and 2.4(c) show pristine particles without any 

pre-existing crack, with a central crack and a peripheral crack respectively. Fig: 2.4(d), 

2.4(e) and 2.4(f) correspond to lithiation process and formation of central crack within 

the three pristine particles. Fig: 2.4(g), 2.4(h) and 2.4(i) correspond to delithiation and 

formation of peripheral cracks. During lithiation, because of the tensile force close to the 

center of the particle, the central crack propagates and the peripheral crack remains 

intact. Opposite phenomena is observed during delithiation, when tensile stress develops 

close to the periphery of the particle and the peripheral crack propagates. The central 

pre-existing crack remains unchanged during delithiation. For subsequent lithiation – 

delithiation cycles increment in damage is minimal (see Fig: 2.5). As a result the pre-

existing crack does not propagate significantly in subsequent cycles. Propagation of 

cracks is supposed to occur during uncontrolled discharge process (charging is 

controlled in nature and usually happens in a low C-rate). During discharge, anode 



 

42 
 

 

experiences delithiation and cathode experiences lithiation. Central imperfection in 

anode and peripheral imperfection in cathode is less detrimental for the durability of the 

active particles because the pre-existing cracks have a smaller possibility of propagation 

under high discharge rates. 

 

 
Fig: 2.4. Different fracture scenario during lithiation and delithiation is shown here. (a) 
A pristine electrode particle without any initial crack. (b) Electrode particle with central 
initial crack. (c) Electrode particle with peripheral initial crack. (d) Formation of 
central crack during lithiation. (e) For the electrode with central initial crack, during 
lithiation, the central crack propagates. (f) For the electrode with peripheral initial 
crack, during lithiation, the peripheral crack remains unaffected. (g) Formation of 
peripheral crack during delithiation. (h) For the electrode with central initial crack, 
during delithiation the central crack does not propagate. (i) For the electrode with 
peripheral initial crack, during delithiation, the peripheral crack propagates. 
 



 

43 
 

 

 
Fig: 2.5. Increase in the fraction of broken bonds for subsequent delithiation and 
lithiation at four different C-rates. Along the delithiation – lithiation axis 1, 2, 3 and 4 
signifies first delithiation, first lithiation, second delithiation and second lithiation 
respectively. For all the four C-rates examined here, total amount of damage saturates 
after two delithiation – lithiation cycles. 
 
 Since the first lithiation or delithiation at high C-rates can create close to 10% 

damage inside active particles, it is important to assess the extent of damage upon 

cycling. Figure 2.5 displays the amount of damage for subsequent delithiation and 

lithiation in an active particle at four different C-rates. The numbers 1, 2, 3 and 4 along 

the abscissa of Fig: 2.5 represent subsequent delithiation, lithiation, and delithiation and 

lithiation process. At 4C, during the first delithiation, damage increases from 0% to 

6.5%. Lithiation on the delithiated particle increases the amount of broken bond from 

6.5% to 7.5%. From the earlier results, peripheral cracks are generated during 

delithiation (Fig. 2.4(g)), whereas, central imperfections propagate during lithiation (Fig. 

2.4(d)). These two types of cracks are not supposed to impact the formation of each 

other. However lithiation on a delithiated particle increases the amount of broken bonds 

by only 1% at 4C, whereas, lithiation on a pristine particle can create as large as 10% 
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damage at the same C-rate. This discrepancy in damage evolution happens because of 

the strain energy release within the existing peripheral cracks. Subsequent delithiation 

and lithiation increases the damage to 7.9% and 8.0% respectively. These averaged 

values of damage and the error bars in Fig. 2.5 have been obtained using 10 samples at 

each data point. This indicates that the total amount of damage in an active particle tends 

to saturate after the first two cycles. For 1C, amount of damage remains constant after 

the first delithiation – lithiation cycle. For higher C-rates (4C and 6C), amount of 

damage increases during the second delithiation – lithiation cycle but the increment is 

very small. Saturation of damage occurs because of the fact that initially developed 

cracks provide strain relief during subsequent delithiation and lithiation, and new cracks 

do not form to a significant extent [166]. Important point to be noted here is that the 

developed model captures the evolution of only brittle type damage. For charge – 

discharge cycles over long time, can cause fatigue within the material and the existing 

cracks can propagate. Elevated temperature at certain regions within the electrode can 

also incur creep deformation and propagation of already developed crack fronts. 

 Inside electrode particles, diffusion induced stress is not uniform. For delithiation 

maximum tensile force is observed at the periphery, which decreases towards the center 

and converts into compressive force very close to the central region of the electrode. 

Force concentration at the crack tip tries to increase with increasing initial crack length. 

But the tensile force that acts perpendicular to the initial crack at the crack tip decreases 

with increasing crack length. Because of these two competing mechanisms, there exists a 

critical crack length at which maximum force concentration is observed at the tip. In Fig:  
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Fig: 2.6. Force concentration at the crack tip is plotted for different initial peripheral 
crack sizes. Initial crack size at which maximum force concentration is observed (critical 
crack length) depends on the C-rate. Inset shows a plot of how the critical crack length 
decreases with increasing C-rate. These results were calculated on a particle with 
diameter 25µm. 
 
2.6, normalized force concentration has been plotted against the initial crack length for 

different C-rates. “a” is the initial crack length and “R” is the radius of the electrode 

particle. Force values have been normalized by dividing each of the individual forces by 

the maximum force obtained at 1C. The cross mark indicates the critical initial crack 

length at which maximum force concentration is observed for different C-rates. An 

interesting phenomenon observed in Fig: 2.6 are that with increasing C-rate, the critical 

initial crack length decreases. The figure in the inset indicates that for an active particle 

with 25µm diameter, the critical crack length at which maximum tensile force is 

observed decreases from 3.6µm at 0.5C to 2.6µm at 8C. For extremely high C-rates, very 

high concentration gradient is observed close to the periphery. As a consequence, tensile 

force at the crack tip decreases rapidly with increasing crack size and a smaller critical 
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crack length is observed. At smaller C-rates, where larger initial cracks are more 

vulnerable, the net tensile force acting at the crack tip may not be significant enough for 

the crack to propagate. For large C-rates, very small initial cracks encounter a 

destabilizing effect. With increasing crack length the force acting at the crack tip 

increases and it has the ability to induce enough kinetic energy to the crack front to span 

through the entire particle and cause terminal failure [16]. However, the simulations 

conducted by the authors were not able to capture any such scenario, because it is based 

on quasistatic mechanics, and the dynamic crack propagation aspects have not been 

modeled. From these results, it can be concluded that, for high C-rate applications, small 

pre-existing cracks can be more detrimental than larger imperfections. 

 Equilibrium state of a system is defined by the minimum energy configuration it 

can attain. For elastic, brittle, electrode active particles with zero potential and kinetic  

 
Fig: 2.7. During delithiation evolution of strain energy with respect to time is plotted for 
different fracture scenarios at 4C. When no fracture is considered, maximum strain 
energy is observed (solid line). Presence of a single peripheral crack can significantly 
reduce the average strain energy (dash – dot line). When damage is allowed to evolve 
freely, strain energy is always bounded below a certain limit (dash – dash line). 
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energy, all the energy is because of the contribution from elastic strain energy. During 

galvanostatic discharge process at 4C, evolution of average strain energy of an active 

particle has been calculated and plotted in Fig: 2.7. Similar strain energy calculations for 

potentiostatic charging process have been reported elsewhere (see Ref. [22, 167]). The 

mean fracture threshold to obtain the “normalized average strain energy” value divides 

the average strain energy. When no fracture evolution is taken into consideration, energy 

of the particle is very high (solid line in Fig: 2.7). Presence of a small peripheral crack 

can reduce the strain energy significantly (Ref. [22]) (dash – dot line in Fig: 2.7). When 

complete evolution of fracture is allowed, strain energy of the particle is bound within a 

certain limit, which is much less than the mean fracture threshold of that particle (dash – 

dash line in Fig: 2.7). Since minimum strain energy is attained with the evolution of 

fracture, it is more likely that most of the electrode active particles will experience 

internal damage under high C-rate conditions. Another important finding from Fig: 2.7 

are the magnitude of the normalized average strain energy. From general understanding, 

the active particle can experience fracture only when its “normalized average strain 

energy” approaches unity. However, when fracture evolution is allowed, the normalized 

value of the strain energy never goes above 0.1. But, the damage is already around 6.5% 

(from Fig: 2.5), which seems to be counter-intuitive. The aspects of localization and 

material heterogeneity must be introduced to explain this apparent discrepancy. Because 

of material heterogeneity, the fracture energy threshold for each spring varies over a 

wide range of values. At low externally applied concentration gradient, some bonds with 

low fracture threshold energy can break. Force carried by these broken bonds gets 
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distributed in the surrounding elements and increases the force concentration. Hence, the 

localization effect becomes more prominent and starts to affect the overall fracture 

evolution. Because of this localization, even though the “normalized average strain 

energy” lies much below the fracture threshold energy, significant internal damage and 

cracks develop within the material. An important assumption is the values of fracture 

threshold energy for each element were calculated randomly according to a Uniform 

distribution. 

 The significant amount of damage observed in electrode particles under high C-

rate conditions can be significantly mitigated by reducing the particle size[19, 29, 149]. 

Figure 2.8(a) shows the Li ion concentration profile and distribution of broken bonds at 

4C for an electrode particle with 3.125µm diameter. Concentration and broken bond 

profile for a particle with 25µm diameter under the same 4C discharge is shown in Fig: 

2.8(b). Well-developed cracks are clearly visible within the 25µm particle, whereas, the 

smaller particle contains much less internal damage. Figure 2.8(c) shows the reduction in 

total amount of broken bonds with decreasing particle size. The error-bars have been 

obtained by averaging the results over 10 different samples. For discharge at a rate of 

4C, a 25µm particle experiences approximately 7.0% damage. However, an electrode 

particle with 800nm diameter shows less than 1.0% damage. Usage of nanometer sized 

electrode particles for reducing the damage is very much evident from this analysis. 

Similar reduction in damage has been observed in 1C and 2C as well. For smaller sized 

particles the diffusion gradient is smaller as compared to larger sized particles. Since 

magnitude of stress generated in electrode particles is solely governed by Li ion  
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Fig: 2.8. With decreasing particle size, development of total amount of damage in the 
particle also reduces. (a) Formation of less damage in a particle with diameter 3.125µm. 
(b) More damage evolved in a larger particle with diameter 25µm. (c) Reduction in total 
amount of damage with decreasing particle size is observed for all the C-rates of 1C, 2C 
and 4C. 
 
concentration gradient, lesser magnitude of stress (force in the springs) is developed in 

smaller particles than the larger ones. Since stress generation in electrode particles is 

governed solely by the Li ion concentration gradient, less stress (force in the springs) is 

developed in smaller particles than the larger ones. Since the material is same, fracture 

threshold energy for both smaller and larger particles remains unchanged. Hence, larger 

force in the 25µm particle leads to more internal damage and fracture. Less force is 

developed in the smaller particle, which results in smaller amount of damage.  
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 All the analysis reported till now was obtained using one-way coupling 

mechanism. Two-way coupled simulations have been conducted to characterize the 

impact of mechanical damage on the diffusion of Li ions. Figure 2.9 depicts the changes 

in Li ion distribution within the active particle due to mechanical fracture. Figure 2.9(a) 

and 2.9(b) shows the distortion in concentration profile for α = 0.9 and α = 0.6 

respectively. For α = 0.9 almost symmetric Li ion distribution is observed, whereas, with 

α = 0.6 significant distortion in the concentration profile close to the periphery is 

evident. Average concentration of Li ions on the particle surface has been plotted in Fig: 

2.9(c) for different values of α (solid line). Maximum and minimum values of surface 

concentration have also been plotted. The error-bars have been obtained by averaging 

over 10 samples. With α = 1.0, there is no impact of mechanical damage on the diffusion 

process. This results in axisymmetric diffusion profile with average, maximum and 

minimum concentrations having the same value. As the value of α decreases, impact of 

mechanical damage on the diffusion process increases. Fracture induces asymmetry in 

the Li ion concentration profile. With decreasing α, maximum and minimum values of 

ion concentration increases and decreases respectively. The average surface 

concentration has also been observed to increase. With smaller values of α (= 0.6), 

induced mechanical damage reduces the diffusion coefficient. Hence, during 

delithiation, it becomes more difficult for the Li ions to get out of the electrode particles 

and results in increased surface concentration. Thus, mechanical damage has a 

deteriorating impact on the movement of Li ions within the active particles. During 

delithiation, the cracks are observed to develop close to the periphery of the particle. In 
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the present simulation, it has been assumed that no electrolyte flows inside the active 

particles through the cracks formed on the outer surface. If electrolytes were allowed to 

flow inside the electrode particles, completely different boundary condition for the 

diffusion equation has to be considered. Formation and propagation of crack fronts 

expose fresh electrode surface to the electrolyte, which is extremely vulnerable to SEI 

formation and capacity fade [119]. 

 
Fig: 2.9. Implementation of the two way coupled analysis reveals that with evolution of 
fracture, Li ion concentration profile within the particle changes and loses its azimuthal 
symmetry. (a) Li ion concentration profile looks symmetric along the azimuthal direction 
for α = 0.9. (b) Lack of symmetry along the azimuthal direction is clearly visible with α 
= 0.6. (c) With decreasing α, the average surface concentration of Li ions increases. 
Maximum and minimum surface concentration also changes as the value of α is reduced. 
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 The increase in average surface concentration of lithium-ion due to mechanical 

damage has a significant impact on the performance of the cell. Figure 2.10(a) and 

2.10(b) shows the cell potential vs. surface SOC behavior during discharge at 2C and 4C 

respectively. Three different values of α (= 1.0, 0.7 and 0.6) have been taken into 

consideration. Voltage drop due to transport limitation of lithium is of emphasis in this 

study. In the current simulations, it has been assumed that the electrolyte conducts Li 

ions much faster than the electrode material and capacity loss due to mass transport 

limitation is solely because of diffusion of Li ions within the active particles. For both 

2C and 4C, as the value of α decrease, the capacity loss due to lithium transport 

increases. Since the amount of fracture developed at 4C is much larger than that at 2C, 

loss of capacity is higher in Fig: 2.10(b) than 2.10(a). It is important to note that the 

effect of the formation of SEI on capacity loss has not been taken into consideration. The 

capacity loss underscores the influence hindered lithium diffusion due to higher 

tortuosity from underlying fracture. Hence, the impact of mechanical damage must be 

taken into consideration while analyzing the battery performance at high C-rates.  

 
Fig: 2.10. With decreasing value of α, the concentration of Li ions on the particle 
surface varies significantly. This change affects the overall performance of the 
electrochemical cell. Operating cell potential vs. state of charge (SOC) is plotted for 
discharge rates of 2C and 4C. As the value of α decrease, capacity of the cell also 
reduces. This image implies that internal mechanical damage can impact the overall 
capacity of the battery. 



 

53 
 

 

 

 
Fig: 2.11. Fracture pattern superimposed on the concentration profile for a two-way 
coupled simulation with α = 0.6. (a) Delithiation in a pristine anode particle that result 
in peripheral cracks. (b) Lithiation on the previously delithiated electrode particle does 
not result in the formation of a significant damage in the central region. (c) Subsequent 
delithiation increases the peripheral damage in a smaller amount. (d) Further lithiation 
causes very small increment in overall damage of the electrode particle. Significant 
distortion in the Li ion concentration profile is observed for coupled simulations. All the 
concentration values are shown in moles/m3 unit. 
 

The next question that should be answered is how significantly the modified Li 

ion concentration affects the evolution and nucleation of damage. Simulations have been 

conducted to visualize the impact of different values of α  on the formation of internal 

damage. For large values of α  (such as, 0.8α > ), impact of mechanical damage on Li 

ion concentration is not significant and almost equivalent to the undamaged scenario. 

For 0.6α =  the Li ion concentration profile is shown in Fig: 2.11. Figure 2.11(a),  
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Fig: 2.12. Fracture profile superimposed on force contour plots. Significant tensile force 
concentration is observed at the crack tip. Compressive force is detected at the center of 
the particle. (a) Force contour for delithiation at 4C with α = 1.0. (b) Force contour for 
delithiation at 4C with α = 0.6. 
 
2.11(b), 2.11(c) and 2.11(d) correspond to subsequent delithiation, lithiation, delithiation 

and lithiation respectively, on the same electrode particle. In Fig: 2.11, total amount of 

damage has also been mentioned for subsequent delithiation and lithiation processes at 

4C. Saturation of the number of broken bonds signifies that even for 0.6α = , because of 

the strain relief provided by already existing cracks, total amount of damage saturates 

after approximately two delithiation – lithiation cycles (also see Fig: 2.5). Under both 

one-way as well as two-way coupled scenario, force distribution within the particle 

during delithiation can specify the probability of increase in damage. For a pristine 

particle without any damage, during delithiation, the central portion is subjected to 

compressive force, whereas, the peripheral region experiences tensile force. Figure 

2.12(a) and 2.12(b) shows the force distribution at the end of discharge with α = 1.0 and 

α = 0.6 respectively. Because of the crack propagation, regions that were under 

compression at the beginning of delithiation can experience tensile force towards the end 

of the process. Significantly higher tensile force concentration has been observed at the 

crack tips for both the values of α. Since with increasing crack size force acting at the 
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crack tips decreases, strain energy at the crack tips can drop below the fracture energy 

threshold resulting in a saturation of total amount of damage. 

 

 
Fig: 2.13. Comparison between the amounts of localized damage (fraction of broken 
bonds) for one-way (α = 1.0) and two-way coupled (α = 0.6) analysis. Damage is 
evaluated at different locations along the θ  direction. More localization is observed (in 
terms of larger peaks) for α = 0.6 (the two-way coupled scenario). 
 

Even though with α = 1.0 and α = 0.6, total amount of mechanical damage is 

almost the same, significant difference can be observed in terms of localization of the 

mechanical failure. To analyze how localized the development of mechanical damage 

has been, Fig: 2.13(c) show the fraction of broken bonds along the azimuthal direction 

for α = 1.0 and α = 0.6. Fig: 2.13(a) and 2.13(b) displays the concentration profile and 
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fracture pattern that has been plotted in Fig: 2.13(c). Larger peaks are evident from the 

figure for α = 0.6 than α = 1.0. Hence, more localized damage for α = 0.6 has been 

observed. Here, α = 1.0 corresponds to one-way coupling. Hence, two-way coupling can 

lead to significant amount of localization as compared to its one-way coupled 

counterpart. 

 
Fig: 2.14. Fracture map of different particle sizes with respect to increasing C-rates is 
shown here. All the calculations have been conducted on a graphite anode particle 
under galvanostatic discharge process under the assumption of two-way coupling with α 
= 0.6. “No fracture” corresponds to very little amount of internal damage (< 0.5%). 
“Some damage” corresponds to formation of macroscopic damage in the range of 0.5% 
to 3%. “Fracture zone” signifies operating conditions which results in more than 3% 
mechanical damage. 
 

A fracture phase-map (see Fig: 2.14) has been developed to characterize the 

safe/unsafe operating regime in terms of particle size and C-rate. Two-way coupled 

analysis with α = 0.6 has been considered here. For one-way coupled analysis, it has 

already been reported in Fig. 2.8 that decreases in particle size results in reduction of 

macroscopic damage. Similarly for two-way coupled computation, either very small C-

rate or very small particle size will definitely give rise to reduced amount of mechanical 
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damage. From the fracture map shown in Fig: 2.14, it is evident that discharge at C-rates 

less than or equal to 0.5C will never give rise to any significant damage for particles as 

large as 25µm. On the other hand, particles with 200nm diameter will never go through 

any mechanical damage for C-rates as large as 6C. An intermediate domain has been 

defined where some macroscopic damage is observed, but it is not severe from the 

perspective of short-term operations. Major amount of fracture has been observed during 

the first delithiation for large particle sizes and relatively higher C-rates. For the purpose 

of realistic operations, combinations of particle size and C-rate, which lie in the no 

fracture zone, are preferable. Combinations that lie in the intermediate zone, are 

preferable for short-term applications, but also have the potential for creep and fatigue 

failure during long term operations. Operating conditions which lie in the fracture zone 

must be avoided; otherwise they lead to significant amount of fracture, SEI formation 

and eventual loss of capacity during the first delithiation – lithiation cycle.  

Elastic moduli of the electrode material are usually dependent on the Li ion 

concentration. DFT analysis shows that for graphite the Young’s modulus can increase 

by three times with increasing concentration of active species (see Ref. [22, 27]). Based 

on the concentration dependent elastic moduli correlations described by Deshpande et 

al.[29], the evolution of fracture in different electrode active particles, which show 

hardening or softening behavior with Li insertion, has been simulated. Figure 2.15(a) 

and 2.15(b) show a comparative analysis for total amount of damage, over two  
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Fig: 2.15. Total amount of damage is plotted for two delithiation – lithiation cycles. 
When concentration dependent elastic moduli are taken into consideration, fraction of 
broken bonds can be significantly different from the analysis with constant elastic 
moduli. This effect is more prominent for higher C-rates (> 2C). The entire analysis is 
conducted with α = 0.6. (a) Electrode material stiffens with Li insertion, which results in 
enhanced damage. (b) Electrode material softens with Li insertion, which results in 
damage mitigation. 
 
delithiation – lithiation cycles, between constant elastic moduli and Li ion concentration 

dependent elastic moduli. Two-way coupling analysis with α = 0.6 has been considered 

here. For very small C-rate applications, both concentration dependent and concentration 

independent elastic moduli lead to almost same amount of macroscopic damage (see 1C 

in Fig: 2.15(a) and 2.15(b)). However, for higher C-rate applications (see 4C in Fig: 
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2.15(a)), where increasing Li concentration stiffens the material, leads to larger amount 

of broken bonds for concentration dependent elastic moduli. On the other hand, where 

increasing Li concentration softens the material, large C-rate operating conditions (see 

4C in Fig: 2.15(b)) lead to reduction of macroscopic mechanical damage. Towards the 

end of the second delithiation – lithiation cycle, approximately 15% extra damage has 

been observed for stiffening type of materials. Approximately 11% less damage has been 

observed for active particles that soften with increasing Li concentration. Even with 

concentration dependent elastic moduli, for both hardening and softening type of 

materials, saturation of the macroscopic damage signifies that strain energy is released 

by the existing cracks which hinders the formation of internal damage as well as reduces 

the probability of existing crack front propagation. It is an important point to note that 

for silicon anode, with increasing Li ion concentration, elastic moduli decreases [28, 29]. 

Since, in this analysis small strain and small displacement has been assumed, and Si 

actually goes through very large deformation, the present analysis precludes accurate 

quantification for Si anodes under operation. However, the qualitative trend can be 

captured correctly and is applicable to other intercalation materials, which show 

softening behavior. This study underscores the criticality of the stiffening/softening 

material behavior with intercalation for reduced damage evolution in electrode active 

material while from electrochemical standpoint higher capacity is a desirable feature. 

Evolution of strain energy for hardening and softening type electrode material is 

reported in Fig: 2.16(a) and 2.16(b), respectively. For active particles, where Li insertion 

causes the material to harden, shows very high stiffness (and equivalently large force) at  



 

60 
 

 

 
Fig: 2.16. Strain energy evolution of representative anode materials during delithiation. 
(a) Hardening behavior is observed with increasing stoichiometric Li concentration (e.g. 
Graphite). (b) Softening behavior is observed with increasing stoichiometric Li 
concentration (e.g. Silicon). Since, for hardening type material, more strain energy has 
to be released, more damage is observed. Whereas, for softening type materials less 
strain energy release is required, which results in reduced amount of mechanical 
damage. 
 
the beginning of delithiation. This leads to higher strain energy as compared to constant 

elastic moduli scenario when fracture evolution is not taken into consideration (see Fig: 

2.16(a)). For materials where Li insertion causes softening, low stiffness (and less force) 

is observed at the initiation of delithiation. Under no fracture scenario, softening type 
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material results in smaller strain energy than its constant elastic moduli counterpart (see 

Fig: 2.16(b)). With fracture evolution, for both constant elastic moduli and Li 

concentration dependent elastic moduli, strain energy saturates to an almost constant 

value for both hardening and softening type material (see Fig: 2.16(a) and 2.16(b)). 

Since, for hardening type material, the average strain energy has to drop by an amount 

that is more than the constant elastic moduli case, more bond breaks for these types of 

materials. Opposite behavior is observed for the softening type material that results in 

reduced amount of damage. For hardening type material, strain energy evolution curve 

without fracture scenario, dips down at the end of delithiation (see solid line in Fig: 

2.16(a)). Whereas, for softening type material, strain energy evolution curve without 

fracture, rises steadily at the end of delithiation (see solid line in Fig: 2.16(b)). This 

happens because of softening (or hardening) induced by lack of Li ions at the end of 

delithiation in the hardening (or softening) type material. 

2.3 Conclusion 

A stochastic methodology based on the lattice spring model, coupled with solid-

state lithium diffusion and performance analysis has been developed to characterize 

mechanical fracture in lithium-ion battery electrode active particles. Galvanostatic 

discharge process in graphite electrodes was primarily considered. Peripheral crack 

during delithiation and central crack during lithiation has been observed. Higher C-rates 

can lead to significantly larger amount of damage. Due to strain energy release, total 

amount of damage saturates after two or three delithiation – lithiation cycles at the same 

C-rate. Using two-way coupled analysis, dependence of mechanical damage on solid-
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state lithium diffusion has also been captured. Hindered lithium diffusion owing to 

increased tortuosity emanating from crack formation leads to capacity loss. 

Concentration dependent elastic moduli further lead to the formation of significantly 

larger amount of damage under high C-rates.  

A key question that needs to be answered is how the formation of cracks in 

electrode particles during operational conditions can be minimized. The importance of 

critical particle size has been emphasized. Furthermore, the presence of pre-existing 

cracks results in strain energy release and leads toward potential reduction in further 

formation and propagation of new cracks. Hence, addition of initial pre-existing 

imperfections (e.g. microcracks) might be considered as a potential pathway toward 

intercalation materials development with improved damage resistance attributes. It has 

also been observed that materials, which soften with lithium intercalation, lead to reduce 

amount of mechanical damage during the first delithiation process. A fracture phase-map 

has been developed to characterize the safe/unsafe operating regime in terms of particle 

size and C-rate. Finally, the importance of underlying stochastic and fracture mechanics 

due to diffusion induced stress requires enhanced insight toward developing possible 

mitigation strategies for reduced mechanical degradation and thereby improved 

performance and life of lithium-ion batteries. 
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CHAPTER III 

 

STATISTICAL ANALYSIS OF DAMAGE BEHAVIOR  

IN INTERCALATION MATERIALS* 

 

In the previous chapter it has been discussed in details that under diffusion 

induced stress, significant amount of mechanical degradation can occur. Some statistical 

properties of damage evolution and characterization of fracture surface roughness under 

gradient loading conditions will be analyzed in this chapter. 

3.1 Computational methodology 

Random spring model (RSM) has been used in this study to characterize the 

damage and failure of materials under diffusion induced stresses. The random threshold 

spring model consists of a two-dimensional triangular lattice network of size L L× . 

Figure 3.1(a) demonstrates a general two-dimensional lattice spring network with 6L = . 

Unlike the random fuse model, these 2D lattice springs have two degrees of freedom at 

each node (displacement along x and y directions). Each spring connects the two nearest 

neighbor nodes in the lattice network. Modifications were made to the basic RSM to 

include shear stiffness ( )G  in each spring along with its axial stiffness ( )E , which 

makes it equivalent to the Random Born Model (RBM). However, angle between two 

springs in the born model is not conserved, which makes the model not rotationally 

*Under preparation: “Stochastics of diffusion induced damage in intercalation materials” by P. Barai and 
P. P. Mukherjee (for submission in Journal of the Mechanics and Physics of Solids) 
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invariant and rigid body rotations of a network can store energy [57].  

 
 

Fig: 3.1. (a) Schematic representation of the lattice spring network that has been taken 
under consideration in this investigation. (b) Entire mass of the system is assumed to be 
concentrated at each node. The nodes are connected by axial as well as shear springs. 
(c) Global and local force and displacement at each node. 
 

In random born model we start with a fully intact lattice system with springs 

having unit length l =1( ) , unit square cross section A =1( ) , Young’s modulus 1E =  

and shear modulus G = 0.2 . Axial stiffness of each spring is defined as kn =
AE
l

 and 

shear stiffness of each spring is given by s
AGk
l

= . Figure 3.1 shows schematic diagram 

of the lattice network adopted in random born model. The Poisson’s ratio for a 2D lattice 

network of Born type elements with coordination number six is given as, 

3
n s

PR
n s

k k
k k

ν
−

=
+

                                                                           (3.1) 
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Fig: 3.2. Decrease in Poisson’s ratio of the triangular lattice network with increasing 
shear stiffness of the springs. For zero transverse stiffness, Poisson’s ratio of the lattice 
network asymptotically approaches 1/3 for increasing system size. As the transverse 
stiffness is increased to 1.0, Poisson’s ratio for network of all sizes decreases to zero. 
 

With zero value of the shear modulus ( )0G = , the triangular network of springs 

show a constant Poisson’s ratio ( )PRν  of 1/ 3  [47]. As the shear modulus is increased 

from zero to unity (G=0 to G=1), keeping the Young’s modulus equal to unity ( )1E = , 

Poisson’s ratio ( )PRν  of the network decreases from 1/ 3  to 0 . Figure 3.2 shows the 

linear variation of Poisson’s ratio with constant E  but changing values of G  for 

different lattice sizes. Applying unit displacement along the vertical direction and 

measuring the displacement of the lattice along the horizontal direction have estimated 

Poisson’s ratio. Size effect in the calculated value of Poisson’s ratio is evident from Fig. 

3.2, where with increasing lattice size the value of ν  saturates to 1/3 at G = 0 . Even 

though there are two modes of deformation, axial and shear displacements, only one 

energy based breaking threshold ( )tψ  has been defined in this model. Since the loading 
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is defined by concentration gradients, higher concentration is observed in one side of the 

lattice and lower concentration on the other side. Hence periodic boundary condition is 

not applicable along the horizontal direction.  

From Fig. 3.1(c), force in each of the spring is calculated along the axial and 

shear directions in the local coordinate frame. The axial force is defined as 

( )2 1n n x xf k u u= −  and the forces in transverse directions are given as ( )2 1s s y yf k u u= − . 

The local force – displacement relationship in a matrix form is given as, 

1 1

1 1

2 2

2 2

0 0
0 0

0 0
0 0

x xn n

y ys s

x xn n

y ys s

f uk k
f uk k
f uk k
f uk k

−⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥−⎢ ⎥ ⎢ ⎥⎢ ⎥=
⎢ ⎥ ⎢ ⎥⎢ ⎥−
⎢ ⎥ ⎢ ⎥⎢ ⎥

−⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

                                   (3.2) 

where, 

f is the local force vector and u  is the local displacement vector. Global forces 

and displacements are related to the local forces and displacements through the relations 


F = T!" #$

T 
f  and 


U = T!" #$

T u , where [ ]T  is the transformation matrix. The rotation matrix 

[ ]T  is defined in terms of the angle the spring makes with the horizontal direction 

(denoted as θ ).  

  [ ]

cos sin 0 0
sin cos 0 0
0 0 cos sin
0 0 sin cos

T

θ θ

θ θ

θ θ

θ θ

⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥

−⎣ ⎦

                        (3.3) 

Global stiffness matrix is constructed from the local stiffness matrix using the relation 

[ ] [ ][ ]T
g lK T k T⎡ ⎤ =⎣ ⎦ ∑ . Concentration gradient induced loading inside the lattice 
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network is calculated in terms of concentration induced displacement and corresponding 

force. The expression du c lωΔ = ⋅Δ ⋅  shows concentration gradient induced 

displacement along the local axial direction. Here, ω  is the diffusion expansion 

coefficient that has a typical value of 6 31.14 10 /m mol−×  for graphite, cΔ  is the 

incremental change in the concentration of the intercalation material, l  is the length of 

the spring type element and duΔ  is the diffusion induced displacement. Force vector in 

each spring due to concentration gradient is obtained as, 

Fd = T!" #$

T 
f d = T!" #$

T
kl!" #$Δ
ud . 

Considering the intercalation-induced force as externally applied load, the system is 

equilibrated by solving a set of linear algebraic equations of the form Kg!" #$⋅

U =


Fd , 

using the LU decomposition method. The equilibrium global displacement values are 

converted to the local coordinate system and local forces in each spring are calculated 

using Eq. (3.2). 

Fracture in each of the springs is defined in terms of an energy threshold 

criterion. Energy in each spring is calculated according to ψ =
1
2

F ⋅

U =

1
2

f ⋅ u . Here, 


F

f( )  and 


U u( )  are the global (local) force and displacement vectors for each of the 

springs. The host material inside which intercalation happens is assumed to display 

brittle fracture behavior. As the energy in a spring exceeds its breaking threshold

( )tψ ψ> , it is irreversibly removed from the network (see Fig. 3.1(a)). The forces are 

redistributed instantaneously which implies that stress relaxation happens much faster 

than the breaking of a bond, hence, the quasistatic assumption is applied. After one bond 
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is broken, the lattice network is re-equilibrated before breaking subsequent bonds. This 

process of increasing the concentration induced load and removing bond one at a time is 

continued until a spanning crack develops and the lattice system falls apart. In the 

random Born model, threshold energy for each spring is obtained from a uniform 

probability distribution between [0, 1]. Randomly distributed fracture threshold energy 

is capable of capturing the inherent disorder observed in any realistic brittle material. 

Different lattice system sizes of L = [40, 60, 80, 100, 120, 140] are considered in this 

study. To reduce the statistical disorder induced error, large numbers of sample have 

been simulated for each lattice size and each type of loading conditions. 

3.2 Concentration gradient induced loading 

During operation the intercalating particles diffuse inside the host materials, 

which creates concentration gradients and hence stresses are developed that leads to 

fracture. At different spatial locations of the host material, various concentration 

gradients are observed. The observed concentration is higher in one end and lower in the 

other. This linear concentration profile is modeled as, concentration ( ) ( )c x xε= Δ+ , 

where Δ  is assumed to be unity ( )1Δ =  and ( )xε  varies as a function of x  and changes 

from δ−  at the left end to δ+  at the right end of the lattice ( )( )xδ ε δ− < < + . Here δ  

can vary between 0 and 1. Figure 3.3 shows an illustrative schematic diagram of the 

concentration loading profile on the lattice network. Three different values of the δ  

parameter have been taken into consideration in this article, [ ]0.1,0.5,0.9δ = . Higher 

values of δ  correspond to very fast intercalation or de-intercalation of the diffusing 
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species. Similarly lower value of δ  signifies slow intercalation/de-intercalation 

phenomena. In a realistic Li ion battery, during high discharge rates, very fast de-

intercalation of Li ions occurs. Here, the entire possible low ( )0.1δ = , medium 

( )0.5δ =  and high ( )0.9δ =  concentration gradient scenarios are taken into 

consideration. 

 
 

Fig: 3.3. Schematic diagram representing the concentration or temperature profile 
applied on the body. The parameter δ  signifies steepness of the temperature gradient. 
For 0.1δ = , the temperature gradient is almost uniform throughout the network. Higher 
values of δ  such as 0.5δ =  or 0.9δ =  corresponds to more steep temperature 
gradients. Total area under the temperature profile curve has been kept constant. 

 

3.3 Results and discussion 

In this section, the effect of concentration gradient on the fracture behavior of 

elastic brittle solids has been investigated. In a 2D triangular lattice network of random 

Born model, concentration gradient is applied, and the evolution of damage along with 

formation of fracture has been observed. The effect of grain/grain-boundary 

microstructure has not been taken into account. Fraction of broken bonds, reduction in 
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stiffness, localization of damage and roughness exponent of the final crack line has been 

analyzed. Another set of simulations was conducted taking into consideration the grain 

interior (GI) and grain-boundary (GB) microstructure of the brittle material. Effect of 

grain/grain-boundary stiffness ratio on the fracture strength and crack propagation path 

(intergranular or transgranular) has been analyzed. Finally, effect of grain size on the 

stiffness and ultimate strength of the material has been estimated.  

 
 
Fig: 3.4. Fracture profile in a 140x140 triangular lattice network. (a) 0.1δ = , (b) 

0.5δ =  and (c) 0.9δ = . For 0.1δ = , almost uniform broken bond profile has been 
observed. With increasing values of δ , it is evident that more broken bonds are 
observed on the right side where the loading gradient is significantly higher. For 

0.5δ =  and 0.9δ = , on the left side much less damage evolution occurs. 
 

Under some applied concentration gradient, as shown in Fig. 3.3, damage 

evolves and finally a spanning crack develops. Damage and fracture profile at failure is 

presented in Fig. 3.4 for three different gradient values [ ]( )0.1,0.5,0.9δ =  in a 140x140 

lattice network without any GI/GB microstructure. Figure 3.4(a) shows that damage 

evolves almost uniformly for 0.1δ = . Figure 3.4(b) indicates that as the concentration 

gradient increases to 0.5δ = , more localized damage is observed on the region with 

larger values of the concentration gradient. Finally in Fig. 3.4(c), under a very high 

concentration gradient of 0.9δ = , major damage evolution occurs on the right side and 
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very few bonds break on the region which experiences very low deviation of 

concentration from the equilibrium value. The impact of concentration gradient in 

fracture formation is very clear from Fig. 3.4. In these simulations, as well as in the 

following ones, some elements, which are very close to the top and bottom boundary, 

are assumed to be unbreakable. This approximation is made to remove the boundary 

effect, which can create undesirable stress concentration and hence fracture initiation 

close to the top or bottom boundary. In the following, effect of concentration gradient 

will be statistically characterized by taking different parameters into account, which acts 

as damage and failure indicators. 

3.4 Scaling laws without GI/GB microstructure 

For disordered brittle materials under tensile loading, fracture propagation was 

assumed to be coalescence of microscopic damage which follows percolation behavior 

[168]. This proposition was negated by Nukala et al. (see [169]) where the authors 

proposed that diffused damage evolves till a peak load. Beyond that point, stress 

concentration at the crack tip dominates and more localized crack propagation occurs 

under uniform tensile loading. The peak load depends on the inherent disorder of the 

material. Here we aim to analyze whether fracture propagates in a percolated or 

localized manner under diffusion induced stress. Hansen and Schmittbuhl (see [168]) 

reported that for percolation scaling, 1/2
fbb elp N ν−∝ , where fbbp  is the average value of 

the fraction of broken bonds (calculated over 100 samples), elN  is the number of 

elements and ν  is an exponent ( 3 / 4ν =  for 2D systems). For fracture developed by 

diffusion-induced stress in 2D triangular lattice networks, the power law relation  
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Fig: 3.5. Power law scaling of broken bonds for a triangular spring lattice network. (a) 
Total number of broken bonds increases with increasing system size. It follows a power 
law relation, which can be represented as, 0.74

bb eln N∝ . Mean fraction of broken bonds 

( )fbbp  follow power law relation given as, 0.27
fbb elp N −∝  (inset). (b) Broken bonds on 

final crack also follows a power law relation with total number of elements with a 
different exponent, 0.52

cbb eln N∝ . Mean fraction of bonds on final crack ( )cbbp  also shows 

power law relation, 0.48
cbb elp N −∝ . 

 
observed is given by, 0.27

fbb elp N −∝  (see Fig: 3.5(a), inset). Since the exponent obtained 

(-0.27) does not match with the percolation limit (-0.375), it can be concluded that 

fracture evolution does not occur in a completely diffused manner. The exponent 

obtained here resembles very closely to that reported by Nukala et al. [169], 

0.25
fbb elp N −∝  for triangular lattice network. Hence, fracture in brittle media under 

diffusion induced stress can be characterized as some sort of correlated percolation 

phenomena. 

With increasing system size the total number of broken bonds also increases. A 

power law relation hold between them, which is expressed as, 0.74
bb eln N∝ , where bbn  is 

the total number of broken bonds (see Fig. 3.5(a)). Different values of the gradient 

parameter δ  do not impact the power law relation significantly. Here system sizes taken 
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into consideration are, L = [40, 60, 80, 100, 120, 140]. To characterize the pattern of the 

final crack line (whether it is extremely tortuous or relatively flat), the total number of 

broken bonds on the final crack line ( )cbbn  has been plotted against the number of 

elements within the system ( )elN . According to Fig. 3.5(b), 0.52
cbb eln N∝ , which signifies 

that the number of broken bonds on the final crack increases as the square root of the 

total number of elements in the system. In 2D lattice networks, the system size L  and 

the total number of elements can be assumed to be correlated as, 2
elN L∝ . Substituting 

this back into the power law relation for broken bonds on final crack, ( )0.522
cbbn L∝ , 

which can be approximately written as, 1.04
cbbn L∝ . Hence the total number of broken 

bonds on the final spanning cracks scales almost linearly with system size. Collapse of 

the three different lines for the three different values of δ  signifies the universality of 

the power law relation. Similarly, another power law type expression can be developed 

for the fraction of broken bonds on the final crack, which is expressed as 0.48
cbb elp N −∝  

(see Fig. 3.5(b), inset). Scaling analysis of the crack line gives insight about the 

tortuosity of the final fracture pathway. In the power law relation n
cbbn L∝ , value of the 

exponent 1n >  signifies a tortuous pathway, whereas, 1n ≈  corresponds to a relatively 

straight crack line. In the current simulation, 1.04n =  signifies a relatively straight crack 

path with very little tortuosity. The loading gradient δ , has very little impact on the  

power law exponents. 
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As mentioned in the earlier paragraph, fracture in disordered media is not 

entirely a percolation phenomenon. Then the question is how we can characterize the 

failure of lattice networks under diffusion induced stresses. Figure 3.6(a) shows the 

variation in applied load with increasing number of broken bonds. As the loading 

gradient δ  increases, the peak load decreases. Major crack propagation occurs after the 

first peak load without increasing the diffusion induced force at all. This phenomenon is 

characterized as an avalanche phenomenon. For loading gradients of 0.1δ =  and 

0.5δ = , the spanning crack develops during the crack propagation after reaching the 

peak load. But for 0.9δ = , after the first peak load major crack propagation happens 

without any increase in load, but the sample does not fail. Because of very small 

magnitude of diffusion induced stress on the left side of the domain (see Fig: 3.3 and 

Fig. 3.4), very high loading gradients require high magnitudes of concentration values 

for the propagating crack to span through the entire lattice. The load multiplier for 

0.9δ =  is observed to increase beyond the previously obtained peak value. It was 

proposed that under uniformly distributed uniaxial tensile load, fracture propagates in a 

diffused manner till the peak load (see [30, 169]). High stress concentration driven 

localized nucleation and propagation of the crack front occurs beyond the peak load. The 

question is, whether a similar combination of diffused damage evolution in pre-peak and 

localized propagation of fracture happens for post-peak regime under diffusion induced 

loading. To answer this question, fraction of broken bonds has been plotted against total 

number of elements in Fig. 3.6(b) for the pre-peak regime. Results indicate that the 

fraction of broken bonds at peak load follows a power law relation given by  
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Fig: 3.6. (a) Avalanche phenomena observed during the fracture of brittle materials 
under diffusion induced stress. As the loading gradient increases, peak load is attained 
more quickly. After the peak load a catastrophic failure follows, which are more 
prominent for loading gradients of 0.1δ =  and 0.5δ = . Different behavior is observed 
for very high loading gradient of 0.9δ = , where after approaching the first peak load 
major crack propagation occurs. But for a spanning crack to develop, significant 
increase in diffusion induced force is required, which is higher than the first peak load 
observed earlier. (b) For 0.1δ =  and 0.5δ = , the fraction of broken bonds at peak load 
varies as 0.36

peak elp N −∝ . The exponent -0.36 resembles very closely to the percolation 
value. 
 

0.36
peak elp N −∝ . The slope of -0.36 resembles very closely to the value or -0.37 reported 

earlier in the literature [168]. Hence, it can be concluded that even under diffusion 

induced loading, uncorrelated evolution of damage occurs till the peak load, and after 

that localized propagation of crack is observed. Since there exist multiple peaks under 

concentration loading gradient of 0.9δ = , in Fig. 3.6(b) only two loading gradients (

0.1δ =  and 0.5δ = ) have been considered for which determination of the desired peak 

load is relatively easier. Since multiple samples under loading gradient 0.9δ =  show 

two peaks, and the second peak may exceed the first one, there is a possibility that the 

peak detection algorithm would select the second one as the only peak. Inclusion of all 

the broken bonds prior to the second peak would contain some spring elements, which 
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broke in a localized fashion, and lead to a wrong conclusion. From the lithiation – 

delithiation perspective, under very high loading gradient very small amount of de-

intercalation can lead to formation of small cracks. Delithiation for long time under high 

gradient would generate multiple crack fronts which are very small in size [85]. 

Whereas, deintercalation with a small loading gradient would lead to formation of very 

few crack fronts, but they would continue for a long distance, resulting in single 

spanning cracks (usually observed in graphite after long operations [22]). 

Since each and every bond in the lattice spring network contributes to the overall 

stiffness of the system, as each bond breaks it contributes to the reduction of the overall 

stiffness. Figure 3.7 shows how the stiffness evolves from the initial pristine state to zero 

stiffness that occurs at complete rupture of the lattice network. All the three loading 

gradients (Fig. 3.7(a) shows 0.1δ = , Fig. 3.7(b) shows 0.5δ =  and Fig. 3.7(c) shows 

0.9δ = ) display two distinct regions of stiffness evolution. In the initial phase where 

fracture evolves in a diffusive fashion, the stiffness drops at a very slow rate following a 

linear relation. Similar correlation between stiffness and fraction of broken bonds in a 

micro-cracked sample has been reported earlier for ceramics under non-uniform thermal 

expansion induced micro-cracking (see [51]). As the diffusion induced loading 

increases, more damage evolves in a percolative fashion which eventually nucleates and 

form microcracks. Localization of these microscopic domains of damage gives rise to 

macroscopic cracks. When the stress concentration at the tip of a macroscopic crack 

becomes sufficiently large, it can make the crack to propagate without any increment in 

externally applied diffusion induced force. During this localized crack propagation,  
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Fig: 3.7. Reduction in stiffness of the system with increasing number of broken bonds. 
(a) 0.1δ =  (b) 0.5δ =  (c) 0.9δ =  and (d) Values of the slope for different loading 
gradients. Evolution of fracture can be divided into two regimes. In the first region 
fracture initiates in a diffusive manner. The stiffness decreases slowly and linearly in 
this region. In the second regime, nucleation and propagation of cracks occur. Hence 
the stiffness decreases drastically. The exact region where diffused and localized 
damage evolution occurs has also been explicitly pointed out. For smaller values of δ , 
reduction in stiffness in the second region is more catastrophic. For larger values of δ , 
in the second region stiffness decreases relatively slowly. 
 
stiffness of the lattice network starts to drop drastically with increasing fraction of 

broken bonds. The rate at which stiffness decreases with increasing fraction of broken 

bonds at the localization zone changes inversely with the applied loading gradient. 

Figure 3.7(d) demonstrates the universality of the stiffness reduction rate in the 

percolation zone. For all the loading gradients and all the system sizes, the stiffness vs. 

fraction of broken bonds curve can be represented by the equation, 0 2.2effE E f= − , 

where, effE  is the effective stiffness of the network, 0E  is the initial stiffness with no 
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damage and f  is the fraction of broken bonds. Universality of the slope can be 

attributed to the fact that evolution of damage occurs in a diffusive manner, which does 

not depend on the loading gradient or system size. In the localized fracture propagation 

zone, rate of reduction in stiffness depends on the loading gradient. Figure 3.7(d) (inset) 

shows the variation in slope with different values of δ . For smaller values of the 

loading gradient, larger slope signifies that once the localized crack propagation starts, it 

leads to catastrophic failure of the system very quickly. For 0.9δ = , a smaller value of 

the slope signifies that the system takes more time to rupture. But the transition from 

diffusive damage to localized damage occurs much earlier for high loading gradients. 

From Fig. 3.7(a), 3.7(b) and 3.7(c) it can be concluded that transition from percolative to 

localized damage propagation occurs at 4%, 3% and 2% broken bond fraction for 

loading gradients of 0.1δ = , 0.5δ =  and 0.9δ =  respectively.  

As the concentration loading gradient ( )δ  increases, the diffusion induced stress 

on one side of the lattice structure becomes much larger than the other side (see Figure 

3.3). Because of such non-uniform stress gradient, transition from diffused fracture 

evolution to localized crack propagation happens much quickly under high concentration 

loading gradients. Let bbf  be the fraction of broken bonds at which the transition in the 

modes of fracture propagation occur. In Fig 3.8(a), the cumulative distribution of the 

transition broken bonds for different system sizes and different concentration loading 

gradients are plotted. The plot in the inset shows the unscaled values of bbf . In the main 

plot, the fraction of transition broken bonds have been scaled using the relation  
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Fig: 3.8. (a) Cumulative distribution of the scaled transition broken bond fraction for all 
the loading gradients of 0.1δ = , 0.5δ =  and 0.9δ = . Inset shows cumulative 
distribution of transition broken bond fraction without scaling. The scaling law adopted 
in the main plot is given as [(transition broken bond fraction - mean)/standard 
deviation]. Symmetric behavior of the scaled distribution around zero signifies that it 
follows the normal distribution very closely. (b) With increasing value of the loading 
gradient δ , the transition occurs at a lower fraction of broken bonds (here shown for 
system size L = 120). The figure in the inset shows that the transition broken bond 
fraction changes with the system size according to a power law relation which is valid 
for all the three values of δ . 
 
( )bb fbb

fbb

f µ

σ

−
, where, fbbµ  and fbbσ  are the mean and standard deviation of the fraction of 

transition broken bonds, respectively. Symmetric nature of the curve on both sides of the 

zero point shows that the values of bbf  follows a normal distribution. In Fig. 3.8(b), 

decrease in the fraction of broken bonds at transition ( )bbf  is plotted with increasing 

value of δ , for a system size of 120L = . This relation reconfirms the statement made 

earlier in this paragraph that under high loading gradients, transition from diffused to 

localized fracture propagation happens much earlier with less number of broken bonds. 

The plot in the inset of Fig 3.8(b) indicates that for all the values of δ , fraction of 

broken bonds at transition ( )bbf  follows a power law relation with system size ( )L . It 
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was explained earlier that the total number of broken bonds at failure follows a power 

law relation with total number of elements (see Fig. 3.5). As a natural extension to that 

theory, power law correlation between bbf  and L  is expected. The slope in the inset plot 

of Fig 3.8(b) has been estimated to be -0.5, which leads to a correlation of 0.5
bbf L−∝ . 

This inverse power law relation signifies that, as the system size increases, the fraction 

of broken bonds at transition will asymptotically converge towards a particular value 

( )asy
bbf , which can be again characterized as a function of δ  ( )( )asy asy

bb bbf f δ= . 

The stiffness of a network of lattice springs is always directly proportional to the 

number of intact (or unbroken) springs. Let’s define the stiffness at which the transition 

from diffused to localized crack propagation occur, as the transition stiffness ( )bbk . The 

number of broken bonds at which transition from diffused damage to localized damage 

occur depends on the loading gradient (see Fig 3.8(b)). Consequently, the transition 

stiffness should also depend on the loading gradient ( )δ  and system size ( )L . Figure 

3.9(a) shows the cumulative distribution of the scaled transition stiffness. The scaling 

have been conducted using the formula 
( )bb fbb

fbb

k µ

σ

−
, where kbbµ  and kbbσ  are the mean 

and standard deviation of the transition stiffness, respectively. For all the system sizes 

taken into consideration, collapse of the scaled distribution around the point 0.0 signifies 

that the transition stiffness follows a Gaussian distribution. The figure in the inset of Fig 

3.9(a) gives an example of the cumulative distribution of the unscaled transition 

stiffness. As shown in Fig. 3.8(b), with increasing concentration gradient ( )δ , the  
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Fig: 3.9. (a) Cumulative distribution of the scaled transition stiffness for all the loading 
gradients of 0.1δ = , 0.5δ =  and 0.9δ = . Inset shows cumulative distribution of 
transition stiffness without scaling. The main plots display cumulative distribution of 
[(transition stiffness - mean)/standard deviation]. Symmetric behavior of the scaled 
distribution around zero signifies that it follows the normal distribution very closely. (b) 
For system size of L=120, the transition stiffness increases for larger values of the 
loading gradient. Inset shows that for all the values of δ , the transition stiffness is 
inversely proportional to the system size. 
 
fraction of broken bonds at the transition point, decreases. Since more number of broken 

bonds lead to smaller values of stiffness, the transition stiffness is supposed to increase 

with increasing concentration loading gradient ( )δ . Figure 3.9(b) shows a similar trend 

of increasing transition stiffness for higher values of δ  observed in a system of size 

120L = . Scaling of the mean value of transition stiffness with system size ( )L  has been 

demonstrated in the inset of Fig 3.9(b). The plot of transition stiffness vs. inverse of 

system size shows a straight line for all the three values of concentration gradient, 

0.1δ = , 0.5δ =  and 0.9δ = . The power law relation can be written as 

( ) 1bb refk L L
−

∝ − , where, refL  is some reference system size. The slope of the straight 

line for all the values of δ  is also similar signifying that the proportionality constant in 

the power law relation is universal for all concentration loading gradients. Similar to the 
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fraction of broken bonds at transition (see the previous paragraph), the transition 

stiffness also asymptotically converges towards a particular value ( )asy
bbk . 

 
Fig: 3.10. Localization of total number of broken bonds along vertical direction in six 
equal divisions of the total time. (a) For 0.1δ = , in the first three time divisions, 
diffusive fracture evolution occurs. Localization of fracture is observed in the last two 
time divisions. (b) For 0.5δ = , first three time divisions show diffusive fracture 
evolution. Localization initiates in the fourth time division and the last two divisions 
display extreme localization. (c) For 0.9δ = , localization is observed in the third, 
fourth and fifth time steps, but less localization happens in the last time division. This is 
attributed to the fact that under high loading gradients, before the development of a 
spanning crack, diffusive fracture evolution occurs in some samples (see Fig: 3.7). 
 
3.5 Damage localization 

In the previous section, it was argued that damage evolution occurs in a diffusive 

method till a particular point. Because of the dominance of stress concentration at crack 

tips over the disorder effect, localized evolution of damage is observed towards the end 

of the fracture process. To verify the applicability of this theory, localization of damage 

has been analyzed along the vertical (y - direction) as well as the horizontal (x - 

direction) direction. Figure 3.10 shows the localization of damage observed in the 

vertical direction for different system sizes [ ]( )40,60,80,100,120L =  under each of the 

three loading gradients of 0.1δ =  (Fig. 3.10(a)), 0.5δ =  (Fig. 3.10(b)) and 0.9δ =  

(Fig. 3.10(c)). The plotted values were obtained by averaging over 100 samples. 

(c) (a) (b) 
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Averaging the profiles for determination of localization is rather a delicate task, because 

formation of the localized crack does not necessarily occur at the center of the sample. 

The localized crack can form anywhere along the length of the lattice in the vertical 

direction. Thus, performing a simple average leads to a flat profile that corresponds to 

absence of localization. There exist two different methods of averaging the damage 

profile, which can lead to clear observation of localization when averaged over multiple 

samples [37, 44, 169]. One way is to shift the interval at which maximum damage is 

observed to the center, and then average. The other way is to shift the center of mass of 

the damage profile to the center of the system before averaging. The first methodology 

gives rise to an unnatural peak at the center which comes because of the excessive 

emphasis on existing noise. The second methodology of shifting the damage profile by 

its center of mass, have been adopted widely because of the smooth and overlapping 

peak observed by this procedure [45]. In the current simulation, fracture was not allowed 

to occur in certain regions at the top and bottom of the lattice to avoid the boundary 

effect. Thus, while averaging over different realizations, certain portions on top and 

bottom of the lattice, where fracture was not allowed to occur, have been neglected. 

In Fig 3.10, for all the three values of concentration gradient, the entire process 

of damage evolution and formation of a spanning crack have been divided into six equal 

divisions. Each interval contains the same number of broken bonds. An inspection over 

all the six intervals of Fig 3.10(a) reveals that, under concentration loading gradient of 

0.1δ = , localization happens only towards the end of the breaking process. Very little or 

no localization is observed in the first four time intervals. Initiation of localization is 
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visible in the fifth interval. Finally, significant localization along with overlap of the 

profiles for different sizes, have been observed in the final interval. Linear scaling law 

has been used in this analysis to collapse the data for different sizes L( ) , which can be 

written as ( ) ( )( ), / 2 /p y L f y L LΔ = −  (see Ref. [168]). Figure 3.10(b) shows how the 

damage localizes under loading gradient of 0.5δ = . Since higher concentration gradient 

signifies more force on one end than the other, the crack propagation starts much 

quickly. As evident from Fig 3.10(b), diffused damage evolution is observed for the first 

three time steps. Initiation of localization occurs in the fourth time interval. In the fifth 

and final time intervals, major localization with sharp peaks has been observed. Collapse 

of the data has also been observed for different system sizes under a linear scaling law 

(see Ref. [169]). Success of the linear scaling law to collapse the data can be attributed 

to the fact that the fractions of damage at each strip ( ),p y LΔ  have not been scaled 

with the peak value. In Fig 3.10(c), distribution of damage observed under a loading 

gradient of 0.9δ =  has been plotted at six equal intervals. After diffused damage 

evolution at the first two time steps, localization initiates from the third step itself. The 

fourth and fifth intervals display major amount of damage localization. The early 

initiation and propagation of localized damage can be attributed to the increased 

directional loading induced by large concentration gradients. Contrary to the intuitive 

understanding, some diffusive damage evolution is observed in the sixth interval. This 

apparent deviation from the regular behavior is explained by the fact that under large 

concentration gradients, only one end of the lattice structure is subjected to large 
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concentration induce load, whereas the other end experiences very little force. Thus 

early formation of localized damage has been observed. But, for the complete spanning 

crack to form, the crack front has to propagate through the entire lattice, including the 

portion that experiences very little concentration gradient induced load. Even after the 

first set of localized crack propagation, some diffused damage evolution occurs, before 

the stress concentration at the crack tip enforces the crack front to propagate through the 

region with less concentration gradient (see Fig 3.7(c)). In certain cases, under 

concentration gradient of 0.9δ = , it is possible to experience two sets of diffused 

damage evolution and localization (see Fig 3.6(a)). The magnitude of load required for 

the second localization to occur, may exceed that experienced during the first 

localization. Such phenomenon of dual percolative damage propagation and localization 

under large diffusion gradients, have not been reported earlier. 

All the damage localization analysis observed till date focuses only on the 

localization observed in the vertical direction. Damage localization along the horizontal 

direction was not analyzed because of the fact that the external load was applied 

uniformly along the x – direction. In the present study, the diffusion-induced load varies 

along the horizontal direction, which makes it important to investigate the localization 

phenomena along the x – direction as well. Figure 3.11(a), 3.11(b) and 3.11(c) shows the 

damage localization observed along horizontal direction under the three different 

loading gradients of 0.1δ = , 0.5δ =  and 0.9δ = , respectively. The total number of 

broken bonds has been divided into six equal intervals and the damage profile along x – 

direction has been plotted at each of the intervals. Because of the concentration gradient,  
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Fig: 3.11. Localization of fracture along the horizontal direction is plotted given that 
higher gradient is applied on the right and lower on the left. The total time has been 
divided into six equal divisions. (a) 0.1δ = , (b) 0.5δ =  and (c) 0.9δ = . For all the 
three cases, more damage evolve in the region where gradient is higher (right side of the 
lattice). Fracture also initiates in that region of high gradient. In the last two time 
division, propagation of fracture and development of the spanning crack occurs. Hence, 
more localization towards the left is observed (where loading is relatively less). 
 
diffusion-induced load is higher in the right hand side, and lower force is applied in the 

left side. As a result, when percolative damage evolution occurs, concentration of 

damage is higher in the right hand side and lower in the left hand side. This trend is 

observed in the initial few intervals for all the loading gradients where diffusive damage 

evolution occurs. When localized damage propagation occurs, a particular crack front 

travels from right end of the lattice to the left end. Thus during localized crack 

propagation, the general concept of “wherever the load is large, enhanced damage 

occurs there”, is not applicable any more. The sixth interval of Fig 3.11(a) proves the 

hypothesis described above, where localized damage evolution occurs. Similarly in Fig 

3.11(b) and 3.11(c), in the fifth and sixth time intervals, where localized damage 

evolution occurs, enhanced bond breaking has been observed in the left side, even 

though higher diffusion induced load acts on the right side. In most of the plots, collapse 

of the damage data along x – direction has been observed using the linear scaling law, 

which is given as ( ) ( )( ), / 2 /p x L f x L LΔ = − . For intercalation materials, smaller 

(c) (a) (b) 
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values of concentration gradients would signify fracture propagation in a diffusive 

fashion, leading to formation of few crack fronts. However, large loading gradients give 

rise to extremely localized damage evolution with the formation of multiple crack fronts. 

These cracks can propagate in the subsequent loading cycles and give rise to a spanning 

crack.  Analyzing this type of damage evolution along horizontal direction can shed light 

on the distribution of different materials that can be used to fabricate systems to have 

minimum damage when subjected to concentration gradient induced loads. 

3.6 Surface roughness 

The concept of surface roughness exponent was introduced to parameterize the 

spatial scaling behavior of self-affine crack surfaces. If the crack width is denoted by w  

and l  signifies the window size, then for self-affine surfaces ( ) locw l lξ∝ , where locξ  is 

the roughness exponent ( )0 1locξ< < . For large values of the window size, such that 

l L≈ , where L  is the system size, the crack surface width w l( )  saturates to some value 

W L( ) . The large-scale crack width also scales as ( ) globW L Lξ∝ , where glob locξ ξ>  

signifies the presence of anomalous scaling. The initial paradox of whether larger 

surface exponent corresponds to a rougher surface or smoother surface was clarified by 

Krim and Indekeu (see Ref. [170]). In smaller length scales, larger values of the 

roughness exponent signifies smooth surface; whereas, in large length scales values of 

1globξ ≈  corresponds to a rough surface. Under uniaxial tensile loading conditions, 

fracture surface roughness exponent for small as well as large length scales have been 

computed using the random fuse, random spring and random beam models [37, 58, 171, 
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172]. For brittle materials under uniaxial tensile load, a universal value of the surface 

roughness has been reported in several articles [168]. Scaling analysis of the roughness 

observed in yield surfaces of elasto-plastic materials has also been reported [37]. Some 

recent studies argue that even under tensile loading, anisotropy in material properties 

and extended correlations can lead to breakdown of the universal roughness exponent 

hypothesis [36]. In the current study, spanning cracks were developed in a triangular 

spring lattice network under diffusion-induced loads. The scaling of crack surface 

formed under diffusion-induced stress has not been studied yet. In this subsection, 

fracture surface roughness will be investigated for brittle disordered media subjected to 

loads generated by concentration gradients. 

 
Fig: 3.12. Roughness of the final crack is estimated using a moving window technique. 
(a) For 0.1δ = , the local roughness exponent is obtained as 0.68 and the global 
roughness as 0.82. (b) For 0.5δ = , the local roughness is 0.7 and global value is 0.86. 
(c) For 0.9δ = , the local and global values of the roughness exponent is obtained as 
0.64 and 0.84 respectively. Hence, the local roughness is around the approximate 
roughness exponent obtained using minimum energy principal which is 2/3. 
 

In the current simulations, once the lattice network fails, the spanning crack is 

identified that show overhangs in the crack profile. Before calculating the roughness, 

these overhangs and jumps were not removed from the profile. It is supposed to have 

some impact on the global roughness exponent of the fracture surface. The crack line is 

denoted as h x( ) , where the values of [ ]0,x L∈  and h x( )  represents the local transverse 
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position of the crack-line at each x . For self-affine fracture surfaces, the local crack 

width is defined as,  

( ) ( ) ( )

1
2 2

0

1L x l

x x
w l h x h

l ζ
ζ

+

= =

⎡ ⎤
= −⎢ ⎥

⎣ ⎦
∑ ∑                                            (3.4) 

The averaging is conducted as moving average within a single sample, and also 

over multiple realizations. The obtained crack profile is not periodic initially. It has been 

intentionally made periodic by shifting one of the two ends to accomplish the averaging 

scheme successfully. Figure 3.12(a), 3.12(b) and 3.12(c) shows the scaling of crack 

width w l( )  with respect to window size l  for concentration gradient of 0.1δ = , 0.5δ =  

and 0.9δ =  respectively. For the smaller length scales, where ( ) locw l lξ∝  relation is 

applicable, the values of locξ  were obtained as 0.66, 0.7 and 0.64 for 0.1δ = , 0.5δ =  

and 0.9δ = , respectively. But for large values of the window size, where ( ) globW L Lξ∝  

relation is applicable, the value of globξ  were obtained as 0.82, 0.86 and 0.84 for 0.1δ = , 

0.5δ =  and 0.9δ = , respectively. No particular correlation has been observed between 

neither of the roughness exponents ( ), loc globξ ξ  and the concentration-loading gradient. 

This indicates that both the roughness exponents are independent of the applied 

diffusion induced load and behaves as a material property. The fact that the value of 

global roughness exponent is greater than the value of local roughness exponent 

( )glob locξ ξ>  signifies anomalous scaling. The presence of jumps in the crack profile is 

attributed as the reason behind anomalous scaling (see Ref. [58]). Since bifurcation of 
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the crack front was allowed and coalescence of micro-cracks was accounted for, 

overhangs and jumps in the crack profile were induced. 

 

Fig: 3.13. Computational reconstruction of grain/grain-boundary microstructure of a 
representative material. This microstructural image have been developed using the Potts 
model. Metropolis Monte-Carlo algorithm has been adopted to solve for the 
grain/grain-boundary microstructure evolution. (a) Average grain size is 0.6µm. (b) 
Average grain size is 1.8µm. 
 
3.7 Microstructural grain size effect 

When observed from a lower length scale most of the materials display a 

polycrystalline microstructure which includes distinct grain and grain-boundary regions. 

Figure 3.13 represents the grain/grain-boundary microstructure of a material. Potts 

model was used to capture the microstructural evolution. Metropolis Monte Carlo based 

algorithm was adopted to solve the Potts model equations. Figure 3.13(a) shows a 

representative grain/grain-boundary microstructure which has an average grain size of 

0.6µm. Whereas, Fig. 3.13(b) shows a microstructure with larger grain size of 1.8 µm. 

The two different grain sizes can be obtained by running the same Monte-Carlo 

simulation but for different amount of times. The simulation starts with a completely 
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random mixture. Over time the grain/grain-boundary microstructure evolves. At shorter 

amounts of time, smaller grain sizes are observed. Whereas, in simulations for longer 

time generates larger grain sizes. Analysis of damage evolution and fracture formation 

in polycrystalline materials has always attracted researchers for the last three decades 

[51, 57, 165, 171-173]. Different mathematical techniques have been adopted to capture 

nucleation and propagation of cracks in polycrystals, which includes the lattice spring 

method (see Ref. [51, 165, 171]), finite element method with cohesive zone elements 

(see Ref. [173]) and the extended finite element methods (see Ref. [172]). The common 

feature of all these techniques is the fact that an image of the polycrystalline 

microstructure is obtained first. For finite element based methodologies, grain interiors 

observed in the polycrystalline materials are meshed using finite elements. Zero 

thickness grain boundaries were assumed in these techniques [172, 174]. Cohesive zone 

elements were placed in between every two elements. Different fracture strength was 

assumed for cohesive elements depending on whether they lie in the grain interior or the 

grain boundary zone (see Ref. [173-175]). For the lattice spring based methodologies, 

image of the grain/grain-boundary microstructure has been mapped onto the uniformly 

distributed lattice springs [51, 176]. Finite or infinitesimal thickness of the grain 

boundary region can be implemented here. Depending on whether the spring lies within 

the grain interior or grain-boundary zone, different elastic modulus have been assigned 

(see Ref. [165, 171]).  

Since the presence of grain/grain-boundary microstructure can have significant 

impact on damage evolution, the impact of grain size on the statistics of fracture will be  
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Fig: 3.14. Three different grain/grain-boundary microstructures and fracture profile in 
each of them have been displayed. Volume fraction of the grain interior has been 
assumed to be almost constant for all the three microstructures. The ratio of elastic 
moduli at the grain interior and the grain boundary zone have been assumed be 5.0. The 
concentration gradient induced loading for this particular simulation is 0.1δ = . (a) 
Average grain size is 8.91. (b) Average grain size is 7.64. (c) Average grain size is 4.72. 
 
discussed next. Figure 3.14 shows the three different polycrystalline microstructures 

considered in this analysis along with an example of damage and crack profile for each 

of the microstructures. Each microstructure has a different value of the average grain 

size, 8.91 for the first one (Fig. 3.14(a)), 7.64 for the second one (Fig. 3.14(b)) and 4.72 

for the last one (Fig. 3.14(c)). The volume fraction of grain interior has been kept 

constant at 80% for all the three polycrystalline microstructures. A very important 

parameter that significantly impacts crack path is the ratio of the elastic modulus at the 

grain interior ( )gk  and the grain boundary ( )gbk  zone ( )/g gbk kρ =  [51]. The range of 

values of this ratio parameter used in the current research are [ ]1.5,2.5,5.0,10.0ρ = . The 

fracture profile shown in Fig. 3.14 was generated by using 5.0ρ = . Another parameter 

that impacts the damage statistics significantly is the grain size ( )cL . Since the grains 

are not spherical in shape, defining the grain size is not very trivial. In this study, it has 

been assumed that /cL A P= , where A  signifies the area under the grain and P  stands 
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for the grain perimeter. This nonconventional procedure of calculating the grain size 

gives a distribution of grain sizes in each of the polycrystalline microstructures. The 

average grain size were determined and reported in Fig. 3.14 as the size of grains for that 

particular microstructure. From SEM images of polycrystalline materials, it has been 

observed that thickness of the grain boundary region is negligible [48, 49, 176]. In this 

study we assume that the effect of grain boundary is not confined only at the boundary 

of the two grains. The mismatch in atomic arrangements penetrates within the grain 

interior as well resulting in a relatively thick zone which shows grain boundary like 

properties. This thick region has been termed as grain boundary affected zone (see Ref. 

[177]). In this article we recognize it simply as the grain boundary. Because of the 

existence of a thick grain boundary region, some of the lattice springs lie entirely on the 

grain-boundary (GB), and they are assigned properties of the GB region. Springs which 

fall completely on the grain interior (GI) display properties of the grain interior. Some 

lattice springs lie on the interface of the grain interior and the grain-boundary zone. 

Weighted averages of the corresponding properties (axial and transverse stiffness) have 

been assigned to these interfacial springs. 

As mentioned earlier in the previous paragraph, the ratio of elastic stiffness in the 

grain interior over the grain boundary zone may significantly impact formation of the 

final spanning crack. Figure 3.15 shows a qualitative analysis of how the crack path 

changes with different values of the /g gbk kρ =  ratio. The polycrystalline microstructure  
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Fig: 3.15. Distribution of broken bonds and the fracture profile on the microstructure 
with 4.72cL = . The applied loading corresponds to 0.5δ = . Different ratio of stiffness 
in the grain interior and the grain boundary region has been considered. (a) Stiffness 
ratio is 10.0. (b) Stiffness ratio is 5.0. (c) Stiffness ratio is 2.5. (d) Stiffness ratio is 1.5. 
For larger stiffness ratios the spanning crack entirely travels through the grain 
boundary region – intergranular fracture (a). For smaller stiffness ratios, the spanning 
crack can initiate as well as propagate through the grain interior – transgranular 
fracture (d). 
 
with average grain size of 4.72cL =  and concentration loading gradient of 0.5δ =  has 

been used in this analysis. Figures 3.15(a), 3.15(b), 3.15(c) and 3.15(d) correspond to 

[ ]10.0,5.0,2.5,1.5ρ =  respectively. It is very well evident in Fig. 3.15(a) that for 

10.0ρ =  the spanning crack propagates only through the grain boundary region. Some 
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damage evolution occurs within the grain interior, but the crack that develops is 

definitely an intergranular crack. As observed in Fig. 3.15(b) and 3.15(c), for 5.0ρ =  

and 2.5ρ = , crack initiation and propagation happens mostly in the grain boundary 

region. But in some instances the propagating crack may penetrate into the grain interior 

if the fracture threshold inside the grain is favorable for fracture. Finally, in Fig. 3.15(d), 

the crack pattern for 1.5ρ =  cannot identify the difference between grain interior and 

grain boundary zone. It can initiate as well as propagate through both GI and GB 

regions. In these simulations with polycrystalline microstructure, the stiffness of the 

grain interior is kept constant. Elastic stiffness of the grain boundary zone has been 

determined based on the value of stiffness ratio ( )/g gbk kρ = . For large values of ρ , 

elastic stiffness in the grain boundary region is very small. Displacement of the lattice 

springs are given by u = k!" #$
−1
⋅

f , where, u  signifies displacement, [ ]k  is the stiffness 

matrix and 

f  signifies externally applied diffusion induced load. Since for all the 

simulations, diffusion induced load does not change, 

f = const . Smaller value of 

stiffness at the grain boundary region results in larger displacement in the intergranular 

domain. Energy in each spring is defined as ψ = 1/ 2( )

f ⋅ u  or ψ = 1/ 2( ) u ⋅ k"# $%⋅

u . Since 

energy is directly proportional to the square of displacement, large displacement in the 

GB gives rise to higher strain energy in the GB region. The fracture threshold ( )tψ  is 

uniformly distributed in the grain interior and grain boundary zone. As a consequence, 

the springs residing in the grain boundary region has a higher propensity to fracture 
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when the stiffness ratio ρ  is very high. Hence, intergranular cracks appear for large 

values of stiffness ratio. For smaller values of ρ , the elastic stiffness in GI and GB 

region are almost equal resulting in similar values of strain energy in both GI and GB 

zones. Inability of the propagating crack front to distinguish between GI and GB zones 

results in formation of transgranular cracks for smaller values of the stiffness ratio. 

Similar type of intergranular crack path with 2.5ρ =  and transgranular fracture with 

1.5ρ =  were observed by Sridhar et al. [51] for anisotropic thermal expansion misfit 

strain induced fracture in polycrystalline materials. 

Next, an effort will be made to find a correlation between stiffness ratio and 

damage evolution. Suppose the fraction of broken bonds in the grain interior and grain 

boundary zone is given by Gf  and GBf , respectively. We define a new parameter 

( )/ /G GB G GBf f f=  which can be used as a quantitative measure for the damage evolution 

in the grain interior with respect to that in the grain boundary zone. Since the volume 

fraction of GI is much larger than that of the GB zone, for 1ρ =  the value of / 1G GBf > . 

This is attributed to the fact that when the elastic stiffness in the GI is equal to that of 

GB, there is equal probability of damage evolution in GI and GB region, and higher 

volume fraction of GI results in G GBf f> . Figure 3.16(a) shows a quantitative analysis 

of how /G GBf  changes with stiffness ratio ( )ρ  for different values of loading gradient 

[ ]0.1,0.5,0.9δ =  and a constant grain size of 4.72cL = . It is observed that for lower 

values of ρ , the value of / 1G GBf > . As the value of ρ  increases, /G GBf  decreases and  
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Fig: 3.16. Variation in fraction of broken bonds with respect to stiffness ratio. (a) For 
different loading type, no significant change is observed. Inset shows that log – log plot 
of broken bond fraction vs. stiffness ratio gives a straight line with a slope 
approximately equal to -0.9. (b) Different values of the average grain size also have very 
little impact on the overall response. The log – log plot of broken bond fraction vs. 
stiffness ratio in the inset shows as approximately straight line with a slope -1.1. Hence, 
it can be concluded that the broken bond fraction and stiffness ratio are inversely 
proportional to each other. 
 
tends to saturate at a particular value. This observation exactly matches with the 

explanation provided in the previous paragraph that softer grain boundaries lead to 

enhanced damage in the grain boundary region. Data for all the three loading gradients 

also collapse on top of each other. ( )/log G GBf  has been plotted with respect to ( )log ρ  

in the inset of Fig. 3.16(a). A straight line signifies that a power law relation exist 

between the two parameters, which can be written as 0.9
/G GBf ρ−∝ . Similar analysis has 

been reported in Fig. 3.16(b), but for different grain sizes [ ]8.91,7.64,4.72cL =  and 

constant loading gradient of 0.5δ = . The data for 8.91cL =  and 7.64cL =  almost 

collapse on top of each other, but the data for 4.72cL =  does not. This apparent 

mismatch can be attributed to the lack of sufficient number of statistical samples. 

Similar pattern of / 1G GBf >  for small ρ  and / 0.5G GBf ∝  for large values of ρ  have 
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been observed. In the inset of Fig. 3.16(b), ( )/log G GBf  have been plotted with respect to 

( )log ρ . A straight line with slope of -1.1 signifies a power law relation between /G GBf  

and stiffness ratio, which can be written as 1.1
/G GBf ρ−∝ . From the two slopes obtained 

in the inset of Fig. 3.16(a) and 3.16(b) it can be concluded that /G GBf  varies inversely 

with the stiffness ratio, 1
/G GBf ρ−∝ . However, dependence of the power law exponent 

on the volume fraction of grain interior has not been investigated in this article.  

 
Fig: 3.17. Evolution of damage in the grain interior (black line), grain boundary (blue 
dashed line) and grain – grain boundary interface (red dash-dot line) for a particular 
microstructure ( )7.64cL = , particular loading ( )0.5δ =  but different grain interior 
over grain boundary stiffness ratio. (a) Stiffness ratio = 10.0. (b) Stiffness ratio = 5.0. 
(c) Stiffness ratio = 2.5 and (d) Stiffness ratio = 1.5. As the stiffness ratio increases, 
evolution of damage becomes more localized in the grain boundary region. For all the 
stiffness ratios, a transition fraction of broken bonds is observed beyond which the rate 
of damage evolution in the grain boundary zone increases significantly. 
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Evolution of damage with time inside the grain interior, grain boundary and the 

grain/grain-boundary interface has been reported in Fig. 3.17. The simulations were 

conducted on a polycrystalline microstructure with 7.64cL =  and a loading gradient of 

0.5δ = . Figure 3.17(a), 3.17(b), 3.17(c) and 3.17(d) represents grain over grain-

boundary stiffness ratio ( )/g gbE Eρ =  of 10.0, 5.0, 2.5 and 1.5, respectively. Since the 

simulations are quasistatic in nature, no explicit time variables are present. The variable 

“total fraction of broken bonds” resembles closest to time in the current simulations. 

Thus in all the four plots of Fig. 3.17, the variable “total fraction of broken bonds” have  

been used along the abscissa to represent time. Figure 3.17(a) shows that for stiffness 

ratio 10.0ρ = , fraction of damage in the GB region is larger than that in GI from the 

beginning of the simulation. In Fig. 3.17(b), for 5.0ρ = , initially almost equal amount 

of damage evolves in the GI and GB. Towards the end of the simulation, major crack 

propagation occurs in the grain boundary region. For 2.5ρ = , shown in Fig. 3.17(c), 

initially more damage evolution occurs in the GI. Towards the end of the simulation, 

when stress concentration driven localized crack propagation occurs, more damage 

evolves in the grain boundary region. Finally, for 1.5ρ = , shown in Fig. 3.17(d), more 

damage is observed in the GI throughout the simulation. For all the four cases, very little 

damage is observed in the grain/grain-boundary interface zone (the red line close to the 

bottom of all the four plots). Another common feature observed in all the four plots is 

the change in slope of damage evolution in the GI and GB region. In the simulations 

without grain/grain-boundary microstructure, we observed the presence of two different 
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domain of damage evolution. In the first stage damage evolves in a diffusive manner, 

whereas, localized propagation of crack was observed in the second stage (see Fig. 

3.7(a), 3.7(b) and 3.7(c)). Similarly, for lattice networks with GI/GB microstructure, 

evolution of damage occurs in two stages. The change in slope signifies transition from 

diffusive damage evolution to localized stress concentration driven crack propagation. 

Increase in the slope of GB damage and decrease in the slope of GI damage signifies 

that localized crack propagation occurs in the grain boundary region in the later part of 

the simulation.  

 
Fig: 3.18. Similar to lattice networks without microstructures, lattice networks with 
microstructures show two distinct regions of stiffness reduction. The broken bond 
fraction and the stiffness at which the transition occurs depend on the grain size. This 
plot shows that the transition broken bond increases and the transition stiffness 
decreases (inset) with decreasing grain size. Since more broken bonds correspond to 
larger reduction of stiffness, it is self-explanatory that if transition broken bond 
increases for smaller grain size, the transition stiffness will decrease. More uniform 
loading ( )0.1δ =  leads to diffusive fracture evolution for longer time than loading with 

high gradients ( )0.9δ = . 
 

Evolution of damage occurs in two stages for lattice networks with 

polycrystalline microstructures. The first stage corresponds to bond breaking in a 

percolative manner. In the second stage, stress concentration driven localized crack 
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propagation occurs. Grain size of the polycrystals should have an impact on the point 

where this transition from diffusive damage evolution to localized fracture propagation 

occurs. Figure 3.18 shows that the fraction of broken bonds at transition decreases with 

increasing grain size. More number of broken bonds signifies reduced stiffness of the 

lattice network. Thus with increasing grain size, transition between the two fracture 

mechanisms should occur at a higher stiffness. The inset of Fig. 3.18 shows how 

transition stiffness increases with increasing grain size. Both the transition broken bond 

and transition stiffness were plotted for three different values of the concentration 

loading gradients [ ]0.1,0.5,0.9δ = . Since grain interiors are stronger than the grain 

boundary zone, it is always easier for the damage to evolve in the GB region. In the 

second stage where stress concentration driven crack propagation occurs, existence of a 

straight path through the grain boundary region should be favorable for the early 

initiation of localized crack propagation. Microstructure with large grain size provides 

such straight paths through the grain boundary region (see Fig. 3.14(a)), which 

eventually accelerates the transition to localized crack propagation. On the other hand, 

microstructure with small grain size contains tortuous grain boundary region (see Fig. 

3.14(c)). Non-existence of a straight pathway through the GB region delays the onset of 

localized crack propagation in materials with small grain sizes. 

In polycrystalline microstructures as long as the damage evolution occurs in a 

percolative manner, the diffusion induced force required to break the subsequent spring, 

increases. With the onset of localized crack propagation, the required diffusion induced 

force to create the spanning crack, decreases significantly. This phenomenon for  
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Fig: 3.19. Change in the values of the load multiplier with grain size has been 
characterized here. (a) Evolution of the load multiplier with broken bond fraction for 
three different grain sizes. Loading gradient of 0.1δ =  has been considered here. (b) 
Maximum value of the load multiplier increases with decreasing average grain size. 
Magnitude of the maximum load multiplier does not have a fixed trend with changing 
values of the loading gradient parameter, δ . 
 
polycrystalline microstructure with three different grain sizes has been shown in Fig. 

3.19(a), under concentration induced loading gradient of 0.1δ = . Diffusion induced 

load observed at the end of percolative damage propagation, is the maximum load that a 

lattice network, with polycrystalline microstructure, can sustain before rupture. The 

maximum load a microstructure can sustain signifies its strength. Figure 3.19(a) clearly 

shows that, as the grain size decreases, strength of polycrystalline microstructure 

increases. To understand the relation more clearly, Fig. 3.19(b) plots this maximum load 

with respect to grain size for different values of the loading gradient [ ]0.1,0.5,0.9δ = . 

Increase in strength of polycrystals with decreasing grain size have been observed for all 

the values of δ . However, in the current simulations of lattice spring networks with 

polycrystalline microstructure, presence of dislocations was not taken into consideration. 

Thus, the reason behind increasing strength with decreasing grain size is worth 

investigating. It was mentioned in the previous paragraph that microstructures with large 



 

103 
 

 

grain size show straight pathways through the grain-boundary region (see Fig. 3.14). On 

the other hand, small grain size leads to a relatively tortuous pathway through the GB. 

During stress concentration driven localized crack propagation, the crack front does not 

experience a huge number of obstacles in microstructures with larger grain sizes. This 

leads to a smaller value of strength. Whereas, the microstructures with small grain size 

hinder the propagation of crack fronts and forces it to have an extremely tortuous 

pathway. More diffusion induced force is required for the crack front to overcome the 

obstacles and sustain a tortuous pathway in microstructures with small grain sizes. This 

leads to higher values of strength. 

3.8 Conclusion 

Intercalation materials play a major role as the host for different species (lithium 

or hydrogen) which are responsible for converting chemical energy to more useful forms 

of electrical or mechanical energy. Transport of intercalating species within the host 

material happens through diffusion process. Concentration gradient of the diffusing 

chemical species induces significant amount of diffusion induced stress within the host 

materials which can lead to fragmentation and loss of durability. A random lattice spring 

(RLSM) based network model have been implemented in this article to analyze the 

scaling properties of diffusion induced fracture. The average fraction of broken bonds 

follows a power law distribution with total number of elements, and the power law 

exponent ( )0.27n = −  signifies correlated percolation phenomena. Total number of 

broken bonds that lie on the final crack line was observed to have a power law relation 

with the system size. An exponent of 1.04n =  was calculated, which signifies almost 
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straight crack paths with very little tortuosity. These scaling laws are also independent of 

the loading gradient ( )δ . At the beginning of the simulation, no localization of damage 

was observed within the lattice spring network. Towards the end of the simulation, when 

stress concentration driven fracture propagation occurred, significant localization was 

observed. The global and local roughness exponents of the crack line was obtained as 

0.66locξ =  and 0.84globξ = . Presence of overhangs and jumps in the crack profile was 

attributed as the reason behind the existence of anomalous scaling.  

In a disordered media, damage induced by the diffusion of intercalating materials 

evolves in two stages. In the first stage, the material disorder dominates and damage 

develops gradually in a random percolative fashion. Increase in diffusion induced force 

is required for damage to evolve within the material. In the second stage of damage 

evolution, stress concentration dominates over the material disorder. Localized crack 

propagation happens within the lattice network due to stress concentration effect. The 

diffusion induced load observed at the end of the percolative damage evolution phase is 

usually equal to the maximum load that the lattice network can sustain. Number of 

broken bonds observed at the peak load follows a power law relation with system size. 

The exponent has a value of 0.36n = −  which signifies the existence of percolation 

scaling or uncorrelated damage propagation till the peak load is observed. In the second 

stage, during localized crack propagation, the value of diffusion induced force required 

is much smaller than the peak load observed at the end of percolative damage 

propagation. Similar to evolution of damage, reduction in stiffness also occur in two 

phases. During percolative damage evolution, stiffness decreases at a very slow rate, 
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which is also independent of the loading gradient ( )δ . In the second phase of localized 

fracture propagation, stiffness decreases drastically and becomes zero very quickly. The 

rate of stiffness reduction depends on the concentration loading gradient ( )δ . A lattice 

network with zero stiffness signifies complete rupture. Both the transition broken bond 

fraction and transition stiffness follows power law relation with the system size.  

Grain/grain-boundary microstructures of polycrystals impact the evolution of 

damage and nucleation of cracks within a lattice spring network. Stiffness ratio of the 

grain interior over the grain boundary region controls the crack pathway. For 

( )/ 1.0g gbk k ≈ , the crack follows a transgranular pathway. Whereas, for ( )/ 1.0g gbk k >>  

leads to intergranular fracture patterns. Capturing intergranular fracture was possible 

using the XFEM technique by controlling the toughness of the grain boundary region 

[172]. Similar type of transition between transgranular and intergranular fracture simply 

by changing the stiffness ratio was reported earlier [51, 176]. Temperature gradient 

induced load was considered in that study. Grain size in the polycrystalline 

microstructure also affects damage evolution. Microstructures with large grain size 

provide straight pathways through the grain-boundary region for easy propagation of 

localized crack fronts. On the other hand, polycrystals with smaller sized grains contain 

a very tortuous grain-boundary pathway. Propagation of a localized crack front becomes 

relatively difficult because of the hindrance provided by the tortuous pathway. As a 

result, higher strength of the lattice network was observed for smaller grain sizes. No 
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scaling analysis of the toughness with respect to the grain size has been reported in this 

article. 

While predicting the elastic field, the discrete lattice spring model adopted in this 

study shows certain differences from the continuum based analysis. The elastic field at 

the crack tip is always singular according to continuum analysis. However, realistically 

the singularity in strain energy at the crack tip is relaxed by some dissipative means, 

such as plasticity. Atomic level discreteness of solids also sometime contributes to 

relaxation of the singular elastic field. The discrete lattice spring model adopted here 

introduces an explicit microstructural length scale, which stabilizes the governing 

equations and removes the singularity in the elastic field observed at the crack tip. The 

stress field predicted by the lattice spring model very close to the crack tip is a function 

of the size of each spring. Hence, the fracture strength predicted by this discrete lattice 

spring model may not quantitatively correspond to that observed experimentally. The 

current work is devoted to analyzing the scaling of different damage parameters and 

transition between diffusive and localized fracture propagation. The purpose of the 

present study is not to predict the accurate fracture strength of a disordered media under 

diffusion induced load. Thus the qualitative comparisons and trends predicted by the 

lattice spring models are still applicable. Correlation between the discreteness associated 

with the computational model and the discreteness corresponding to the grain size effect 

also arise a question. In the current study, size of each grain is assumed to be 

significantly larger than the size of lattice springs. Hence, the discreteness of the 

computational model should have very little effect on the qualitative trends observed in 
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the micro-cracking behavior of lattice networks with grain/grain-boundary 

microstructure. However, the inherent discreteness of the system renders quantitative 

comparison of the grain size effect obtained from simulations with that observed in 

experiments, meaningless. 
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CHAPTER IV 

A MECHANO-ELECTROCHEMICAL PREDICTIVE MODEL FOR ACOUSTIC 

EMISSION RESPONSE IN INTERCALATION ELECTRODES* 

An efficient way to characterize the amount of mechanical degradation in solid 

materials is through the acoustic emission. In the following chapter a computational 

scheme has been developed to predict the acoustic emission spectra observed in lithium 

ion battery active particles due to diffusion induced stress. 

4.1 Computational analysis 

A mechano-electrochemically coupled stochastic methodology, shown 

schematically in Fig. 4.1, has been developed to capture diffusion induced stress, 

damage evolution and corresponding acoustic emission characteristics in the lithium-ion 

battery electrode. In the current work, we restrict our attention to a representative 

circular active particle. The coupled formalism includes a dynamic lattice spring model 

which solves the transient momentum balance equation to capture the dynamic damage 

evolution based on the stress field resulting from the underlying lithium intercalation 

induced concentration field. In the previous work, a quasistatic lattice spring model was 

presented (see [85, 178]) to study the diffusion induced damage in intercalating active 

particles representative of LIB electrodes. The details of the present stochastic formalism 

are furnished below. 

*Printed with permission from “Mechano-electrochemical model: Acoustic emission” by P. Barai and P.
Mukherjee (2014) J. Elec. Soc. 161 F3123 – F3136 by Copyright 2014 ECS – The Electrochemical Soc. 
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 Time dependent Fick’s second law, along with a constant lithium ion flux 

boundary condition, is solved for the concentration field inside the single particle. 

Constant lithium ion flux is used as the boundary condition.  

                       (4.1) 

                        (4.2) 

Here,  means the lithium ion concentration at a particular point  and at 

the time ,  signifies the gradient operator,  is the diffusivity,  is the outer normal 

from the particle surface,  is the applied constant current on the particle surface 

applied during galvanostatic operation,  is the available surface area in the entire 

electrode and  signifies the Faraday’s constant. The diffusion equation (Eq. (4.1)) is 

solved on a circular domain that represents the cross section of a representative spherical 

single particle. Finite volume method is used to solve the time dependent equation and 

obtain the ion concentration profile. Backward Euler time integration scheme is 

employed, which is unconditionally stable. Concentration gradients have been obtained 

by subtracting the average concentration from the local concentration. Volume averaging 

scheme has been adopted to estimate the mean value of concentration within the active 

particle.  

 The dynamic lattice spring method captures the mechanical degradation observed 

within the circular particle due to intercalation-induced stress. In this regard, the time 

dependent momentum balance equation is solved to capture the displacement, velocity 

and acceleration of the nodes in the lattice spring network superimposed on top of the 

( )cD
t
c

∇⋅⋅∇=
∂

∂

SF
I

n
cD −=
∂

∂

( )tyxcc ,,= ( )yx,

t ∇ D n

I

S

F



 

110 
 

 

single particle. The finite element discretization of the wave equation (or the momentum 

balance equation), which takes into consideration the effect of damping, has been 

provided below: 

                     (4.3) 

Here,  is the mass matrix,  represents the damping matrix,  signifies the 

stiffness matrix,  is the acceleration vector,  signifies the velocity vector,  

stands for the displacement vector and  represents the body force vector. To restrict 

the rigid body modes of translation and rotation, two points were selected inside the 

particle (close to the center) and they were fixed completely. The global stiffness , 

damping  and mass  matrix have been obtained by properly assembling over 

the local stiffness , damping  and mass  matrix, respectively. While 

converting from local coordinate system to global coordinate system, proper 

multiplication with the transformation matrix  has been conducted. For the 

mechanics solve, the entire continuum has been discretized using a point collocation of 

springs. Unlike regular trusses, the springs adopted in this study displays axial as well as 

shear resistance against deformation. This mesh configuration has been used quiet 

extensively in discrete element method (DEM) to characterize the behavior of solid 

continua. Details about the stiffness, damping and mass matrix are provided below. The 

values of displacement, velocity and acceleration have been obtained by solving Eq. 

(4.3). The computational methodology adopted to solve the time dependent momentum 

balance equation is also given below.  

[ ]{ } [ ]{ } [ ]{ } { }FUKUCUM =++ 

[ ]M [ ]C [ ]K

{ }U { }U { }U

{ }F

[ ]( )K

[ ]( )C [ ]( )M

[ ]( )lk [ ]( )lc [ ]( )lm

[ ]( )lT



 

111 
 

 

Estimation of the diffusion of lithium ions induced displacement in a critical 

aspect. The outcome from the computational technique depends significantly on how the 

concentration gradient is being coupled with the mechanical response. The diffusion 

induced displacement is calculated as, , and  is defined 

as, 

        (4.4) 

Here,  is the diffusion expansion coefficient (unit m3 /mol ),  is the concentration 

gradient  (unit mol /m3 ) and  is the length of each spring element (unit m ). The term 

diffusion expansion coefficient can be defined as the amount of expansion (or 

contraction) experienced when one mole of lithium ion intercalates (or de-intercalates) 

within an active particle of unit volume. The concentration gradient cΔ  at each node is 

estimated as the difference between the local concentration and the average 

concentration value ( ) ( ) ( )( ), , avgc x t c x t c tΔ = − . The local concentration profile 

c x, t( )( )  is obtained by solving the time dependent diffusion equation given by Eq. (4.1) 

and (4.2). The average concentration profile is obtained by taking the volume average 

over the entire particle ( ) ( )1 ,avg
V

c t c x t dV
V

⎛ ⎞
=⎜ ⎟

⎝ ⎠
∫ . In the current simulation, the stress 

free concentration profile has not been adopted as the reference value. Usually, a particle 

subjected to uniformly distributed concentration (without any gradient in the 

concentration profile) experiences only dilatational strain and expands uniformly without 

the generation of stress. For both phase separating and non-phase transforming materials, 
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stress generates only when there exists concentration gradient. Thus, to capture the effect 

of concentration gradient on the generation of diffusion induced stress; the average 

concentration has been adopted as the reference value. For uniformly distributed 

concentration profile, amount of stress obtained based on this methodology is zero, 

which is also consistent with the experimental observations.  

Once the values of displacement, velocity and acceleration at each node have 

been evaluated (using the technique described below), the next step is to calculate the 

elastic strain energy stored in each spring.  

                        (4.5) 

Here,  is the elastic strain energy stored in each spring,  is the global force vector 

and  is the global displacement vector for a particular spring. If the energy in a spring 

exceeds its rupture threshold , the spring is assumed to be broken and 

subsequently removed from the lattice spring network in an irreversible fashion. The 

rupture energy threshold  is a randomly distributed parameter, which follows a 

uniform distribution around a particular mean value . The adopted failure 

criterion is a local breaking mechanism. However, this local criterion of damage 

evolution has already been utilized in the literature. For example, Alava et al.[30] and 

Zapperi et al.[44] have employed similar failure criterion to simulate fracture in 

disordered media. Following their methodology, the current breaking criterion has been 

developed. In the current work, a local breaking threshold has been adopted to be 
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consistent with the energy requirement of the material being investigated. But how this 

compares with the global energy balance within the context of lattice spring model has 

not been explicitly tested yet, and is left as a future exercise. In the present simulations, 

the mean value of energy threshold is assumed to be same as that of graphite, 2J/m2. The 

actual value of the rupture energy threshold  ranges between 1J/m2 and 3J/m2 

according to a uniform distribution. When a lattice spring is removed from the lattice 

network, its contribution into both the stiffness and damping matrix is subtracted. Since 

the mass is not lost, the mass matrix is kept unchanged.  

 The effect of concentration on the mechanical response is very obvious through 

the Eq. (4.4). But the effect of mechanical degradation on the diffusion process has not 

been taken into account. Under no fracture condition the diffusivity of a material 

remains constant at the pristine value. With the introduction of mechanical damage the 

local diffusivity of a material decreases. Based on this physical understanding a 

methodology was described in Barai and Mukherjee (see Fig. 3 in Ref. [85]) to reduce 

the value of diffusivity by a constant factor  in the control volume wherever the 

fracture occurs. The new effective diffusivity  would be represented as, 

             (4.6) 

A schematic representation of the control volume adopted in the current simulation is 

provided in Fig. 4.1(a). Mapping of the lattice spring network on top of the control 

volume has also been shown in Fig. 4.1(a). Figure 4.1(b) demonstrates a schematic 

representation of the spring – damper system used in the dynamic lattice spring model. 
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Fig: 4.1. (a) SEM image of a typical composite electrode microstructure. (b) Schematic 
demonstration of delithiation, peripheral crack formation, acoustic wave propagation 
and detection of stress waves by an actuator. (c) Schematic illustration of the Dynamic 
lattice spring model (LSM) to capture the evolution of crack. The domain of LSM is 
depicted using the black color and it lies on top of the domain of diffusion. (d) 
Distribution of springs (axial and transverse) and dampers between two nodes is 
demonstrated. 
 
4.2 Details of the computational technique 
 

The local stiffness matrix for each spring is calculated as,    

                  (4.7) 

Where,  signifies axial stiffness and  represents the shear resistance of the spring 

against deformation. The exact value of the axial and shear spring stiffness  have 

been obtained from the Young’s modulus  and shear modulus  according to the 

procedure described in Zhao et al (see [151]). The local damping matrix is written as, 

           (4.8) 
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Here,  represents the damping coefficient along the axial direction. No damping 

parameter has been assumed along the transverse direction. Only a diagonal mass matrix 

has been taken into account to simplify the problem being solved. The local mass matrix 

usually takes the form, 

           (4.9) 

Here,  signifies the 50% mass of the entire spring. Since the local mass matrix is 

equivalent to a scalar multiplied by an identity matrix, while transforming it from local 

to global coordinate system, no multiplication with the transformation matrix is required. 

For all the three mass, damping and stiffness matrices, conversion from local to global 

form can be conducted by assembling the local matrices for all the springs using the 

procedure provided below (see [156]),  

                    (4.10) 

Diffusion of lithium ions creates concentration gradient, which results in generation of 

stress in the particle. This concentration gradient induced force on each of the particles 

has been estimated using the following relation: 

         (4.11) 

 To solve for displacement, velocity and acceleration at each time step, the 

Newmark’s method of time integration scheme have been adopted. The average 
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acceleration method (under Newmark group of algorithms), which leads to unconditional 

stability have been adopted as the numerical technique for conducting the time 

integration (see [179]). The basis of this numerical scheme is that the displacement and 

velocity of the next time step can be written as a linear combination of the displacement, 

velocity and acceleration of the current or the next time step. Here we will follow the 

convention that “i”-th time step signifies the current time step and “i+1”-th time step 

signifies the next iteration. 

       (4.12) 

     (4.13) 

Here,  and  are two parameters which varies depending on the algorithm being used 

and  signifies the time increment at each step. The main governing equation that has 

to be solved is given in Eq. (4.3). For the next (i+1) time step, the equation can be 

written in a modified form, 

         (4.14) 

Substituting Eq. (4.12) and (4.13) into Eq. (4.14), 

     (4.15) 

Substituting Eq. (4.15) into Eq. (4.12) gives, 

     (4.16) 
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Substituting Eq. (4.15) and Eq. (4.16) into the governing differential equation (Eq. 

(4.14)), 
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  (4.17) 

Eq. (4.17) can be written in a simplified form,  

          (4.18) 

By solving Eq. (4.18) using the LU decomposition method,  is obtained. The value 

of  is substituted back into Eq. (4.16) and Eq. (4.15) to have the values of  and 

, respectively. 

Table 4.1. Material parameters used to simulate acoustic emission response in the active 
particle. These properties correspond to that of “graphite” (adopted from Grantab and 
Shenoy, JES 2011 [17]).  

Name Material parameters 

Diffusion coefficient  3.9x10-14 m2/s 

Expansion coefficient  1.14x10-6 m3/mol 

Young’s modulus  70.57 GPa 

Shear modulus  27.63 GPa 

Mean fracture threshold energy  2 J/m2 

Density 2200 kg/m3 

Maximum Li ion concentration  31833 mol/m3  

Operating temperature  298 K 
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4.3 Numerical experiments 

Using the computational methodology described in the previous section, some 

simulations were run to clearly elucidate the acoustic emission response observed in 

realistic experiments. The material parameters used in the simulations have been 

provided in Table: 4.1. The adopted properties correspond to that of graphite anode 

particles (adopted from Grantab and Shenoy, JES 2011)[17]. Active particles present 

inside the lithium ion battery electrode can be random in shape and size. In the present 

study, for consistency purpose, the particles have been assumed to be spherical in shape. 

In this work, a representative single electrode particle has been simulated and the 

corresponding acoustic response of the spherical active particle has been predicted. The 

out-of-plane scenario follows the plane strain assumption. Here the displacement along 

the out-of-plane direction is assumed to be zero ( ).0=zu  A two-dimensional circular 

cross-section has been adopted in this study for the demonstration of the acoustic 

emission prediction capability. Time dependent Fick’s second law (Eq. (4.1)) and time 

dependent equilibrium equation (Eq. (4.3)) have been solved sequentially to obtain the 

acoustic emission response due to the diffusion of Li ions and rupture of the lattice 

springs. A particular value of the time step increment was selected as st 1=Δ . Unless 

mentioned otherwise, a particle of radius 10µm has been adopted in all the simulations. 

At the beginning of simulation constant concentration profile was assumed throughout 

the particle. The initial displacement, velocity and acceleration of all the nodes were 

considered to be zero. At the first step, constant out-flux of lithium ions were applied at 

the external boundary of the particle. Change in concentration gradient was calculated by 
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solving the time dependent diffusion equation by using a finite volume based solver. 

Backward Euler time integration has been adopted because of its unconditional stability. 

The average Li ion concentration of the entire particle was calculated by using a volume 

average technique. Concentration gradients at each control volume were estimated by 

subtracting the average concentration from the local concentration value. By mapping 

the mesh for the dynamic lattice spring method on top of the control volumes for the 

concentration profile, concentration gradient values for each of the nodes in the dynamic 

lattice spring model were obtained. Concentration gradient in each element was 

estimated by taking the average of the two adjacent nodes. Based on this value of the 

concentration gradient, the diffusion-induced force in each spring was calculated. The 

equilibrium displacement, velocity and acceleration were calculated by solving the 

dynamic momentum balance equation using the average acceleration method. The 

reason behind adopting the average acceleration method has been its ability to display 

unconditional stability irrespective of the time step used in the computation.  

 Once the equilibrium displacement, velocity and acceleration have been 

calculated, strain energy stored in each spring was estimated. If this elastic strain energy 

exceeded the fracture threshold, it was assumed to be broken and was irreversibly 

removed from the lattice network. Removal of a spring from the network was 

accomplished by subtracting its contribution from the network stiffness matrix. Similar 

to the stiffness matrix, contribution of the spring into the damping matrix was also 

removed. When a microcrack develops, the mass of the system does not change. Thus no 

modification was conducted in the mass matrix during removal of a spring from the 
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network. At each time step, multiple springs broke and were subsequently removed from 

the network if the concentration gradient was sufficiently large. Only one spring was 

removed from the network during each solve. Thus, to break multiple springs in a single 

time step, several solves were conducted. The network was allowed to mechanically re-

equilibrate before calculating for the next iteration step. Breaking of bonds was 

continued until the concentration gradient required for the next bond to break became 

larger than that obtained by solving the diffusion equation. In the mechanics solve, small 

strain small displacement assumptions were used. When the displacement in the system 

is calculated under the total amount of externally applied load, the formulation is known 

as the total formulation. On the contrary, if the external load is applied in an incremental 

fashion and in each time step only the incremental displacement due to the incremental 

load is estimated, the methodology is known as an incremental formulation. For linear 

elastic materials, total as well as the incremental formulation provides the same response 

if the externally applied load is linear. In the current simulation, the criterion for 

breaking the springs depends on the total energy. Hence, a total formulation was 

preferred over an incremental one to be more consistent with the bond-breaking 

algorithm. To reduce the computational time, spring elements outside the circular 

particle were completely removed from the network. As a particular spring broke, its 

impact on the local diffusivity was also taken into account. Physically speaking, 

formation of a microcrack restricts the transportation of Li ions by increasing the 

tortuosity of the diffusion pathway. Thus the value of the local diffusivity gets reduced, 

which has been taken into consideration by reducing the diffusion coefficient of the 
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control volumes located around the broken bond by a constant factor ( )0.55α =  (see 

Eq. (4.6)). Part of the strain energy released due to the rupture of a spring got converted 

into the kinetic energy of nodes. The dampers located around the broken spring 

dissipated some other part of the energy. Since the fracture energy is a randomly 

distributed parameter, 10 samples were considered with different values of the fracture 

threshold for each data point. Mean and range of the uniform distribution were kept 

same for all the different samples. While plotting the total amount of broken springs, 

average of all these ten samples were considered. The error bars signify one sigma 

standard deviation of these ten samples. 

4.4 Results and discussion 

 The impact of energy release due to fracture formation on the stress wave 

propagation is illustrated in Fig. 4.2. Acoustic emission spectra capture the waves that 

propagate through the material and hits the actuator placed on the surface of the particle. 

Stress waves can generate because of increase in concentration gradient induced loading 

as well as rupture of a spring element (see [66, 69]). Thus it is important to quantify the 

magnitude of different types of stress waves that propagate through the media and hits 

the actuator. To accomplish this goal, two simulations were conducted on a single 

particle under 3C rate of discharge with and without rupture of spring elements. The 

results (shown in Fig. 4.2) clearly demonstrate that, the magnitude of stress waves due to 

the initiation of out-flux of lithium ions are in the order of 10-3. On the other hand, the 

stress waves that generate due to the rupture of the spring elements display a magnitude 

of around 10-1. Two orders of magnitude difference signifies that the stress waves due to 
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the initiation of the delithiation process would negligibly affect the acoustic emission 

spectra. Stress waves due to the energy released after the rupture of bonds significantly 

dominates over the other forms of waves. Thus the actuator detects only the energy from 

initiation, nucleation and propagation of microcracks. Every other signal almost gets 

filtered out because of their negligibly small amplitude. 

 
Fig: 4.2. Acoustic emission spectra with (red) and without (black) microcrack evolution. 
The stress waves that generate because of the diffusion induced loading only has a very 
small magnitude as compared to the stress waves due to the energy released from 
microcrack formation. A particle of radius 10µm has been considered for this 
simulation. 
 
 When a fully lithiated particle is delithiated, a state of tension occurs on the 

particle surface relative to the core, and surface fracture may occur. On the other hand, 

as lithium gets added to an empty active particle, a volume expansion is generally 

observed. As a result the material near the particle surface tries to expand as its lithium 

content is increased. The delithiated material near the core resists this expansion. As a 

result, the surface material contracts and the core material experiences tension (see [14, 

144]). Microcrack generation and propagation happens only under tensile load. As a 

result, it is expected that mechanical damage will occur along the periphery during  
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Fig: 4.3. Difference in emission spectra and fracture contour during delithiation and 
lithiation. (a) Acoustic emission during delithiation at 4C. (b) Acoustic emission during 
lithiation at 4C. (c) Concentration contour and fracture profile during delithiation at 
4C. (d) Concentration contour and fracture profile during lithiation at 4C. Particles of 
radius 10µm have been considered for this simulation. 
 
delithiation and in the central portion during lithiation (see [22]). A volumetric average 

of the lithium ion concentration is adopted as the equilibrium ion concentration (see 

[29]). Since the average concentration is not the arithmetic mean of the maximum and 

minimum concentrations observed within the particle, magnitude of tensile stress that 

acts on the particle during delithiation is higher than the magnitude of tension during 

lithiation. As a result more mechanical degradation is observed during delithiation as 

compared to that during the lithiation process (see [16, 25]). A comparison between the 

amount of mechanical damage observed during delithiation and lithiation process at 4C 

and the corresponding acoustic emission spectra have been demonstrated in Fig. 4.3. 

Severe mechanical damage evolves during the delithiation process (see Fig. 4.3(c)). 
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Relatively less mechanical damage has been observed for the lithiation process (see Fig. 

4.3(d)). Since more number of springs break during the delithiation process under the 

action of higher concentration gradient and subsequently larger tensile load, larger 

amount of energy is released. This significantly increases the kinetic energy of the 

nodes. A strong acoustic emission response is observed with multiple peaks and some of 

the signals have very large amplitude (see Fig. 4.3(a)). On the other hand, during 

lithiation, smaller amount of mechanical damage releases less strain energy and the 

acoustic emission spectra is not very strong (see Fig. 4.3(b)). Corresponding to different 

localized damages under lithiation, some energy release occurs which shows up as peaks 

in the acoustic emission spectra. But their magnitude is smaller than that observed 

during the delithiation process. Moreover, during lithiation, damage evolves in the center 

of the particle. The actuators that detect the acoustic emission signal are placed along the 

surface of the particle. Because of the inherent energy dissipation of the active material 

due to damping, some of the stress waves get completely dissipated before reaching the 

surface. This results in even smaller amplitude of stress waves, and subsequently 

acoustic activity during the lithiation process. During delithiation, fracture evolution 

close to the periphery results in early detection of released strain energy by the actuators 

located on the surface, before significant dissipation of the stress waves. As a result, 

stronger acoustic activity is observed during the delithiation process. 

 The amount of mechanical degradation is characterized as fraction of broken 

springs in the DLSM framework [85]. This provides a local depiction of the effect of 

microcrack formation and propagation. However, experimentally it is quite difficult to 
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locally probe and measure how many microcracks develop. When a microcrack forms, 

the material releases strain energy that travels through the media as a stress wave. 

Detection of this propagating stress wave at the particle surface by an actuator gives the 

measure of mechanical damage within a material. Since energy is released whenever a 

microscopic crack is formed, the cumulative energy released should give us a measure of 

the total amount of mechanical degradation. The exact amount of mechanical 

degradation is given by the fraction of broken springs. To check how well the 

measurement of cumulative energy corresponds to the total number of broken springs, a 

comparative analysis is conducted in Fig. 4.4. Amount of mechanical stress is directly 

proportional to the concentration gradient. Higher stress gives rise to enhanced 

mechanical damage. For a fixed particle size, concentration gradient is inversely 

proportional to the diffusion coefficient. As a result, higher diffusivity would result in 

low concentration gradient, small mechanical stress and less damage. Cumulative strain  

 
Fig: 4.4. Demonstration of equivalence between damage evolution (fraction of broken 
springs) and cumulative energy released during delithiation process. At low values of 
diffusivity, enhanced microcrack formation is observed, which leads to more energy 
release. Opposite pattern is observed at high values of diffusivity. A particle of radius 
10µm has been considered in this simulation. 
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energy released due to microcrack formation will be smaller for particles with high 

diffusivity. On the other hand, particles with low diffusion coefficient give rise to higher 

concentration gradient. Subsequently larger mechanical degradation followed by 

enhanced release of strain energy is observed. Cumulative release of energy as well as 

the fraction of broken springs should be larger for low diffusivity than the case with high 

diffusivity. The same phenomena as described have been reported in Fig. 4.4. A particle 

of radius 10µm is subjected to delithiation at 6C. The two different diffusivities 

considered in this simulation are 3.9x10-14m2/s (the lower value) and 7.8x10-14m2/s (the 

higher value, which is double of the lower one). The lower value of diffusivity adopted 

in this simulation corresponds to that usually observed in graphite at room temperature. 

According to the Arrhenius relation, 10K rise in temperature, approximately doubles the 

diffusivity. Since the higher diffusivity is double in magnitude of the lower one, it 

corresponds to the diffusivity of graphite at elevated temperatures. One thing should be 

noted is the fact that the actuator is placed at one point in the surface of the particle. If a 

microcrack develops far away from the actuator, the stress wave might get completely 

dissipated before reaching the sensor. As a result, this microcrack located far away from 

the device will never be detected by the emission spectra. This discrepancy does not 

exist while calculating the fraction of broken elements. Thus a quantitative comparison 

between the energy release and fraction of broken springs is not possible. However, 

good qualitative measure can be achieved which are usually sufficient for practical 

purposes. 
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Fig: 4.5. Demonstration of the avalanche phenomenon. (a) Fracture profile after 203s. 
(b) Fracture profile after 204s. The blue circle highlights a bunch of bonds which broke 
in just one time step. This is typically known as the avalanche phenomenon, where one 
strong bond holds a bunch of weak bonds around it. As soon as this strong bond breaks, 
all the weak bond also experience rupture, which is usually followed by enhanced 
acoustic activity. The particle size considered in this simulation is 10µm. 
 
 As shown in Fig. 4.4, damage evolution over time often experience jumps in the 

fraction of broken springs (two such phenomena occurred at 400 seconds and 500 

seconds, approximately). Why these types of jumps in the fracture profile occur has been 

a matter of concern. These jumps in damage evolution are known as “avalanches” (see 

[30, 44]). To demonstrate the occurrence of the avalanche phenomenon, Fig. 4.5 shows 

the formation of a bunch of broken elements in a very short period of time (1 second) in 

a circular particle during delithiation at a rate of 8C. What happens inside the lattice 

structure can shed some light onto the physical mechanism of the avalanche 

phenomenon. Since the fracture thresholds of the springs are randomly distributed, some 

springs are stronger than the others. It may happen that a strong spring holds a bunch of 

weak elements surrounding itself from rupture. Eventually, with increasing external 

load, the strong spring breaks at a point. Immediately, all the weak elements located 

around the strong one experiences rupture. This phenomenon of breaking a bunch of 

bonds in a very short period of time is characterized as an avalanche. In Fig 4.5(a) a 



 

128 
 

 

portion has been highlighted with a blue circle where less damage is present at the time 

. In Fig 4.5(b) the same highlighted region experiences significant mechanical 

degradation at the time . This sudden increment in mechanical degradation in a 

very short period of time corresponds to the avalanche phenomenon. Such sudden rise in 

damage occurrence result in jumps in the evolution of fraction of broken elements as 

well as the evolution of cumulative energy release curves. 

 To check whether the predictions of damage evolution and cumulative energy 

release obtained from the dynamic lattice spring method is consistent with the 

experimentally observed response, a comparison has been conducted in Fig. 4.6 with the 

damage evolution patterns reported in Woodford et al. (2012), which has also been 

obtained using acoustic emission [79]. The parameters of LiCoO2 used to run the 

simulation is provided in Table: 4.2. In the experimental result, even  

 
Fig: 4.6. Qualitative comparison of acoustic emission response as observed in 
experiments and that predicted from the theory presented in the present article. The 
developed model is capable of predicting the jumps in damage evolution that 
corresponds to the avalanche phenomenon. The particle simulated in this case has a 
radius of 10µm. 
 

st 203=

st 204=
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Table 4.2. Material parameters used to run the simulation of fracture and acoustic 
emission in LiCoO2 active particle. This data set was used in the comparison with 
experimental results. 

Name Material parameters 

Diffusion coefficient  1.0x10-14 m2/s [157] 

Expansion coefficient  9.85x10-7 m3/mol [21] 

Young’s modulus  375 GPa [14] 

Shear modulus  124 GPa [180] 

Mean fracture threshold energy  1 J/m2 [14] 
Density 5060 kg/m3 [181] 

Maximum Li ion concentration  51410 mol/m3 [157] 

Operating temperature  298 K 

 
though the fracture happens at a very low rate, it is evident that the crack forms and 

propagates due to the development of large concentration gradient between the two 

phases of LiCoO2. In the current methodology, evolution of damage is governed by 

concentration gradient only. Even though, formation of the concentration gradient 

happens through different mechanisms in experiment and simulation, they should show 

similar acoustic energy release that only depends on the amount of mechanical damage 

and not how the damage is happening. Thus, the comparison of the acoustic emission 

spectra between these two cases is a preliminary attempt toward a more rigorous 

validation, which is left as a future exercise. However, evolution of damage depends 

significantly on the presence of pre-existing manufacturing flaws within the material. 

For different samples of the same material, during damage evolution amount of energy 

released through acoustic emission can be significantly different. The effect of 

preexisting flaws has been taken into consideration by varying the fracture energy 

according to a uniform distribution of random numbers. Due to the presence of these 
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randomly generated preexisting flaws, microcrack formation and fracture of active 

particles become random phenomena. Since damage evolution is a relatively random 

process, exact correlation between the two curves is almost impossible to attain. But, 

some of the experimentally observed features, such as the avalanche phenomenon have 

been characterized successfully. Jump in fraction of broken springs are observed at the 

beginning of the delithiation process. In the experimental analysis little damage 

evolution has been observed in the second half of the delithiation. But, for the 

computational prediction, damage continues to evolve till the end of the delithiation 

process. This can be attributed to the fact that in the lattice network used in DLSM, there 

were potentially more weak linkages where damage could evolve. A good qualitative 

comparison with the experimental result establishes the accuracy of the developed 

DLSM and this method can be used for predicting experimentally observed acoustic 

emission response. 

 It has been reported that larger mechanical degradation is observed under high C-

rate conditions and low C-rates result in small amount of broken elements for non-phase 

transforming materials, such as, graphite and silicon (see [14, 27, 63, 65, 84]). For phase 

transforming cathode materials, fracture may appear at lower rates of operation as well 

(see [12, 13]). In the current research article, the main focus is to describe a 

computational methodology that can predict the experimentally observed acoustic 

emission spectra during the fracture of active electrode particles. The present 

methodology takes into consideration only the concentration gradient induced by the 

lithium diffusion phenomena. This methodology will be extended to phase transforming 
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materials as a part of future work, in which case the formation of cracks even at low rate 

operations (observed in cathode particles) can be captured. To estimate the total amount 

of mechanical degradation, an experimentalist measures the cumulative strain energy 

that releases during operation. The question is how well the cumulative energy released 

reflects the total amount of microcrack formation. To answer this question, a study have 

been conducted where a particle was delithiated at different C-rates and the 

corresponding fraction of broken springs (see Fig. 4.7(a)) as well as subsequent release 

of strain energy have been plotted (see Fig. 4.7(b)). As shown in Fig. 4.7(a), higher C-

rate (6C and 8C) results in enhanced damage evolution. Smaller fraction of bonds broke 

for low C-rate applications (1C and 2C). As expected, damage evolution for 3C and 4C 

lies in between the two. Figure 4.7(b) shows a cumulative measure of the corresponding 

release of strain energy. Large amount of strain energy release has been detected under 

high C-rate conditions. Under low C-rates of 1C and 2C, strain energy released is 

minimal and can be neglected. For applications under intermediate C-rates of 3C and 4C, 

cumulative strain energy curves lie in between. Similar to the fraction of broken springs, 

total energy for 3C is less than that observed for 4C. Two apparent discrepancies in the 

acoustic emission response must be pointed out. In the figures 4.7(a) and 4.7(b), four 

curves in two pairs, “A”-“B” and “C”-“D”, have been separately demarcated to 

demonstrate the pair of apparent mismatch that can potentially occur in acoustic 

emission response. The fraction of broken elements under (see Fig. 4.7(a)) delithiation at 

8C (denoted by “A”, solid red line) predominantly lies above the fraction of broken 

springs observed under delithiation at 6C (denoted by “B”, dash-dot red line). But in the  
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Fig: 4.7. (a) Damage bonds observed at different C-rates have been plotted with 
respected to a normalized time scale. (b) Cumulative energy release at the same C-rates 
has been plotted with respect to the same normalized time scale. Even though during 
delithiation at 6C and 8C produces almost same amount of broken springs, the 
cumulative energy response suggests that higher damage evolution occurred at 6C. For 
1C and 2C around 1% and 2.5% springs broke. But the cumulative energy release 
suggests that almost zero damage evolution occurred at 1C and 2C. Acoustic emission 
spectra may give rise to this type of minor discrepancies in the final result. The particles 
simulated in this case were assumed to have a radius of 10µm. 
 
cumulative measure of released strain energy (see Fig. 4.7(b)), the curve for 6C (“B”) 

lies significantly above the line for 8C (“A”). This may mislead the experimentalist to 

have a conclusion that under 6C more damage is observed than 8C, which is not correct. 

The first potential reason why this type of discrepancy may be occurring is the fact that 

under 6C the particle is delithiated for 675 seconds, which is longer than that for 8C, 

where the particle gets delithiated for 450 seconds. To calculate the cumulative energy 

curve, integration is done over time. For 6C the released strain energy gets integrated 

over a longer time interval, resulting in potentially larger cumulative energy release. 

This discrepancy may be avoided by using multiple actuators placed at different 

locations of the particle. The cumulative energy released may be estimated by taking 

average of the energy measured by all the sensors. The second discrepancy is the amount 

of damage observed under low C-rate conditions 1C and 2C (denoted by “C” and “D”). 
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Even though Fig. 4.7(a) shows that there is around 1%-2% broken springs under 1C 

(“D”) and 2C (“C”) rates of discharge, Fig. 4.7(b) signifies that the cumulative energy 

release is negligible for both the curves “C” and “D”. To an experimentalist conducting 

the acoustic emission experiment, this may give a wrong impression that under 

delithiation at 1C and 2C, negligible amount of mechanical degradation occurs. 

However, in reality, delithiation at the rate of 2C (curve “C”), results in approximately 

2.5% mechanical degradation. This is definitely not negligible. 

 
Fig: 4.8. Effect of particle size on damage has been demonstrated here. (a) For 
relatively smaller particles with size 5µm and below, decreasing the particle size results 
in reduction of the fraction of broken springs. On the contrary, if the particle size is 
increased beyond the critical size of 5µm, reduced fraction of broken elements have been 
observed. This happens because of the fact that for large particles, there was not 
sufficient time for full concentration gradient to develop in the entire particle. Total 
amount of damage for the larger particles (10µm) can be higher, but maximum fraction 
of broken springs was observed for 5µm sized particles. Thus, it can be concluded that 
there exist a critical particle size at which maximum fraction of mechanical damage 
evolves. (b) Variation of the critical particle size  with diffusivity has been 
demonstrated in this figure. It can be observed that the critical particle size also 
correlates with the value of diffusivity. The error bars signify one sigma standard 
deviation of ten different samples taken into consideration while plotting each point. 
 
 It is well known that particle size impacts the evolution of mechanical 

degradation in active particles. It has been reported in earlier literatures that reducing the 
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particle size results in reduction of microcrack formation (see [18, 20]). Particle size is a 

measure of the diffusion length of an object. For higher diffusion length, larger 

concentration gradient is observed. This gives rise to enhanced mechanical stress and 

subsequently more damage evolution. Smaller particle size resulted in small diffusion 

length, low concentration gradient, less tensile stress generation and reduced crack 

formation. But for extremely large particles, the concentration gradient cannot evolve 

completely inside the entire particle within the amount of time allowed for delithiation to 

occur. This gives rise to reduced fraction of broken springs for extremely large particles. 

Figure 4.8(a) demonstrates this phenomenon and demarcates the existence of a critical 

particle size at which the observed fraction of broken elements is a maximum. As the 

particle size decreases from 50µm to 10µm and finally to 5µm, the fraction of broken 

bond increases. This increase in fractional damage with decreasing particle size occurs 

because; in large particles only a small portion close to the periphery experiences the 

concentration gradient. As the particle size gets smaller the entire particle can experience 

the concentration gradient in the provided amount of time, which leads to enhanced 

stress generation and subsequently, rupture of a larger fraction of lattice springs. As the 

particle size decreases to 2µm the amount of mechanical degradation decreases because 

of the reduction in diffusion length and generation of smaller concentration gradients. 

Thus from Fig 4.8(a) it can be concluded that the critical particle size  at which the 

maximum amount of broken springs evolve is around 5µμm. Figure 4.8(b) shows the 

variation in fractional damage at the end of the delithiation process for different particle 

size and under different values of diffusivity of the material. As the diffusivity increases, 
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the critical particle size also increases. For an enhanced value of the material diffusivity 

, the critical particle size increases to . Higher diffusivity 

also results in reduced concentration gradient, and subsequently less mechanical 

degradation. Smaller values of the diffusion coefficient  result in smaller 

values of critical particle size . Smaller diffusivity results in larger 

concentration gradient and subsequently enhanced mechanical degradation. Extremely 

small standard deviation in the data set signifies the certainty and stability of the 

observed result (10 different samples were considered in this study).  

 Elastic stiffness of materials has significant influence on the amount of 

deformation it experiences as well as the strain energy stored inside the material under a 

certain amount of deformation (see [15]). In the present study, rupture of a spring in 

lattice spring systems is characterized by the amount of elastic strain energy stored in 

that spring element. If the energy stored in that element exceeds the fracture threshold 

energy, the spring is assumed to be broken. As a result, parameters, which impact the 

amount of strain energy stored in a lattice spring element, have the ability to affect the 

microcrack formation to a large extent. Since elastic modulus of a material directly 

affects the strain energy, variation in the value of  can affect the fracture formation, 

energy release and subsequently the acoustic emission spectra. Figure 4.9 demonstrates 

the effect of different values of the elastic stiffness on the cumulative energy release rate 

(Fig. 4.9(a)), acoustic emission spectra (Fig. 4.9(b)), fraction of broken springs (Fig. 

4.9(c)) and a relation between amounts of damage evolution with stiffness ratio (Fig. 

4.9(d)). In the computational scheme adopted in this research, the material is subjected  

( )00.4 ss DD = ( )mdcrit µ20=

( )025.0 ss DD =

( )mdcrit µ2=

E



 

136 
 

 

 
Fig: 4.9. Effect of elastic modulus on damage evolution has been demonstrated here. 
Enhanced micro-cracking is observed for the higher values of the elastic modulus. (a) 
Cumulative energy release due to fracture evolution at 8C. (b) Acoustic emission spectra 
observed for very high and very low values of elastic stiffness. (c) Evolution of the 
fraction mechanical damage with time for three different values of the elastic modulus. 
(d) Total amount of microcrack observed at different elastic stiffness for multiple 
samples. Small standard deviation suggests that damage evolution for different stiffness 
is well defined. A particle of radius 10µm was assumed for this particular set of 
simulations. The error bars correspond to one sigma standard deviation obtained over 
ten samples. The plotted data points signify the mean value of the data set. 
 
to a constant amount of concentration gradient induced deformation. If the stiffness of 

the material is large, it leads to generation of higher elastic strain energy. Since the 

fracture threshold remains the same, enhanced strain energy would result in larger 

number of broken elements in the network. Increased number of broken springs release 

more strain energy, which gets reflected as enhanced acoustic emission activity in the 

spectra. Similarly, as shown in Fig. 4.9(a), the cumulative energy released is much 
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higher for the case of high stiffness and much lower for the relatively softer material 

with lower stiffness. The corresponding acoustic emission spectra for both high and low 

stiffness case are shown in Fig. 4.9(b). Because of more broken elements and larger 

energy release, the spectrum at  has multiple peaks with high amplitude. 

Whereas, due to less number of broken springs, the emission spectra observed under low 

stiffness  does not show many peaks and the amplitude of the peaks are 

also smaller. Figure 4.9(c) demonstrates the evolution of fraction of broken springs with 

time. Similar to the result observed in cumulative energy release, under high stiffness 

 more than 20% broken springs are observed. For regular stiffness  

around 15% of the bonds break. For lower values of stiffness  only 2.5% of 

the total bonds experiences rupture phenomena. For all the elastic stiffness related results 

reported above, the particle was delithiated at a rate of 8C. Finally in Fig 4.9(d), an 

attempt has been made to characterize the variation of damage evolution with stiffness 

ratio . An almost straight line is observed when the “fraction of broken elements 

” was plotted with respect to the stiffness ratio  on a logarithmic scale. 

Thus a relation similar to  can be assumed to exist, at least within the 

range of stiffness ratio considered in the current simulation. According to the knowledge 

of the authors, no earlier work exists where an effort has been made to correlate the 

evolution of damage in materials with different stiffness under the same loading 

condition. Extremely small standard deviation obtained from the 10 samples considered 

in this study, signifies the stability of the response. The proportionality constant may be 
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a function of C-rate or diffusivity. In reality, most of the intercalation materials show 

concentration dependent elastic stiffness. For graphite, with increasing lithium ion 

concentration, the elastic stiffness increases (see [27]). For silicon, increasing lithium ion 

concentration reduces the elastic modulus (see [29]). Thus with continuing delithiation, 

increase in damage evolution would follow different trends for graphite and silicon type 

materials. 

 
Fig: 4.10. Effect of damping parameter on the amount of energy released has been 
demonstrated here. (a) High values of damping leads to reduced energy release and 
quick dissipation of the stress waves. (b) Low damping parameter enhances the energy 
release and the stress waves take much longer to dissipate completely. The particle 
simulated in this case has a radius of 10µm. 
 
 The damping parameter is responsible for controlling how the elastic strain 

energy released due to formation of microcracks would dissipate (see [66, 179]). A small 

value of damping parameter would signify that the released energy would propagate 

through the material for a long distance without getting dissipated. Larger value of the 

damping parameter signifies that the elastic strain energy released due to rupture of a 

spring cannot propagate for a long distance and gets dissipated relatively quickly. The 

damping parameter of a material can be estimated through the vibrational response under 

impact loading. A good measure of the damping coefficient of a material is the 
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relaxation time associate with that specimen. Amount of time required to dissipate the 

energy imparted by an impact load is associated with the relaxation time of that 

particular material. Smaller relaxation time corresponds to higher values of damping, 

whereas, large values of relaxation time signifies small damping coefficient. In Fig 

4.10(a) and 4.10(b), to demonstrate the effect of different damping parameters, four 

springs close to the boundary of the lattice spring network were preselected and assigned 

very low fracture threshold energy. All the other springs were assigned extremely high 

threshold values such that they never rupture. Two different damping parameters, one 

very high  and another very low , were selected for the two 

different simulations of delithiation under a C-rate of 8C. In the current simulation, the 

value of c0  has been adopted as 1.0N-s/m. Figure 4.10(a) shows that for a higher value 

of the damping parameter , small amplitude of signal is detected in the 

emission spectra. Also the released energy gets dissipated relatively quickly. On the 

other hand, as shown in Fig 4.10(b), for smaller values of the damping coefficient 

, signals of much larger amplitude were observed in the acoustic emission 

spectra. Due to low damping coefficient, the released energy took longer time to 

dissipate as well. Since the entire delithiation process was conducted at 8C, the 

simulation for both the cases was run till 450 seconds. Important point to be noted is the 

fact that for higher damping coefficient, all the bonds broke within 120 seconds. But for 

the smaller damping coefficient, all the bonds broke after 250 seconds. This signifies 

that there may be a potential of resisting crack formation in materials with lower values 
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of the damping coefficient. According to the authors’ knowledge, there does not exist 

any research article where the damping coefficient of lithium ion battery electrode active 

particle has been investigated. Hence, optimization of the viscosity of active particles 

will be considered as a future extension of the current research work. 

 
Fig: 4.11. Effect of damping parameter on the amount of microcrack formation has been 
depicted here. (a) For large values of the damping parameter, damage evolution 
happens through big avalanche phenomena. For smaller damping parameters, 
microcracks develop at a uniform rate. (b) Reducing the damping parameter from a 
large value decreases the amount of damage. But for small values of damping, 
mechanical damage saturates at a particular value. Ten different samples were 
generated for each data point and the mean value has been plotted. The error bars 
correspond to one sigma standard deviation of all the samples. 
 
 To investigate more on the matter whether smaller damping coefficient results in 

less mechanical degradation or not, some simulations of delithiation at 8C were 

conducted on a single particle with radius . Different damping coefficients 

were assumed for each of the samples. Figure 4.11(a) shows the evolution of fraction of 

broken springs under different damping parameters. Very large value of the damping 

coefficient results in excessively huge amounts of mechanical damage. As the damping 

parameter decreases, less amount of microcracks are developed. Another interesting 

thing that can be observed in Fig. 4.11(a) is the fact that under large values of damping 

mR µ10=
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coefficient, damage evolves in a step wise fashion. These steps in broken bond evolution 

were observed because of the presence of avalanche phenomenon. As the damping 

parameter got reduced, increase in the fraction of broken elements became more 

continuous. To analyze how much the fraction of broken springs varies as the damping 

coefficient is reduced, Fig. 4.11(b) plots the amount of mechanical damage with respect 

to the ratio of the damping parameters . As the value of the damping parameter 

ratio reduces from 3000.0 to 3.0, the amount of mechanical damage also decreases 

linearly. For further reduction of the ratio of damping parameter  from 3.0 to 0.1, 

not much change in the fraction of broken springs was observed. While generating the 

plot in Fig. 4.11(b), average of 10 samples for each of the cases were taken into 

consideration. Relatively small standard deviation signifies the certainty of this analysis. 

For applications in realistic battery active particles, it is desirable to use materials with 

smaller values of the damping coefficient to reduce the evolution of mechanical 

degradation.  

 Only single delithiation of the active particles have been analyzed till now. But in 

realistic battery applications, all the active particles are delithiated – lithiated for 

multiple cycles (see [63, 64]). Since during delithiation fracture evolves in the peripheral 

region and during lithiation fracture evolves in the central portion of the active particles, 

subsequent cycles of delithiation – lithiation may have the potential to increase the 

mechanical degradation uncontrollably. Such cyclic loading – unloading behavior may 

result in fatigue crack propagation within the materials, which can eventually cause the 

active particles to rupture completely. In previous computational analysis conducted by  

( )0/ cc

( )0/ cc



 

142 
 

 

 
Fig: 4.12. Depiction of damage evolution and energy released for different damping 
factors under different C-rate operating conditions. (a) High damping under low C-rate 
of 4C. (b) Low damping with cycles conducted at 4C. (c) High damping with operation 
at high c-rate of 8C. (d) Low damping along with 8C operating condition. For larger 
values of damping parameter, even though energy decays faster, magnitude of the peaks 
are larger than the low damping case. Particles of radius 10µm have been assumed in 
these set of simulations. 
 
the authors indicates that for the brittle active particles under consideration, fatigue crack 

propagation does not occur [85, 178]. However, the absence of crack prolongation via 

fatigue mechanism can be attributed as a consequence of the brittle lattice spring 

methodology adopted to study the fracture behavior. During delithiation – lithiation 

process at a particular C-rate, the maximum amount of load that acts on the system does 

not change from cycle to cycle. To accommodate that fixed amount of load, a certain 

amount of strain energy release must occur. The excessive strain energy that the system 
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cannot sustain, gets released in the first 1 to 2 delithiation – lithiation cycles through the 

formation of microscopic cracks. For subsequent cycles, no extra strain energy release is 

required to sustain the maximum amount of load. As a result, very little or no damage 

evolution occurs within the active particles after the second or third delithiation – 

lithiation cycles. This behavior of saturation in damage evolution has been successfully 

captured by the dynamic lattice spring model under operation at both the rates of 4C and 

8C. The acoustic emission spectra for two different damping parameters have been 

reported in Fig 5.12 under both 4C and 8C operation. Figure 4.12(a) shows the acoustic 

emission spectra (black line) and the cumulative fraction of broken springs (red line) for 

four cycles under 4C and a large value of the damping parameter . Similarly, 

Fig 4.12(b) shows the same emission spectra and cumulative fraction of broken elements 

for a smaller value of the damping parameter. Figures 4.12(c) and 4.12(d) represents the 

damage evolution subjected to five delithiation – lithiation cycles under 8C for large and 

small values of the damping coefficient, respectively. At higher C-rates definitely larger 

amount of mechanical degradation is observed (10%-15% at 4C as compared to around 

20% at 8C). Higher damping coefficient also resulted in larger amount of microcrack 

formation for cycling at both 4C and 8C. The emission spectra at higher damping 

coefficients showed signals of larger amplitude, but they dissipated much earlier than 

their counterpart observed with lower values of the damping coefficient. Saturation in 

damage evolution have been observed in all the four conditions after two delithiation – 

lithiation cycles.  
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Fig: 4.13. Damping vs. stiffness phase map showing the damage (fracture) regimes. 
Lower values of stiffness and damping factors may be favorable from the mechanical 
degradation perspective. 
 
 The values of elastic stiffness and damping parameter for different materials span 

over a large range. Materials used as active particles in the battery electrodes can be 

susceptible to mechanical degradation. Large amount of mechanical damage can 

eventually lead to site loss as well as total energy of the cell may get reduced. In this 

article, it has been reported in Fig. 4.9 and Fig. 4.11 that increasing the magnitude of 

elastic stiffness as well as damping coefficient may result in enhanced microcrack 

formation. The aim here is to elucidate on that direction and devise a range of elastic 

modulus and damping coefficient for which less mechanical degradation would occur. 

Figure 4.13 shows a comparative description of how much mechanical damage evolves 

for a certain range of damping coefficients and another range of elastic stiffness. All the 

simulations were conducted for a particle size of  and delithiation at a rate of 8C. 

Logarithmic scale has been used to represent the large variation in the elastic stiffness 

and damping factor being considered in this study. It has been observed that smaller 

values of elastic stiffness and damping coefficient results in less mechanical degradation. 

mµ10
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Since the simulation was conducted under a very high rate (8C), and realistic battery 

particles seldom experience such high rates of delithiation, the cutoff between “small 

fracture” and “medium” fracture has been taken as 10% fraction of broken elements, 

which is a bit towards the higher side. The limit between “medium fracture” and “severe 

fracture” was taken to be 17.5% fraction of broken springs. For the usual high 4C or 5C 

operations observed in realistic battery active particles, these upper limits of small and 

medium amount of mechanical damage would become “6%-7%” and “10%-12%” 

fraction of broken springs, respectively. To reduce the amount of mechanical 

degradation, materials with high stiffness and high damping coefficient must be avoided 

as electrode active particles. The elastic modulus of some active particles, such as 

graphite, increases with increasing amount of lithium ion concentration. Enhanced 

mechanical damage is possible in the graphite anode under high values of stiffness. To 

reduce the microcrack formation, it is advised to keep the bulk SOC of graphite anodes 

at a lower level. But for silicon, the elastic stiffness decreases with increasing lithium ion 

concentration. Consequently, higher values of SOC would result in reduced mechanical 

degradation in Si anode particles. The concept of enhanced energy dissipation under 

high damping and less dissipation for the case of low damping coefficient, can be used 

in conjunction with the phase map to predict the nature of the acoustic emission spectra. 

4.5 Convergence analysis 

To establish the applicability of the developed computational scheme for 

scientific computation, it is very important to clearly demonstrate the mesh size 

independence and the time step convergence of the adopted methodology. The test that  
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Fig: 4.14. (a) Demonstration of mesh size independence for the adopted computational 
methodology. Strain observed in systems of different size has been reported under 
externally applied constant stress of 1GPa. For systems with size greater than 60x60, the 
observed amount of strain does not change. (b) Convergence analysis for different time 
steps. The value of strain observed in a 60x60 system under different amount of time 
increment have been plotted when subjected to a stress of 1GPa. The amount of strain 
for time steps smaller than 1sec does not change significantly. 
 
was conducted to examine the convergence behavior will be explained next: A square 

spring lattice network of size LxL was considered as the system being studied. The 

bottom of the network was fixed. Uniform stress of 1GPa was applied at the top. The 

stress was ramped up to the maximum value over 10 seconds. The time increment taken 

into consideration is denoted by tΔ . The strain response after the first 10 seconds has 

been reported. For the mesh-size independence study, a time increment st 1=Δ  has been 

used. The system size L has been increased from 2 to 100. Figure 4.14(a) demonstrates 

that the strain obtained from the systems of size LxL=[65x65] or greater does not change 

significantly. In the present study, systems of size L=60 has been adopted, which lies 

sufficiently close to the range of converged domain sizes. A lattice spring network of 

size L=60 is also computationally benign and takes reasonably small amount of time to 

complete the entire simulation procedure. To demonstrate the convergence in time step, 
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Fig. 4.14(b) plots the amount of strain observed for a lattice spring network of size L=60 

but for different values of tΔ . As the time increment decreases, the strain response 

converges to a particular value. For time steps below st 1=Δ , the calculated strain does 

not change significantly. Hence, a time step of st 1=Δ  has been adopted in the current 

simulation. Newmark’s average acceleration method has been adopted for the time 

integration, which corresponds to 2
1=γ  and 4

1=β . The average acceleration 

technique is also unconditionally stable. Hence for any time increment, stability of the 

computational scheme is ensured. 

4.6 Conclusion 

A computational methodology has been developed that can predict the 

concentration gradient induced fracture in a lithium ion battery electrode active particle 

and capture the corresponding acoustic emission response. The dynamic momentum 

balance equation has been solved on a lattice spring network, which estimates the 

formation and nucleation of microcracks. Rupture of a spring results in release of the 

elastic strain energy stored in that particular spring element. This energy travels through 

the network in the form of a stress wave and gets detected by the actuator placed on the 

surface of the particle. Recognition of this stress wave corresponds to the acoustic 

emission spectra observed in realistic battery active materials.  

When constant lithium ion flux is applied on the boundary of the active particle 

kept at a fully rest condition, some stress waves develop within the material because of 

the concentration gradient induced impact. Amplitude of these reflected stress waves are 

two orders of magnitude smaller than those which develop due to the evolution of 
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microcracks. The magnitude of energy released during lithiation is smaller than the 

magnitude of energy released during delithiation. The cumulative energy released during 

acoustic emission provides a very good approximation of the total amount of mechanical 

degradation. Energy released is usually proportional to the cumulative fraction of broken 

elements, which is again linearly related to the applied C-rate. A critical particle size has 

been observed at which maximum fraction of mechanical degradation occurs. This 

critical particle size scales linearly with the diffusivity of the active particle. When the 

electrode active particle is subjected to multiple lithiation – delithiation cycles, 

saturation of mechanical damage as well as acoustic activity has been observed after the 

first couple of cycles. 

The relevant mechanical parameters (e.g., Young’s modulus, damping 

coefficient) can also affect the acoustic emission response of an active particle. With 

increasing elastic stiffness, enhanced mechanical degradation is observed. Softer 

materials result in reduced damage and very little acoustic activity is detected. Similarly, 

larger values of the damping coefficient can give rise to increased mechanical 

degradation. As the damping coefficient is reduced, below a particular value no further 

reduction in mechanical damage is observed. Higher damping coefficients also result in 

early dissipation of the released elastic energy. Finally, a phase map of damping factor 

vs. ratio of elastic stiffness has been constructed which can provide design guidelines 

regarding the choice of the most favorable mechanical property combination that could 

lead to minimum amount of mechanical degradation in the active particles. 
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CHAPTER V 

REDUCED ORDER MODELING OF MECHANICAL DEGREDATION INDUCED 

PERFORMANCE DECAY IN LITHIUM ION BATTERY POROUS ELECTRODES* 

5.1 Computational methodology 

A realistic LIB involves two electrodes separated by a porous separator [4]. The 

actual microstructure of the electrodes involves four different phases; active materials, 

binders, conductive additives, and electrolyte [119]. The separator itself is a porous 

membrane through which electrolyte can flow freely. Detailed modeling of all these 

different phases accurately is a very complicated task and most of the time impossible to 

achieve due to the lack of computational resources. To capture all the relevant physics 

without modeling all the different phases, a homogenization technique has been 

developed to characterize the behavior of the electrodes as a bulk material. The different 

physical phenomena that go on inside the electrode (such as diffusion and migration of 

ions, maintaining electro-neutrality at each point throughout the cell) have been taken 

into consideration. This homogenized model is known as the “porous electrode theory.” 

It was first developed by Newman and Tobias (see [103]) and later updated by Newman 

and Tiedemann (see [104]) for battery-specific applications. Figure 5.1 shows schematic 

diagram of a cell that is usually adopted in porous electrode theory. This porous 

electrode theory was implemented to different battery systems. A brief overview is 

*Reprinted with permission from “Reduced order modeling of mechanical degradation induced performance 
decay in lithium-ion battery porous electrodes” by P. Barai et al.

(2015) J. Elec. Soc. 162 A1751 – A1771 by Copyright 2015 ECS – The Electrochemical Society. 
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provided below, which is specifically applicable to LIBs (see [4]). Texts below shows 

how the nonlinear Butler-Volmer equations have been linearized using the Taylor series 

expansion.  The proposed reduced order model is developed to specifically capture the 

effect of mechanical damage evolution, which is integrated into the “porous electrode 

theory” based cell sandwich model for Li-ion cells by Newman and co-workers [103-

107]. This reduced order model aims to characterize the amount of mechanical 

degradation as a function of Amp-hour throughput (Ahtp), C-rate and particle size which 

is discussed in the following sections. 

 

Fig: 5.1. Schematic representation of the porous electrode theory for modeling of 
1D+1D Li transport in a Li-ion cell. 
 
5.1.1 Relation between microcrack density and diffusivity 

 A reduced order model has been developed to estimate the amount of microcrack 

formation under certain C-rate operating conditions and for particular particle sizes ( )sR

. A simplified expression for microcrack density (or fraction of broken bonds, fbb ) as a 

function of amp-hour-throughput (Ahtp) can be written as, 

 ( ) ( )( )max, , 1 expbb rate s ratef f C R Ahtp A m Ahtp= = − − ⋅                  (5.1) 

along with ( )max 1 ,rate sA f C R=  and ( )2 ,rate rate sm f C R=                       (5.2) 
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Here Amax  signifies the maximum amount of damage that can occur in an active particle 

and mrate  stands for the rate at which damage evolution occurs. Both the Amax  and mrate  

parameters are functions of C rate−  and particle size ( )sR . More detailed expression of 

the maximum damage and rate of damage will be provided in sub-section 5.2.1 of the 

Results and Discussion section. It has been argued in Barai and Mukherjee [85] that 

formation of a microcrack increases the tortuosity of the diffusion pathway resulting in 

reduced diffusivity of the active particle. An expression for effective diffusivity has been 

developed to correlate the microcrack density with the diffusivity of the active particle, 

which is given as, 

    ( )1eff
s s bbD D f γ
= −                    (5.3) 

where Ds  denotes the solid phase diffusivity in the anode active materials without any 

mechanical degradation. The solid phase diffusivity Ds( )  (also referred to Eq. (5.4) and 

(5.5)) is replaced by the expression of effective diffusivity as obtained from Eq. (5.3). It 

has been demonstrated that reducing the local diffusivity of the active particle could 

capture the effect of mechanical degradation on the diffusion of lithium species [85]. 

The simulation of diffusion inside active particles and mechanical degradation has been 

conducted in a circular 2D domain. For different particle sizes and different C-rates, 

certain values of surface concentration were obtained from the 2D simulations taking 

into account the effect of microcracks. For the same particle sizes and C-rates, 1D 

simulations were conducted with constant values of diffusivity that can generate the 

same surface concentration as that obtained from the 2D simulations. The diffusivity 
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value for the 1D simulations has been obtained from Eq. (5.3). Estimation of the 

exponent γ  has been conducted by comparing the surface concentrations from 1D and 

2D analyses. More elaborate explanation behind the exact value of the exponent ( )γ will 

be provided towards the end of sub-section 5.2.1 of the Results and Discussion section. 

In the computational analysis, fraction of broken bonds or microcrack density 

( )bbf  is defined as the ratio of broken elements over total number of elements. Here 

elements refer to a computational entity and does not have any experimentally 

observable counterpart. Thus, the term bbf turns out to be a dimensionless number. 

Based on dimensional analysis, the term maxA  turns out to be dimensionless. Whereas, 

the term ratem  must maintain the dimension of ( ) 1Ahtp −  to achieve dimensional equality 

within the exponent. However, the two defining terms ( )max , rateA m  used in the reduced 

order model does not have any direct experimentally measurable counterparts. Acoustic 

emission is a methodology to measure the extent of mechanical degradation in solid 

materials. Cumulative strain energy release measured form acoustic emission 

experiments is equivalent to the damage profile observed in the present context [63, 

182]. Hence, an experimental counterpart of the maximum amount of mechanical 

degradation parameter ( )maxA  is the maximum cumulative strain energy release 

observed from acoustic emission experiments. Saturation in the strain energy release has 

been reported in several experimental articles [63, 64, 182], which is equivalent to the 

saturation in evolution of microcrack density observed by the authors [178].  
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Most of the reduced order models are derived from systematic reduction of 

governing differential equations. But if the phenomenon under consideration cannot be 

characterized by a governing differential equation, then based on the trend, 

phenomenological models can be developed to capture the variation [10]. In the present 

context, evolution of microcrack density cannot be captured using any differential 

equation. It is possible to develop reduced order models for stress generation, but 

fracture formation is rather a stochastic process because material heterogeneity is also 

involved there [30]. Due to the lack of governing equations, it is important to have 

phenomenological models for predicting damage evolution. Usually empirical models 

are mathematical expressions that are developed entirely based on data. No physical 

significance exists behind particular mathematical expressions. However, in the present 

context, the saturation phenomenon in mechanical degradation can be explained from 

the strain energy release perspective [85, 178]. Under externally applied load, evolution 

of mechanical degradation happens to release the excessive strain energy that the system 

cannot sustain. During lithiation – delithiation process, the same amount of diffusion 

induced load acts on the system. The strain energy release required for sustaining the 

concentration gradient induced load is achieved within the first few discharge – charge 

cycles. As a result, during subsequent lithiation – delithiation process, extra strain 

energy release is not required. This leads to saturation in the amount of mechanical 

degradation. Here, an inherent assumption is that the lithiation – delithiation process 

occurs at a constant rate. The maximum amount of mechanical degradation depends on 

the particle size and C-rate of operation, through the magnitude of concentration 
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gradient term. Thus there exists some form of physical significance behind the equations 

adopted in this study. To calculate the amount of microcrack formation, the governing 

differential equations are not being solved in details. As a result, the physics based 

mathematical representation of damage evolution can be described as a reduced order 

model of a complicated phenomenon. 

5.1.2 Porous electrode theory 

Figure 5.1 shows schematic diagram of a cell that is usually adopted in porous 

electrode theory. According to this homogenized model, two different phases are 

considered in each electrode, the active particles and the electrolyte. The separator acts 

as a medium through which only the electrolyte diffuses. The electrons cannot pass 

through the polymeric separator. The active particles are considered as spherical 

particles, and lithium diffusion within them are modeled using Fick’s law of diffusion 

with a flux prescribed boundary condition on the surface. 

2
2

s s sc D cr
t r r r

∂ ⎛ ∂ ⎞∂ ⎛ ⎞
= ⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠⎝ ⎠

                             (5.4) 

along with,  
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∂
=

∂
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r R s

c j
r D F=

∂ −
=

∂
                (5.5) 

Here, sc  is the concentration of lithium atoms within the solid phase, sD  signifies the 

diffusivity of lithium within the solid, and j  is the reaction current density that flows at 

the solid electrolyte interface. The expression for the reaction current density is obtained 

from the Butler- Volmer equation, which is also written as, 
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   0 exp expa cF Fj j
RT RT
α α

η η
⎛ ⎞⎛ ⎞ ⎛ ⎞

= ⋅ ⋅ − − ⋅⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

                 (5.6) 

Where j  is the reaction current density, j0  signifies the exchange current density, aα  

and cα  are the anodic and cathodic transfer coefficients of electrode reaction, 

respectively, F  signifies the Faraday constant, R  represents the universal gas constant, 

and T  corresponds to the temperature at which the reaction occurs. For the simulations 

conducted in the present article, the temperature has been kept fixed at room temperature 

or 298K. The overpotential in the anode and cathode are denoted by η  and defined by 

the expression, 

     s e Uη φ φ= − −                   (5.7) 

Where sφ  signifies the solid phase potential, eφ  denotes the electrolyte phase potential, 

and finally, U  signifies the open circuit potential within the electrodes.  

 Similar to the solid phase, diffusion of lithium ions also occurs within the 

electrolyte phase. Usually the diffusivity of lithium ions within the electrolyte is much 

faster than that observed within the solid phase. Accumulation of lithium ions within the 

electrolyte due to the reaction current acts as a source term.  

   
( ) 2

2

1e eff e
e s

c c tD a j
t x F
ε

+
∂ ∂ −⎛ ⎞= + ⋅⎜ ⎟∂ ∂ ⎝ ⎠

                 (5.8) 

    with,  
0,

0e

x L

c
x =

∂
=

∂
                  (5.9) 

Here, a c sepL L L δ= + +  and ε  signifies the porosity. Also, ec  represents the 

concentration of lithium ions within the electrolyte, ( )5.1εeeff
e DD =  represents effective 
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diffusivity of lithium ions within the electrolyte in terms of the actual diffusivity and the 

porosity of the medium, sa  is the active surface area per unit volume, and +t  represents 

the transference number corresponding to lithium ions. Transference number signifies 

the fraction of current that is carried by the lithium ions. That fraction of lithium ions 

within the electrolyte does not accumulate and simply migrate from one electrode to the 

other. As a result, that fraction is deducted from the total amount of lithium ions that gets 

released during the flow of reaction current.  

 Electro-neutrality is a necessary condition to be satisfied at every point within the 

electrochemical cell. Thus, quasistatic charge conservation must occur within both the 

solid phase as well as the electrolyte phase of the cell. Electric potential within the solid 

phase follows Ohm’s law, 
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Here, ( )( )5.11 εσσ −=eff  is the effective conductivity written as a function of real 

conductivity and porosity, sφ  is the solid phase potential, I  signifies the applied current, 

and A  represents the area at the electrode current collector interface. Similarly charge 

conservation within the electrolyte gives,  
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along with,  
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Here, the electrolyte potential is denoted by eφ . The effective electrolyte conductivity 

written as ( )5.1κεκ =eff  in terms of the real electrolyte conductivity ( )κ  and the porosity 

of the electrode ( )ε . ( )5.1εκκ d
eff
d =  is the diffusivity of the charged particles, which 

transport through the electrolyte via diffusion mechanism. While calculating 

conservation of charge within the electrolyte, the contribution from both the charge 

transport via Ohm’s law and the diffusion of charged particles must be taken into 

consideration. As a result, there exist two terms in the left hand side (LHS) of the 

governing equation provided in Eq. (5.12). At the active particle-electrolyte interface, 

lithium ions are consumed as they react with the electron and diffuse inside the active 

particles as lithium atoms. Thus, the reaction current acts as a sink term at the electrode 

electrolyte interface. The conductivity of the electrolyte ( )κ  and the conductivity of 

charged particles ( )dκ  are not independent parameters. It depends on the diffusivity of 

the electrolyte phase De( )  and the initial electrolyte concentration ce,init( ) . 

   
2 2

,e e initz F D c
RT

κ =  and d ezFDκ =                (5.14) 

 Cell voltage is determined by calculating the difference between the solid phase 

potential at the positive and the negative electrodes. The drop in cell voltage due to the 

internal resistance ( )cellR  should also be incorporated. 
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   ( ) ( ), , 0s positive s negetive
electrode electrode

V x L xφ φ= = − =               (5.15) 

5.1.3 Numerical procedure 

 The entire computational methodology adopted in the present context can be 

divided into several smaller components. Firstly, diffusion of lithium inside a circular 

cross section of a spherical particle have been solved using the time dependent Fick’s 

law. The concentration gradient inside the active particles give rise to diffusion induced 

stress (DIS). Secondly, generation of DIS can lead to formation of microcracks, which 

can be captured by solving the momentum balance equation. Nucleation and propagation 

of microcracks produce spanning cracks. Details of the computational methodology used 

to obtain the spanning cracks have been described by the authors in earlier articles [85, 

178]. A brief description of the same computational technique will be provided below. 

Time dependent diffusion equation is solved using the finite volume method on a 2D 

square grid. Constant flux boundary condition is applied on the surface of the circular 

active particle. Two dimensional lattice spring methods have been used to capture the 

microcrack formation within the active particles. The main essence of this methodology 

is that the entire mass of the continuum can be assumed to be discretized within 

uniformly distributed nodes. Each of the nodes is connected by spring elements. This 

spring elements display axial as well as shear resistance. Under externally applied 

diffusion induced load, these lattice spring elements deform to maintain equilibrium 

within the structure. This gives rise to evolution of strain energy within each of the 

springs. If the energy stored in an element exceeds its fracture threshold, it is assumed to 

be broken and irreversibly removed from the network of lattice springs. Subsequent 
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rupture of adjacent spring elements due to diffusion induced stress can give rise to 

formation of spanning cracks within the active particles. The variable “fraction of broken 

bonds” ( )bbf  is defined as the ratio of number of broken springs over the total number of 

springs that exist within the domain. 

 Formation of a microcrack hinders the diffusion pathway of active particles, and 

increases the tortuosity within the material [85]. This is taken into account within the 2D 

diffusion solve by modifying the diffusivity parameter only at the point where 

mechanical degradation occurred. Such modification of the local diffusivity resulted in 

higher values of concentration gradient within the active particles. Surface concentration 

decreases much faster during the delithiation process due to formation of microcracks. 

Consequently, reduction in effective capacity is observed due to increased mass 

transport resistance.  

To solve for this capacity fade due to mechanical degradation in the anode active 

particles, the effective solid phase diffusivity has been extracted from Eq. (5.1) and 

(5.3). The values of diffusion coefficient in individual active particles under different 

amounts of microcrack density have been estimated. After that, it is implemented within 

the 1D computational framework for electrode level analysis (Eq. (5.4)). Because the 

evolution of voltage and capacity within an electrode is a transient process, the 

governing differential equations (Eq. (5.4), (5.21), (5.22) and (5.23)) are solved in an 

incremental fashion by taking small steps over the time variable. At each time steps, the 

increment in microcrack density for every particle in the negative electrode is estimated 

according to the following rate equation: 
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( )

( )max
bb

rate bb
df m A f

d Ahtp
= ⋅ −                  (5.16) 

Eq. (5.16) has been obtained by taking the first derivative of Eq. (5.1) with respect to the 

independent variable Ahtp . In a small time increment, the incremental amp-hour-

throughput Ahtp( )  is also small. Thus, the total amount of microcrack density after a 

small time increment can be obtained as:  

   ( ) ( )
( )

0

0
bb

bb bb

Ahtp

dff Ahtp f Ahtp Ahtp
d Ahtp

= + ⋅Δ               (5.17) 

Here, Ahtp  is the amp-hour-throughput at the end of the current step, Ahtp0  is the amp-

hour-throughput at the end of the previous step, and AhtpΔ  is the incremental amp-hour-

throughput. The effective diffusivity under this modified amount of microcrack density 

has been estimated from Eq. (5.3), and fed into Eq. (5.4) of the 1D coupled-electrode 

level model. Reduction in solid phase diffusivity increases the resistance due to mass 

transport and results in an effective capacity fade of the lithium ion cell. The capacity 

fade due to reduction in solid phase diffusivity becomes more prominent under high C-

rate operating conditions. 

 The governing differential equations described above have been discretized along 

the thickness direction of the electrode. All three different regions of the anode, 

separator, and cathode have been taken into consideration. There exist four unknown 

variables at each node of the computational domain, which are given as follows, (i) solid 

phase concentration on the surface of the active particles cs,s = cs r = R( )( ) , (ii) 
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electrolyte phase concentration ce( ) , (iii) solid phase potential ( )sφ , and (iv) electrolyte 

phase potential ( )eφ . The electrolyte concentration, solid potential, and the electrolyte 

potential have been solved in a coupled fashion using the governing differential 

equations, Eq. (5.8), (5.10), and (5.12). Solution of the solid phase concentration was 

conducted separately (Eq. (5.4)). All the terms in Eq. (5.8), (5.10), and (5.12) except the 

reaction current density j( )  are linear in nature. A Taylor series expansion has been 

introduced to linearize the nonlinear component of the reaction current density j( ) , 

which is a function of solid phase potential ( )sφ , electrolyte potential ( )eφ , and solid 

phase surface concentration cs,s( ) . Because the solid phase concentration has been 

computed separately, the reaction current density has not been linearized with respect to 

the cs,s  term. The Taylor series expansion of the reaction current density gives, 

( ) ( ) ( ) ( )
,0 ,0

,0 ,0 ,0 ,0, ,
s s e e

s e s e s s e e
s e

j jj j
φ φ φ φ

φ φ φ φ φ φ φ φ
φ φ

= =

∂ ∂
= + ⋅ − + ⋅ −

∂ ∂
              (5.18) 

Here, sφ  and eφ  are the current values of solid and electrolyte potential, which are 

unknown and being solved for. ,0sφ  and ,0eφ  are the values of solid and electrolyte phase 

potential at the previous time step, which is known. Derivative of the reaction current 

density with respect to the solid and electrolyte phase potential can be written as, 

  
s s

j j jη
φ η φ η
∂ ∂ ∂ ∂

= ⋅ =
∂ ∂ ∂ ∂

 and 
e e

j j jη
φ η φ η
∂ ∂ ∂ ∂

= ⋅ = −
∂ ∂ ∂ ∂

              (5.19) 
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Please see Eq. (5.7) for an expression of η  as a function of sφ  and eφ . The derivative of 

reaction current density with respect to the overpotential is provided in Eq. (5.20): 

  0 exp expa a c cF F F Fj j
RT RT RT RT
α α α α

η η
η

⎛ ⎞∂ ⎛ ⎞ ⎛ ⎞
= ⋅ + −⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ⎝ ⎠ ⎝ ⎠⎝ ⎠

               (5.20) 

Substituting Eq. (5.18), (5.19), and (5.20) into Eq. (5.8), (5.10), and (5.12), linearized 

versions of the governing differential equations have been obtained as follows:  
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              (5.21) 
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              (5.23) 

Discretizing the linear equations Eq. (5.21), (5.22), and (5.23) by using a finite 

difference scheme, the coupled matrix for solid and electrolyte potential and electrolyte 

concentration are obtained. 

For the single discharge simulations, the initial state of charge (SOC) is assumed 

to be 0.9 in the negative electrode and 0.35 in the positive electrode. These values of  
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Fig: 5.2. Fraction of broken bonds along the radial direction showing evolution of 
damage during discharge and charge processes. (a) After discharge at 4C (delithiation), 
for all the particle sizes, microcracks predominantly develop near the particle surface. 
(b) Subsequent constant-current-constant-voltage charge process at 4C (lithiation) 
creates some microcracks close to the center. (c) Discharge at multiple C-rates for a 
particle size of 10µm, also shows damage predominantly located near particle surface. 
(d) CCCV charge after the discharge process causes some microcrack evolution close to 
the center, but compared to the peripheral region it is insignificant. Thus, majority of the 
damage evoltuion occurs close to the surface of the particle. 
 
SOC resulted in an initial voltage of approximately 4.3V. The lower cut-off voltage for 

lithium ion cells has been assumed to be 2.4V for hard-carbon based anodes. For 

analyzing cycling performance, the lithium ion battery is assumed to be in a discharged 

state. It is charged to an upper voltage limit of 4.2V at a very slow rate (0.05C). 

Discharge-charge cycles are conducted on these electrodes to estimate the cycling 

performance of an LIB under different design (particle size) and operating conditions 
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(C-rate). The parameters used in the simulations are listed in Table 5.1. Evolution of 

mechanical degradation within single active particles and different particles located at 

different portions of the electrode are elaborated in the Results and Discussion section. 

 
Fig: 5.3. Variation in surace concentration due to the effect of damage during (a) 
Lithiation and (b) Delithiation. Two different design and operating conditions were 
considered: i) Particle size 10µm and operation at 4C, and ii) Particle size 5µm and 
operation at 8C. (a) For both the operating conditions, during lithiation, damage 
evolution occurs at the center. It does not affect the surface concentration significantly. 
(b) During delithiation, peripheral damage evolution affects the surface concentration 
more significantly. Most of the electrochemical reactions are governed by the surface 
concentration only. Damage evolution close to the surface during delithiation will be 
modeled. 
 
5.2 Results and discussion 

LIBs are manufactured in factories in a discharged state [43]. They are then 

charged in a controlled environment and at a low C-rate (C/20). According to some of 

the previous works by the authors, no mechanical damage evolution occurs during 

lithiation or delithiation under low rate operations [85, 178]. Most of the microcrack 

evolution occurs during and after the first discharge process. Additionally, mechanical 

degradation has only been observed during high C-rate operations. The formation of 

microcracks along the radial direction plays a major role in determining its impact on 
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cell performance. Figure 5.2 and figure 5.3 discusses about the evolution of microcrack 

density in a 2D circular cross section of a spherical particle. Effect of mechanical 

degradation on diffusion process has been taken into account by decreasing the local 

effective diffusivity due to increased tortuosity of the diffusion pathway. This 

modification in diffusivity due to microcrack formation has been incorporated within the 

2D model. The computational model adopted for this 2D analysis has been described in 

detail in a previous article (see [85]). Diffusion process in a circular cross section can 

also be simulated in a simplified fashion by solving for concentration only along the 

radial direction. This will be referred to as 1D model in the following sub-section 

(5.2.1). Usage of a constant value of effective diffusivity can help us to capture the 

reduction in local diffusion coefficient due to microcrack formation. Diffusion of lithium 

species within the solid active particles is captured using this technique (also provided in 

Eq. (5.4)). Effect of mechanical degradation in solid phase is taken into account by 

expressing the value of effective diffusivity ( )eff
sD  as a function of microcrack density 

( )bbf  (see Eq. (5.3)). Point to be noted, this analysis is not the 1D Newman type porous 

electrode theory. Results of the 1D porous electrode theory will be discussed from sub-

section 5.2.2 onwards.  

In Figure 5.2, microcrack density fbb( )  along the radial direction of a graphite 

anode has been plotted with respect to the normalized radius after the first discharge and 

the subsequent charge process. Figure 5.2(a) demonstrates the distribution of fbb  along 

the radial direction after constant current discharge at 4C for different particle sizes 
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(2.5µm – 15.0µm). Similarly, Figure 5.2(c) shows the microcrack density for a 10.0µm 

particle after constant current discharge under a wide range of C-rates (1C – 10C). In 

both of the abovementioned cases, delithiation occurs during the discharge process. The 

first delithiation gives rise to significant amounts of damage evolution close to the 

periphery of the active particles. No damage is observed near the center of the active 

particles during the first discharge process. 

Table: 5.1. List of parameters used to solve the one dimensional lithium-ion battery 
model. All the parameters shown below have been adopted from Gu and Wang (see 
[67]) and Guo et al. (see [108]). 

Name Units Anode Separator Cathode 

Length ( ), ,a sep cL Lδ  m 130e-6 26e-6 130e-6 

Porosity ( )ε  -- 0.357 0.41 0.444 

Solid  

conductivity ( )σ  

S/m 100 -- 3.8 

Electrolyte  

diffusivity De( )  

m2/s 7.5e-11 7.5e-11 7.5e-11 

Solid diffusivity Ds( )  m2/s 3.9e-14 -- 1.0e-13 

Particle radius Rs( )  m 12.5e-6 -- 8.5e-6 

Temperature T( )  K 298.15 298.15 298.15 

Initial electrolyte  

concentration ce,init( )  

mol/m3 2000 2000 2000 

Transference  

number t+( )  

-- 0.363 -- 0.363 
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Figure 5.2(b) demonstrates the microcrack density along the radial direction after 

constant current (CC) discharge and constant current constant voltage (CCCV) charge at 

4C for different graphite particle sizes (2.5 µm – 15.0 µm). Similarly, Figure 5.2(d) gives 

an example of microcrack density along the radial direction for a 10.0-µm graphite 

particle after CC discharge and CCCV charge at a wide range of C-rates (1C – 10C). 

During the charge process, lithiation occurs within the anode active particles. Formation 

of tensile stress close to the center of the particle gives rise to mechanical degradation at 

the center during the lithiation process. In Figures 5.2(b) and 5.2(d), minor microcrack 

evolution can be observed close to the center of the graphite active particle after the 

charge process. However, microcrack density after the first discharge-charge process 

along the periphery of the graphite active particle is much greater than the mechanical 

damage at the center. Because the mechanical degradation at the central portion of the 

active particle during lithiation is minor, monitoring only the peripheral damage 

evolution during delithiation should be sufficient for successfully capturing the effect of 

microcrack density on the effective diffusivity of the anode active particles. 

The results reported in Figure 5.3 show the extremely minor impact of central 

damage evolution on the surface concentration of the active particles as compared to that 

of the peripheral damage evolution. This supports the hypothesis made with regard to 

Figure 5.2, namely monitoring damage evolution along the periphery of the active 

particle should be sufficient to capture the impact of microcrack density on the 

diffusivity of the active particles. Two different particle sizes (5µm and 10µm) operating 

at two different C-rates (4C and 8C) are taken into consideration for analyzing the 
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impact of microcrack density on surface concentration. In Figure 5.3(a), surface 

concentrations during lithiation for a 10µm particle operating under 4C (black line) and 

another 5µm particle operating at 8C (red line) are reported. Surface concentrations with 

and without taking damage evolution into consideration are represented by the solid and 

dashed lines, respectively. During lithiation, damage evolution occurs at the center of the 

active particle. Extremely small differences between the surface concentration with and 

without damage evolution lead to the conclusion that microcrack formation at the center 

of the active particles does not impact the surface concentration significantly during the 

lithiation process.  

However, during the delithiation process, damage evolution occurs close to the 

peripheral region of the active particles. In Figure 5.3(b), for both the 10µm particle 

operating at 4C (black line) and the 5µm particle operating at 8C (red line), the surface 

concentrations without damage (dashed line) is significantly larger than the surface 

concentration with damage (solid line). Thus, microcrack evolution during delithiation 

has a significant impact on the surface concentrations of the active particles. To estimate 

the open-circuit-potential, only the surface concentrations of the solid active particles 

have been used. As a result, from the electrochemical perspective, only the surface 

concentration of the active particles has an impact on the behavior of the LIB. 

Microcrack formation at the center of the active particle during lithiation has an 

insignificant impact on the surface concentration. Thus, it is unnecessary to track the 

evolution of microcrack density during the lithiation process. Capturing the evolution of 

damage along the periphery of the active particles that occurs during the delithiation 
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process is sufficient for tracking the change in surface concentration and, subsequently, 

the behavior of the LIB.  

It should be noted that, the delithiation process, which corresponds to discharge, 

is conducted under constant current (CC) condition. However, the lithiation phenomena 

corresponding to the charge process, is conducted under constant current constant 

voltage (CCCV) condition. As a result, during operation at 4C, it is possible to reach 

only 800s during the delithiation process, whereas, simulation can be conducted till 900s 

during the charge process. 

5.2.1 Development of a reduced order model 

According to the authors, evolution of microcrack density occurs toward the 

beginning of the delithiation process [85, 178]. Eventually, the amount of microcrack 

formation reaches a state of saturation, and no further increase in mechanical 

degradation is observed during subsequent discharge-charge cycles. Thus, an 

exponential increase in damage evolution followed by saturation can be successfully 

captured by Eq. (5.1) provided in the Methodology section. The maximum amount of 

damage Amax( )  and the rate of damage evolution mrate( )  depend on the particle size ( )sR  

and the C-rate at which the simulation is being conducted. The purpose of reduced order 

modeling is to develop an analytical expression that can approximately predict the 

microcrack density fbb( )  under certain particle size and C-rate operating condition. 

Following Eq. (5.1) and (1a), the unfinished task is to estimate an analytical 

representation of Amax  and mrate  as a function of particle size and C-rate. Evolution of 

microcracks has been simulated for six different particle sizes, Rs = [2.5µm, 5.0µm, 
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7.5µm, 10.0µm, 12.5µm, and 15.0µm], and eight different C-rates [1C, 2C, 3C, 4C, 5C, 

6C, 8C and 10C], for each of the particles. Individual values of Amax  and mrate  were 

estimated for microcrack evolution in each of the simulations. Two analytical 

expressions have been developed that can capture the variation in Amax  and mrate  for 

various particle sizes and C-rates, which are also provided below, 

( ) ( )
( ) ( )( )max

0.7173 0.0027 0.15
, 0.5902

1 0.0223 0.2115 0.002
s s
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⎝ ⎠

    (5.25) 

 
Fig: 5.4. Reduced order model fits for Amax  and mrate  parameters in Eq. 5.24 and Eq. 
5.25 as functions of C-rate and particle size. (a) The maximum amount of damage Amax( )  
for different particle sizes and C-rates can be captured till an R2 value of 0.9066 using 
the analytical expression provided in Eq. 5(a). (b) The rate of damage evolution mrate( )  
can be predicted by the analytical expression given in Eq. 5(b) with an accuracy of R2 
equal to 0.8051. 
 
where, sR  represents particle size and rateC  signifies how fast the active particles are 

delithiated and lithiated. Figure 5.4(a) demonstrates that Eq. (5.24) can estimate the 
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values of Amax  with R2 accuracy equal to 0.9066. Similarly, as depicted in Figure 5.4(b), 

Eq. (5.25) can predict the values of mrate  with R2 accuracy equal to 0.8051. The different 

parameters used in Eq. (5.24) and (5.25) are obtained using the “nlinfit” function 

embedded in MATLAB. These analytical expressions given in Eq. (5.24) and (5.25) 

along with Eq. (5.1) constitute the reduced order model for predicting microcrack 

density inside active particles. The R2  value for Amax  is 0.9, which is definitely good for 

prediction purposes. However the R2  value of mrate  is only 0.8 that is not sufficiently 

good for prognosis purpose. Since the maximum value of mechanical degradation 

depends on Amax , and mrate  just dictates how quickly/slowly the maximum value is 

reached, not very accurate prediction for mrate  can still be applied for prediction 

purposes. The inaccuracy introduced by R2  value of 0.8 for the mrate  parameter, will 

have minor impact on the final prognosis. This reduced order model is applicable to 

active particles of different size and operating at different C-rates but maintained at a 

fixed room temperature T = 250C( )  condition. Reduced order models of microcrack 

density applicable to different operating temperatures were not investigated in this study 

and will be reported as part of a separate article. Because of the usage of the reduced 

order model (ROM), the mechanical equilibrium equation and subsequent crack 

formation is not being solved at each time step. Hence the time required for running the 

simulation decreases significantly (by two orders of magnitude). 

 Once an approximate expression for the evolution of microcrack density is 

established, it is important to characterize how the mechanical degradation affects the 
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solid phase diffusivity of the active particles. In earlier articles, it was argued by the 

authors that formation of a microcrack hinders the diffusion pathway of lithium [85, 139, 

178]. In the presence of a microcrack, the ions take a more tortuous pathway to traverse 

from one point to another, which eventually results in reduction of the diffusivity of the 

active particles. To capture this deterioration in the diffusion coefficient due to evolution 

of microcracks, an analytical expression is suggested in Eq. (5.3). The only unknown 

term in the right hand side of that equation is the exponent γ . In the 2D simulations 

reported here, the impact of local microcrack formation on the diffusion of lithium 

species is taken into consideration by decreasing the local diffusivity. Thus, the effect of 

increased tortuosity is incorporated within the 2D simulations. The concentration 

gradient obtained from the 2D simulation incorporates the effect of microcrack 

formation within itself. In Figure 5.5, the symbols denote the concentration gradient at 

the end of single delithiation process for different particles operating at various C-rates 

obtained from the 2D simulations.  

1D simulations are also conducted with different values of effective diffusivity 

that can predict the concentration gradient obtained from the 2D simulations. The 

effective diffusivities used in the 1D simulations were evaluated using Eq. (5.3). The 

main purpose of this exercise is to estimate a value of the exponent γ  that can most 

accurately predict the values of the concentration gradient obtained from the 2D 

simulations. In Figure 5.5, the lines denote values of concentration gradients as 

estimated by the 1D simulation. Figures 5.5(a), 5.5(b) and 5.5(c) report the comparison 

between the concentration gradients obtained from 2D and 1D simulations for 5.0γ = ,  
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Fig: 5.5. Estimation of the parameter γ  in Eq. (5.3). For different C-rate and different 
particle size, the concentration gradient at the end of the simulation for 1D (lines) and 
2D (symbols) analysis has been compared. (a) 0.5=γ  underestimates the concentration 
gradient for large particles under high C-rate operating conditions. (b) 5.7=γ  
estimates the concentration gradient for all particle sizes at all C-rate in a relatively 
accurate fashion. (c) 5.9=γ  significantly overestimates the concentration gradient for 
most of the particle sizes at high C-rate operation. Thus 5.7=γ  is the most accurate 
approximation and will be adopted in the subsequent studies. 
 

7.5γ =  and 9.5γ = , respectively. As can be observed in Figure 5.5(a) that the 1D 

simulation with 5.0γ =  significantly under-predicts the concentration gradient for large 

particles. On the contrary, Figure 5.5(c) clearly shows that 9.5γ =  over-predicts the 

concentration gradient for large particle sizes operating at high C-rate conditions. The 
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best correlation between the concentration gradients from the 1D and 2D simulations can 

be obtained with 7.5γ = , also depicted in Figure 5.5(b). Usage of least square based 

fitting methodology would definitely be mathematically more accurate. However, it does 

not render any physical understanding of how variation of the parameters changes the 

effective diffusivity value. As a result, relatively more brute force type methodology 

have been adopted to calculate the exact value of exponent γ . It can be concluded that, 

to correlate the effect of microcrack density between 2D and 1D simulations, an 

optimum estimate of the exponent γ  is 7.5 . However, the active particles observed 

inside the LIB electrodes are spherical in shape and definitely require 3D consideration. 

To extend the estimate of exponent γ  from 2D to 3D applications, it is raised by a factor 

of 32 . Thus, for 3D applications, the optimum value of the exponent will be 

3
3 11.252Dγ γ= ⋅ = . For all the subsequent applications, the optimum value of γ  in 3D 

will be used (unless otherwise mentioned). 

5.2.2 Effect of coupling mechanical degradation into 1D electrode level model 

All the simulations and analysis reported until now were conducted on a single 

active particle. The theory behind the 2D single particle simulations can be found in a 

previous article by the same authors [85]. A realistic electrode consists of several 

spherical particles. The electrolyte concentration and electrolyte potential also change 

along the thickness of the electrode, which becomes more prominent under high C-rate 

conditions. As observed by the authors (see [85, 178]) as well as other researchers (see 

[6, 29, 183]), larger diffusion-induced stress acts on the active particles under higher C-
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rates. Large diffusion-induced stress has the potential to induce enhanced amounts of 

mechanical degradation. Different C-rates affect the lithium flux within the active 

particles. Flux of lithium in or out of the active particle changes along the thickness of 

the electrode. To capture the variations in applied lithium flux, or in other words the C-

rate, it is very important to solve the coupled 1D mass and charge transport equations 

(Eq. (5.4), (5.8), (5.10) and (5.12)). 

 
Fig: 5.6. Comparison between the open circuit potential of hard carbon and graphite. 
The mathematical expression of OCP for hard carbon is taken from Gu and Wang (see 
Ref. [67]), and the OCP for graphite is adopted from Srinivasan, 2004 (see Ref. [184]). 
The OCP profile for hard carbon shows a higher slope. Whereas, the OCP profile for 
graphite is more flat in nature and gives rise to a relatively flat performance curve. 
 

Performance of a lithium-ion cell depends on the open circuit potential of the 

active materials used in the electrode. Lithium nickel manganese cobalt oxide 

(LiNiMnCoO2), also known as NMC, has been used as the cathode material. The 

expression of open-circuit-potential (OCP) for NMC has been adopted from Awarke et 

al. [88]. Because damage evolution inside anode is being analyzed here, two different 

OCP curves have been taken into consideration, which correspond to two different anode 

materials (hard carbon and graphite). The OCP of hard-carbon has been adopted from 

Gu and Wang (see [67]), whereas the OCP for graphite has been adopted from 
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Srinivasan and Newman (see [184]). Comparative reproduction of the OCP profiles for 

hard-carbon and graphite has been reported in Figure 5.6. Graphite shows a much flatter 

open circuit potential than hard carbon. As a result, the reaction current density at the 

anode shows a much higher gradient for graphite as compared to hard-carbon. For 

computational simplicity, the OCP for hard carbon has been adopted for the full charge-

discharge simulations. The drive cycle simulations are conducted using both the OCP 

profiles (graphite and hard carbon). A comparative analysis, of which material leads to 

reduced mechanical degradation under drive cycle conditions, is presented below.  

 
Fig: 5.7. Comparison of the performance curves with and without mechanical 
degradation at different C-rate operation conditions. (a) “Hard carbon + NMC” 
chemistry have been used here. (b) “Graphite + NMC” chemistry have been used in 
these simulations. For both the chemistries, effect of mechanical degradation on cell 
performance is only significant for high C-rate operations. The performance curve for 
“Graphite + NMC” at 4C with mechanical degradation (case (b)) stops abruptly, 
because of the fact that severe mechanical degradation causes the local concentration to 
become zero. 
 

A comparison between the open circuit potential curves for graphite and hard 

carbon is shown in Figure 5.6. For hard carbon, the OCP decreases gradually with 

increasing lithium content. Whereas, for graphite the OCP curve remains more or less 

constant for a wide range of lithium concentration, and suddenly drops as the 

concentration reaches very close to the maximum value. This is reflected in the voltage 
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profile as well, which is shown in Figure 5.7. Voltage profiles for hard-carbon anode and 

NMC cathode is shown in Figure 5.7(a) at multiple C-rates (solid line). Difference in 

performance curve due to mechanical degradation is also clearly demonstrated there 

(dashed line). Similar performance curves for graphite anode and NMC cathode at 

multiple C-rates have been demonstrated in Figure 5.7(b). The solid line corresponds to 

the performance without mechanical degradation, whereas, the dashed line signifies the 

impact of mechanical degradation on cell performance. For both hard-carbon and 

graphite, enhanced mechanical degradation happens at high C-rate (3C and 4C). As a 

result, the impact of mechanical damage on performance curve is also more sever at high 

rate operating conditions. For graphite anode and NMC cathode, the voltage vs. capacity 

curve with mechanical damage at 4C stops much earlier before reaching the lower cutoff 

voltage, which is set at 2.8V for graphite (see Figure 5.7(b)). At 4C, due to enhanced 

mechanical degradation, diffusivity of the solid active particles decreases rapidly. 

Reduction in diffusivity causes the surface concentration to decrease extremely quickly 

and it becomes zero at certain points within the anode. The current computational 

procedure is incapable of handling constant concentration boundary condition at the 

surface of the active particles. The simulation is stopped as soon as the surface 

concentration of the active particle becomes zero. 

The linearized governing differential equations given in Eq. (5.4), (5.21), (5.22), 

and (5.23) have been discretized using the finite-difference method and solved by 

implementing it in MATLAB. Coupling between these governing differential equations 

has been conducted through the nonlinear Butler-Volmer equation provided in Eq. (5.6).  



 

178 
 

 

 

 
Fig: 5.8. Variation in electrochemical quantities during the first discharge process for 
“NMC + Hard Carbon” under different C-rate operation. (a) Voltage vs. capacity plots 
at different C-rates reveals that increasing the C-rate results in reduction in effective 
capacity of the cell. (b) Maximum flux in anode and cathode with respect to the 
discharged capacity. Higher C-rate results in larger magnitude of ion flux. (c) Variation 
in electrolyte potential across the electrode at the end of the discharge process, (d) 
Variation in electrolyte concentration across the electrode at the end of the discharge 
process. 
 
The parameters used to solve these coupled differential equations are provided in Table 

5.1. The voltage vs. capacity performance curve during the first constant current 

discharge process obtained by solving the 1D electrode level model is demonstrated in 

Figure 5.8(a). Here, hard-carbon has been used as the anode active material and NMC as 

the cathode active material. Four different C-rates are taken into consideration. Higher 

values of C-rate resulted in reduced capacity due to enhanced kinetic and mass transport 

limitations. The maximum amount of lithium flux observed in the anode and cathode 
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during the first CC discharge at different C-rates is reported in Figure 5.8(b). In the 

present analysis, during the discharge process, the current is assumed to be positive. 

Outflux of lithium is assumed to have a positive sign, and the influx is signified by a 

negative value of the flux variable. During the discharge process, lithium species move 

out of the negative graphite electrode and enter the cathode. According to the convention 

followed in this research, during the discharge process, the anode experiences a positive 

flux of lithium, and negative flux is observed inside the cathode. As depicted in Figure 

5.8(b), the lithium flux in both the anode and cathode increases with the increase in 

applied C-rate. It can also be concluded from Figure 5.8(b) that the magnitude of the 

maximum lithium flux in both the anode and cathode is highest at the beginning of the 

discharge process. It eventually reduces and saturates at a particular value. Towards the 

end of the discharge process, maximum flux at the cathode experiences some 

fluctuation. The maximum lithium flux traverses along the thickness of the electrode 

during the discharge process, which is not shown in Figure 5.8(b).  

During the first discharge process, the variation in the electrolyte potential and 

the electrolyte concentration plays a major role in determining the performance of the 

LIB. Figure 5.8(c) demonstrates the distribution of the electrolyte potential at the end of 

the first discharge state along the thickness of the entire electrode. Increasing the C-rate 

at which the cell is being operated results in an increased electrolyte potential at the 

negative electrode. The electrolyte potential is kept fixed at zero at the positive 

electrode-current collector interface (see boundary condition Eq. (5.13)). Similarly, 

variations in the electrolyte concentration along the thickness of the electrode at the end 
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of the discharge process are displayed in Figure 5.8(d). The portion inside the vertical 

dashed line signifies the region that lies inside the separator. The initial concentration 

inside the electrolyte is assumed to be 2,000 mol/m3. During the discharge process, 

inside the anode the lithium atoms come out of the solid active particles and enter the 

electrolyte. Within the cathode, the lithium atoms travel from the electrolyte into the 

solid active particles. During discharge, transport of lithium ions from anode to cathode 

through the separator happens via the diffusion and migration process. Due to diffusion-

induced limitations, at a high C-rate (4C), a significant amount of lithium ions is 

depleted from the cathode electrolyte. It is important to note that, during discharge 

lithium ion concentration in the anode may reach values as high as 3M. There are 

chances of salt precipitation within the electrolyte, which can lead to loss of cyclable 

lithium and subsequently capacity fade. Also variation in lithium ion concentration may 

impact the conductivity within the electrolyte. Hence, an appropriate value of the initial 

concentration of lithium salt within the electrolyte should be considered. Proper care 

must be taken while charging or discharging an LIB at very high C-rates to prevent 

situations where lithium ions are completely deleted from the electrolyte. Mechanical 

degradation within the solid active particles is not taken into consideration in any of the 

simulation results reported in Figure 5.8(a)–(d).  

To establish the validity of the developed computational model, voltage vs. 

capacity performance curves predicted by the simulation is compared with 

experimentally observed results. Such a comparison between the performance curves 

obtained at 1C and 3C are shown in Figure 5.9. The experimentally observed voltage vs.  
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Fig: 5.9. Comparison of performance curve obtained from computational model with 
experimental results. The experimental results were obtained from Ji et al JES A636 
(2013) (see Figure 2 in [109]). Minor differences between the experimental result and 
the computational prediction can be attributed to the difference in the OCP curves. The 
computational predictions have been made using graphite as anode and NMC as 
cathode active material. 
 
capacity plots have been adopted form Figure 2 in Ji et al. (JES 2013) [109]. Even 

though the comparison is not one on top of the other, they match quiet well in a 

qualitative sense. Graphite anode and NMC cathode has been used in both experiment 

and simulation. But the OCP curves for NMC and graphite used in computational 

analysis are not the same as reported in the experimental article. Isothermal condition 

has not been maintained in the experimentally observed result. Whereas, the simulations 

are conducted under isothermal operating conditions at T=250C. The change in 

temperature for 1C is not significant, as reported in the experimental results. For 

operation at 3C, almost 200C increase in temperature is observed. The increased capacity 

for the cell at 3C can be attributed to this increase in internal temperature. Difference in 

the overall voltage profile can be due to the mismatch in OCP curves for both the anode 

and cathode materials. Also in the present computational analysis, electrolyte 

conductivity ( )κ  has been assumed to be constant, and not dependent on lithium ion 
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concentration. In a realistic electrolyte, conductivity changes strongly as a function of 

lithium ion content. The difference between the experimentally observed and simulated 

voltage curve can also be attributed to this parametric discrepancy. In the present 

simulations dependence of electrolyte conductivity on the lithium ion concentration has 

not been incorporated.  

 

 
Fig: 5.10. Evolution of damage along the thickness of the anode electrode, hard-carbon 
graphite active material. (a) For 15µm sized anode active particles and discharge at 3C, 
evolution of lithium flux along the thickness of the electrode over time. The location of 
maximum reaction current density shifts over time along the thickness direction. (b) For 
a particular discharge at 3C and for particle size of 15µm, damage evolution over time. 
Overall damage increases with time. Initially, microcracks evolve predominantly in 
particles near the separator. Towards the end more damage evolves at the current 
collector, and the final profile looks almost flat. (c) Uniform distribution of final damage 
profile for discharge at three different C-rates (1C, 2C and 3C) and two different 
particle sizes (10µm and 15µm). 
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For solid active particles where transport of lithium species can be reasonably 

approximated by the diffusion process, delithiation gives rise to tensile stress and 

evolution of microcrack density along the peripheral region. During the lithiation 

process, microcrack evolution takes place close to the center of the active particles. The 

analytical expressions in Eq. (5.1), (5.24), and (5.25) estimate the amount of microcrack 

density during delithiation for wide range of C-rates (1C – 10C) and particle sizes (2.5 

µm – 15.0 µm). This relation is derived based on mechanical damage evolution only 

within the graphite active particles during the delithiation process. At the time of 

discharge, the graphite active particles within the anode experience delithiation. Hence, 

the analytical expression derived for microcrack evolution can be applicable to the anode 

active particles during the discharge process. For the current study, the cathode particles 

are assumed to be free of mechanical degradation. According to Eq. (5.3), diffusivity of 

the solid active phase decreases due to evolution of mechanical damage. Figure 5.10 

demonstrates the distribution of mechanical degradation along the thickness of the 

negative electrode at the end of the first discharge process. Capacity fade due to 

increasing microcrack density has been analyzed in Figure 5.11. Strictly speaking, there 

should be a feedback of cell performance and capacity fade on the mechanical 

degradation. Based on some earlier investigations conducted by the authors, impact of 

capacity fade on further mechanical degradation is negligible (see [85]). Because of this 

minor feedback effect, while deriving the reduced order model, only the impact of 

mechanical degradation on change in solid-state diffusivity has been taken into 

consideration. Point to be noted here is that, microcrack formation happens due to 
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formation of concentration gradient within the active particles during operation. Effect 

of further microcrack formation due to performance decay has been neglected here. 

 

 
Fig: 5.11. Capacity fade due to mechanical damage evolution over multiple cycles. (a) 
Evolution of voltage vs. capacity for five 2C CC discharge and 2C CCCV charge cycles, 
with and without damage evolution. (b) Discharge capacity at 2C (red line) and 4C 
(blue line). Difference between the capacity with (dotted line) and without (solid line) 
damage evolution is defined as the capacity fade. (c) Capacity fade over multiple cycles 
for different C-rates. Higher C-rates result in larger fraction of broken bonds and 
eventually more capacity fade. 
 

Under uniform distribution of particle sizes, the flux of lithium atoms 

experienced by the active particles determines the amount of diffusion-induced stress 

and subsequently the evolution of mechanical degradation. The location where 
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maximum lithium flux is observed, experiences the largest extent of microcrack density. 

Thus, it is very important to have a prior knowledge of the location of the maximum 

reaction current density to properly understand the evolution of microcrack density along 

the thickness of the electrode. Figure 5.10(a) demonstrates the variations in lithium flux 

along the thickness of anode during CC discharge at 3C containing active particles with 

a radius of 15 µm. Towards the beginning of the discharge simulation, at time t = 33.33 

sec, a significantly large reaction current density and lithium flux are observed close to 

the separator. The lithium flux observed close to the current collector is significantly 

smaller than the value observed at the separator. With increasing time, the lithium flux 

close to the separator decreases and the flux at the current collector increases. At around 

t = 133.0 sec, the lithium atom flux at the current collector and the separator becomes 

almost equal. Close to the end of the discharge process, at t = 500.0 sec, the active 

particles close to the current collector experience slightly higher lithium flux than the 

particles located close to the separator. Thus, during the discharge process, there is a 

shift in the maximum reaction front from the separator to the current collector over time.  

Because of the variation in the reaction current density over time, mechanical 

degradation also evolves accordingly along the thickness of the electrode. Figure 5.10(b) 

depicts how the microcrack density increases during CC discharge process at 3C in an 

anode containing uniformly distributed active particles with a radius of 15 µm. Initially, 

at t = 33.33 sec, active particles close to the separator experience the maximum amount 

of lithium flux, which results in enhanced damage evolution near the separator. A similar 

pattern of higher microcrack density close to the separator and less damage near the 
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current collector are observed until t = 166.66 sec. Then, due to the shift of the reaction 

current front towards the current collector, enhanced mechanical degradation is observed 

inside the active particles close to the current collector. Finally, close to the end of the 

discharge process, at t = 500.0sec, almost uniform microcrack density is observed from 

the separator to the current collector. Distribution of mechanical damage at the end of 

the first discharge process is reported along the thickness of the negative electrode in 

Figure 5.10(c) for two different particle sizes (10.0 µm and 15.0 µm) and three different 

C-rates (1C, 2C, and 3C). Less damage evolution is observed for smaller particles 

operating under low C-rate conditions. Larger particles operating at high C-rates display 

enhanced microcrack density. However, for all the particle sizes and all the operating 

conditions, damage evolution is very much uniform along the thickness of the electrode 

(from separator to current collector). This uniformity in microcrack density appears due 

to shifting of the maximum reaction current front from the separator to the current 

collector during the constant current discharge process.  

To analyze the impact of microcrack density on the overall performance of the 

LIB electrode, multiple charge discharge cycles were conducted taking into 

consideration the effect of mechanical degradation on diffusivity of anode active 

particles. A correlation between the solid phase diffusivity of the anode active particles 

and microcrack density can be obtained from Eq. (5.3). Figure 5.11(a) demonstrates five 

charge-discharge cycles with (red dashed line) and without (black solid line) taking the 

damage evolution in the anode active particles into consideration. To maintain 

consistency in the capacity values, the battery is charged first from a very low state-of-
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charge condition in a CCCV fashion until a maximum voltage of 4.2V is reached. 

Incorporation of mechanical degradation of the anode active particles results in reduction 

of effective solid phase diffusivity, and subsequently the resistance due to ion transport 

increases. Hence, a reduction in effective capacity is observed due to the evolution of 

microcracks inside the active particles. Capacity during a discharge process is estimated 

by subtracting the Ahtp at the beginning of discharge from the Ahtp at the end of the 

discharge process. Referring to Figure 5.11(a), to estimate the discharge capacity 

without damage during the third cycle, Ahtp at point B is subtracted from the Ahtp at 

point A.  

Figure 5.11(b) demonstrates the discharge capacity while operating at 2C and 4C 

during five subsequent charge-discharge cycles. If the evolution of mechanical 

degradation in anode active particles is not taken into consideration, the capacity values 

during all five discharge phenomena are exactly the same. Capacity at 4C discharge 

(blue solid line) is less than that observed at 2C (red solid line) due to the rise in kinetic 

and transport resistance at higher rates of operation. If mechanical degradation is taken 

into account, the discharge capacity keeps decreasing as the battery is cycled more and 

more (dashed line). Capacity fade during operation at 4C is much greater than that 

observed at 2C because at higher rates enhanced mechanical degradation occurs. A 

higher fraction of microcrack density fbb( )  results in smaller values of effective 

diffusivity of the anode active particles. Reduced diffusivity increases the transport 

resistance and subsequently enhances the capacity fade. Hence, the capacity fade due to 
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mechanical degradation observed at higher rates of operation are much larger than that 

experienced at low C-rates.  

 
Fig: 5.12. Instead of having a uniform particle size, a gradient in particle size 
distribution may have a different impact on the damage profile and capacity of the 
electrode. Two different particle size distributions have been investigated: i) Linearly 
increasing particle size from 5µm at the current collector to 15µm at the separator, and 
ii) Linearly decreasing particle size from 15µm at the current collector to 5µm at the 
separator. a) Voltage vs. capacity performance curves during the first discharge at four 
different C-rates. Capacity is same for both the particle size distributions at low C-rate 
operations (1C and 2C). For high C-rate operations (4C), smaller particles close to the 
separator (case (ii)) leads to slightly larger capacity (around 0.54Ah). (b) Damage 
profile for both the particle size distributions after the first discharge process. 
 

Capacity fade due to only the mechanical degradation can be estimated by 

obtaining the difference between capacity without and with damage. The extent of 

capacity fade solely due to mechanical degradation is reported in Figure 5.11(c). 

Maximum amount of damage at four different C-rates are also reported. Operation at 

lower values of C-rate (1C or 2C) gives rise to less damage and subsequently smaller 

capacity fade. However, a larger extent of damage and enhanced capacity fade are 

observed for high rate (3C and 4C) operations. Irrespective of the rate of operation, 

capacity fade tends to saturate at a certain limit. For smaller rates of operation, the 

capacity fade saturates much earlier than the batteries operating at higher C-rates. The 
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maximum capacity fade also increases with an increasing rate of operation. All the 

simulations reported in Figure 5.11 used a particle radius of 10.0 µm in the anode. 

Extremely close values of microcrack density observed at 3C and 4C lead to the 

conclusion that the particle has almost reached the maximum amount of damage it will 

ever experience during CCCV charge–CC discharge cycles. 

Instead of having a constant particle size along the thickness of the negative 

electrode, implementation of a gradient in particle size from the current collector to the 

separator (ascending or descending) may impact the evolution of microcrack density and 

subsequently capacity fade of the LIB. The two different particle size distributions taken 

into consideration are as follows: i) linearly increasing particle size from 5 µm at the 

current collector to 15 µm at the separator, and ii) linearly decreasing particle size from 

15 µm at the current collector to 5 µm at the separator. While using different particle 

size distributions, the total volume of the electrode and the volume fraction of solid 

active material have been kept constant. For changing particle radius, the electroactive 

surface area changes accordingly, which is taken into account by modifying the specific 

surface area parameter ( )sa . Since the total amount of active material dictates the 

overall capacity of the electrode, maintaining a fixed volume fraction of the solid phase 

ensures consistency of capacity. The cathode and anode parameters used in the 

simulations have been adopted from existing literature and listed in Tables 5.1. Here, 

“N” refers to the variables/parameters corresponding to the negative electrode, “P” refers 

to those relevant to the positive electrode. Figure 5.12(a) depicts a comparative analysis 

of voltage vs. capacity performance curve for the two different particle size distributions. 
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The solid line corresponds to the case where particle size decreases from current 

collector to separator. The dashed line signifies the other particle size distribution of 

smaller particles close to the current collector and larger particles close to the separator. 

The performance curves at lower C-rates (1C and 2C) show insignificant difference 

between the two particle size distributions. At higher values of the C-rate, the case with 

descending particle size from current collector to separator displays slightly larger 

capacity than its counterpart. For example, at 4C the particle size distribution with 5.0-

µm particles close to the current collector and 15.0 µm particles at separator [case (i)] 

shows 0.4-Ah lower capacity than the particle size distribution with 15.0 µm particles at 

the current collector and 5.0-µm particles near the separator [case (ii)].  

When the variation in particle size in the negative electrode is taken into account, 

evolution of mechanical degradation inside the active particles of anode deserves 

investigation. Figure 5.12(b) demonstrates the damage profile after the first discharge for 

two different particle size distributions: i) 5.0-µm particles close to the current collector 

and 15.0-µm particles at the separator (denoted by dashed lines), and ii) 15.0-µm 

particles at current collector and 5.0-µm particles close to the separator (denoted by solid 

lines). Because larger particles experience enhanced mechanical degradation for both 

types of particle size distributions, a greater amount of microcrack density is observed 

wherever there exist large-sized particles. Thus, for case (i), enhanced mechanical 

damage occurs close to the separator. Similarly, for case (ii), evolution of higher 

amounts of microcrack density appears close to the current collector. It is evident from 

Figure 5.12(b) that the extent of damage evolution is independent of the location of the 
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particle. For example, particles with a radius 15.0 µm experience around 9% microcrack 

densities at the end of the first discharge at 4C, irrespective of whether it is located near 

the separator or the current collector. Similar behavior can be observed for other particle 

sizes operating at other C-rate conditions as well. This saturation in mechanical 

degradation happens because the maximum reaction front shifts from the separator to the 

current collector during the discharge process. 

LIBs are usually operated in multiple charge-discharge cycles. Thus, it is 

important to investigate the evolution of microcrack density and capacity fade due to 

particle size distribution inside the anode. For the cycling analysis smaller magnitude of 

particle size distributions are taken into consideration: i) linearly increasing particle size 

from 2.5 µm at the current collector to 12.5 µm at the separator (denoted by black lines), 

and ii) linearly decreasing particle size from 12.5 µm at the current collector to 2.5 µm at  

 
Fig: 5.13. For cycling analysis, the two different ranges of particle sizes have been taken 
into consideration: i) Linearly increasing particle size from 2.5µm at the current 
collector to 12.5µm at the separator, and ii) Linearly decreasing particle size from 
12.5µm at the current collector to 2.5µm at the separator. (a) Voltage vs. capacity 
curves for five CCCV charge – CC discharge cycles at 3C. After the fifth discharge at 
3C, smaller particle sizes close to the separator (case (ii)) experience 0.23Ah extra 
capacity than large particles close to the separator (case (i)). (b) Increase in damage 
after five cycles at 3C. From the first to the fifth discharge cycle, the microcrack density 
almost doubled for large sized particles. 
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the separator (denoted by red lines). For the cycling analysis, the cell is initially charged 

in a CCCV fashion from a very low SOC to 4.2V. Then, the LIB is operated under CC 

discharge–CCCV charge conditions for five subsequent cycles. The voltage vs. capacity 

performance curve for operation at 3C is shown in Figure 5.13(a) for both particle size 

distributions. The two curves almost overlap, indicating a minor difference in capacity 

fade observed by the two different particle size distributions. A closer look at the 

discharge curves for the fifth cycle shows that the particle size distribution with 2.5-µm 

particles close to the separator [case (ii)] leads to a capacity 0.23 Ah larger than case (i), 

which contains 12.5-µm particles close to the separator.  

When a distribution of particle size is used, evolution of microcrack density 

inside the anode active particles during multiple cycles deserves investigation. Two 

different particle size distributions considered in this study are same as that reported in 

the previous paragraph; the first one involves 2.5 µm–12.5 µm particles with increasing 

size and the other one consists of 12.5 µm–2.5 µm particles with decreasing size from 

the current collector to the separator. Figure 5.13(b) demonstrates the extent of 

microcrack density at the end of the first and the fifth discharge process for both particle 

size distributions. Irrespective of the location of the particles, larger particles experience 

higher microcrack density. Equivalently, less mechanical degradation is observed in 

smaller particles. Damage observed in the active particles after the fifth discharge is 

almost double of what occurred in the first discharge process. The extent of microcrack 

density after the first discharge process reported in Figure 5.12(b) is much greater than 

that observed in Figure 5.13(b). This difference appears because for the single discharge 
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experiments, the lithium ion cells are discharged from a voltage of 4.75 V to a lower 

cutoff limit of 3.0 V. In contrast, during the charge-discharge cycles, at the time of the 

first discharge the lithium ion cells are discharged from 4.2 V to 3.0 V. Because the 

lithium ion cell operates in a smaller voltage range in the second case, the anode active 

particles experience the delithiation process for shorter amount of time. Thus, the extent 

of mechanical degradation is much smaller after the first discharge for multiple charge-

discharge cycles. 

 Solid-state diffusivity depends on the local lithium concentration (i.e. SOC) . In 

the present study, diffusivity is assumed to be a linear function of the local lithium 

concentration.  

    ( ) 0
,max

1 s
s d

s

cD c D k
c

⎛ ⎞
= ⋅ − ⋅⎜ ⎟⎜ ⎟

⎝ ⎠
                (5.26) 

Here, ( )sD c  is the concentration dependent diffusivity, 0D  is the diffusivity under zero 

lithium concentration, dk  is a parameter which controls how quickly the diffusivity 

drops with increasing concentration, sc  and ,maxsc  corresponds to the local and 

maximum lithium concentration, respectively. From physical considerations, for single 

phase materials, the value of diffusivity cannot be negative, which signifies that the 

magnitude of dk  will always lie between zero and one ( )0 1dk< < . For the present 

analysis 0.5dk =  has been assumed. 

The effect of concentration dependent diffusivity on the performance curve has 

been demonstrated in Figure 5.14 for graphite anode material for two different C-rates 
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(1C and 3C). At higher rates of operation concentration gradient within the active 

particle is much larger. As a result, at 3C, concentration dependent diffusivity leads to 

enhanced mass transport resistance and subsequently smaller effective capacity of the 

cell. Addition of mechanical degradation on top of the concentration dependent 

diffusivity results in further increase of mass transport resistance (as shown in Figure 

5.14). At low C-rate operation, small amount of microcrack formation shows little 

impact on the performance curve. However, at high C-rate enhanced mechanical 

degradation indeed affects the cell performance by increasing the mass transport 

resistance. Reduction in effective capacity at 3C due to mechanical degradation is 

evident in the red dash-dot curve of Figure 5.14. 

 
Fig: 5.14. Performance curves for “Graphite + NMC” at two different C-rates. The 
solid line corresponds to the case where diffusivity is kept constant. The dash-dash line 
corresponds to the performance curve when diffusivity is a function of concentration. 
The dash-dot line signifies performance when mechanical degradation is taken into 
consideration. At low C-rate operation, mechanical degradation has minimal impact on 
overall cell performance. At high C-rate operations (3C), enhanced microcrack 
formation impacts the performance curve significantly. 
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Most of the electrode properties used in this analysis correspond to slightly old 

spinel type cathode chemistries. The electrodes are assumed to be thicker 

( )130a cL L mµ= =  with higher porosity ( )0.357, 0.444a cε ε= =  for electrolyte 

transport. At present, NMC or NCA based cathode chemistries are used under the 

condition of thinner electrode and smaller amounts of porosity for electrolyte movement. 

Mostly cells used in HEVs and PHEVs have a thinner electrode for high power 

requirements. Some simulations have been conducted to demonstrate the applicability of 

the developed method for thinner electrodes ( )80a cL L mµ= =  with reduced porosity for 

electrolyte transport ( )0.264, 0.281a cε ε= = . The voltage vs. capacity plots for the first 

discharge are reported in Figure 5.15(a). Damage profiles along the thickness of the 

negative electrode at the end of the discharge process are reported in Figure 5.15(b). 

NMC and graphite have been used as the active cathode and anode materials, 

respectively. Two different particle size distributions have been considered: (i) 

Decreasing particle size of 15µm close to the current collector to 5µm at the separator, 

and (ii) Increasing particle size of 5µm close to the current collector to 15µm at the 

separator. At lower rates of operation, such as 1C, the maximum amount of mechanical 

degradation is around 6% observed within the largest particles of size 15µm (see Figure 

5.15(b)). Capacity for both the increasing and decreasing particle size distributions are 

almost the same at 1C (see Figure 5.15(a)). However, at higher rates of operation, such 

as 3C, two different particle size distribution leads to completely different damage 

profiles. For the increasing particle size distribution, microcrack density increases 

monotonically from the current collector to the separator (red solid line in Figure 
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5.15(b)). At 3C for the decreasing particle size distributions, as depicted by the red 

dashed line in Figure 5.15(b), microcrack density drops initially from the current 

collector towards the middle of the electrode. Extremely close to the separator, where 

5µm sized active particles reside, the density of microcracks increase. Thus, for the 

decreasing particle size distribution, there exist a minimum in microcrack density 

somewhere in the middle of the electrode. Effective capacity of the decreasing particle 

size distribution is marginally larger than its increasing counterpart at high C-rate 

operations (red dashed and solid lines in Figure 5.15(a)). Voltage vs. capacity curve at 

3C ends even before reaching the lower cutoff voltage of 3.0V. This happens due to 

enhanced mechanical degradation within the anode active particles close to the 

separator, concentration profile reaches negative values much before discharging till 

3.0V. More detailed analysis of the 3D electrode microstructure must be conducted to 

fully understand the exact effect of thin electrodes with three or four particles along the 

thickness. 

 
Fig: 5.15. Analysis of performance curves and microcrack profiles for thin electrodes 
and small values of porosity. Two different particle size distributions are considered: (i) 
Increasing particle size of 5µm close to the current collector to 15µm at the separator. 
(ii) Decreasing particle size of 15µm close to the current collector to 5µm near the 
separator. (a) Voltage vs. capacity performance curves at two different C-rates (1C and 
3C) and both the increasing and decreasing particle size distributions. (b) Profile of 
microcrack density for 1C and 3C under increasing and decreasing particle size 
distributions. 
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5.2.3 Effect of mechanical degradation on drive cycles 

Until now, all the simulations are conducted under the assumption that during 

operation the lithium ion cells experience complete discharge and then complete charge 

at a constant C-rate, and the discharge-charge cycle goes on. However, in a realistic 

drive cycle, the lithium ion cells rarely experience complete discharge at a constant rate. 

Under drive-cycle operation, discharge-charge pulses occur depending on the driving 

conditions. Figures 5.16(a) and 5.16(b) included here, demonstrate the C-rate 

experienced by LIBs in hybrid electric vehicles (HEV) and plugin-hybrid-electric-

vehicles (PHEV), respectively. Positive C-rates correspond to discharging, and negative 

C-rates signify charging. HEVs operate mostly in a charge sustaining (CS) mode and 

experience equal amounts of discharge and charge pulses. The discharge-charge pulses 

are extremely strong and range between -10C and 20C. On the other hand, PHEVs can 

operate in both charge sustaining (CS) and charge depleting (CD) modes. The C-rate 

profile demonstrated in Figure 5.16(b) corresponds to a PHEV operating under CD 

condition. There exist both discharge and charge pulses in CD operations. PHEVs 

experience much milder discharge-charge pulses, which range between -3.5C and 6C. 

Evolution of mechanical degradation under HEV and PHEV drive cycle 

conditions for different particle sizes is reported in Figure 5.17(a) and 5.17(b), 

respectively. Two different open circuit potential (OCP) profiles are used inside the 

anode: i) hard-carbon, and ii) graphite. The OCP of a hard-carbon anode shows a steep 

profile (see Figure 5.6). Thus, the reaction current density within the negative electrode 

remains flatter during the discharge process. In contrast, graphite has an extremely flat  
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Fig: 5.16. C-rate vs. time profiles for two different vehicles under different drive cycle 
conditions. (a) C-rate vs. time curve for a HEV under UDDS driving conditions. (b) C-
rate vs. time curve for a PHEV operating under charge depleting (CD) US06 driving 
conditions. 
 
OCP profile. This leads to a large gradient in the reaction current density inside the 

anode. In the graphite anode, the active particles close to the separator experience 

significantly large reaction current density than those located near the current collector. 

Thus, mechanical degradation should be much larger near the separator for graphite than 

for hard-carbon materials. This trend is more prominent in Figure 5.17(b), where the 

hard-carbon chemistry shows a relatively flat damage profile (solid line) whereas under 

graphite chemistry, a steeper damage profile is observed (dashed line) while traveling 

from the current collector to the separator. 

In both Figures 5.17(a) and 5.17(b), a lower microcrack density is observed close 

to the current collector, and larger microcracks appear near the separator for all the 

different particle sizes considered. Under drive cycle operating conditions, the lithium 

ion cells experience high C-rates in multiple pulses. As shown in Figure 5.10(a), at the 

beginning of the discharge process, a maximum reaction current is experienced close to 

the separator. As the discharge process continued, the maximum reaction current front 

shifted towards the current collector. In drive cycles, because the C-rates act in pulses,  
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Fig: 5.17. Investigation of damage evolution and capacity fade for different drive cycle 
operating conditions. Two representative drive cycle operating conditions are shown in 
Figure 5.16(a) and 5.16(b). (a) Final damage profile at different particle sizes for the 
HEV subjected to driving conditions shown in Figure 5.16(a). (b) Final damage profile 
at different particle sizes for the PHEV subjected to driving conditions shown in Figure 
5.16(b). In both (a) and (b), enhanced damage evolution is observed close to the 
separator (right side) as compared to the current collector (left side of the figure). (e) 
Capacity fade observed in various particle sizes after operating under different drive 
cycle conditions. Particle sizes less than 10µm do not experience significant capacity 
fade due to damage evolution. Most severe capacity fade is observed for the largest 
particle size of 15µm. 
 
the maximum reaction current only acts close to the separator; it never gets the 

opportunity to shift towards the current collector. As a result, in drive cycle scenarios, 

the maximum reaction current front confines itself near the separator only. Thus, a 

significant gradient in mechanical degradation is observed while between the current 
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collector and the separator. This observation is applicable to both the hard-carbon and 

graphite chemistries. Because the HEV vehicles experience a much larger magnitude of 

C-rates [-10C to 20C, see Figure 5.16(a)], the mechanical degradation reported in Figure 

5.17(a) shows a large gradient along the thickness of the electrode. For example, under 

HEV drive conditions, 7.5-µm particles experience only 2% microcrack density near the 

current collector whereas, near the separator, the mechanical degradation can be as high 

as 6%. The PHEVs operate under less severe C-rate conditions. Figure 5.17(b) 

demonstrates that for the same 7.5-µm particles, under PHEV driving conditions only 

1.8% damage evolves close to the current collector, which increases to 3% microcrack 

density near the separator. Hence, HEV operating conditions are relatively more 

detrimental for the LIBs from a mechanical degradation perspective.  

For 12.5-µm particles, some irregularity in the usual pattern of highest 

microcrack density close to the separator is observed in Figure 5.17(a). The microcrack 

density drops below the maximum value for the active particles located extremely close 

to the separator. It was argued in earlier articles (see [178]) that for extremely large 

active particles under very high C-rate operations, the concentration gradient confines 

itself very much close to the surface of the particles and cannot penetrate into the 

interior. Thus, the mechanical degradation is also observed close to the peripheral region 

only, which results in a reduction in microcrack density. Figure 5.17(a) reports the 

evolution of microcrack density under HEV drive cycles, where the C-rates can be as 

high as 20C, being applied in multiple pulses of very short duration. Under such large 

magnitude of C-rates, the reaction current density close to the separator will be 
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extremely high. For the 12.5-µm particles, the lithium concentration will mostly be 

confined extremely close to the surface of the particle. Due to a lack of penetration of the 

concentration gradient, reduced evolution of microcrack density is observed in 12.5-µm 

particles under HEV operating conditions at locations extremely close to the separator.  

It has already been argued that the OCP profile for graphite is more flat than 

hard-carbon. This leads to formation of higher gradient in reaction current density along 

the thickness of the graphite anode. Also, as observed in Figure 5.17(b), mechanical 

degradation for graphite is slightly larger than that observed for hard-carbon. According 

to the OCP profile, due to higher gradient in reaction current density, mechanical 

degradation in graphite should be significantly larger than hard-carbon. However, the 

small difference in microcrack formation can be attributed to the fact that the mechanical 

degradation reaches a peak value with increasing reaction current density. Further 

increase in reaction current density results in reduction of microcrack density. This 

maximum value of microcrack density is observed due to the fact that under extremely 

high reaction current density, the lithium concentration gradient cannot penetrate 

significantly within the solid active particles. Lithium concentration remains confined 

close to the particle surface, resulting in reduced mechanical degradation at extremely 

high rates of operation. Because of the existence of a maximum amount of microcrack 

formation, the difference in mechanical degradation is minimal for hard-carbon and 

graphite anode materials. 

Evolution of microcrack density inside the active particles during the drive cycles 

is definitely not sufficient to characterize the impact of mechanical degradation on the 
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performance of LIBs. Analysis of capacity fade due to the evolution of microcrack 

density deserves elaboration to complete the investigation process. A computational 

reference performance test (RPT) has been defined to characterize the amount of 

capacity fade under certain drive cycle conditions for different particle sizes. According 

to this computational RPT, the lithium ion cells are discharged at 1C from a high SOC, 

0.2px =  and 0.9nx = , which corresponds to a voltage usually greater than 4.5V. The 

CC discharge process is continued until the lower cutoff voltage limit of 3.0 V is 

reached. The Ahtp during the entire discharge process is reported as the capacity of the 

cell. Distribution of microcrack density that occurred during the drive cycle was kept 

constant while conducting the computational RPT test. Reduced diffusivity due to the 

formation of microcracks increases the resistance due to mass transport and eventually 

results in deterioration of the effective capacity. For different particle sizes, the net 

discharge capacities are reported in Figure 5.17(c). The small squares signify the 

magnitude of the discharge capacity without the presence of any mechanical 

degradation. Five different drive cycles are considered: i) an EV under US06 driving 

conditions (denoted by cyan lines), ii) an HEV operating on highway (magenta lines), 

iii) an HEV operating under Urban Dynamometer Driving Schedule (UDDS) driving 

conditions (blue lines), iv) a PHEV operating in CD mode on US06 (denoted by red 

lines), and v) a PHEV operating in CS mode (denoted by the thick black line). Both the 

anode chemistries of hard carbon (denoted by triangles) and graphite (denoted by big 

circles) have been investigated. Among all the drive cycles, the HEVs operating in 

UDDS driving conditions experience the maximum amount of capacity fade, solely due 
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to mechanical degradation. In contrast, EVs and PHEVs operate in a less severe fashion 

from the capacity fade perspective. Particle size also impacts the amount of capacity 

fade during drive cycle operations. As can be observed in Figure 5.17(c), lithium ion 

cells with particles less than 10.0 µm do not experience any severe capacity fade even 

under the HEV driving conditions. However, particles larger than 10.0µm indeed 

experience severe capacity fade under HEV operating conditions. For example, HEVs 

operating under UDDS driving conditions, experience 10% capacity fade for 12.5-µm 

particles and approximately 16% capacity fade for particles with radius around 15.0µm. 

From this analysis, it is clearly evident that usage of particles smaller than 10.0µm is 

beneficial for drive cycle applications. 

Capacity fade due to mechanical degradation while using hard-carbon anode or 

graphite anode is approximately the same. But from their OCP curves, graphite is 

supposed to have significantly higher gradient in reaction current density along the 

thickness of the active particles, which would give rise to enhanced mechanical 

degradation. Slightly larger microcrack formation for graphite than hard-carbon anode 

material has already been demonstrated in Figure 5.17(a) and 5.17(b). The capacity-fade 

reported in Figure 5.17(c) is estimated using the computational RPT technique, where 

the cell is discharged at a rate of 1C. At such low rates of operation, minor spatial 

variation in mechanical degradation along the thickness of the electrode, does not affect 

the overall cell resistance. As a result, capacity-fade for both graphite and hard-carbon is 

almost the same. However, the overall mechanical degradation has a significant impact 

on the effective capacity of the electrode. It has been demonstrated in Figure 5.17(c) that 
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large particles experience more severe mechanical degradation and subsequently higher 

capacity fade, which conclusion is applicable to both the anode chemistries. 

Instead of using a constant particle size throughout the thickness of the negative 

electrode, the impact of a gradient in particle size from the current collector to the 

separator on the mechanical degradation and subsequently the capacity of the lithium ion 

cell are worth investigating. Two different particle size distributions have been 

considered here: i) linearly increasing particles size from 5.0 µm close to the current 

collector to 15.0 µm at the separator, and ii) linearly decreasing particle size from 15.0 

µm at the current collector to 5.0 µm close to the separator. Damage profiles at the end 

of drive cycles observed in four different types of vehicles (EV, HEV, PHEV-CD and 

PHEV-CS) and for two different anode chemistries (hard-carbon and graphite) are 

shown in Figures 5.18(a) and (b). The extent of microcrack density for increasing (5–15 

µm) particle size [case (i)] is shown in Figure 5.18(a). Larger particle sizes and higher 

reaction current densities close to the separator significantly enhanced mechanical 

degradation in the active particles that are located near the separator. The magnitude of 

the microcrack density close to the separator can be as high as 10% under the most 

severe HEV operating conditions. Smaller active particles located close to the current 

collector rarely experience high reaction current density, and the damage evolution 

within them is significantly low.  

The damage profile for decreasing active particle sizes from 15 µm at the current 

collector to 5 µm at the separator is depicted in Figure 5.18(b) at the end of four different 

drive cycles. Evolution of microcrack density under both hard-carbon (denoted by a  



 

205 
 

 

 
Fig: 5.18. Instead of using uniform particle size, usage of a gradient in particle size 
would result in a different damage profile. Two different particle size distributions were 
considered: a) Linearly increasing particle size from 5µm at the current collector to 
15µm at the separator, and b) Linearly decreasing particle size from 15µm at the 
current collector to 5µm at the separator. Four different drive cycles have been 
investigated for both the particle size distributions. For the drive cycles, larger rate of 
reaction is observed close to the separator. Thus, large particle size close to the 
separator leads to increased damage evolution as compared to the other case with small 
particle size close to the separator. Capacity analysis at 1C rate of discharge revealed 
that the particle size distribution with smaller particles close to the separator is capable 
of retaining larger amount of capacity (see Table: 5.2). 
 
solid line) and graphite (denoted by a dashed line) chemistries of the anode was 

investigated, and the damage profiles for both of them are very close to each other. It 

was argued earlier that under drive cycle conditions, current is extracted in pulses, and 

the maximum reaction front is confined to the region very close to the separator. Thus, 

maximum damage should happen to the particles near the separator only. However, for 

the decreasing particle size distribution with the smallest particles located close to the 

separator, less damage should occur near the separator region. Thus, for this particular 

case of decreasing particle size operating under drive cycle conditions, there exist 

competitions with regard to where the minimum amount of damage should occur. Figure 

5.18(b) clearly demonstrates that the amount of damage is not the minimum extremely 



 

206 
 

 

close to the separator even though the smallest particles reside there. Due to the 

extremely high reaction current density, microcrack density evolves to a larger extent 

near the separator. Hence, the minimum amount of damage occurs somewhere at the 

interior of the negative electrode. The exact location of the minimum microcrack density 

depends on the drive cycle under which the battery is being operated. For example, 

HEVs operating under UDDS driving conditions (blue line) will experience the 

minimum damage somewhere close to the center of the electrode. However, for other 

PHEV and EV driving conditions, the minimum damage occurs near the separator 

somewhere at the interior of the electrode (see the red, cyan, and black lines). The active 

particles adjacent to the separator still experience higher microcrack density due to 

enhanced reaction current density. The maximum amount of damage is observed 

wherever the largest particles reside. For the particular case under investigation, the 

largest particles (15 µm) are located near the current collector. As a result, the maximum 

amount of damage is observed close to the current collector itself. 

Table: 5.2 (a). Capacity after different drive cycle operations for two particle size 
distributions with “NMC + Hard Carbon” chemistry. 

Name of Drive Cycle 5µm - 15µm 15µm - 5µm 

No damage 34.13 Ah 34.18 Ah 

Leaf, US06 33.33 Ah 33.48 Ah 

HEV, HWY 32.86 Ah 33.07 Ah 

HEV, UDDS 32.14 Ah 32.9 Ah 

PHEV, CD, US06 33.07 Ah 33.36 Ah 

PHEV, CS, US06 33.40 Ah 33.56 Ah 
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Table: 5.2 (b). Capacity after different drive cycle operations for two particle size 
distributions with “NMC + Graphite” chemistry. 

Name of Drive Cycle 5µm - 15µm 15µm - 5µm 

No damage 34.13 Ah 34.18 Ah 

Leaf, US06 33.31 Ah 33.49 Ah 

HEV, HWY - 33.13 Ah 

HEV, UDDS 32.19 Ah 32.98 Ah 

PHEV, CD, US06 33.02 Ah 33.39 Ah 

PHEV, CS, US06 33.39 Ah 33.56 Ah 

 

Some knowledge about the extent of mechanical degradation is important to 

estimate the durability of the active particles. However, the real impact of the 

mechanical degradation is reflected in analyzing the capacity fade after operation under 

different drive cycle conditions. Computational RPT tests were conducted on both 

distributions of particle sizes [linearly increasing from 5 µm to 15 µm (denoted as case 

(i)), and linearly decreasing from 15 µm to 5µm (represented as case (ii))] after 

operating under five different drive cycles. The capacities obtained from the 

computational RPT are shown in Tables 5.2(a) and 5.2(b) for the two anode chemistries 

of hard-carbon and graphite, respectively. For case (ii), where 5-µm sized particles 

reside close to the separator, under no mechanical degradation, this distribution shows a 

higher magnitude of capacity (0.05 Ah larger) than its counterpart that contains 15-µm 

sized particles (case (i)) near the separator. Under the most severe HEV operating 

conditions, the particle size distribution with decreasing particle size (current collector to 

separator) shows 0.75 Ah larger capacity than its counterpart with increasing particle 
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size. This difference in capacity fade will be even more under high C-rate operations. 

Utilization of graphite chemistry leads to more capacity fade than that observed for 

hard-carbon anodes. Thus, particle size distributions with large particles close to the 

separator should be avoided from the perspective of mechanical degradation. Similarly, 

capacity fade is less severe for those distributions that contain smaller particles close to 

the separator. 

5.3 Conclusion 

A reduced order model has been developed to characterize the amount of 

mechanical degradation in single active particles for different particle sizes during 

operation under different C-rates. The reduced order model involves two different 

parameters, a) maximum extent of damage evolution (denoted by maxA ), and b) rate of 

damage evolution (denoted as ratem ). Evolution of microcrack density on the outer 

surface of the active particles impacts the surface concentration significantly. 

Mechanical degradation close to the center of the active particles shows a minor impact 

on the surface concentration. For electrochemical purposes, only the surface 

concentration of the active particles affects the other reactions. While developing the 

reduced order model, only the formation of microcracks near the particle surface during 

delithiation is taken into consideration. An expression of effective diffusivity has also 

been developed to incorporate the impact of microcrack density on the diffusivity of the 

active particles.  

A 1D multiphysics computational framework has also been developed that can 

solve for the evolution of potential and concentration in a coupled fashion along the 
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thickness of the electrodes and the separator. Coupling between the concentration and 

the potential terms have been accomplished via the extremely nonlinear Butler-Volmer 

equation. A Taylor-series expansion has been implemented to linearize the nonlinear 

terms. The impact of mechanical degradation in the anode has been incorporated within 

the 1D electrode-level model via reduction in effective diffusivity of the solid active 

particles. For uniform particle sizes along the thickness of the negative electrode, under 

CC discharge and CCCV charge conditions mechanical damage evolves in a uniform 

fashion throughout the thickness of the electrode. This happens because during the 

discharge process, the maximum reaction current front travels along the thickness of the 

electrode. At the beginning of the discharge process, the maximum reaction current 

density is observed close to the separator; with time it shifts towards the current 

collector, resulting in uniform evolution of microcrack density. Evolution of microcracks 

on the active particles does not result in lithium loss, but increases the resistance due to 

transport limitations. Capacity fade due to microcrack evolution is larger for high C-rate 

operations. If a particle size distribution is used within the electrode, it is beneficial to 

place the smaller particles close to the separator and larger particles near the current 

collector. 

If a LIB is operating under drive cycle conditions, the discharge and charge 

currents act as strong pulses. Due to short duration of the pulse, the maximum reaction 

current density front cannot move along the thickness of the electrode and remains 

confined close to the separator only. Thus, significantly large mechanical degradation is 

observed within active particles close to the separator while operating under drive cycle 
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conditions. Particles close to the current collector experience a smaller magnitude of 

reaction current density, and subsequently a reduced extent of mechanical degradation is 

observed there. As a result, it is always beneficial to use a distribution of particles with 

smaller particles close to the separator for drive cycle operations. However, for HEV 

applications with graphite anode active materials, due to excessively high reaction 

current density, maximum amount of mechanical degradation can occur somewhere in 

the middle of the electrode. Also, under drive cycle scenarios, the majority of the 

capacity fade due to microcrack formation is observed in particles greater than 10 µm in 

radius. Thus, it is also suggested to use anode active particles less than 10 µm in size for 

drive cycle applications. In this way, the impact of mechanical degradation of active 

particles on cell performance can be mitigated to a significant extent. 
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CHAPTER VI 

MECHANO-ELECTROCHEMICAL STOCHASTIC ANALYSIS OF DAMAGE 

EVOLUTION IN HIGH-CAPACITY ELECTRODES FOR ENERGY 

STORAGE* 

High capacity anode materials such as silicon (Si), tin (Sn) and/or germanium 

(Ge) experiences significant amount of volume expansion during lithium insertion 

through some form of alloying reaction. Usage of high specific-capacity anode materials 

within lithium ion batteries is desired because of achieving large energy density. 

However, these alloying anode materials experience significant fracture due to the 

evolution of large concentration gradient (at the two phase interface) and high volume 

expansion (at the particle surface) induced load. A computational methodology has been 

developed that can capture both the modes of mechanical degradation.  

6.1 Computational methodology 

In a realistic lithium ion battery electrode, both cathode and anode consists of 

multiple phases, separated by a porous polymeric separator [3]. Diffusion and migration 

of lithium ions occur from anode to cathode during the discharge process. Transport of 

lithium ions occur in the opposite direction (cathode to anode) during the charge process. 

Lithium ions combine with electrons at the active particle – electrolyte interface, and get 

stored within the solid active materials as lithium atoms [4]. Lithium transport inside the 

solid phase occur via either single-phase or two-phase diffusion process according  

*Under preparation: “Mechano-electrochemical stochastics of damage evolution in high-capacity
electrodes for energy storage” by P. Barai and P. P. Mukherjee (for submission) 



 

212 
 

 

to whatever is more feasible based on thermodynamics [121]. For example, graphite and 

hard-carbon based anode active materials store lithium ions through single-phase 

diffusion process [29]. Lithium iron phosphate (LiFePO4) and lithium cobalt oxide 

(LiCoO2) based cathode active particles display transport of lithium via multi-phase 

diffusion process [185, 186]. Inside high capacity anode materials, such as, silicon (Si) 

and tin (Sn), diffusion of lithium occurs through the formation of multiple phases within 

the active particle [42, 121, 187].  

In the present article, transport of lithium within high capacity anode materials, 

volume expansion due to large amount of lithium insertion and finally, microcrack 

formation due to concentration gradient and large volume expansion have been modeled. 

To maintain simplicity of the computational framework, transport of lithium inside the 

anode active material has been assumed to occur via a two-phase diffusion process 

[139]. Fick’s law of diffusion is only applicable to single phase diffusion process. In 

high capacity anode materials, two-phase diffusion is modeled by solving the Cahn-

Hilliard equation, which is provided below [139, 188]: 

  ( ) ( ) 2
,max

ˆ ˆˆ ˆ ˆ1 2 ln
ˆ1

s s
Li s s s s

s

c cM c c RT c c
t c

ω κ
⎧ ⎫⎡ ⎤∂ ⎪ ⎪

=∇⋅ ∇ − + − ∇⎨ ⎬⎢ ⎥∂ −⎪ ⎪⎣ ⎦⎩ ⎭
            (6.1) 

0

ˆ
0s

r

c
r =

∂
=

∂
                   (6.2) 

( ) ( ) 2
,max

1

ˆˆ ˆ ˆ1 2 ln
ˆ1

applieds
Li s s s s

s r

IcM c c RT c c
c SF

ω κ
=

⎧ ⎫⎡ ⎤⎪ ⎪
∇ − + − ∇ =⎨ ⎬⎢ ⎥−⎪ ⎪⎣ ⎦⎩ ⎭

        (6.3) 



 

213 
 

 

Here, ˆsc  is the non-dimensional concentration variable that is defined as, 
,max

ˆ s
s

s

cc
c

= , 

where sc  signifies the molar concentration of lithium within the active material and 

,maxsc  corresponds to the maximum amount of lithium that can be stored within the 

active particles. LiM  is the concentration dependent mobility of lithium within the solid 

phase that is defined as, ( )( )
,max

ˆ ˆ1Li
Li s s

s

DM c c
c RT

= − , where, LiD  corresponds to the 

diffusivity of lithium, R  is the universal gas constant and T  signifies the temperature in 

Kelvin units. Also, ω  is a non-dimensional parameter, which physically signifies the 

enthalpy of mixing, and mathematically produces the double well in the free energy 

functional. The parameter κ  takes into account the contribution to the free energy at the 

phase boundary due to large concentration gradient at the two-phase interface. From the 

expression provided in Eq. (6.1), it is clear that the equation is a fourth order equation. 

To simplify the problem, Eq. (6.1) has been divided into two second order equations, 

and both the equations are solved in a fully-coupled fashion [188]. Since the particles 

are assumed to be spherical in shape, lithium concentration only along the radial 

direction is solved. From the boundary condition given in Eq. (6.2), at the center of the 

active particle, symmetry boundary condition is applied. Constant flux boundary 

condition is applied at the particle surface, magnitude of which depends on the applied 

current (also shown in Eq. (6.2)). Details of how this complicated fourth order transient 

differential equation is solved have been provided below.  
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 While solving for the diffusion of lithium within solid spherical active particles, 

variation in concentration only along the radial direction is taken into consideration 

[188]. Lithium concentration along the azimuthal directions is assumed to be symmetric. 

Thus the fourth order governing differential equation can be simplified into two second 

order governing differential equations along the radial direction [188]: 
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The second boundary condition on the surface of the particle also simplifies to: 
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Backward Euler time integration is implemented for integrating Eq. (6.4) over time 

[139]. The governing differential equation is solved using finite difference scheme. The 

second order terms are discretized using central differencing scheme because of higher 

accuracy. In the discretization process, n  signifies the time step, k  stands for the 

iteration number and i  corresponds to the spatial steps. n th−  time step is the previous 

known time step and ( )1n th+ −  time step is the unknown that we are solving for. The 

previous iteration is denoted as k th−  iteration and the present iteration is represented by 

( )1k th+ − . The final discretized expression for both Eq. (6.4) and (A2) are written as: 
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Implementation of the boundary condition is conducted as follows: 
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Here, the mobility term is defined as: 
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Both the discretized Eq. (6.7) and (6.8) along with the boundary conditions (6.9) and 

(6.10) are solved in a fully coupled fashion to obtain the evolution of lithium 

concentration along the radial direction. 

Another important point to be noted here is the fact that effect of mechanical 

volume expansion has not been accounted for in the two-phase diffusion process [142]. 

The main aim of this article is to capture the mechanical degradation in terms of crack 

formation and propagation under concentration gradient and large volume expansion 

induced load. Effect of mechanical degradation on the diffusion process is expected to 
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impact the overall concentration gradient as well as successive crack propagation, but to 

a relatively minor extent. Also, change in cell performance due to larger volume 

expansion and degradation is not being investigated here. Hence, neglecting the effect of 

mechanical deformation on lithium diffusion is justified. Solution of two-phase diffusion 

process coupled with large volume expansion will be reported in a future article. 

 The main purpose of this article is to capture the evolution of mechanical 

degradation within high capacity anode active materials during lithiation-delithiation 

process. A lattice spring based computational methodology was developed by the 

authors earlier to capture the formation of microcracks in low volume expansion anode 

materials (such as, graphite) [85, 139, 178]. A new lattice spring based methodology has 

been developed to incorporate the effect of large volume expansion observed in high 

capacity anode materials (such as, Si and Sn). Two different types of external load acts 

on the high capacity anode materials [147]: a) Large concentration gradient at the two 

phase interface, and, b) Excessive volume expansion due to severe lithium insertion. A 

combination of these two types of diffusion induced stress results in formation and 

propagation of spanning cracks within Si and Sn anode active particles. While solving 

this problem, large displacement and large strain of the active particle has been assumed 

[189]. An updated lagrangian based lattice spring methodology has been developed that 

can predict the large volume expansion and fracture, simultaneously. The governing 

differential equation adopted to solve this problem is [189]: 

   
t t

t t t t t t t t t t t t
t ij t ij t i t i

V A

S d V F u d A Rδ ε δ+Δ +Δ +Δ +Δ +Δ− =∫ ∫               (6.12) 
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Here, tV  and t A  corresponds to the volume at the previous equilibrium configuration, 

t t
t ijS

+Δ  is the 2nd Piola-Kirchhoff stress tensor, t t
t ijε

+Δ  is the Green-Lagrange strain tensor, 

t
t
t
iF

+Δ  is the externally applied force, t t
t iu

+Δ  is the displacement and t tR+Δ  is the residual. 

On the LHS, the first term indicates the internal energy and the second term signifies the 

energy due to externally applied forces. In the present problem, there is no externally 

applied force and the entire load comes from concentration gradient induced body force. 

We try to minimize the residual term under any externally applied loading conditions. 

Minimizing the residual indicates that all the external forces should be balanced by 

internal forces. The Green-Lagrange strain tensor is written in an expanded form as 

[190]: 

    1
2

t t t i t i t k t k
t ij

j j i j

u u u u
x x x x

ε+Δ
⎛ ⎞∂ ∂ ∂ ∂

= + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
               (6.13) 

Here, summation over repeated exponent is implied. t iu  signifies the incremental 

displacement from time step t  to t t+Δ  and jx  corresponds to the spatial location. For 

the updated lagrangian lattice spring model being investigated here, the strain-

displacement kinematic relations and stress-strain constitutive relations should be 

modified such that they are applicable to one-dimensional spring elements. To constraint 

the rotational rigid body mode, some shear resistance has also been added to each of the 

springs. However, only small strain assumption is used along the transverse direction. 

Large strain is allowed to occur only along the axial direction. Details of how to 
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incorporate the strain-displacement and stress-strain relations into the governing 

differential equation and construct the stiffness matrix will be discussed below.  

 In this article mechanical degradation along the cross section of a spherical 

particle has been investigated. Hence, mechanical deformation occurs in a 2D plane. 

Displacement in both “x” and “y” direction should be taken into consideration. The 

lattice springs are 1D element, but they can be oriented in any direction to take into 

consideration the effect of 2D geometry. Displacement of these elements along both “x” 

and “y” directions will be taken into account. In a local coordinate frame, suppose “x” 

signifies the local axial direction and “y” signifies the local transverse direction, which is 

also perpendicular to the local axis. Since the aim of the solution process is to minimize 

the residual, or make the residual zero, the governing equation can be modified for the 

lattice spring elements and written as [189]: 

2 21 1 0
2 2t

t t t t tt t t t t
t xx t xy

V

u u u v vS S d V
x x x x x

δ δ+Δ +Δ
⎡ ⎤⎛ ⎞∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞ ⎛ ⎞

⋅ + + + + ⋅ =⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
∫             (6.14) 

The equation given above only takes into account the axial stress ( )t t
t xxS

+Δ  and shear 

stress ( )t t
t xyS

+Δ  due to the transverse displacements. Here, x  denotes the local axial 

direction, t u  signifies the axial displacement and t v  corresponds to the displacement 

along the transverse direction. All the displacements are incremental in nature. Applying 

the variation over all the displacement terms: 

1 0
2t

t t t t tt t t t t t
t xx t xy

V

u u u v v vS S d V
x x x x x x
δ δ δ δ+Δ +Δ⎡ ⎤⎛ ∂ ∂ ∂ ∂ ∂ ⎞ ∂⎛ ⎞ ⎛ ⎞ ⎛ ⎞

⋅ + + + ⋅ =⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠⎣ ⎦
∫            (6.15) 
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Separating out the linear and the nonlinear components, the equation mentioned above 

can be written in a vector/matrix form as: 

1 0
2t t

t t

t t t t t t t tt t
t xx t xy t xx

t tV V

u u
u vx xS S d V S d V

v vx x
x x

δ δ

δ δ
+Δ +Δ +Δ

∂ ∂⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥∂ ∂⎡ ⎤⎡ ⎤ ∂ ∂+ =⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ∂ ∂∂ ∂⎣ ⎦ ⎣ ⎦⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥∂ ∂⎣ ⎦ ⎣ ⎦

∫ ∫                 (6.16) 

The first integral on the left hand side gives rise to the linear stiffness matrix and the 

second integral forms the nonlinear component of the stiffness matrix. Derivatives of the 

axial displacement ( )u  and the transverse displacement ( )v  along the axial direction can 

be written as [190]: 

  2 1t t tu u u
x l

∂ −
=

∂
 and  2 1t t tv v v

x l
∂ −

=
∂

                        (6.17) 

Here, 1t u  and 2t u  are the axial displacement of node 1 and 2, 1t v  and 2t v  are the 

transverse displacement of node 1 and 2, and l  is the current length of the lattice spring 

element. The local displacements can be written in terms of global displacement 

components using the coordinate transformation matrix: 

     u = T!" #$⋅

U                             (6.18) 

Here, u  is the local displacement vector and 

U  corresponds to the global displacement 

vector. The rotation matrix [ ]( )T  mentioned in the previous equation can be written in 

terms of the angle ( )θ  the element makes with the x-axis of the global reference frame: 
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    [ ]

cos sin 0 0
sin cos 0 0
0 0 cos sin
0 0 sin cos

T

θ θ

θ θ

θ θ

θ θ

⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥

−⎣ ⎦

                       (6.19) 

Since the rotation matrix [ ]T  is orthogonal in nature, multiplication of [ ]T  with its 

transpose gives rise to an identity matrix. Hence, the nonlinear term in Eq. (6.16) does 

not show any dependence on the rotational configuration of the spring element.  

The axial and shear strains are written in terms of the axial displacement 

( )au l= Δ  and shear displacement ( )2 1t t tu v v= −  as: 

 
2 21

2
t t a a t
t xx

u u u
l l l

ε+Δ
⎡ ⎤⎛ ⎞ ⎛ ⎞= + +⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦

 and 1
2

t t t
t xy

u
l

ε+Δ =                (6.20) 

Here, the magnitude of lΔ  is obtained from Eq. (6.24) given in the main text. However, 

in Eq. (6.24), while calculating the total length, the most updated x and y coordinates are 

used. In Eq. (6.21), to obtain the normal component of the 2nd Piola-Kirchhoff stress, the 

axial strain is multiplied with the Young’s modulus. In that expression, complete 

nonlinear form of the axial strain is taken into consideration. However, in Eq. (6.16), to 

maintain linearity of the first integral in the left hand side (which also gives rise to the 

linear component of the stiffness matrix), the nonlinear components in the axial strain 

term is neglected. This does not affect the overall solution because during the residual 

calculation, correct expression of the normal strain is being used [189]. Minor 

modification in the stiffness matrix makes the convergence of the final solution slightly 

slower. 
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 The constitutive relation plays a major role in determining the amount of 

mechanical deformation as well as degradation of the active particles. Material specific 

properties should be taken into consideration while developing constitutive relations 

applicable to different high capacity anode materials. For example, silicon (Si) deforms 

elastically till rupture for both the non-lithiated crystalline as well as lithiated amorphous 

phases. However, deformation of tin (Sn) in the non-lithiated crystalline phase occurs as 

a ductile process, whereas, brittle deformation is observed for the lithiated amorphous 

phase. In the present article, results of two-phase diffusion and successive mechanical 

degradation will be generated for a Si anode active particle.  Hence, only linear elastic 

relation between second Piola-Kirchhoff stress and Green-Lagrange strain along the 

axial direction is taken into consideration [189, 190]: 

    11 11
t t t t
t tS E ε+Δ +Δ= ⋅                                     (6.21) 

Here, "11"  corresponds to the local " "xx  or axial direction and E  signifies Young’s 

modulus along the axial direction, which displays different magnitude for the crystalline 

and amorphous phase. Presence of plastic flow during lithiation within the Si active 

particles has been reported in some literature, but detailed investigation of those cases is 

out of the scope of this article.   

Depending on the free energy functional and the magnitude of the enthalpy of 

mixing term ( )ω , which is already incorporated within Eq. (6.1), there exist two levels 

of concentration where minimum energy is observed [139]. The lower concentration 

level ( )ˆ 0.128sc =  signifies lithium poor phase, whereas, the higher magnitude of 
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concentration ( )ˆ 0.872sc =  corresponds to lithium rich phase. Since each of the lithium 

poor and rich phases belong to equilibrium configurations, as soon as lithium poor or 

lithium rich phase gets generated, it can be assumed to be a stress free configuration. 

Initially the entire active particle is assumed to be in the lithium poor phase, which is 

free from internal stresses. Lithiation is supposed to occur as constant influx of lithium 

ions through the surface of the spherical active particle. As soon as the surface of the 

active particle reaches the lithium rich phase, it becomes free from any internal stresses 

(because the lithium rich phase is an equilibrium configuration). Under subsequent 

lithiation, the two-phase front moves inward and pushes the lithium rich phase along the 

outer direction [139]. Inward traversal of the two phase front results in high volume 

expansion, and subsequent outward movement of the lithiated phase generates tensile 

stress near the surface [147]. The lithium poor phase adjacent to the lithium rich phase 

experiences severe tension due to large concentration gradient associated with the two-

phase boundary [14].  

 
Fig: 6.1. Schematic diagram of the updated lagrangian framework adopted in this study 
to incorporate the large volume expansion within the lattice spring network. Instead of 
strain, additive decomposition of the displacements has been adopted here. 
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The next important aspect that should be discussed is the incorporation of 

concentration induced stress and subsequent deformation. In the present context, 

transport of lithium and mechanical deformation has been solved in an incremental 

fashion [189]. The equilibrium concentration of the lithium poor phase and the lithium 

rich phase are assumed to be the stress free configurations. Insertion of lithium results in 

additional concentration induced strain [139, 147]. Under a small time increment, at a 

particular point the change in concentration can be given as ˆscΔ . If the volume 

expansion coefficient is defined as Ω  and lelastic  is the length of the spring element only 

due to elastic deformation, then the total length can be described as [190]: 

   ( ),maxˆelastic elastic s s totall l c c l+ ⋅Δ ⋅Ω⋅ =                           (6.22) 

   
( ),maxˆ1

total
elastic

s s

ll
c c

∴ =
+ Δ ⋅Ω⋅

                           (6.23) 

For small deformation problems, the elastic length lelastic  for the second term in the left 

hand side of Eq. (6.22) can be assumed to be equal to the initial length. However, for the 

case where large volume expansion is involved, the elastic length becomes significantly 

different from the initial one. A schematic representation of the different configurations 

is provided in Figure 6.1. A methodology to calculate the elastic length is derived in Eq. 

(6.23). Axial deformation which gives rise to internal stress can be estimated as [189]: 

      Δl = lelastic − L                 (6.24) 

Here, Δl  signifies the change in length and L  corresponds to the spring length at the 

previous equilibrium configuration. Diffusion of lithium ion inside the active particle is a 
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transient process. Thus a time dependent equation has been solved in Eq. (6.1). But the 

mechanical equilibrium can be achieved as soon as slight change in lithium 

concentration occurs [18]. Hence the quasistatic mechanical equilibrium equation has 

been solved in Eq. (6.12), and any dependence on the time variable is neglected. 

Along with estimation of large volume expansion, evolution of microcrack 

within the active particle is also another important aspect of this article. A lattice spring 

based methodology was developed by the authors to capture the damage propagation in 

low volume expansion anode materials. In the present context, similar energy based 

criterion has been developed to capture the formation and propagation of microcracks 

within high capacity anode active particles. Since the concentration gradient and high 

volume expansion induced load is applied in an incremental sense, the energy in each 

lattice spring element is also calculated in an additive fashion. If the strain energy for a 

particular spring element ( )" "e  at the current time step ( )1n+  is denoted as 1n
eψ
+ , it can 

be written in terms of the strain energy after the previous equilibrium step ( )neψ  as [85]: 

    ψe
n+1 =ψe

n +
1
2
Δ

f ⋅ Δu                 (6.25) 

Here, Δ

f  and Δu  corresponds to the incremental internal force and displacement of the 

lattice spring element, respectively. If the energy in a particular spring exceeds its 

fracture threshold ( )1
,

n
e e tψ ψ+ > , the spring is assumed broken and irreversibly removed 

from the lattice spring network. For the subsequent load increments, the effect of the 

broken element is entirely removed from the stiffness matrix. The load that was being 

carried by the broken element gets distributed among the neighboring lattice springs, 
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which eventually gives rise to the stress concentration effect around the tip of a spanning 

crack. Subsequent rupture of elements from the lattice spring network gives rise to the 

evolution of microcrack and eventually nucleation of these microcracks results in the 

formation of spanning cracks [139, 178]. Demonstration of crack formation and 

propagation during the lithiation process will be provided later in the Results and 

Discussion section. Comparison with experimentally observed results will also be 

discussed there. 

6.2 Numerical procedure 

After calculating the concentration profile, it is applied on top of a Si active 

particle. Response of the particle against the diffusion induced load is analyzed. The Si 

active particles are modeled using the modified lattice spring elements. It successfully 

takes into account the large deformation experienced by high capacity anode materials. 

The size of the lattice spring network used to model a single active particle should be 

large enough to successfully capture the continuum behavior of the material. Extremely 

small size of the lattice spring network renders wrong results. Increasing the size of the 

network will indeed produce more accurate results. But the computational time required 

to conduct the analysis will increase significantly for very large lattice-spring systems. 

Thus an optimum size of the lattice spring network must be identified that will give a 

reasonably accurate result under acceptable amount of computational time. Figure 6.2 

demonstrates an analysis showing the effect of increasing lattice-spring system size on 

the ratio of final particle radius over initial particle radius at the end of lithiation process. 

The partial molar volume assumed in this particular analysis is ,max 0.6scΩ⋅ = . The  
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Fig: 6.2. Evaluation of the system size dependence for the triangular mesh adopted in 
this study under large deformation conditions. max 0.6cΩ⋅ =  and initial particle radius 

1.0initialR mµ=  have been adopted for this analysis. It is evident that deformation 
experienced by a particle tends to converge to a particular value with increasing system 
size. To keep the computational expense within reasonable limits, 70L =  has been 
considered for all the simulations reported in this article. 

initial particle radius considered for this study is 0.5initialR mµ= . No mechanical 

degradation has been considered in this analysis of system size independence. It is 

evident from Figure 6.2 that with increasing system size, the ratio final

initial

R
R  converges

to a particular value. However, for lattice spring systems of size 90L =  or greater, the 

computational expense to construct and solve the stiffness matrix for a single particle 

becomes excessively large. Thus 90L ≥  is not suitable for simulation of mechanical 

degradation within active particles. The ratio of final over initial radius for 70L =  

resides close to the final converged solution, which is highlighted using a red box in 

Figure 6.2. The computational time requirement is also not excessively large for a  
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Fig: 6.3. Evolution of concentration profile within silicon (Si) active particles. Lithiation 
happens between normalized time 0.0  and 01.0t . 0t  is the normalized time at which 
lithiation completes. Delithiation occurs between 01.0t  and 02.0t . (a) Evolution of 
concentration profile and the two-phase front under low rates of current. (b) A zoomed 
in view of the movement of phase front close to 0t  under low rates of current. (c) 
Evolution of concentration profile and the two-phase front under high rates of current. 
(d) A zoomed in view of the movement of the phase front close to 0t  under high rates of 
current. (e) Contour plot of concentration profile under low rates of current at the end 
of lithiation process. (f) Contour plot of concentration profile under high rates of 
current at the end of lithiation process. 
 



 

228 
 

 

70 70×  lattice-spring network. Hence, all the computational analysis of mechanical 

degradation that will be conducted in the subsequent sections of this article will use 

70L =  as the size of the lattice-spring network. The list of parameters used for the final 

simulation is also provided in Table: 6.1. 

6.3 Results and discussion 

The computational methodology developed above has been applied to analyze 

the two-phase transport of lithium ions within Si active particles (from Eq. (6.1)). 

Subsequent mechanical degradation during lithiation-delithiation phenomena has also 

been investigated (from Eq. (6.12)-(6.24)). The mechanical and transport properties of 

silicon (Si) is provided in Table: 6.1. All the properties have been inherited from existing 

articles that analyzed the mechanical properties [191], fracture strength [192] and 

transport phenomena within silicon active particles [139, 193]. 

In these particular simulations, transport of lithium happens within the active 

particles in a two-phase diffusion process. The concentration gradient at the two-phase 

interface applies some diffusion-induced load on the active particles, but that load is not 

sufficient for creating significant amount of mechanical degradation in Si anodes [42]. 

As lithiation continues, the two-phase interface moves inward and due to extremely high 

volume expansion, pushes the lithium rich surface of the active particle along the 

radially outward direction. Outward movement of the lithium rich phase induces tensile 

stress on the particle surface, which leads to initiation of crack fronts [147]. Hence, 

evolution of concentration gradient followed by large volume expansion acts as the 

loading factor and mechanical degradation is the effect. To correctly understand the 
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microcrack formation, it is necessary to properly realize how the concentration of 

lithium changes within the Si active particle. 

Figure 6.3 shows the variation in lithium concentration within spherical silicon 

active particle during lithiation and successive delithiation process. Figure 6.3(a) and 

6.3(b) demonstrates the evolution of lithium concentration under a relatively slow 

( )00.1I  rate of externally applied current. Radius of the active particle considered in this

simulation is around 100nm. Under constant flux prescribed boundary condition, the 

concentration at the particle surface increases from lithium poor phase to lithium rich 

phase. The two phase front that gets generated moves inward along the radial direction 

during subsequent lithiation process. Figure 6.3(a) depicts that from time 00.0 t⋅  to 

01.0 t⋅ , the lithiation phenomenon occurs. From time 01.0 t⋅  to 02.0 t⋅ , the delithiation 

process takes place. Under low rates of current, a single two-phase front develops, which 

moves inward during the lithiation process and comes out at the time of delithiation. A 

more detailed description of what happens close to the time 01.0 t⋅  where transition from 

lithiation to delithiation occurs is portrayed in Figure 6.3(b). The time range between 

00.96 t⋅  and 01.2 t⋅  have been emphasized here. As shown in Figure 6.3(b), even though 

the lithiation process stops at 01.0 t⋅  (black dashed line in Figure 6.3(b)), the two-phase 

front moves inward till 01.04 t⋅  (red solid line in Figure 6.3(b)). It should be noted that 

delithiation occurs during the time interval of 01.0 t⋅  and 01.04 t⋅  from the surface of the 

active particle. Then at 01.08 t⋅  (red dashed line), the two-phase front changes its 

direction of movement and starts to traverse outward. Subsequent delithiation from the 
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surface of the active particle causes the two-phase front to move along the radially 

outward direction. The lithium concentration at the particle surface can deplete 

significantly with respect to the equilibrium concentration of the lithium rich phase 

(solid blue line that corresponds to 01.2 t⋅ ) during the delithiation process. However, the 

particle surface still remains in the lithium rich phase. 

Figure 6.3(c) and 6.3(d) demonstrates how the lithium ion concentration changes 

inside a spherical silicon active particle of radius 100nm during fast lithiation and 

delithiation phenomena. The magnitude of applied normalized current is 0I  for the fast 

charge-discharge process. Similar to Figure 6.3(a), in Figure 6.3(c) lithiation occurs till a 

normalized time of 01.0 t⋅  (red dashed line), and after that delithiation occurs till 02.0 t⋅  

(cyan dashed line). Under constant influx of lithium ions, surface concentration increases 

quickly and becomes equal to the lithium rich phase. Because of fast influx of lithium 

ions, and relatively slower movement of the two-phase front along the radial direction, 

the surface concentration eventually reaches the maximum concentration (red solid line 

in Figure 6.3(c) that corresponds to time 00.75 t⋅ ). Similarly, at the end of delithiation, 

the concentration at the surface of the active particle is the minimum concentration, 

which is smaller than the concentration of the lithium poor phase (see cyan dashed line 

in Figure 6.3(c)). Figure 6.3(d) demonstrates the generation of two different two-phase 

fronts that move along the same direction when lithiation ends and delithiation begins. 

At the end of lithiation process (black dashed line in Figure 6.3(d)), there exist only one 

two-phase front. With the initiation of fast delithiation process, the surface concentration 
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drops very quickly and becomes equal to the lithium poor phase at around 01.17 t⋅  (solid 

red line in Figure 6.3(d)). As a result, two different two-phase fronts get developed (at 

time 01.34 t⋅ ): one close to the center, and the other close to the surface of the active 

particle (see red dashed line in Figure 6.3(d)). The two-phase front close to the center 

reaches the center of the active particle and vanishes. The two-phase front near the 

surface of the active particle moves inward with subsequent delithiation process (blue 

solid line).  

 
Fig: 6.4. Evolution of microcracks under different magnitude of partial molar volume of 
the lithiated phase. Initial particle size has been assumed to be 1µm. (a) Expansion and 
damage evolution within an active particle where max 0.6cΩ⋅ = . (b) Expansion and 
damage evolution inside active particles with max 0.9cΩ⋅ = . (c) Amount of mechanical 
degradation during lithiation under different values of partial molar volume. Higher 
magnitude of maxcΩ⋅  leads to large amounts of microcrack density. Silicon (Si) and Tin 
(Sn) type high capacity anode materials lie within the blue circular region. However, the 
simulations have been conducted for Si only. Si and Sn have different concentration 
dependence for mechanical properties. Ten samples have been considered to generate 
the error-bar within the figure. 
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Figures 6.3(e) and 6.3(f) shows the contour plots of normalized lithium 

concentration under low and high rates of current, respectively. The displayed 

concentration profile corresponds to the time at the end of the lithiation process 

( )01.0t t= ⋅ . The color bar signifies magnitude of normalized lithium concentration. 

Since the contour plots are generated at the end of the lithiation process, significant 

portion of the active particle close to the surface is in lithium rich phase. A small amount 

of active particle close to the center is still in lithium poor phase at the end of the 

lithiation process. For lithiation-delithiation at lower rates of current, the two-phase front 

never reaches the center of the active particle. Hence, the center of the active particle 

always remains in the lithium poor phase at the time of delithiation (also depicted in 

Figure 6.3(a)). However, for lithiation-delithiation at higher rates of current, the two-

phase front indeed reaches the center of the active particle. Hence, the lithium poor 

phase at the end of the lithiation process (blue region in Figure 6.3(f)) eventually 

becomes lithium rich sometime during the delithiation phenomena (also shown in Figure 

6.3(c)). The existence of a sharp two-phase interface is also evident from Figures 6.3(e) 

and 6.3(f).  

The two different types of lithiation-delithiation mechanism described in Figures 

6.3(a) and 6.3(c) leads to completely different amount of mechanical degradation within 

the active particles. Inward and outward movement of the same two-phase front 

demonstrated in Figure 6.3(a) and 6.3(b) induces mechanical degradation only during the 

lithiation process. Since no new concentration gradient develops or extra volume 

expansion occurs during the delithiation process, chances of further mechanical 
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degradation are minimal [147]. However, under fast lithiation-delithiation phenomena, 

two different two-phase fronts develop, which has the potential to produce severe 

mechanical degradation during delithiation process as well (shown in Figure 6.3(c) and 

6.3(d)). Formation of the second two-phase front at the time of delithiation close to the 

surface of the active particle induces severe concentration gradient induced load. This 

causes the crack fronts to propagate significantly that opened up during the lithiation 

process [194]. Since severe mechanical degradation can occur during the fast lithiation-

delithiation process (shown in Figure 6.3(c) and 6.3(d)), microcrack formation will be 

investigated under these types of concentration gradient in the subsequent sections. 

The concentration profile and operating condition that applies the maximum 

amount of load has been identified. Next, it will be applied on a Si active particle to 

estimate the amount of mechanical degradation under diffusion-induced stress. Amount 

of mechanical degradation during lithiation under different magnitudes of partial molar 

volume of the lithiated phase has been investigated in Figure 6.4. By multiplying the 

partial molar volume of the lithiated phase with the maximum lithium concentration 

( )maxcΩ⋅ , a non-dimensional number has been developed. In Figure 6.4(c), the 

microcrack density, also known as the fraction of broken elements fbb( ) , has been 

plotted with respect to the non-dimensional partial molar volume of the lithiated phase. 

The dependent variable, microcrack density (or fraction of broken elements), has been 

defined as the ratio of number of broken springs over the total number of spring 

elements within the network [85]. It is evident form Figure 6.4(c) that with increasing 

magnitude of the partial molar volume, the total amount of microcrack density during 
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lithiation increases. Figure 6.4(a) and 6.4(b) demonstrates the fracture profile after the 

lithiation process for non-dimensional partial molar volume of magnitude 0.6 and 0.9, 

respectively. As discussed earlier, transport of lithium inside silicon active particles 

happen via two-phase diffusion process. Large magnitude of partial molar volume of the 

lithiated phase applies two different types of loads: a) Concentration gradient induced 

load at the two-phase interface, and b) High volume expansion induced tensile load at 

the particle surface, which increases as the two-phase front moves inward (see [147]). 

The concentration gradient induced load at the two-phase interface is relatively smaller 

in magnitude, and gives rise to minor generation of microcracks. None of this 

microscopic damage nucleates into spanning cracks. However, the magnitude of tensile 

load at the particle surface due to large volume expansion has the potential to create 

spanning cracks. Higher the magnitude of partial molar volume, the outer lithium rich 

phase moves more towards the radially outer direction. Tensile stress on the particle 

surface gets generated solely by the outward movement of the lithium rich phase. Hence, 

higher magnitude of partial molar volume produces enhanced tension followed by crack 

formation and propagation at the surface of the active particle. Figure 6.4(b) clearly 

demonstrates that for max 0.9cΩ⋅ = , significantly higher radially propagating cracks are 

developed as compared to max 0.6cΩ⋅ = , as shown in Figure 6.4(a). For silicon, the 

magnitude of non-dimensional partial molar volume lies around 0.7 or 0.8 (shown using 

a blue circle in Figure 6.4(c)), which leads to severe mechanical degradation after the 

first lithiation process. The error bar shown in Figure 6.4(c) has been obtained by 

averaging over ten different samples.  
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Fig: 6.5. Comparison between microcrack evolution due to concentration gradient effect 
and large volume expansion effect. The entire analysis conducted here corresponds to 
initial particle diameter of 1.0initialD mµ= . (a) Mechanical degradation at the end of 
lithiation process due to different mechanisms. Red line shows concentration gradient 
induced damage evolution. Black line denotes mechanical degradation occurring 
because of large volume expansion. (b) Comparison between time evolutions of both the 
degradation mechanisms for a particle with ( )max 0.8cΩ⋅ = . Towards the end of 
lithiation, mechanical degradation due to large volume expansion is significantly 
greater than microcrack evolution from concentration gradient. 
 

It has already been discussed in the last paragraph that there exist two different 

mechanisms of microcrack formation: a) Concentration gradient induced load, and b) 

Large volume expansion induced load (also see [119]). Since it is established that larger 

magnitude of partial molar volume lead to enhanced mechanical degradation [139], it is 

important to understand which mechanism produces more microcracks. A comparative 

analysis of mechanical degradation due to both the mechanisms has been demonstrated 

in Figure 6.5(a). With increasing partial molar volume of the lithiated phase, damage due 

to each of the mechanisms increase monotonically. But the overall magnitude of 

degradation due to concentration gradient (red line) is significantly smaller than the 

mechanical damage because of large volume expansion (black line). The ratio of 
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concentration gradient induced microcrack over large volume expansion driven 

microcrack remains almost constant for all the values of the partial molar volume. 

Similar to Figure 6.4(c), ten different samples have been considered to generate the error 

bars shown in Figure 6.5(a). 

Time evolution of mechanical degradation during lithiation from both the 

mechanisms has been depicted in Figure 6.5(b). The initial diameter of the active particle 

considered in this simulation is 1µm, and the non-dimensional partial molar volume is 

max 0.8cΩ⋅ = . The lithiation process is assumed to end at normalized time 1.0. Initially 

the entire active particle exists in a lithium poor phase. During lithiation, concentration 

of the particle surface increases and becomes equivalent to the lithium rich phase. 

Negligible mechanical degradation is observed during this time interval when the two-

phase front gets developed. With subsequent lithiation, the two-phase front starts to 

propagate inward, which induces severe concentration gradient induced tensile load on 

the lithium poor phase. Hence, the concentration gradient induced mechanical damage 

evolution starts earlier during the lithiation process. This is well reflected in Figure 

6.5(b), where at normalized time 0.2, microcrack formation from concentration gradient 

(red line) is larger in magnitude than volume expansion induced damage (black line). As 

lithiation progresses, the lithium rich phase is pushed outward along the radial direction. 

Magnitude of this tensile stress due to outward expansion is significantly larger than its 

concentration gradient induced counterpart, and it increases very quickly as more 

lithiation occurs. As a result, severe mechanical degradation near the particle surface 

starts to occur from normalized time 0.25. Around normalized time of 0.45, mechanical 
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degradation due to large volume expansion becomes larger in magnitude than 

concentration gradient induced damage. Significantly higher tensile stress at the particle 

surface leads to rapid increase in volume expansion induced damage evolution. At the 

end of lithiation process, the ratio of volume expansion induced damage over 

concentration gradient induced degradation approximately equals to 2.5. Thus it can be 

concluded that for phase separating and high capacity anode materials, majority of the 

mechanical degradation happens due to large volume expansion of the active particles. 

All the simulation results shown till now correspond to only the lithiation 

process. Delithiation after the lithiation phenomena indeed applies some amount of 

concentration gradient induced load. As shown in Figure 6.3(c) and 6.3(d), a new two-

phase front develops close to the surface at the time of delithiation, where the lithium 

poor phase resides close to the particle surface. As delithiation continues, this new two-

phase front moves inward which gives rise to tension within the lithium poor phase 

located close to the surface of the particle. Tension induced by concentration gradient is 

smaller in magnitude than the tensile stresses due to large volume expansion. As a result, 

during delithiation, new crack fronts do not develop. However, the surface cracks that 

developed during the lithiation process propagate radially during the delithiation 

phenomena. Figures 6.6(a) and 6.6(b) shows the damage profiles for an active particle of 

size 1µm after the lithiation and successive delithiation process, respectively. The partial 

molar volume considered in this simulation has a magnitude of max 0.7cΩ⋅ = . It is clear 

from Figure 6.6(b) that after the delithiation process, the particle gets fragmented into 

multiple smaller particles. The smaller interconnection at the center of the particle  
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Fig: 6.6. Microcrack evolution at the end of lithiation and delithiation process. The 
entire analysis has been conducted for a particle of initial diameter 1initialD mµ= . (a) 
Damage profile observed within an active particle after lithiation for which 

max 0.7cΩ⋅ = . (b) Damage profile inside the same active particle where max 0.7cΩ⋅ =  
after successive lithiation and delithiation process. Only one cycle has been conducted 
here. (c) Microcrack density observed within active particles with different magnitudes 
of partial molar volume ( )maxcΩ⋅ . In this particular analysis subsequent lithiation and 
delithiation occurred. A comparative observation clearly states that majority of the 
microcrack evolution occurs during the lithiation process. 
 
vanishes after few more lithiation-delithiation processes. Figure 6.6(c) depicts the total 

amount of mechanical degradation after the first lithiation (blue circles) and successive 

delithiation (black squares) process. Only single sample has been considered to generate 
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these plots. By comparing Figures 6.6(a) and 6.6(b), it looks like severe damage 

occurred during the delithiation phenomenon. However, from Figure 6.6(c) it is very 

clear that significantly more microcrack evolution occurs during the lithiation process. 

Delithiation experiences more crack propagation and particle fragmentation. Since 

during the delithiation process, some of the crack fronts open-up significantly, it gives a 

false impression of enhanced mechanical degradation. 

 

Fig: 6.7. Comparison between damage evolution due to two different mechanisms. For 
this analysis a particle diameter of 0 1D mµ=  has been assumed. In the normalized time 
scale, time from 0 to 1 corresponds to the lithiation process. Whereas delithiation occurs 
between time 1 to 2 in the normalized scale. For this particular analysis, the particle 
displays max 0.8cΩ⋅ = . (a) Comparison between damage evolution due to concentration 
gradient effect and microcrack formation because of high volume expansion. (b) Rate of 
damage evolution due to each of the two mechanisms. From both the figures, it is evident 
that microcrack evolution within high capacity materials is mostly governed by the 
volume expansion phenomenon. 
 

Time evolution of concentration gradient induced and high volume expansion 

driven mechanical degradation is demonstrated in Figure 6.7(a). Successive lithiation 

and delithiation occurred within an active particle of initial diameter 1µm. The 

magnitude of non-dimensional partial molar volume is assumed to be max 0.8cΩ⋅ = . 
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Lithiation occurs between normalized time 0 to 1 and delithiation occurs within 1 and 2. 

The blue vertical line in both Figures 6.7(a) and 6.7(b) differentiates between the 

lithiation and delithiation process. During the delithiation process, concentration gradient 

induced load controls the formation of microcracks [194]. At the beginning of the 

delithiation process, significant amount of mechanical degradation due to large volume 

expansion is definitely counter-intuitive (see Figure 6.7(a)). This particular phenomenon 

can be explained from Figure 6.3(d). Even after the end of lithiation, the two-phase front 

corresponding to the lithiation process keeps on moving inward and vanishes at the 

center of the active particle. A separate two-phase front corresponding to the delithiation 

process initiates at the particle surface and moves inward. The lithium rich phase arrives 

at the center of the active particle at around normalized time 1.25. Due to this inward 

movement of the lithium rich phase, the outer layer gets pushed along radially outward 

direction. This results in generation of tensile stress within the lithium rich phase, and 

subsequently mechanical degradation due to high volume expansion. Once the lithium 

rich phase reaches the center, volume expansion induced damage almost saturates (black 

line). Concentration gradient induced degradation keeps on increasing due to inward 

movement of the two-phase front that belongs to the delithiation process (red line). 

Figure 6.7(b) depicts the rate of microcrack formation by the two different 

mechanisms during lithiation and successive delithiation process. Rate of mechanical 

degradation due to large volume expansion is at a maximum at the end of the lithiation 

process. At the beginning of the lithiation process, till normalized time 0.3, rate of 

concentration gradient induced damage (red line) is larger than volume expansion  
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Fig: 6.8. Microcrack density at the end of first lithiation process for different particle 
sizes. The material under consideration displays max 0.8cΩ⋅ = . (a) Damage profile 
observed within an active particle of initial diameter 400initialD nm= . (b) Damage 
profile observed within a larger active particle of diameter 800initialD nm= . (c) Total 
amount of microcrack density after the first lithiation process for different particle sizes 
(denoted by blue dashed line). Damage evolution due to large volume expansion (black 
line) and concentration gradient induced load (red line) have also been displayed. The 
error-bars have been generated by averaging over ten samples. 
 
induced degradation (black line). The overall rate of concentration gradient induced 

degradation is much smaller than that observed due to volume expansion. The same 

trend is observed even at the beginning of the delithiation process. However, the rate of 
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volume expansion induced degradation decreases as the delithiation proceeds. During 

delithiation, formation of the lithium poor phase close to the particle surface leads to 

contraction. This eventually reduces the possibility of microcrack formation due to high 

volume expansion. Towards the end of the delithiation process, almost negligible 

mechanical degradation occurs due to high volume expansion. However, a small 

magnitude of concentration gradient induced damage can still be observed even towards 

the end of delithiation phenomenon. Hence, from Figures 6.7(a) and 6.7(b) it can be 

concluded that concentration gradient induced damage can be observed throughout the 

lithiation-delithiation process, but the magnitude is extremely small. Whereas, large 

volume expansion induced degradation occurs at the second half of lithiation and 

beginning of delithiation process, but in a significantly larger amount.  

Till now it has been well established that variation in partial molar volume of the 

lithiated phase induces different amounts of mechanical degradation within the active 

particles. Similarly, variation in particle size should also give rise to different magnitude 

of microcrack density for a particular value of the partial molar volume. In this 

manuscript, all the analysis of particle size dependence has been conducted for 

max 0.8cΩ⋅ = . Figure 6.8 explains the evolution of mechanical degradation during 

lithiation for different particle sizes. Damage profiles at the end of lithiation process for 

two different particles of initial diameter 400nm  and 800nm  are shown in Figures 

6.8(a) and 6.8(b), respectively. At the end of lithiation process, larger particles 

experience enhanced mechanical degradation. Several spanning cracks can be observed 

in the 800nm  sized active particle that travels along the radial direction. Relatively 
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fewer cracks generate inside the 400nm  sized particle at the end of lithiation. More 

rigorous analysis of how microcrack density changes with particle size is demonstrated 

in Figure 6.8(c). Increase in particle size leads to more severe mechanical degradation of 

the active materials. The blue dashed line in Figure 6.8(c) corresponds to the total 

amount of mechanical degradation. The black solid line signifies microcrack formation 

due to large volume expansion. Whereas the red solid line corresponds to damage 

evolution under concentration gradient induced load. As observed in Figure 6.8(c), 

concentration gradient induced damage for active particles with different diameter are 

significantly smaller than volume expansion induced degradation. For each 

representative data point, the error bars are generated by averaging over ten different 

samples.  

Damage due to large volume expansion occurs because of the outward movement 

of lithium-rich phase. For large particles, the lithium rich phase close to the surface 

moves along the radial direction by a larger extent. This eventually produces enhanced 

tensile stress and subsequently more mechanical degradation close to the surface of the 

larger active particles. Concentration gradient induced load is not significant and cannot 

give rise to severe spanning cracks during the lithiation process. With decreasing particle 

size the concentration gradient induced tensile load also reduces, which eventually leads 

to reduction in microcrack formation. Hence, damage due to both large volume 

expansion and concentration gradient induced load decreases with reduction in particle 

size. 
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Fig: 6.9. Total amount of microcrack density for active particles of different size under 
lithiation and successive delithiation process. Smaller active particles of initial diameter 
200 or 300 nm, which experience very little mechanical degradation during the lithiation 
process, can undergo severe crack opening and propagation during the delithiation 
process. 
 

During operation, lithium ion batteries are subjected to multiple charge discharge 

cycles. Hence, the active materials located within the electrode experiences several 

lithiation-delithiation cycles. Mechanical degradation due to only the lithiation process 

has been investigated till now. If a battery is discharged after the first charge process, the 

anode active materials experience delithiation right after the completion of lithiation 

process. Variation in concentration gradient can be assumed to follow the pattern 

provided in Figure 6.3(c). Evolution of microcrack during delithiation must be 

investigated to correctly determine the particle size below which mechanical degradation 

can be neglected even under multiple lithiation-delithiation cycles. Figure 6.9 

demonstrates the microcrack density after lithiation (black square) and successive 

delithiation (red circle) process. Particle sizes ranging from 100nm to 500nm has been 

analyzed here. After only the lithiation process, even particles as large as 300nm 

experiences only 12% mechanical degradation. However, successive delithiation process 
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significantly increases the total amount of microcrack formation. From Figure 6.9 it can 

be concluded that even particles of size 200nm experiences around 15% mechanical 

degradation after successive lithiation-delithiation process. Whereas, 300nm sized active 

particles experience around 22% mechanical degradation after the delithiation process. 

Microcrack density within particles of initial diameter 100nm only remains well below 

10% even after the delithiation process. Which magnitude of microcrack density is safe 

and what should be considered as mechanically degraded, has not been analyzed yet. A 

rough estimate will be provided in the next paragraph along with the images of damage 

profile for different particle sizes. 

While analyzing the mechanical degradation, it is assumed that lithiation-

delithiation occurs only from the surface of the active particles. If a crack front 

connected to the surface opens up, electrolyte can flow through the opening which 

would allow influx or outflux of lithium to occur form regions other than the particle 

surface. Hence the computational analysis being conducted here would no longer be 

valid. Hence, an active particle can be characterized as damaged if one or multiple crack 

fronts open up during the entire lithiation-delithiation process. For certain intermediate 

particle sizes, no significant crack fronts develop during the lithiation process. But, 

during the first half of the delithiation process, some crack propagation and opening is 

observed. Again, towards the end of the delithiation process these crack fronts close 

because of contraction. This type of particle fracture can be characterized as minor 

degradation. Figure 6.10 demonstrates the damage profile as observed in four different 

particle sizes of initial diameter [ ]0 100;200;300;400D nm=  during successive lithiation  
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Fig: 6.10. Crack formation within active particles of different size 

[ ]( )0 100;200;300;400D nm= . Time 01.0t t=  corresponds to the end of lithiation 
process for all the four different particle sizes analyzed here. Microcrack profiles at four 
different time instances have been plotted here: half way into the lithiation process, end 
of lithiation process, halfway into delithiation process, and end of delithiation process. 
(a–d) 100nm particle size, (e–h) 200nm particle size, (i–l) 300nm particle size and (m-p) 
400nm sized particle have been plotted. 
 
and delithiation process. Damage profiles at four different time instance have been 

plotted for each of the particle sizes: a) Time 00.5t t=  which corresponds to midway 
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during lithiation, b) Time 01.0t t=  that signifies end of lithiation, c) Time 01.5t t=  

which is halfway during the delithiation process, and finally, d) Time 02.0t t=  that 

corresponds to the end of delithiation process. The active particles of initial diameter 

0 300D nm=  experiences almost negligible degradation at the end of lithiation (see 

Figure 6.10(j)), which approximately equals 12% microcrack density (from Figure 6.9). 

But several crack fronts open up during the delithiation process (see Figure 6.10(l)), 

which renders Si active particles of size 300nm unsuitable for lithiation-delithiation 

cycles. This corresponds to around 22% microcrack density (as reported in Figure 6.9). 

Active particles of initial diameter 200nm are also not a good choice because minor 

degradation can be observed halfway into the delithiation process where some crack 

fronts open up (see Figure 6.10(g)). However, these crack fronts eventually close at the 

end of delithiation process (Figure 6.10(h)). But, they have the potential to grow during 

subsequent lithiation-delithiation cycles. Comparing with Figure 6.9, 200nm sized active 

particles experience around 14% microcrack density at the end of delithiation process. 

Only 100nm sized active particles did not experience any damage nucleation. Similar 

size dependence was also observed experimentally (see [119]). Hence, it can be 

concluded that microcrack density below 12% can be characterized as free from 

mechanical degradation. Minor fracture occurs when microcrack density lies within 12% 

and 18%. Anything above 18%-20% can be characterized as severe mechanical 

degradation, which leads to propagation and opening of multiple crack fronts.  

The correlation between microcrack density and the amount of fracture 

propagation has been established in the previous paragraph. Next, it is important to  
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Fig: 6.11. (a) SEM image of the cross-section of a Si nano-pillar which experienced 
mechanical degradation during lithiation (adopted from Lee et al., PNAS, (2012) 4080). 
Presence of surface cracks is evident from this image. (b) Crack formation on the 
surface of active particles as predicted by the developed lattice-spring based numerical 
technique. The red arrows show crack fronts that develop on the particle surface. 
 
understand how accurately the developed computational model can capture the 

experimentally observed damage evolution. In Figure 6.11, a visual comparison of 

experimentally observed and computationally predicted crack propagation, during the 

lithiation process is reported (see [42]). Figure 6.11(b) demonstrates the initiation of 

crack fronts close to the particle surface during the lithiation of a 430nm diameter silicon 

active particle. There exist significant amount of similarity between the experimentally 

observed features (shown in Figure 6.11(a)) and the computational predictions (in Figure 

6.11(b)) in a qualitative sense. Such as, there exists a lithium rich amorphous phase near 

the surface and a lithium poor crystalline phase at the center of the active particle. Also, 

the cracks initiate close to the surface of the active particles during the lithiation process. 

This demonstrates the effectiveness of the developed scheme to capture the microcrack 

formation within high capacity anode materials. However, there still exist some 

discrepancies between the experiments and the computational predictions. Even though 

the initiation of the surface cracks during lithiation is equivalent to the experimental 
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results, the computationally predicted cracks do not open up as much as that observed in 

SEM images (see Figure 6.11(a)). Also, the computational analysis predicts the 

generation of multiple small crack fronts close to the particle surface. However, the 

experimental SEM image indicates the formation of a few crack fronts which tend to 

propagate along the radial direction. This discrepancy can be attributed to the 

distribution of the fracture threshold energy adopted in the present study. A uniform 

distribution of the threshold energy over a wide range has been taken into consideration 

here. This results in generation of small microcracks throughout the system. Thus 

significant amount of strain energy release occurs without the formation of large 

spanning cracks. Detailed analysis of the distribution of the threshold energy is out of the 

scope of this article, and will be considered as part of a future study. 

 
Fig: 6.12. Qualitative comparison of mechanical degradation predicted by the 
developed model with experimentally observed acoustic emission response. Amount of 
mechanical degradation due to high volume expansion (black dashed line) and 
concentration gradient (red dashed line) induced loading has also been reported. 
Concentration gradient induced damage evolution almost saturates after the first cycle. 
However, mechanical degradation due to high volume expansion increases till the fifth 
or sixth cycle (though the increment is negligible as compared to the first cycle). 
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Evolution of mechanical degradation within solid materials can be 

experimentally characterized by acoustic emission based techniques. Experimental 

characterization of fracture evolution within Si active particles during lithiation-

delithiation cycles, have been reported in several research articles [63, 182]. The essence 

of acoustic emission based techniques lie behind the fact that during microcrack 

formation, some strain energy gets released. It propagates through the media as a stress 

wave and reaches the surface [178]. The stress wave is detected by an actuator located 

on the surface as a hit. Multiple hits in a very short period of time correspond to 

formation and propagation of spanning cracks. Total amount of mechanical degradation 

can be characterized by the cumulative summation of strain energy detected by the 

actuator. A similar acoustic emission based experimental procedure have been adopted 

by Trancot et al. to characterize the evolution of mechanical degradation within a 2µm 

sized Si active particle over 10 lithiation-delithiation cycles [182]. In the present study, 

similar lithiation-delithiation simulations have been conducted on a spherical active 

particle of initial diameter 2µm over 10 cycles. Figure 6.12 demonstrates the comparison 

between evolution of mechanical degradation extracted from simulations (black solid 

line) and the experimentally observed cumulative damage (blue circles). The cumulative 

acoustic activity is represented by the units of energy and microcrack density from 

simulations is characterized as a fraction. Hence, proper normalization of amount of 

damage should be conducted to achieve a successful qualitative comparison between 

computation and experiments. In the present context, damage evolution at the end of first 

lithiation process is assumed to have a magnitude of 1.0. Extremely good qualitative 
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correlations between the computational and experimental results demonstrate the 

robustness of the developed lattice-spring based methodology.  

It has already been discussed that the evolution of microcrack within phase 

separating high capacity Si anode active particles occurs through two different 

mechanisms: a) concentration gradient induced loading, and b) tensile stress caused by 

high volume expansion. Figure 6.12 demonstrates the amount of damage evolution over 

10 cycles due to each of the two mechanisms. Red dashed line indicates microcrack due 

to concentration gradient, and black dashed line corresponds to microcrack under high 

volume expansion. From Figure 6.12, it can be concluded that concentration gradient 

induced degradation occurs only in the first lithiation-delithiation cycle and saturates 

after that from the second cycle. However, damage evolution due to high volume 

expansion does not saturate after the first cycle. Majority of the mechanical degradation 

under large volume expansion occurs during the lithiation process (see [182]). Maximum 

amount of fracture formation due to volume expansion occurs in the first cycle (also 

reported in [63]). Significant amount of microcrack evolution can still be observed in the 

second, third and fourth lithiation process. Eventually from the fifth cycle onwards, large 

volume expansion induced microcrack formation also tends to saturate. This saturation 

in mechanical degradation is explained from the perspective of strain energy release 

requirement to sustain a certain amount of externally applied load. During each 

lithiation-delithiation cycles, the same amount of diffusion induced load is applied on the 

system. The total amount of strain energy release required to sustain that amount of load, 

occurs within the first four to five cycles. Strain energy release happens through the 
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formation of microcracks. Since, after four-five cycles, no more strain energy release is 

required to withstand the external load, the total amount of microcrack also saturates 

(also provided in [85]).  

 
Fig: 6.13. Two different methods have been proposed here that can be used to minimize 
the total amount of microcrack formation. (a) A novel “graded-by-elastic-modulus” 
design. Reduced elastic modulus of the active particle close to the surface is the main 
feature of this technique. (b) Addition of a thin pre-existing crack inside the particle. 
Length of the crack is supposed to impact the amount of strain energy release. 
 

After validating the developed computational procedure, it is important to 

investigate and propose some modifications that can reduce the overall microcrack 

formation. Mechanical degradation usually occurs to release the excessive strain energy 

stored within the system [85]. If it is somehow possible to reduce the total amount of 

strain energy stored within the system, overall mechanical degradation can be 

minimized. Two different procedures to reduce the overall stored strain energy have 

been elaborated in Figure 6.13. Since majority of the cracks initiate at the particle 

surface, reducing the elastic modulus close to the outer surface can result in smaller 

magnitude of strain energy. Based on this strategy, a new functionally graded material 

has been suggested in Figure 6.13(a). The elastic modulus decreases close to the particle 

surface according to the profile shown. From the center to a radius of 0.7R, the stiffness 
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remains equal to the pristine material. From 0.7R to R, the elastic modulus decreases 

linearly from the pristine amount to a value that is one-fourth in magnitude of the actual 

modulus. The second technique takes into consideration that pre-existing cracks help in 

reducing the total amount of stored strain energy [16]. The circular cross section of a 

spherical active particle that contains a pre-existing crack is shown in Figure 6.13(b). 

Depending on the length of the pre-existing crack, different magnitude of strain energy 

gets released. Effectiveness of these two mechanisms in terms of decreasing the total 

magnitude of microcrack formation during lithiation-delithiation cycles, will be 

discussed next. 

Fractional microcrack density has been reported in Figure 6.14 for different 

length of pre-existing cracks [ ]
0

0.0 : 0.05 : 0.5a
D

⎛ ⎞=⎜ ⎟
⎝ ⎠

 within the solid active particle. 

Here a  denotes the pre-existing crack length and 0D  signifies the initial diameter of the 

active particle. For this particular analysis, 0 300D nm=  and normalized partial molar 

volume max 0.8cΩ⋅ = , has been assumed. It is expected that increasing length of the pre-

existing crack should help in reducing the stored strain energy. Eventually this should 

result in decreased microcrack formation. Figures 6.14(a) and 6.14(b) shows the 

microcrack profile after successive lithiation-delithiation process for normalized pre-

existing crack lengths of 0.2 and 0.4, respectively. For 
0
0.2a

D = , the pre-existing crack 

does not propagate significantly. However, for normalized crack length of 0.4, the pre 

crack opens up and propagates significantly during the lithiation-delithiation process.  



 

254 
 

 

 
Fig: 6.14. Analysis of how the presence of a preexisting crack impacts the microcrack 
formation in an active particle of initial diameter 300nm has been reported here. (a) For 
a normalized preexisting crack length of 0.2, none of the spanning crack fronts initiate 
from the initial imperfection. (b) For very large preexisting cracks of normalized length 
0.4 or higher, stress concentration at the crack tip may overcome the disorder effect 
resulting in propagation of the initial imperfection. (c) Microcrack density at the end of 
lithiation and successive delithiation process inside various active particles containing 
different length of initial imperfections. Presence of preexisting crack does not have a 
significant impact on the overall microcrack formation. 
 
For relatively small cracks, the stress concentration at the crack tip is not sufficient to 

make them propagate along the radial direction.  

It is also important to properly estimate the magnitude of microcrack density in 

order to determine the effectiveness of adding pre-cracks. Figure 6.14(c) demonstrates 

the magnitude of mechanical degradation experienced by active particles containing 

different size of the initial imperfection. The black square signifies fracture evolution till 
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the end of lithiation process. The red circles correspond to damage formation at the end 

of delithiation process, which occurred after the initial lithiation. It is evident from 

Figure 6.14(c) that incorporation of initial imperfection does not help in reducing the 

total amount of microcrack formation. To understand why incorporation of pre-existing 

cracks does not help in reduction of microcrack evolution, it should be properly realized 

that the distribution of fracture threshold is conducted in a random fashion. A pre-

existing crack is assigned without taking into consideration the distribution of fracture 

threshold. During formation of the initial-imperfection, the lattice-spring elements that 

are removed from the network may not belong to the group of weak springs. Under 

externally applied diffusion induced load, the relatively weak lattice-spring elements 

experience rupture irrespective of their location. Unless the pre-existing crack is capable 

of removing some of the weak lattice-springs, introduction of an initial imperfection 

does not help in reducing the overall mechanical degradation. 

Effectiveness of functionally graded materials in mitigating the problem of 

mechanical degradation will be investigated next. The type of functionally graded 

material considered here shows reduced elastic modulus close to the surface of the 

particle (also depicted in Figure 6.13(a)). A comparative demonstration of the amount of 

microcrack density for functionally graded and regular silicon material has been 

provided in Figure 6.15. Five different active particle sizes of initial diameter 100nm, 

200nm, 300nm, 400nm and 500nm have been taken into consideration. All the particles 

are subjected to successive lithiation-delithiation procedure. In Figure 6.15, the blue 

dashed and solid lines with triangular symbols signify the magnitude of mechanical  
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Fig: 6.15. Comparison between the amount of mechanical degradation due to 
concentration gradient (square symbol) and volume expansion (circular symbol) 
induced load. The total damage is denoted by triangular symbols. The solid lines signify 
mechanical degradation under constant Young’s modulus, whereas the dashed lines 
correspond to microcrack formation with reduced elasticity parameters. A comparative 
analysis shows that reduction in elastic modulus significantly decreases the volume 
expansion induced mechanical degradation (compare between the red solid and red 
dashed lines). As a result, the overall microcrack formation gets diminished significantly 
with graded elastic parameters (compare between the blue solid and the blue dashed 
line). 
 
degradation after the lithiation-delithiation procedure within the functionally graded Si 

and regular Si material, respectively. The dashed blue line lies well below the solid blue 

one. It is evident from Figure 6.15 that functionally graded materials are effective in 

reducing the mechanical degradation to some extent. Under externally applied load 

evolution of microcrack occurs to release the extra strain energy stored within the 

material. Total amount of strain energy depends on the elastic modulus of the system. 

Under a fixed amount of external load, reduction in elastic stiffness results in smaller 

magnitude of strain energy generation. Hence, the functionally graded material needs to 
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release less strain energy than the regular silicon material. As a result smaller magnitude 

of microcrack evolution happens for the material with reduced elastic modulus. 

It is clearly demonstrated in the previous paragraphs that the usage of 

functionally graded silicon active materials significantly reduces the overall mechanical 

degradation. There exist two different mechanisms of microcrack formation: a) 

Concentration gradient induced, and b) High volume expansion induced. It is worth to 

investigate which mechanism is affected more due to the reduction in elastic modulus 

close to the surface of the active particle. Figure 6.15 demonstrates a comparative 

analysis of mechanical degradation due to both the mechanisms within regular (solid 

line) and functionally graded (dashed line) silicon active particles. The red circles signify 

damage due to large volume expansion and black squares correspond to damage under 

concentration gradient induced load. It is evident that reduction in elastic modulus close 

to the surface of the active particle decreases microcrack evolution due to both the 

mechanisms. For an active particle of initial diameter 300nm, rupture due to high 

volume expansion gets mitigated by approximately 7%. However, rupture under 

concentration gradient induced load decreases by only 1%. During expansion of the 

lithium rich phase, outer-most surface of the active particle experiences maximum 

amount of tensile load. Hence, large volume expansion induced fracture initiates at the 

particle surface and propagates along the radially inward direction. Whereas, 

concentration gradient induced load evolves throughout the particle. In the functionally 

graded Si, minimum elastic modulus occurs at the particle surface. Hence, reduction in 

strain energy reaches maximum near the surface of the functionally graded silicon active 
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particle. Fracture happens to release the excessive strain energy stored within the system. 

Since less strain energy gets developed within functionally graded materials near particle 

surface, smaller amount of it needs to be released. Hence, lesser magnitude of 

microcrack evolves near the particle surface. As a result, mechanical degradation under 

large volume expansion induced load decreases significantly. Since concentration 

gradient induced degradation develops uniformly throughout the particle, reduction in 

elastic modulus close to the surface marginally mitigates damage evolution under this 

mechanism. Hence, it can be concluded that, usage of functionally graded silicon active 

particles significantly reduces the large volume expansion induced mechanical 

degradation. 

 
Fig: 6.16. By applying the gradient in elastic modulus, reduction in mechanical 
degradation can be achieved. Time 01.0t t=  corresponds to end of lithiation process. 
Delithiation occurs between time 01.0t  and 02.0t . (a-d) Damage evolution within an 
active particle of initial diameter 200nm during lithiation and delithiation. (e-h) 
Damage evolution inside a 300nm diameter active particle during lithiation and 
delithiation. Application of gradient in elastic modulus almost mitigates spanning crack 
formation within 200nm sized active particles. Damage evolution in 300nm sized 
particles reduces significantly (compare with Figure. 6.10(i-l)). 
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The next important thing is to characterize whether the reduction in mechanical 

degradation experienced by functionally graded silicon active particles are sufficient 

from a practical perspective. It was concluded from Figures 6.9 and 6.10 that regular 

silicon active particles of size 100nm and less do not experience any fracture. Silicon 

active particles of size 200nm and higher goes through some amount of rupture and 

spanning crack propagation. Using functionally graded silicon, it will be investigated 

whether it is possible to increase the maximum particle size limit of zero fracture. Figure 

6.16 shows the damage profile experienced by 200nm and 300nm sized functionally 

graded silicon active particles during successive lithiation-delithiation procedure. The 

four snapshots of damage profiles are obtained at midway into the lithiation t = 0.5t0( ) , 

end of lithiation t =1.0t0( ) , halfway into delithiation t =1.5t0( )  and end of delithiation 

process t = 2.0t0( ) . From Figure 6.16 and comparing it with the values obtained from 

Figure 6.15, particles of initial diameter 200nm show around 11% microcrack density at 

the end of delithiation. This corresponds to zero formation of spanning cracks with 

functionally graded silicon materials. Whereas 300nm sized particles that used to 

observe severe fracture with regular silicon material, experiences around 16% 

microcrack density with the functionally graded material. It is evident that 300nm sized 

particles show some crack opening during the first half of the delithiation process (see 

Figure 6.16(g)), but most of them close at the end of delithiation (Figure 6.16(h)). The 

lithiation process is almost free from spanning cracks for the 300nm sized active 

particles (Figure 6.16(f)). According to our definition (elaborated while explaining 

Figure 6.10), 300nm sized functionally graded silicon active particles belong to the 
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range of some fracture. This is also evident from 16% microcrack density. Hence, it can 

be concluded that using functionally graded silicon material, active particles of size 

200nm and smaller can be characterized as zero damage materials during lithiation-

delithiation cycles.  

Finally, a phase map is provided in Figure 6.17 to demonstrate the different 

combinations of particle diameter and the partial molar volume that gives rise to 

different amounts of mechanical degradation. This study has been conducted for regular  

 
Fig: 6.17. A phase map between particle size and partial molar volume to explain the 
amount of mechanical degradation observed during a single lithiation-delithiation cycle. 
The “colorbar” indicates amount of microcrack density. Three regions can be 
separately identified: a) If the amount of microcrack formation is less than 0.12, it can 
be characterized as “no fracture” region. b) If the total mechanical degradation is 
within 0.12 and 0.18, it can be categorized as medium fracture zone. Here, cracks open 
up during the lithiation process, but after complete delithiation, those crack fronts tries 
to close. c) Finally, if the microcrack density is greater than 0.18, severe mechanical 
degradation occurs, and spanning cracks are observable that also propagates. The 
portion where Si and Sn based anode active materials lie are shown using the red oval 
shaped object. 
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silicon active particles with constant elastic modulus along the radial direction. The 

color bar signifies the microcrack density at the end of successive lithiation-delithiation 

procedure. Smaller sized particles (around 100nm) experience very little mechanical 

degradation even for very high partial molar volumes max 0.9cΩ⋅ = . Whereas, the large 

sized particles, which has a diameter greater than 1µm, experiences severe fracture with 

partial molar volume as low as max 0.5cΩ⋅ = . From Figure 6.17 it is evident that even 

for extremely large sized particles (around 5-10µm in diameter), there exists a certain 

magnitude of partial molar volume, around max 0.3cΩ⋅ = , below which almost zero 

fracture is observed. However, the high capacity anode materials (such as, Si and Sn) 

shows partial molar volumes of magnitude 0.7 or 0.8 for the lithiated phase. Hence, the 

region of interest for the present analysis is highlighted in Figure 6.17 using the red oval 

shaped object. Particles of size 100nm or 150nm will be free from mechanical 

degradation (also supported experimentally [119]). Anything larger than that will 

experience fracture (demonstrated in Figures 6.9 and 6.10). This eventually leads to 

capacity fade due to the formation of solid electrolyte interface at the cracked surface. 

Hence, improved cyclic performance can be obtained for Si and Sn active particles of 

size 100nm or smaller. Usage of functionally graded materials (see Figure 6.13(a)) can 

increase the maximum particle size of zero fracture from 100nm to 200nm 

(demonstrated in Figures 6.15 and 6.16). 

 To validate the developed computational methodology with respect to a separate 

material (such as, Sn), the experimentally observed fracture within Sn active particles 

have been compared with the computational predictions (see [195]). The experimental  
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Fig: 6.18. Comparison between the computationally predicted and experimentally 
observed fracture within the Sn active particles. For large particle sizes and high C-rate 
operations, the computational predictions correlate very well with experimentally 
observed phenomena. Similarly, computational predictions for medium and small 
particle sizes operating at relatively lower C-rates show extremely good correlation with 
experimental results. However, at some intermediate particle sizes and C-rates, 
discrepancies between the experimental and computational predictions exist. 
 
results were obtained from personal collaboration with Dr. Shen Dillon from UIUC (see 

[196]). Since the melting point of Sn is much lower than that of Si, creep deformation 

can become important during lithiation of Sn active particles at lower rates of operation. 

Since creep deformation can release some of the strain energy stored within the active 

particle through stress relaxation, less mechanical degradation is observed within Sn 

active particles at very low rates of operation (strain rate in the order of 10-4/s). Figure 

6.18 demonstrates a comparison of strain rate and particle size dependent fracture as 

obtained from experiments and computational simulations. For small sized active 

particles operating at lower strain rates, no fracture is ever observed and the 

computational results correlate very well with the experiments. Similarly, large particles 
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experiencing high strain rate fractures easily, this is similar for both simulations and 

experiments. However, particle size and strain rates that fall within the “some/minor 

fracture” regime, does not necessarily correlate well with the experimental results. This 

can be attributed to the nonexistence of a clear barrier between “fractured” and 

“unfractured” particles, in both the experimental and computational results. 

6.4 Conclusion 

High capacity materials, such as, silicon (Si) and tin (Sn) are strong candidates 

that can replace graphite as anode within next generation lithium ion batteries [121]. The 

cost of extremely high capacity in Si and Sn comes in the form of large volume 

expansion that leads to severe mechanical degradation [121]. Pulverization of the high 

capacity Si active particle leads to severe capacity fade due to SEI growth [11]. Particle 

isolation can lead to loss of active sites because of detachment from conductive 

additives. A computational methodology has been developed here that is capable of 

predicting the movement of two-phase fronts during the lithiation and delithiation 

process. At high C-rate operations or for large sized particles, during successive 

lithiation-delithiation process, two different two-phase fronts develop. For small active 

particles under low rate operation, the same two-phase front moves in during lithiation 

and comes out at the time of delithiation. Development of multiple two-phase fronts has 

the potential to generate enhanced amount of mechanical degradation. In the present 

study, lithiation-delithiation under high C-rate operation or within large sized particle is 

assumed, where two different multi-phase fronts get developed. Variation in the lithium 
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transport due to changes in volume of the active particle has not been taken into account 

in the present study, and will be investigated as part of a future article.  

To capture the mechanical degradation due to two-phase transport of lithium 

within active particles, an updated lagrangian based lattice-spring methodology has been 

developed. The complete nonlinear strain displacement relation has been considered here 

[189]. Along with axial stiffness, shear resistance of the spring elements have also been 

taken into account. Larger magnitude of partial molar volume of the lithiated phase gives 

rise to not only higher concentration gradient induced load, but also larger tensile force 

under high volume expansion [147]. Hence, increased partial molar volume of the 

lithiated phase generates enhanced mechanical degradation [139]. Reducing the particle 

size significantly decreases the amount of microcrack density at the end of lithiation-

delithiation process [119]. Silicon active particles of initial diameter 100nm and smaller, 

experience almost zero fracture during operation. A phase map has also been generated 

to demonstrate the amount of mechanical degradation that evolves during one lithiation-

delithiation cycle. Various initial particle diameter and different partial molar volume of 

the lithiated phase has been considered while developing the phase diagram. 

Fracture evolves to reduce the excessive strain energy stored within the material 

under externally applied loads [85]. If the material can be modified in such a way that 

less strain energy generates, smaller magnitude of mechanical degradation will also be 

observed. Two different techniques have been investigated that is capable of reducing 

the overall microcrack formation within silicon active particles. The first one involves 

introduction of a spanning crack at the surface of the particle (see Figure 6.13(b)). The 
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second technique deals with introduction of a functionally graded silicon active particle, 

which shows reduced elastic modulus close to the surface of the active particle (Figure 

6.13(a)). It has been deduced that introduction of an external crack is not highly 

effective in reducing the overall microcrack density (see Figure 6.14). However, 

functionally graded silicon particles with reduced elastic modulus close to the surface is 

more effective in reducing the evolution of mechanical degradation (see Figures 6.15 

and 6.16). Usage of functionally graded silicon can increase the maximum active 

particle size at which no fracture occurs from 100nm to 200nm (compare Figures 

6.10(g) and 6.16(c)). Flow of electrolyte within the fractured portion of the electrode 

active particle has not been taken into account in the present study. Changes in lithium 

transport and microcrack formation due to presence of electrolyte within the cracked 

region will be considered as a future work. 

Table: 6.1. List of parameters used in simulating silicon active particles. 
Name of the parameter Symbol Units Value 

Diffusivity LiD  2 /m s  122 10−×  
Maximum lithium concentration ,maxsc  3/mol m  429.52 10×  

Temperature T  K  300  
Non-dimensional enthalpy of mixing ω  -- 2.6  

Gradient energy coefficient κ  /J m  92.0 10−×  
Applied current appliedI  2/A m  44.183  

Electrochemically active surface area S  2m  1.0 
Young’s modulus of the amorphous LixSi aE  GPa  45.0  

Young’s modulus of the crystalline Si cE  GPa  90.0  
Shear modulus G  GPa  20.0  

Fracture threshold energy of amorphous LixSi ,t aψ  2/J m  5.0  
Fracture threshold energy of crystalline Si ,t cψ  2/J m  10.0  
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CHAPTER VII 

 

CONCLUSION AND FUTURE WORK 

 

 Due to the increased commercialization of lithium ion chemistry, it is desired to 

extend the lifetime of lithium ion batteries[86]. Significant amount of research is being 

conducted to characterize the reason behind the capacity fade and resistance growth 

experienced by the lithium ion batteries[197]. In the present thesis, impact of mechanical 

degradation of the capacity fade has been investigated. Different types of diffusion 

induced load and multiple anode active materials are considered here. 

7.1. Conclusion 

 Graphite anode active particles experience mechanical degradation due to 

concentration gradient induced load. Within graphite, transport of lithium happens via a 

single phase diffusion process. During delithiation, shortage of lithium ions produces 

tensile stress close to the surface of the active particle. Compressive stress is observed at 

the center of the active particles. On the other hand, during lithiation, compression is 

observed at the particle surface and tension at the center. Depending on the type of force 

that acts on the graphite active particle, surface cracks develop at the time of delithiation 

and central microcracks evolve during lithiation process. Electrolyte can flow through 

the cracks which are connected to the surface of the active particle. However, in the 

present analysis it has been assumed that electrolyte cannot penetrate within the active 

particles because of the very small width of the spanning crack fronts. Presence of 
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microcracks is assumed to hinder the diffusion pathway for lithium. Since the lithium 

atoms cannot directly cross the voids produced by the microcracks, they take a tortuous 

pathway to go around the microscopic damages. This increased resistance to lithium 

diffusion is taken into consideration by lowering the local lithium diffusivity by a certain 

fraction. Hence the mass transport resistance of the cell increases significantly. Since 

more mechanical degradation is observed at higher rates of operation, capacity fade due 

to mass transport resistance is also large at high C-rates. 

 During lithiation-delithiation, graphite active particles does not experience 

significant change in volume. Models that capture small strain and small deformation of 

active particles are sufficient for graphite. In this model development the major focus 

has been to capture the evolution of microcracks within the material. A random lattice 

spring based computational methodology has been adopted to predict the evolution of 

mechanical degradation. Diffusion induced load is assumed to be directly proportional to 

the concentration gradient. An energy prescribed criterion has been implemented to 

capture the formation of microcracks. As soon as the strain energy within a lattice spring 

element exceeds its fracture threshold, it is assumed to be broken and irreversibly 

removed from the network. Multiple adjacent broken bonds form a spanning crack. The 

present analysis indicates that smaller active particles experience less mechanical 

degradation. Also, operation at low C-rate does not give rise to significant amount of 

microcracks. The effect of concentration dependent elastic modulus on microcrack 

formation has been investigated. It was revealed that constant values of elastic modulus 

can significantly underestimate the total amount of mechanical degradation. Due to 
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saturation in strain energy release, mechanical degradation in the form of brittle 

fragmentation stops after two or three delithiation-lithiation cycles. However, the effect 

of fatigue loading has not been considered in the present context. 

 Because of the high demand in electronic, automotive and grid energy storage 

industry, it has become necessary to increase the energy density of lithium ion batteries. 

One possibility is to use high energy density active materials (such as, Si, Sn, Ge) to 

construct the anode of the lithium ion battery. Lithium reacts with these high capacity 

anode materials through an alloying mechanism. Two different phases exist within the 

active material in a core-shell pattern. For Si active particles, during lithiation, the 

amorphous lithiated-Si shell exists close to the surface. The crystalline-Si core lies at the 

center. Large concentration gradient at the two phase interface induces significant 

amount of tensile stress at the lithium poor phase. Large volume expansion is also a 

major drawback of these high capacity anode materials. Tensile stress at the surface of 

the active particle due to the large volume expansion can produce significant spanning 

cracks. The two phase diffusion of lithium is captured by solving Cahn-Hilliard equation 

along the radial direction of the circular active particle. The rate of lithiation-delithiation 

and particle size governs the evolution of concentration within the active particles. If a 

single two phase front moves in during lithiation, and comes out at the time of 

delithiation, the overall mechanical degradation is relatively small. On the contrary, as 

observed during fast lithiation-delithiation process, if two different two-phase fronts 

develop within the active particles, significantly large microcrack formation can happen. 
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 The random lattice spring method developed for small volume expansion 

graphite particles have been extended for capturing the fracture of Si active particles. 

Since large volume expansion occurs within Si active particles, the traditional lattice 

spring method needs to be modified to capture the large strain large deformation aspects. 

The complete nonlinear strain-displacement relation has been used to calculate the strain 

of the spring element along the axial direction. Multiplicative decomposition has been 

conducted to separate the elastic strain from the concentration induced strain. The results 

clearly indicate that, during lithiation, majority of the mechanical degradation happens 

from the surface of the active particle. At the two-phase interface, concentration gradient 

induced tensile load does not give rise to significant amount of microcracks. However, 

during delithiation, large tensile stress at the surface of the active particle results in 

significant propagation of the preexisting cracks. Active particles of diameter 100nm 

and smaller does not experience any mechanical degradation due to the concentration 

induced load. Usage of functionally graded Si with reduced elastic modulus close to the 

surface of the active particle has the potential to significantly mitigate the problem of 

microcrack formation. Addition of preexisting cracks is not effective in reducing the 

overall mechanical degradation within the active particles.  

 Increasing mechanical degradation within the active particles increases the mass 

transport resistance inside solid phase. This is captured as reduction in effective 

diffusivity of the solid active particle. A Bruggeman type power law relation has been 

proposed to estimate the decrease in solid phase diffusivity as a function of “fraction of 

broken elements”. Exact value of the power law exponent has been estimated by 
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comparing the concentration gradient predicted by the 2D model and that obtained from 

1D models but using the effective diffusivity. A reduced order model has also been 

developed that can predict the evolution of microcrack formation as a function of 

particle size and C-rate. The ROM for mechanical degradation and the microcrack 

dependent effective diffusivity has been implemented on top of a porous electrode 

theory. Mechanical degradation in the graphite electrode has only been taken into 

consideration. The simulation result clearly indicates uniform mechanical degradation 

along the thickness of the negative electrode at the end of the discharge process. 

Enhanced evolution of microcrack has also been observed for operation at higher C-rates 

and for large sized active particles. Lithium ion batteries used in electric vehicle does 

not experience constant charge or discharge process. Constant current pulses of charge 

and discharge is observed by the lithium ion cell during drive cycle operation. Hybrid 

electric vehicles (HEVs) experience the strongest current pulses because of their very 

low capacity. Under drive cycle operation, active particles of radius 10µm and smaller, 

does not experience significant capacity fade from microcrack formation. However, 

active particles of radius 12.5µm or larger, can experience around 10% capacity fade due 

to mechanical degradation while operating only under drive cycle conditions. Impact of 

fracture on chemical degradation has not been investigated here. 

 Experimental characterization of crack formation within active particles can be 

conducted using the acoustic emission technique. Several acoustic emission based 

experimental studies indicate that fracture of active particles due to diffusion induced 

stress, saturates after four or five lithiation-delithiation cycles. The lattice spring method 
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applicable to small strain small displacement systems, has been updated to incorporate 

the effect of inertia and dependence on time. By solving the complete time dependent 

momentum balance equation, acoustic signature of graphite active particles has been 

obtained during microcrack formation. Large amount of strain energy release at the time 

of crack propagation produces oscillations of very high amplitude. Cumulative strain 

energy release calculated from the acoustic response provides a very good estimation of 

the total amount of mechanical degradation. Saturation in strain energy release after two 

or three cycles can be predicted from the computational simulations as well. Elastic 

stiffness and damping coefficient of the material shows huge impact on the overall 

acoustic response. A phase map has been developed that indicates the range of elastic 

modulus and damping coefficient which results in less microcrack formation within the 

active particles. The cumulative strain energy release profile contains multiple jumps, 

which indicates release of large amount of strain energy in a very short interval of time. 

These jumps are characterized as avalanches when large number of weak elements 

breaks over a very short period of time giving rise to significant amount of release in 

strain energy.  

 Approximating the brittle active material as a disordered media, evolution of 

microcracks and complete rupture of the lattice spring network under diffusion induced 

load has been analyzed. It has been observed that initially, as long as disorder of the 

media dominates, mechanical degradation increases in a random fashion. After 

sometime, once the effect of stress concentration dominates over the disorder effect, 

bunch of microcracks nucleate and forms a spanning crack. Much less diffusion induced 
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load is required for the propagation of this spanning crack. Based on the mechanism of 

damage evolution, the entire rupture process can be divided into two steps: a) 

Uniformly distributed microcrack formation with increasing diffusion induced load, and 

b) Stress concentration driven propagation of spanning cracks at a significantly lower 

diffusion induced load. Statistical analysis of number of broken elements, fracture 

strength and crack surface roughness indicates the presence of two step damage 

evolution. For a disordered media with grain/grain-boundary microstructure, reduced 

elastic modulus of grain-boundary causes the crack front to propagate only through the 

grain-boundary region. Disordered media with smaller grain size experience higher 

strength because of the hindrance provided by the tortuous pathway of the small grains 

on the propagating crack. 

7.2. Future work 

 Almost all the work presented in this thesis can be extended to solve more 

complex problems. Other physical phenomena observed inside lithium ion batteries can 

be incorporated within these models to make it more generalized with minor extra effort. 

One major assumption while modeling diffusion and fracture within the low volume 

expansion graphite electrode particle is that electrolyte cannot flow through the cracks 

connected with the surface. However, in a realistic scenario, this is not strictly true. 

Electrolyte can easily flow through the surface crack front that has significantly large 

width. Hence the electrochemical reaction is not confined only at the surface. Lithium 

influx can also occur from the cracked region. This can significantly affect both the 

lithium ion concentration as well as crack propagation inside the active particles. During 
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lithiation-delithiation process, a cyclic load acts on top of the active particles. Hence 

mechanical degradation emanating from fatigue of the material must be taken into 

consideration. In the present analysis any such fatigue mechanism has not been taken 

into account. As a result, the crack evolution was observed to saturate after three-four 

cycles. Incorporating the effect of fatigue mechanics can significantly increase the 

chances of crack propagation over multiple charge-discharge cycles. Incorporation of 

flow of electrolyte within the cracked region and reduction of fracture threshold with 

increasing number of cycles can produce the long cracks usually observed within used 

graphite active particles. 

 For the small strain small displacement lattice spring model, the values of axial 

and shear stiffness of the spring elements have been estimated using an energy 

equivalence scheme. That technique may not be always applicable for networks with 

ruptured springs. Hence, calibration of the lattice spring model with respect to correct 

experimentally observed elastic modulus should be conducted to estimate the exact 

values of axial and shear stiffness of the springs. Estimation of the fracture threshold of 

each spring is also a big challenge. A magnitude of the fracture threshold can be 

estimated based on the cross-sectional area of the springs, but that does not necessarily 

correspond to the exact fracture threshold predicted by experiments. Proper calibration 

of the threshold energy should be conducted and how it is distributed around the mean 

value must be studied thoroughly. At present only uniform distribution is taken into 

consideration. Whether normal or exponential distributions of the fracture threshold 

energy capture the reality better, is another topic that can be pursued as a future task. 
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 While modeling the diffusion of lithium within high capacity anode materials 

(such as, Si), the moving boundary has not been taken into consideration. The entire 

concentration gradient is calculated based on the initial configuration. However, with 

lithiation as the particle fractures and deforms, the lithium flux and concentration 

distribution changes, which has not been incorporated in the present context. Also, flow 

of electrolyte within the active particles has not been taken into account. A future work 

possibility is to add the effect of large deformation and flow of electrolyte in the surface 

cracks while solving for the concentration distribution inside the active particle. 

Addition of the effect of stress on lithium diffusion can also be a very useful extension 

of the present work.  

 The developed pseudo 2D model for estimating performance of lithium ion 

batteries uses a constant value for electrolyte conductivity. However, according to the 

concentrated solution theory, both conductivity and diffusivity of lithium within the 

electrolyte is a function of local lithium concentration. Usage of concentration 

dependent electrolyte conductivity is a must for more accurate prediction of 

performance. Under fast charge-discharge conditions, when the electrolyte becomes 

transport limited, existence of a diffusion layer must be taken into consideration. Butler-

Volmer kinetics might not be applicable in such diffusion limited scenarios, and the 

existence of a diffusion layer must be taken into consideration. Updating the pseudo 2D 

model to incorporate the effect of diffusion layer under lower magnitude of lithium 

concentration can be a very good future work. Another possibility is to modify the 

pseudo 2D model into full scale 2D model for predicting performance of lithium ion 
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batteries. Irregular shape of the active particles can be successfully captured using the 

full scale 2D lithium ion battery model. Electrochemical isolation of active particles due 

to transport limitations can also be predicted using the 2D lithium ion battery model. 

 It has been estimated that total amount of mechanical degradation saturates after 

three or four cycles for both small volume expansion as well as large volume expansion 

materials. Direct impact of microcrack formation on the cell performance is well 

captured in the present study. However, solid electrolyte interface (SEI) can form on the 

cracked surface, which results in loss of cyclable lithium. Formation of the SEI layer 

causes capacity fade and impacts the total lifespan of the lithium ion battery. In the 

present research, reaction of electrolyte with the fresh electrode surface and formation of 

SEI is not taken into account. SEI formation, subsequent capacity fade and impact on 

battery life can also be an important extension of the present research. 

 The computational model developed to capture the acoustic response during 

crack propagation of low volume expansion active materials assumes constant value of 

elastic modulus for all lithium concentration level. Variation in the elastic stiffness with 

changing lithium concentration has been studied extensively. Hence the assumption of 

constant elastic modulus is far from the realistic scenario. Incorporation of concentration 

dependent elastic modulus is a necessary future extension that must be incorporated to 

use the acoustic emission model for further applications. Also the developed model only 

captures the acoustic signature due to fracture within the active particles. Acoustic 

emission emanating due to delamination between active particle-binder interfaces can 

also be estimated using the developed model after minor modification of the existing 
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model. Fast Fourier Transform can be utilized to differentiate between the acoustic 

response that generates from the fracture of active particle and that evolves due to 

delamination of particle-binder interface. Extension of the model to predict the acoustic 

signature of an entire lithium ion battery can be considered as a very useful future work. 

Estimation of the state of health (SOH) of the lithium ion cell in a non-invasive fashion 

is the main aim behind the usage of acoustic emission technique. 

 Finally, while calculating the fracture strength of different grain/grain-boundary 

microstructure a linear concentration gradient has been applied on top of the lattice 

spring network. Since diffusion of lithium happens at different rate inside the grain 

interior and the grain boundary region, uniform linear variation in concentration can 

never be achieved. Exact lithium ion concentration distribution must be estimated by 

solving the diffusion equation along with the effect of hydrostatic stress to correctly 

predict the crack propagation within the grain/grain-boundary microstructure. Only 

brittle fracture of the grain interior and grain boundary region has been modeled here. 

Incorporation of plastic deformation of the grain interior can definitely improve the 

quality of the solution and make it more close to that observed in experiments. Hence, 

there are chances of improving almost all the computational methodologies reported in 

the present thesis to make it more accurate and predict the experimental response 

correctly. New physics can also be added on top of the developed framework to capture 

different multi-physical phenomena. 
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APPENDIX I 

 
FUNDAMENTALS OF ELECTROCHEMISTRY AND ELECTRODE THEORY 

 

Inside a battery chemical energy gets converted into electrical energy. Hence, it 

is very important to properly understand the thermodynamics to correctly estimate the 

amount of electrical energy that can be extracted from a certain combination of 

chemicals. Figure A1.3 shows a schematic representation of an electrochemical cell 

where discharge is going on. Here, A  represents the anode and C  signifies the cathode 

material. Flow of electron −e  happens from anode to cathode ( A  to C ) through an 

external circuit. The anode phase is represented by α  and the cathode phase is 

represented by β , whereas ε  signifies the electrolyte phase.  

 

Fig: A1.1. Schematic representation of an electrochemical cell going through discharge. 

The oxidation – reduction reaction that happens within the electrochemical cell 

has been provided in Eq. A1.1 (a) and (b). For each of the oxidation and the reduction 

reaction, expressions for equilibrium can be derived. Since both the reactions occur with 
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respect to the electrolyte, expressions of thermodynamic equilibrium are evaluated in 

comparison to the electrolyte phase.  

−+ +→ eznAnAn z
1111

1              (A1.1a) 

CneznCn z
2222

2 →+ −+              (A1.1b) 

Here, 1n  moles of anode material came out of the α  phase and entered the electrolyte. 

On the other hand, 2n  moles of cathode material came out of the ε  phase and entered 

the β  phase. From basic charge conservation, it can be concluded that 2211 znzn = . In 

the next paragraph, thermodynamic equilibrium relation for the oxidation reaction (Eq. 

A1.1(a)) will be derived. 

A1.1. Thermodynamics of electrochemical cells 

 From the combined relation of first and second law of thermodynamics (see 

[198]), 

∑+−= ααααααα µ ii dndVPdSTdU    (A1.2) 

Rearranging the terms we can get an expression of the change in entropy in the α  phase, 

   ( )αααα
α

α
α

α
α

α
α µµ eeAA dndn

T
dV

T
PdU

T
dS +−+=

11   (A1.3) 

Similarly, an expression of the change in entropy for the ε  phase gives, 

   εε
ε

ε
ε

ε
ε

ε
ε µ ++−+= AA dnT

dV
T
PdU

T
dS 11    (A1.4) 

For equilibrium, the total entropy of the system should be at a maximum, which renders, 

    0=+= εα dSdSdS sys     (A1.5) 
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Combining all the terms from Eq. A1.3, A1.4 and A1.5, the equilibrium relations can be 

obtained as, 

( ) 011

11

=−+

−+++

++
εε

ε
αααα

α

ε
ε

ε
α

α

α
ε

ε
α

α

µµµ AAeeAA dn
T

dndn
T

dV
T
PdV

T
PdU

T
dU

T   (A1.6) 

From the physical constraints and conservation of mass, 

    0=+= εα dVdVdV tot     (A1.7) 

    αααε
AeAA dnzdnanddndn 1−=−=+    (A1.8) 

Conservation of total energy must also take into consideration the electrical energy, 

   011 =+−+= +
εεααεα ϕϕ Ae

tot dnzdnzdUdUdE   (A1.9) 

Substituting expressions obtained from Eq. (A1.7), (A1.8) and (A1.9) into Eq. (A1.6), 

( )

( ) 011

111

1

11

=+−

−+−+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+⎟

⎠

⎞
⎜
⎝

⎛ −

+

+

αε
ε

αααα
α

εεαα
ε

α
ε

ε

α

α
α

εα

µµµ

ϕϕ

AAAeAA

AA

dn
T

dnzdn
T

Fdnzdnz
T

dV
T
P

T
PdU

TT        (A1.10) 

From the first and second terms, it can be concluded that at equilibrium, 

    εαεα PPandTT ==              (A1.11) 

The rest of the Eq. (A1.10) yields that, 

    ( ) ( )εααεα µµµϕϕ +−−−=− AeA zFz 11             (A1.12) 

Taking into consideration that the forward reaction is an oxidation reaction and the 

reference Gibbs free energy can be written as, αεα µµµ 0,0,0,1
0

AAeox zG −+=Δ + , 
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Similarly, for the reduction reaction going on between the cathode and the electrolyte 

phase, potential difference for the forward reaction can be written as, 

   
( ) εβ

β
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Δ
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RT
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2
ln
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Here, εββ µµµ 0,0,20,
0

+−−=Δ CeCred zG  represents the reference Gibbs free energy for the 

reduction reaction. Assuming, zzz == 21 , and adding Eq. (A1.13) with (A1.14) gives, 
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Assume, αβ ϕϕ −=V , the difference between the electrical potential is known as the 

cell voltage, and 000 GGG redox Δ=Δ+Δ  along with 00 zFVG −=Δ . Thus, 
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This equation is also known as the Nernst equation which correlates the equilibrium cell 

voltage with the concentration/activity of its components. Here, V  signifies the cell 

potential and 0V  denotes the reference potential. This Nernst equation gives an idea 

about the equilibrium configuration. It does not give any information about the kinetics 

of the oxidation – reduction reaction. 
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A1.2. Kinetics of electrochemical cells 

 Kinetics of most of the electrochemical cells is governed by the Butler-Volmer 

equation (see Ref. [199]). This expression helps to correlate the flow of current with the 

oxidation – reduction reaction that goes on inside the electrode. The Butler-Volmer 

equation for half cells is derived from the Nernst equation of each of the half cells. Then 

they are combined together to correlate the cell potential with the current flowing 

through the electrochemical cell. Suppose, the half reaction is given as, 

     RO CeC →+ −              (A1.17) 

For the half cell, the Nernst equation can be written as, 

     
O

R

C
C

zF
RTEE ln0 −=              (A1.18) 

Here, E  signifies the difference between the potential of the electrode and the 

electrolyte. RC  and OC  simply represents the concentration of the product and the 

reactant respectively. Eq. (A1.18) can be rearranged and written as, 

     ( )0ln EE
RT
zF

C
C

O

R −−=             (A1.19) 

The rate of forward reaction is given as, Off CkR = , and the rate of backward reaction 

is given as, Rbb CkR = . The flow of current per unit volume ( )i  is directly proportional 

to the rate of reaction,  

    
zF
iCkCkRRR RbOfbfnet =−=−=             (A1.20) 

At equilibrium, when there is no external current flowing ( )RbOf CkCkandi == ,0 ,  
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O
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Taking first derivative of Eq. (A1.21) with respect to E  gives, 

    11lnln =
⎥
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Assuming the first term on the LHS of Eq. (A1.22) equivalent to ( )α−1  and the second 

term in the LHS to be equal to α , one can write that, 

     α=⎟
⎟
⎠

⎞
⎜
⎜
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fkdE
d

zF
RT 1ln              (A1.23) 

Integrating Eq. (A1.23) under the condition that at 0EE = , 0
ff kk = , 
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RT
Fzkk ff
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Similarly, for the backward reaction, it can be concluded that, 
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Combining Eq. (A1.20), (A1.24) and (A1.25), the applied current can be written as, 
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When there is no externally applied current and internal equilibrium has not been 

achieved, there will be some current flowing internally to attain equilibrium. This 

internal current is known as the exchange current density ( )0i , which is written as, 
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Here, the starred concentration values correspond to the bulk concentration. The non-

starred values of the concentration correspond to the value at the surface of the electrode. 

From Eq. (A1.27), the ratio of the bulk concentration can be obtained as, 
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⎛ −= 0
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RT
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R
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Here, U  is equivalent to the open circuit potential (OCP) of that electrode. Raising Eq. 

(A1.28) by α− , and combining it with Eq. (1.27) one gets, 

    ( ) ( )αα *1*
00 RO CCzFki −

=              (A1.29) 

It has been assumed that the reference forward and the backward reaction rates are the 

same and given by, 00
0 bf kkk == . Combining Eq. (A1.26) and (A1.29), 
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                    (A1.30) 

Combining Eq. (A1.28) with Eq. (A1.30),  
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           (A1.31) 

If the concentration gradient due to the diffusion process can be neglected and the 

surface concentration can be assumed to be equal to the bulk concentration, 
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Estimation of the correct exchange current density is a challenge and has been 

explained here for general lithium ion battery applications. The reaction equivalent to 

Eq. (A1.17) that happens in lithium ion battery can be given as, 

     ss LieLi θθ →++ −+              (A1.33) 

Here, sθ  represents an intercalation site for Li ions. Comparing Eq. (A1.33) with Eq. 

(A1.17), OC  consists of the concentration of Li+ in the electrolyte ( )eC  and the 

concentration of intercalation sites for lithium ions within the solid phase ( )LiC−1 . On 

the other hand, RC  corresponds to the concentration of lithium ions inside the solid 

phase LiC . Exchange current density gives, 

( ) ( ) ( ) ( ) ( ) ( )αααααα
LiLieLiLiLiLie xxCCzFkCCCCzFki −−−− −=−= 11

.max0
1

.max
1

00 1      (A1.34) 

Here, Lix  signifies stoichiometry of Li ions at the surface of the electrode. Combining 

Eq. (A1.32) with Eq. (A1.34), the correct form of Butler-Volmer equation can be 

obtained. 
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                    (A1.35) 

A1.3. Multiplicative split of the axial stretch component 

 For the large deformation analysis reported in Chapter VI, the elastic and 

concentration dependent component of stretch must be estimated from the total amount 

of axial stretch. For large deformation analysis, multiplicative decomposition of the 

stretch tensor must be conducted. Let’s denote the total stretch as λ , the elastic 
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component of the stretch tensor as eλ , concentration dependent stretch as cλ  and initial, 

total, elastic and concentration dependent length as 0l , l , el  and cl  respectively. The 

following relation always holds, 

   
0

l
l

λ = ,  
0

e el
l

λ = ,  c

e

l
l

λ =   and  e cλ λ λ=                            (A1.36) 

Magnitude of the concentration dependent stretch is defined as, 

    ˆ1c cλ = +Ω⋅Δ                (A1.37) 

Here, Ω  is the partial molar volume multiplied by the maximum concentration, and ĉΔ  

indicates the change in normalized lithium concentration. Combining Eq. (A1.36) and 

(A1.37) one can conclude that, 

    
ˆ1e

ll
c

=
+Ω⋅Δ

               (A1.38) 

A similar expression is also provided in Chapter VI. The increasing in length of the 

spring element along the axial direction is given as, 

    0el l lΔ = −                (A1.39) 

Following the same direction mentioned in the previous equations, incorporation of the 

creep strain can also be accomplished in a similar fashion. 

    
( ) ( )ˆ1 1e c

ll
c ε

=
+Ω⋅Δ ⋅ + Δ

             (A1.40) 

Here, cεΔ  indicates the creep strain increment at a given time interval. The magnitude 

of creep strain increment can be estimated from the following equation using the axial 

stress ( )σ , creep coefficient ( )A  and creep exponent ( )n  and change in time tΔ . 
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    c n tAε σΔ = ⋅ Δ⋅               (A1.41) 

Creep strain can be important while analyzing the lithiation induced deformation and 

fracture within Sn active materials, because melting point of Sn is much less than Si. 

A1.4. Normalization of the momentum balance equation for large deformation 

 As provided in Eq. (6.16) given in Chapter VI, the virtual work statement can be 

written in the following form, 
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∫ ∫            (A1.42) 

The vector form of the two stresses can be modified according to, 
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For the purpose of non-dimensionalizing the virtual energy expression, only one 

component of the equation will be analyzed here.  
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           (A1.44) 

For this equation to be applicable in the context of large volume expansion, the product 

of reference cross-sectional area, reference elastic modulus and reference length should 

equal to unity. 

     0 0 0 1A E L =               (A1.45) 
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Based on the analysis of fracture threshold energy, the total strain energy associated with 

each spring element is calculated as, 

ψt ⋅ A=
1
2
EA t
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u
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2
E A t

t+Δtεxx u = ψt            (A1.46) 

Here, A  indicates the cross-sectional area of the spring element. The value of fracture 

threshold ( )tψ  is provided in the units of J/m2. Hence, multiplication with the cross 

sectional area of the spring element is very important. To satisfy the condition that A=1  

the value of A  is equal to the value of 0A  must be satisfied. For the reference active 

particle of diameter 250nm, the reference length of each element turns out to be 

approximately 3.5714nm. Assuming that the reference elastic modulus is around 75GPa, 

the references cross sectional area can be estimated as, 
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           (A1.47) 

Substituting this relation within the Eq. (A1.46), the normalized fracture threshold 

energy is obtained as,  

   ψt =ψt ⋅ A= 5.0×0.003733= 0.018665 ≈ 0.02            (A1.48) 

Similar normalization can also be applied to the other terms of the free energy functional 

given in Eq. (A1.42). 




