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#### Abstract

Sparsity is a standard structural assumption that is made while modeling high-dimensional statistical parameters. This assumption essentially entails a lower dimensional embedding of the high-dimensional parameter thus enabling sound statistical inference. Apart from this obvious statistical motivation, in many modern applications of statistics such as Genomics, Neuroscience etc. parameters of interest are indeed of this nature.

For over almost two decades, spike and slab type priors have been the Bayesian gold standard for modeling of sparsity. However, due to their computational bottlenecks shrinkage priors have emerged as a powerful alternative. This family of priors can almost exclusively be represented as a scale mixture of Gaussian distribution and posterior Markov chain Monte Carlo (MCMC) updates of related parameters are then relatively easy to design. Although shrinkage priors were tipped as having computational scalability in high-dimensions, when the number of parameters is in thousands or more, they do come with their own computational challenges. Standard MCMC algorithms implementing shrinkage priors generally scale cubic in the dimension of the parameter making real life application of these priors severely limited. The first chapter of this document addresses this computational issue and proposes an alternative exact posterior sampling algorithm complexity of which that linearly in the ambient dimension.

The algorithm developed in the first chapter is specifically designed for regression problems. However, simple modifications of it allows tackling other high-dimensional problems where these priors have found little application. In the second chapter, we develop a Bayesian method based on shrinkage priors for high-dimensional multiple response response regression. We show how proper shrinkage may be used for modeling high-dimensional low-rank matrices. Unlike spike and slab type priors, shrinkage priors are unable to produce exact zeros in the posterior. In this chapter we also devise two independent post MCMC processing schemes based on the idea of soft-thresholding with default choices of tuning parameters. This post processing steps provide exact estimates of the row and rank sparsity in the parameter matrix.


Theoretical study of the posterior convergence rates using shrinakge priors are relatively underdeveloped. While we do not attempt to provide a unifying foundation to study these properties, in chapter three we choose a specific member of the shrinkage family known as the horseshoe prior and study its convergence rates in several high-dimensional models. These results are completely new in the literature and also establish the horseshoe priors optimiality in the minimax sense in high-dimensional problems.
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## NOMENCLATURE

| MCMC | Markov chain Monte Carlo |
| :--- | :--- |
| BSML | Bayesian sparse multiple shrinkage |
| SPLS | Sparse partial least squares |
| LASSO | Least absolute shrinkage and selection operator |
| HS | Horseshoe prior |
| SCAD | Smoothly clipped absolute deviation |
| MCP | Minimax concave penalty |
| $\Re^{p}$ | $p$ dimensional Euclidean space |
| $l_{0}[s ; p]$ | Subspace of $\Re^{p}$ containing vectors with at most $s$ non-zero |
| $s_{\text {min }}(A)$ | Smallest singular value of the matrix $A$ |
| $s_{\text {max }}(A)$ | Largest singular value of the matrix $A$ |
| $\operatorname{mle}$ | Maximum likelihood estimator |
| $i n d p$. | Independently |
| $\\|x\\|_{2}$ | Euclidean norm of a vector $x$ |
| $a \lesssim b$ | $a \leq C b$ for some positive constant $C$ |
| $\\|A\\|_{F}$ | Indicator function on the set $A$ |
| $\\|A\\|_{2}$ | Frobenius norm of the matrix $A$ |
| $h^{2}(p, q)$ | Operator norm of the matrix $A$ |
| $D_{\alpha}(p, q)$ | Réni divergence between densities $p$ and $q$ for $\alpha \in(0,1)$ |
| $\mathbf{1}_{A}$ |  |
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1.1 Marginal distribution for the Dirichlet-Laplace prior with hyperparameter $1 / 2$ and the horseshoe prior are plotted around a neighborhood of zero. The Laplace and

Cauchy densities are also plotted for reference.
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1.2 Same densities as in figure 1.1. Here the focus is on the tail behavior of the priors.5
2.1 Linear regression with horseshoe prior [1] on the regression coefficients. Logarithm of time (in seconds) to complete 6000 iterations of a Gibbs sampler is reported. Algorithm 1 and proposed Algorithm 2 were applied to sample from the conditional posterior of $\beta$ in (2.5). Sample size $n$ was fixed at 100 and the dimension $p$ was varied from 500 to 5000 , with 500 step size. Additionally the case $p=200$ was included.
2.2 Boxplots of $\ell_{1}, \ell_{2}$ and prediction error across 100 simulation replicates. HS $\mathrm{me}_{\mathrm{me}}$ and $\mathrm{HS}_{\mathrm{m}}$ respectively denote posterior point wise median and mean for the horeshoe prior. True $\beta_{0}$ is 5 -sparse with non-zero entries from setting (a). Top row: $\Sigma=\mathrm{I}_{p}$ (independent). Bottom row: $\Sigma_{j j}=1, \Sigma_{j j^{\prime}}=0.5, j \neq j^{\prime}$ (compound symmetry). .... 18
2.3 Same setting as in Fig 2.2. True $\beta_{0}$ is 5 -sparse with non-zero entries from setting (b). 19
3.1 Average sensitivity and specificity across 50 replicates is plotted for different choices of the postulated rank. Here $\left(p, q, r_{0}\right)=(1000,12,3)$. Values for BSML (SPLS) are in bold (dashed).35
3.2 Estimated effects of ACE2 and SWI4, two of 33 transcription factors with nonzero effects on cell cycle regulation. Both have been scientifically verified by [2]. Dotted lines correspond to $95 \%$ posterior symmetric credible intervals, bold lines represent the posterior mean and the dashed lines plot values of the BSML estimate $\widehat{C}_{R R}$36
3.3 Estimated effects of the 19 of 21 scientifically verified transcription factors selected by the proposed method. Effects of other two, viz. ACE2 and SWI4 are included in the main manuscript. Red lines correspond to $95 \%$ posterior symmetric credible intervals, black lines represent the posterior mean and the blue dashed line plots values of the BSML estimate $\widehat{C}_{R R}$.48
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## 1. BAYESIAN SHRINKAGE

### 1.1 Introduction

Recent technological advances in different branches of science has enabled scientists to gather, collect and process extremely complex high-dimensional data. Classical statistical techniques are known to be inadequate in analyzing these data sets. However, in the last twenty years statisticians have made a conscious effort to develop statistical techniques specially designed to handle complex high-dimensional data. Popularly known as the the 'small $n$, large $p$ ' regime, these techniques have also ushered in new theoretical works basing them on sound foundations.

When considering a high-dimensional statistical model, one often assumes certain structure in the parameters for developing inferential tools. For example, in a linear regression problem $y=X \beta+\epsilon$, when the design matrix $X$ has more columns than rows, traditional least squares estimates do not exist. A common assumption made in this case is that the parameter vector $\beta$ is sparse. This means only a small proportion of entries of $\beta$ are non-zero and most of its entries are zero or very close to zero. If $X$ has $n$ rows and $p$ columns, then assuming a sparse $\beta$ essentially shrinks the parameter space from $\Re^{p}$ to a subspace close to the origin. Restricting the parameter space to such a subspace then lays the groundwork for developing statistical methods. Frequentist penalized likelihood methods essentially optimize the classical least squares objective function subject to the constraint that the parameter lives in a possibly much lower dimensional subspace of $\Re^{p}$. One popular example of this idea is the LASSO [5] where the least squares objective function is minimized subject to a $\ell_{1}$ penalty on the parameter $\beta$, i.e. the LASSO estimator of $\beta$ is defined as,

$$
\begin{equation*}
\hat{\beta}_{\mathrm{LASSO}}=\underset{\beta}{\arg \min }\left(\|y-X \beta\|_{2}^{2}+\lambda \sum_{j=1}^{p} \beta_{j}\right) . \tag{1.1}
\end{equation*}
$$

In (1.1) $\lambda$ is a tuning parameter which optimized over a set of plausible values and controls the sparsity in the estimate $\hat{\beta}_{\text {LASSO }}$. Of course, setting $\lambda=0$ recovers the least squares estimator and $\lambda=\infty$ corresponds to the sparsest estimate $\hat{\beta}_{\text {LASSO }}=0$. Several other penalized estimators
for $\beta$ in the regression model have been proposed in the literature. See $[6,7]$ for the SCAD and MCP estimators. The book [8] is an excellent monograph for a compact overview of the works on penalized estimation in high-dimensional models.

From a Bayesian perspective, a natural way to model sparse parameters is to consider a prior which is a mixture of two densities, one of which is a continuous density for the non-zero entries and the other is a point mass at zero. The mixture proportion controls the degree of sparsity in the parameter. A typical point mass mixture prior for the $j^{\text {th }}$ entry of a parameter $\beta \in \Re^{p}$ is displayed below:

$$
\begin{equation*}
\pi\left(\beta_{j}\right)=\omega g\left(\beta_{j}\right)+(1-\omega) \delta_{0}\left(\beta_{j}\right) \tag{1.2}
\end{equation*}
$$

Here $g(\cdot)$ is a continuous density over the real line and is popularly known as the slab part of the prior $\pi . \delta_{0}(\cdot)$ is point mass at 0 , known as the spike part and $\omega$ controls the proportion of non-zeros in the parameter $\beta$. Originally developed by [9] and further improved by the seminal work of [10], the spike slab priors have been remarkably successful in statistical models involving sparsity. For example, [11] used them in the context of high-dimensional factor models, [12] addressed the high-dimensional multiple response regression problem. [13] analyzed prior (1.2) in the context of Gaussian sequence model. The authors considered an empirical Bayes estimate of $\omega$ and showed the posterior median is an optimal estimator in minimax sense when the continuous density $g$ is sufficiently heavy-tailed. When consider a fully Bayesian analysis [14] showed how the rather seemingly innocuous Uniform prior on $\omega$ may lead to suboptimal inference. They suggested using a Beta-Binomial prior on $\omega$ wherein the parameter are chosen so as to assign exponentially decaying mass on increasing model size for optimal inference. In a more recent work [15] showed that the Beta-Binomial prior on $\omega$ in conjunction with a Laplace density for $g(\cdot)$ lead to posteriors which contract at the optimal rate in a frequentist sense when the truth belongs certain sparsity classes. While the anlysis in [15] was carried out for the Gaussian sequence model, the authors extended their results in [16] with the same choice of prior in a linear regression framework. [16] also that the posterior distribution using prior (1.2) in linear regression leads to posteriors which are low-dimensional Gaussian distribution in an asymptotic sense.

Although spike and slab priors are known to enjoy theoretical optimality for quite some time now, their use in real world applications have been limited due to the computational challenges involved. When $\beta \in \Re^{p}$, posterior MCMC sampling involves model search over an exponentially growing model size; for with $p$ variables there are $2^{p}$ possible models to search over. Moreover, the need to properly integrate estimates from different model sizes have garnered a separate line of research known as Bayesian model averaging. See [17] for more details and the intricacies involved in the problem. As a result, their impact on the broader scientific community has been rather limited, whereas frequentist methods enjoy an overwhelming popularity in day to day practice of high-dimensional statistics.
[18], in his seminal work introduced the idea of shrinkage. Consider a sample $y \sim \mathrm{~N}(\theta, \mathrm{I}), \theta \in$ $\Re^{p}$. The maximum likelihood estimator of $\theta$ in this case is $y$. However, the following estimator known as Stein's estimator,

$$
\begin{equation*}
\hat{\theta}_{\text {Stein }}=y\left(1-\frac{p-2}{\|\theta\|_{2}^{2}}\right) \tag{1.3}
\end{equation*}
$$

Stein showed that $\hat{\theta}_{\text {mle }}$ dominates $\hat{\theta}_{\text {Stein }}$ under the squared error loss: $\|\hat{\theta}-\theta\|_{2}^{2}$. [19] established an empirical Bayes interpretation of Stein's estimator. Full Bayes estimators such as the posterior mean automatically provides some shrinkage. For example, in a Gaussian model with Gaussian prior on the mean, the posterior mean is a convex combination of the sample mean and prior mean. Anchoring on the idea that Bayes estimators provide automatic shrinkage, a new class of priors started to emerge in the last two decades. Popularly known as shrinkage priors, these priors aim to aggressively shrink the noise components of a sparse parameter towards zero while retaining the signal components as much as possible. This is achieved by having an individual scale parameter for each component called the local scale parameter and a global scale parameter is introduced which shrinks the entire parameter towards the origin [20]. A further advantage of these priors is due to their conditionally Gaussian representation. Suppose $\theta \in \Re^{p}$, a shrinkage prior is defined
hierarchically as follows,

$$
\begin{gather*}
\theta_{j} \mid \lambda_{j}, \tau \stackrel{\text { indp. }}{\sim} \mathrm{N}\left(0, \lambda_{j}^{2} \tau^{2}\right), j=1, \ldots, p  \tag{1.4}\\
\lambda_{j} \stackrel{\text { indp. }}{\sim} f, \\
\tau \sim h .
\end{gather*}
$$

In the above display $\lambda_{j}$ correspond to the local scale parameter for the $j^{\text {th }}$ component of $\theta$ and $\tau$ is the global shrinkage parameter. $f$ and $h$ are densities on the positive real line. Different choices of the mixing densities $f$ and $h$ lead to different marginal densities of $\theta$. The choice of $f$ and $h$ are obviously very crucial. Recipes for choosing $f$ and $h$ are provided in [20] where the authors suggest an exponentially light-tailed distribution for $h$ allowing for sparse estimates and $f$ should be sufficiently heavy-tailed to capture the signal/non-zero components.

Several authors have suggested different choices of $f$ and $h .[21,1,22,23]$ are members of a long list of shrinkage priors. In this thesis we will mainly be focusing on methodological and theoretical aspects of the horseshoe prior from [1] which is obtained when $f$ and $h$ are both set to the standard Half-Cauchy distribution on the positive real line. The density of the standard HalfCauchy distribution is $f(x) \propto\left(1+x^{2}\right)^{-1} \mathrm{I}_{(0, \infty)}$. Marginal distributions for the Dirichlet-Laplace prior [23] and the horseshoe prior [1] are provided in figure 1.1 and figure 1.2. Both these priors exhibit a sharp spike in around the origin which mimics the point mass of spike and slab priors and helps shrink the noise variables aggressively. The tail of the horseshoe prior decays very slowly similar to the Cauchy distribution, while Dirichlet-Laplace tail is slightly lighter. These operating characteristics effectively provides a continuous analogue of spike slab priors.

The continuous nature of shrinkage priors comes as a boon in posterior computation. Since, due to their conjugate Gaussian formulation as shown in (1.4), designing MCMC chains for posterior sampling are relatively straightforward - closed form full conditional distributions allows for Gibbs sampling and the parameter can be updated in a block thus resulting in better mixing of the MCMC
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Figure 1.1: Marginal distribution for the Dirichlet-Laplace prior with hyperparameter $1 / 2$ and the horseshoe prior are plotted around a neighborhood of zero. The Laplace and Cauchy densities are also plotted for reference.
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Figure 1.2: Same densities as in figure 1.1. Here the focus is on the tail behavior of the priors.
chain. For example, consider the canonical linear regression model,

$$
\begin{equation*}
y=X \beta+\epsilon, \epsilon \sim \mathrm{N}(0,1) \tag{1.5}
\end{equation*}
$$

When $\beta$ is believed to be sparse, one possible choice for a prior distribution on $\beta$ is the horseshoe prior. The full conditional posterior distribution of $\beta$ then is $\mathrm{N}\left(A^{-1} X^{\mathrm{T}} y, A^{-1}\right)$, where $A=X^{\mathrm{T}} X+$ $\Lambda^{-1}$, where $\Lambda$ is a diagonal matrix with $\lambda_{j}^{2} \tau^{2}$ as its $j^{\text {th }}$ entry.

Posterior summaries from these MCMC chains such as posterior mean or median can then be used as point estimates for $\beta$. The fully Bayesian treatment of the problem also allows for quantifying the uncertainty by means of credible intervals which is not the case for Bayesian spike slab priors and frequentist penalized methods. Seemingly, shrinkage priors provide a unified foundation for high-dimensional analysis with its appealing computational tractability and the ability to simultaneously provide point estimates and uncertainty intervals.

### 1.2 Research questions and motivation

In the previous discussion we hope to have provided a convincing argument for the use of shrinkage priors. However, one major computational bottleneck has restricted their usage in data sets of real scientific interest. For example, in genome wide association studies it is common to record activities of thousands of genes related to a particular response. In such scenarios, implementing a linear regression model with a shrinkage prior would require sampling from a very high-dimensional Gaussian distribution at each and every MCMC iteration.Furthermore, this highdimensional Gaussian distribution involves a matrix inversion. Standard MCMC algorithms for this problem have complexity scaling cubic in the number of parameters which can be very time consuming even when there is only a few hundred parameters. The first question that we will be asking ourselves is,

- can we develop a faster algorithm?

The idea of shrinkage is not only limited to regression problems. When multiple responses are observed for a set of subjects or individuals along with possibly thousands of predictors, proper
shrinkage is warranted. However, priors for multiple response problems based on shrinkage are relatively underdeveloped due to their computational challenges. Provided our answer to the previous question is a yes, in the next chapter we ask,

- can we develop a computationally tractable, sound methodology for handling multiple response at the same using the idea of shrinkage?

If again the answer is a yes, we ask,

- what theoretical guarantees can we provide for these methods in a high-dimensional setting?


### 1.3 Outilne

Here we provide a brief snapshot of the rest of our work motivated from the research questions discussed above.

In the first chapter we consider the model (1.5) with a shrinkage prior on $\beta$. Suppose $n$ is the sample size and $p$ is the number of predictors. Existing algorithms [24] which rely on computing Cholesky factors have $O\left(p^{3}\right)$ complexity. As a solution to this problem we develop an exact sampling algorithm for Gaussian distributions which relies on data augmentation. Computational complexity of the proposed algorithm is $O\left(n^{2} p\right)$ providing huge gains in time when $p \gg n$. To provide a perspective, for $(n, p)=(100,5000)$ and 6000 MCMC iterations our algorithm offers a speed-up factor of 250 times over the algorithm in [24]. A MATLAB script implementing the algorithm with the horseshoe prior [1] is publicly available here. An R package is also available at CRAN.

The next chapter focuses on the multiple response regression problem. Often several variables of interest, possibly correlated, are measured on different individuals/subjects along with a set of predictors and it is known that statistical procedures ignoring the correlation may lead to incorrect inferential decisions. A simple yet powerful model for studying multiple responses and a set of predictors is the multi-response linear regression model: $Y=X C+E, Y \in \Re^{n \times q}, C \in \Re^{p \times q}$. In the presence of many predictors it is then natural to ask in this setting which variables are important and whether there is a latent dependence among the important ones. Here we simultaneously
address the problems of rank reduction and variable selection in high-dimensional reduced rank models from a Bayesian perspective. We develop a novel shrinkage prior on the coefficient matrix which encourages shrinkage towards low-rank and row-sparse matrices. The prior is placed on a full-rank decomposition of $C$ bypassing need to specify a prior on the unknown rank. Since shrinkage priors are unable to select variables, we propose two independent post-processing schemes to achieve row sparsity and rank reduction with encouraging performance. A key feature of our post-processing schemes is to exploit the posterior summaries to offer careful default choices of tuning parameters, resulting in a procedure which is completely free of tuning parameters. When compared with existing frequentist methods our proposed methodology showed a decoupling effect for rank estimation and variable selection, whereas for the frequentist methods overfitting of the rank is necessary for optimal variable selection. The methodology is available for MATLAB implementation here.

Finally, we investigate the theoretical properties of the posterior obtained from a horseshoe prior in several high-dimensional models. Such studies of the horseshoe prior quantifying rates of convergence $[25,26]$ focus exclusively on the normal means problem with their proofs crucially exploiting an exact conjugate representation of the posterior mean. However, other than [27] who studied the case $p<n$, there are no posterior consistency results for the horseshoe prior in regression or general statistical models of practical ineterest where such representation is not possible. Furthermore, [27] did not quantify the rate of convergence. To aid theoretical analysis, we adopt the fractional posterior framework developed in [28] where only a prior mass condition is sufficient to guarantee consistency of the fractional posterior. In this work, our key contribution is in providing a novel non-asymptotic prior concentration result for the prior in around minimax neighborhoods of low-rank and row sparse matrices which drives the concentration of the posterior. The result is established allowing $p$ to grow sub-exponentially in $n$, a first of its kind in this setting. To exhibit our result's full generality we extend our results to high-dimensional single response regression models and factor models.

## 2. FAST SAMPLING OF GAUSSIAN SCALE MIXTURE PRIORS IN HIGH-DIMENSIONAL REGRESSION

### 2.1 Introduction

Continuous shrinkage priors have received significant attention in recent years as a mechanism to induce approximate sparsity in high-dimensional parameters. Such priors can be almost exclusively expressed as global-local scale mixtures of Gaussians [20]; examples include the relevance vector machine [29], normal/Jeffrey's prior [30], the Bayesian lasso [31, 32], the horseshoe [1], normal/inverse-Gaussian priors [22], generalized double Pareto priors [33] and Dirichlet-Laplace priors [34]. These global-local priors [20] aim to aggressively shrink out the noise coefficients while retaining the signals, thereby providing an approximation to the operating characteristic of the more traditional discrete mixture priors [9,35,14], which allow a subset of the parameters to be exactly zero.
${ }^{1}$ A major attraction of the global-local priors has been computational efficiency and simplicity. Posterior inference poses a stiff challenge for discrete mixture priors in exploring very large model spaces in moderate to high-dimensional settings. On the contrary, the scale-mixture representation of global-local priors allows parameters to be updated in blocks via a fairly automatic Gibbs sampler in a wide variety of statistical problems; examples include regression [32, 33], wavelet denoising [20], factor models and covariance estimation [36, 37], dependent time series [38] name a few. Moreover, recent results suggest that a subclass of global-local priors can achieve the same level of statistical accuracy as the discrete mixture priors in high-dimensional estimation problems. For the normal means problem, [34] and [25] established optimal posterior concentration of the Dirichlet-Laplace and horseshoe priors respectively. In the context of large covariance estimation via factor models, [37] showed that both appropriately chosen discrete mixture priors and global-local priors lead to a minimax rate of posterior concentration. While a general theory for

[^0]global-local priors is yet lacking, more results are likely to appear in the near future.
In this article, we focus on computational aspects of global-local priors in the high-dimensional linear regression setting
\[

$$
\begin{equation*}
y=X \beta+\epsilon, \quad \epsilon \sim \mathrm{N}\left(0, \sigma^{2} \mathrm{I}_{\mathrm{n}}\right), \tag{2.1}
\end{equation*}
$$

\]

where $X \in \Re^{n \times p}$ is a $n \times p$ matrix of covariates with the number of variables $p$ potentially much larger than the sample size $n$. In such $p \gg n$ settings, one expects the vector of regression coefficients $\beta \in \Re^{p}$ to be sparse. A global-local prior on $\beta$ assumes the following hierarchical structure:

$$
\begin{align*}
& \beta_{j} \mid \lambda_{j}, \tau, \sigma \sim \mathrm{~N}\left(0, \lambda_{j}^{2} \tau^{2} \sigma^{2}\right), \quad(j=1, \ldots, p)  \tag{2.2}\\
& \lambda_{j} \sim f, \quad(j=1, \ldots, p)  \tag{2.3}\\
& \tau \sim g, \quad \sigma \sim h \tag{2.4}
\end{align*}
$$

where $f, g$ and $h$ are densities supported on $(0, \infty)$. In the above display, the $\lambda_{j} \mathrm{~s}$ are usually referred to as local scale parameters while $\tau$ is a global scale parameter. Different choices of $f$ and $g$ lead to different classes of priors. For instance, a half-Cauchy distribution for $f$ and $g$ leads to the horseshoe prior of [1]. General guidelines for choices of the densities $f$ and $g$ can be found in [20] and [37].

Exploiting the scale-mixture representation (2.2), it is straightforward to write down a Gibbs sampler for the above class of priors. In particular, the conditional posterior of $\beta$ given $y$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{\mathrm{T}}, \tau$ and $\sigma$ is Gaussian:

$$
\begin{equation*}
\beta \mid y, \lambda, \tau, \sigma \sim \mathrm{~N}\left(A^{-1} X^{\mathrm{T}} y, \sigma^{2} A^{-1}\right), \quad A=\left(X^{\mathrm{T}} X+\Lambda_{*}^{-1}\right), \quad \Lambda_{*}=\tau^{2} \operatorname{diag}\left(\lambda_{1}^{2}, \ldots, \lambda_{p}^{2}\right) . \tag{2.5}
\end{equation*}
$$

Further, the $p$ local scale parameters $\lambda_{j}$ have conditionally independent posteriors and hence $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{\mathrm{T}}$ can be updated in a block. Even in cases where $\lambda_{j} \mathrm{~s}$ and $\tau$ do not admit conditionally
conjugate posteriors, a slice sampling algorithm [39] can be adapted to update these parameters efficiently.

A standard algorithm to sample from Gaussian distributions as in (2.5) can be found in [24], which avoids inverting $A$ and instead performs a Cholesky decomposition of $A$ and a series of linear system solutions to generate samples. While this is efficient for moderate values of $p$, obtaining a Cholesky decomposition of $A$ at each MCMC step becomes highly expensive for large $p$. One cannot resort to precomputing the Cholesky factors since the matrix $\Lambda^{*}$ in (2.5) changes from one iteration to the other. The resulting computational bottleneck obscures the computational advantages of global-local priors when $p$ is large. In this article, we present an exact sampling algorithm for Gaussian distributions as in (2.5) which relies on data augmentation and block matrix manipulations. We show that the computational complexity of the proposed algorithm scales linearly in the dimension $p$. Computational gains with increasing dimensionality is illustrated through a simulation example on linear regression with the horseshoe prior [1].

### 2.2 The algorithm

We first state our algorithm in a general setting. Suppose the goal is to sample from $\mathrm{N}_{p}(\mu, \Sigma)$, with

$$
\begin{equation*}
\Sigma=\left(\Phi^{\mathrm{T}} \Phi+D^{-1}\right)^{-1}, \quad \mu=\Sigma \Phi^{\mathrm{T}} \alpha \tag{2.6}
\end{equation*}
$$

where $\Phi \in \Re^{n \times p}, D \in \Re^{p \times p}$ is symmetric positive definite and $\alpha \in \Re^{n \times 1}$. It is straightforward to observe that (2.5) is a special case of (2.6) with $\Phi=X / \sigma, D=\sigma^{2} \Lambda_{*}$ and $\alpha=y / \sigma$. Further, the need to sample from a distribution as in (2.6) arises in almost all the applications of continuous shrinkage priors mentioned in the introduction and the proposed approach can be seamlessly integrated into such settings. In the sequel, we do not require $D$ to be diagonal, however we implicitly assume that $D^{-1}$ is easy to calculate and it is straightforward to sample from $\mathrm{N}(0, D)$. This is the case, for example, if $D$ corresponds to the covariance matrix of an $\operatorname{AR}(q)$ process or a Gaussian Markov random field.

Letting $Q=\Sigma^{-1}=\left(\Phi^{\mathrm{T}} \Phi+D^{-1}\right)$ denote the precision (or inverse covariance) matrix and $b=\Phi^{\mathrm{T}} \alpha$, we can write $\mu=Q^{-1} b$. [24] proposed an efficient algorithm to sample from a Gaussian distribution with precision matrix $Q$ and mean $Q^{-1} b$ that avoids explicitly calculating the inverse of $Q$ which is computationally expensive and numerically unstable. Instead, the algorithm in Section 3.1.2. of [24] performs a Cholesky decomposition of $Q$ and uses the Cholesky factor to solve a series of linear systems to arrive at a sample from the desired Gaussian distribution. The algorithm adapted to the present setting can be expressed as follows:

## Algorithm 1. [24]

(i) Compute the Cholesky decomposition $\left(\Phi^{\mathrm{T}} \Phi+D^{-1}\right)=L L^{\mathrm{T}}$.
(ii) Solve $L v=\Phi^{\mathrm{T}} \alpha$.
(iii) Solve $L^{\mathrm{T}} m=v$.
(iv) Solve $L^{\mathrm{T}} w=z$, where $z \sim \mathrm{~N}\left(0, \mathrm{I}_{\mathrm{p}}\right)$.
(vi) Set $\theta=m+w$. Then, $\theta \sim \mathrm{N}(\mu, \Sigma)$.

The algorithm in [24] was originally developed to efficiently sample from Gaussian Markov random fields where the precision matrix $Q$ has a banded structure and a Cholesky factor can be computed efficiently. Even though the precision matrix $\left(\Phi^{\mathrm{T}} \Phi+D^{-1}\right)$ does not have any special structure in the present setting, Algorithm 1 remains practically useful as long as $p$ is around 500 ; however, for larger values of $p$, there is an inevitable breakdown point. In fact, the complexity of the algorithm scales as $O\left(p^{3}\right)$ since the Cholesky decomposition in step (i) requires $O\left(p^{3}\right)$ floating point operations and the subsequent linear system solutions can be performed in $O\left(p^{2}\right)$ floating point operations [40].

The $O\left(p^{3}\right)$ complexity is prohibiting in high dimensional settings where $p$ is in the order of tens of thousands or even higher. We present an alternative exact mechanism to sample from a normal distribution with parameters as in (2.6) below:

Proposition 2.2.1. Suppose $\theta$ is obtained by following steps (i) - (iv) of Algorithm 2. Then, $\theta \sim$ $\mathrm{N}(\mu, \Sigma)$, where $\mu$ and $\Sigma$ are as in (2.6).

## Algorithm 2. Proposed algorithm

(i) Sample $u \sim \mathrm{~N}(0, D)$ and $\delta \sim \mathrm{N}\left(0, \mathrm{I}_{\mathrm{n}}\right)$.
(ii) Set $v=\Phi u+\delta$.
(iii) Solve $\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right) w=(\alpha-v)$.
(iv) $\operatorname{Set} \theta=u+\Phi^{\mathrm{T}} D w$.

A proof of Proposition 2.2.1 is provided in Section 2.2.1. While the sampling mechanism is valid for all $n$ and $p$, the computational gains are most prominent when $p \gg n$ and the assumptions regarding $D$ made at the beginning of the Section are satisfied. Indeed, the primary motivation behind the algorithm derivation is to scale down the problem from $p$ to $n$ dimensions using the Sherman-Woodbury-Morrison matrix identity [41] and then using Gauss-Jordan type factorizations and linear system solvers to scale back to $p$ dimensions. When $D$ is diagonal as case of continuous shrinkage priors (2.2), the complexity of the proposed algorithm can be accurately calculated.

Proposition 2.2.2. Assume $D$ is diagonal and $p \geq n$. Then, steps (i) - (iv) in Algorithm 2 can be carried out via $O\left(n^{2} p\right)$ floating point operations.

Proof. We use a couple of facts from [40]: (i) if $B_{1} \in \Re^{m_{1} \times m_{2}}$ and $B_{2} \in \Re^{m_{2} \times m_{3}}$, then the product $B_{1} B_{2}$ can be computed in $O\left(m_{1} m_{2} m_{3}\right)$ floating point operations; (ii) if $B \in \Re^{m \times m}$, then the linear system $B x=y$ can be solved in $O\left(m^{3}\right)$ operations. Since $D$ is diagonal, sampling $u$ in step (i) can be carried out in $O(p)$ floating point operations and the matrix multiplication $\Phi u$ in step (ii) takes additional $O(n p)$ operations. Once again using that $D$ is diagonal, the matrix $\widetilde{\Phi}=\Phi D$ can be computed in $O(n p)$ floating point operations and hence the complexity of calculating $\Phi D \Phi^{\mathrm{T}}=$ $\widetilde{\Phi} \Phi^{\mathrm{T}}$ is $O\left(n^{2} p\right)$. The $n \times n$ linear system in step (iii) can be computed in $O\left(n^{3}\right)$ operations. Finally, since $\widetilde{\Phi}$ is already calculated in step (iii), the matrix multiplication $\Phi^{\mathrm{T}} D w=(\widetilde{\Phi})^{\mathrm{T}} w$ takes $O\left(n^{2} p\right)$ operations. Since $p \geq n, n^{2} p \geq n^{3}$, and the overall complexity is $O\left(n^{2} p\right)$.

In comparison to the $O\left(p^{3}\right)$ complexity of Algorithm 1, the proposed Algorithm 2 therefore offers substantial gains in $p \gg n$ settings with a reduction in complexity from cubic to linear in $p$.

Our numerical results in Section 2.4 indeed show that when $p \asymp n$, both algorithms have similar computation time while Algorithm 2 is significantly faster when $p$ is large.

When $D$ is not diagonal, the complexity of the proposed algorithm needs to be calculated on a case by case basis depending on the structure of $D$. Without any assumptions on $D$, calculating $\tilde{\Phi}$ above would take $O\left(n p^{2}\right)$ operations which is the dominating term in the complexity calculations. Even in this case, the complexity reduces from cubic to quadratic in $p$ which can be substantial when $p$ is large.

### 2.2.1 Algorithm Derivation

We now prove Proposition 2.2 .1 by deriving Algorithm 1 in a constructive fashion. We begin with an identity for $\Sigma$ derived from the Sherman-Woodbury-Morrison formula [41].

$$
\begin{equation*}
\Sigma=\left(\Phi^{\mathrm{T}} \Phi+D^{-1}\right)^{-1}=D-D \Phi^{\mathrm{T}}\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right)^{-1} \Phi D \tag{2.7}
\end{equation*}
$$

Using (2.7), we first obtain a more amenable expression for $\mu$ as

$$
\begin{equation*}
\mu=D \Phi^{\mathrm{T}}\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right)^{-1} \alpha \tag{2.8}
\end{equation*}
$$

To see this, recall from (2.6) that $\mu=\Sigma \Phi^{\mathrm{T}} \alpha$. Using (2.7), $\Sigma \Phi^{\mathrm{T}}=D \Phi^{\mathrm{T}}-D \Phi^{\mathrm{T}}\left(\Phi D \Phi^{\mathrm{T}}+\right.$ $\left.\mathrm{I}_{\mathrm{n}}\right)^{-1} \Phi D \Phi^{\mathrm{T}}=D \Phi^{\mathrm{T}}-D \Phi^{\mathrm{T}}\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right)^{-1}\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}-\mathrm{I}_{\mathrm{n}}\right)=D \Phi^{\mathrm{T}}\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right)^{-1}$.

We now provide a data augmentation scheme to sample from $\mathrm{N}(0, \Sigma)$. Clearly, if $\eta \sim \mathrm{N}(0, \Sigma)$, then $\theta=\mu+\eta$ gives us a sample from $\mathrm{N}(\mu, \Sigma)$. We first record a matrix identity below that can be easily verified:

$$
\left(\begin{array}{cc}
P & S  \tag{2.9}\\
S^{\mathrm{T}} & R
\end{array}\right)=\left(\begin{array}{cc}
\mathrm{I}_{\mathrm{n}} & 0 \\
S^{\mathrm{T}} P^{-1} & \mathrm{I}_{\mathrm{p}}
\end{array}\right)\left(\begin{array}{cc}
P & 0 \\
0 & R-S^{\mathrm{T}} P^{-1} S
\end{array}\right)\left(\begin{array}{cc}
\mathrm{I}_{\mathrm{n}} & P^{-1} S \\
0 & \mathrm{I}_{\mathrm{p}}
\end{array}\right)
$$

where $P \in \Re^{n \times n}$ and $R \in \Re^{p \times p}$ are invertible and $S \in \Re^{n \times p}$. Letting

$$
\Omega=\left(\begin{array}{cc}
P & S \\
S^{\mathrm{T}} & R
\end{array}\right), \quad L=\left(\begin{array}{cc}
\mathrm{I}_{\mathrm{n}} & 0 \\
S^{\mathrm{T}} P^{-1} & \mathrm{I}_{\mathrm{p}}
\end{array}\right), \quad \Gamma=\left(\begin{array}{cc}
P & 0 \\
0 & R-S^{\mathrm{T}} P^{-1} S
\end{array}\right)
$$

$\Omega, L, \Gamma$ are $(n+p) \times(n+p)$ matrices and (2.9) can be conveniently expressed as $\Omega=L \Gamma L^{\mathrm{T}}$. Further, $L$ is invertible, with $L^{-1}=\left(\begin{array}{cc}\mathrm{I}_{\mathrm{n}} & 0 \\ -S^{\mathrm{T}} P^{-1} & \mathrm{I}_{\mathrm{p}}\end{array}\right)$ easily derived since $L$ is lower triangular. Therefore, $\Gamma=L^{-1} \Omega\left(L^{-1}\right)^{\mathrm{T}}$.

Now, set $P=\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right), S=\Phi D$ and $R=D$. Let $u \sim \mathrm{~N}(0, D), \delta \sim \mathrm{N}\left(0, \mathrm{I}_{\mathrm{n}}\right)$ and $v=\Phi u+\delta$ as in steps (i) - (ii) of Algorithm 1 and set $\zeta=\left(v^{\mathrm{T}}, u^{\mathrm{T}}\right)^{\mathrm{T}} \in \Re^{n+p}$. By construction, $\operatorname{cov}(v, u)=\Phi D=S$ and $\operatorname{var}(v)=\left(\Phi D \Phi^{\mathrm{T}}+\mathrm{I}_{\mathrm{n}}\right)=P$, which implies the covariance matrix of $\zeta$ is $\Omega$. Moreover, since $u$ and $\delta$ are independent, $\zeta$ has a joint Gaussian distribution. Since both $u$ and $v$ are zero mean, we conclude that $\zeta \sim \mathrm{N}(0, \Omega)$.

Next, using the identity $\Gamma=L^{-1} \Omega\left(L^{-1}\right)^{\mathrm{T}}$, we have $\zeta_{*}=L^{-1} \zeta \sim \mathrm{~N}(0, \Gamma)$. The crucial observation is that with the present choices of $P, S$ and $R$, the lower $p \times p$ diagonal block of $\Gamma$, $R-S^{\mathrm{T}} P^{-1} S=\Sigma$, using the identity (2.7). Therefore, if we collect the last $p$ entries of $\zeta_{*}$ in a vector $\eta$, then $\eta \sim \mathrm{N}(0, \Sigma)$. Exploiting the structure of $L^{-1}$, we have $\eta=u-S^{\mathrm{T}} P^{-1} v$. Note further from (2.8) that $\mu=S^{\mathrm{T}} P^{-1} \alpha$. Finally,

$$
\theta=\mu+\eta=S^{\mathrm{T}} P^{-1} \alpha+u-S^{\mathrm{T}} P^{-1} v=u+S^{\mathrm{T}} P^{-1}(\alpha-v)
$$

The proof is completed by noting that $P^{-1}(\alpha-v)$ is identical to $w$ in step (iii) of Algorithm 1 and $S^{\mathrm{T}}=D \Phi^{\mathrm{T}}$.

### 2.3 Application to Bayesian shrinkage priors

Returning to our original motivation, we illustrate the scalability of the proposed algorithm through an application to linear regression with a horseshoe prior [1] on the regression coefficients $\beta$ in (5.15). The horseshoe prior is obtained by placing independent half-Cauchy priors on the $\lambda_{j} \mathrm{~s}$
and $\tau$ in the hierarchical specification (2.2) - (2.4), with the half-Cauchy density given by $(1+$ $\left.t^{2}\right)^{-1} \mathbf{1}_{(0, \infty)}(t)$. To complete the prior specification, we consider an improper prior $\pi\left(\sigma^{2}\right) \propto \sigma^{-2}$ on $\sigma$. Posterior computation proceeds in a straightforward manner via a Gibbs sampler which cycles through sampling from (i) $\beta \mid y, \lambda, \tau, \sigma$, (ii) $\lambda \mid \beta, \tau, \sigma$, (iii) $\tau \mid \beta, \lambda, \sigma$ and $\sigma \mid y, \beta, \lambda$, $\sigma$, where recall that $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{\mathrm{T}}$. We use a slice sampling algorithm from the online supplement to [39] to update the $\lambda_{j} \mathrm{~s}$ and $\tau$, while $\sigma^{2}$ has an inverse-gamma conditional posterior. The conditional posterior of $\beta$ is Gaussian as given in (2.5) and is the main computational bottleneck when $p$ is large. As noted in the beginning of Section 2.2, letting $\Phi=X / \sigma, D=\sigma^{2} \Lambda_{*}$ and $\alpha=y / \sigma$, we are in the setting of (2.6) and the algorithms in Section 2.2 can be applied to sample from the conditional posterior of $\beta$.

We borrow a simulation setting from §3.3.1 of [42] to generate the data. Given $n$ and $p$, the $p$ columns of the design matrix $X$ were generated independently from a standard $n$ dimensional Gaussian distribution. All but the first 5 entries of $\beta$ were set to zero, while the non-zero entries were sampled independently as $(-1)^{r}(a+|z|)$, with $r \sim \operatorname{Bernoulli}(0.4), z \sim \mathrm{~N}(0,1)$ and $a=$ $5 \log n / \sqrt{n}$. Finally, $y$ was generated from a $\mathrm{N}\left(X \beta, \sigma^{2} I_{n}\right)$ distribution with $\sigma=2$. We fixed $n=100$ and varied $p$ from 500 to 5000 with a step size of 500 . We additionally included the case where $(n, p)=(100,200)$. For each value of $p, 10$ datasets were generated as above.

The Gibbs sampler mentioned in the previous paragraph was run for 6000 iterations where we alternatively used the standard Algorithm 1 and the proposed Algorithm 2 to sample from the conditional posterior of $\beta$ in step (i). Steps (ii) - (iv) of the Gibbs sampler were identically implemented for both methods. All computations were implemented in MATLAB on a INTEL(E52690) 2.9 GHz machine with 64 GB DDR3 memory. Figure 2.1 plots the time in seconds averaged over the 10 datasets to run 6000 iterations of the Gibbs sampler for the two methods in a logarithmic scale against $p$. The actual times in seconds for selected values of $p$ are presented in Table 2.1. From Fig. 2.1 and Table 2.1, it is evident that both algorithms have similar computation time when $p \asymp n$, while the proposed algorithm produces massive gains for larger values of $p$. Table 2.1 also shows that the absolute run time for 6000 iterations of the Gibbs sampler in our case takes only


Figure 2.1: Linear regression with horseshoe prior [1] on the regression coefficients. Logarithm of time (in seconds) to complete 6000 iterations of a Gibbs sampler is reported. Algorithm 1 and proposed Algorithm 2 were applied to sample from the conditional posterior of $\beta$ in (2.5). Sample size $n$ was fixed at 100 and the dimension $p$ was varied from 500 to 5000 , with 500 step size. Additionally the case $p=200$ was included. Reprinted with permission from [65].

40 seconds. We have tried $p$ as large as 20,000 in our case which takes less than 5 minutes to run 6000 iterations.

Table 2.1: Same setting as in Fig. 2.1. Absolute time (in seconds) to run 6000 iterations of the Gibbs sampler reported for the two algorithms for chosen values of $p$. Reprinted with permission from [65].

| $p$ | Time (in seconds) |  |
| ---: | ---: | ---: |
|  | Algorithm 1 | Algorithm 2 |
| 200 | 5.50 | 6.05 |
| 500 | 8.79 | 31.03 |
| 1000 | 12.83 | 160.92 |
| 2000 | 20.04 | 944.78 |
| 3000 | 27.60 | 2616.80 |
| 4000 | 35.76 | 5775.70 |
| 5000 | 43.99 | 11314.28 |

### 2.4 Frequentist operating characteristics in high dimensions

The proposed algorithm provides an opportunity to compare the frequentist operating characteristics of shrinkage priors in high-dimensional regression problems, hitherto unexplored poten-

Figure 2.2: Boxplots of $\ell_{1}, \ell_{2}$ and prediction error across 100 simulation replicates. HS $\mathrm{He}_{\text {me }}$ and $\mathrm{HS}_{\mathrm{m}}$ respectively denote posterior point wise median and mean for the horeshoe prior. True $\beta_{0}$ is 5 -sparse with non-zero entries from setting (a). Top row: $\Sigma=\mathrm{I}_{p}$ (independent). Bottom row: $\Sigma_{j j}$ $=1, \Sigma_{j j^{\prime}}=0.5, j \neq j^{\prime}$ (compound symmetry). Reprinted with permission from [65].

tially due to the computational bottleneck. We compare various aspects of the horseshoe prior [1] to a host of frequentist procedures and obtain highly promising results. While space constraints prevent us from a more detailed study, we expect similar results for the Dirichlet-Laplace [23], normal-gamma [22] and generalized double-Pareto [33] priors, which we hope to report elsewhere.

We first report comparisons with SCAD [6] and MCP [7] penalties in terms of estimation and prediction accuracy. We considered model (5.15) with $n=200, p=5000$ and $\sigma=1.5$. Letting $x_{i}$ denote the $i$ th row of $X$, the $x_{i} \mathrm{~s}$ were independently generated from $\mathrm{N}_{p}(0, \Sigma)$, with (i) $\Sigma=\mathrm{I}_{p}$ (independent) and (ii) $\Sigma_{j j}=1, \Sigma_{j j^{\prime}}=0.5, j \neq j^{\prime}=1, \ldots, p$ (compound symmetry). The true $\beta_{0}$ had 5 non-zero entries in all cases, with the non-zero entries having magnitude (a) $\{1.5,1.75,2,2.25,2.5\}$ and (b) $\{0.75,1,1.25,1.5,1.75\}$, multiplied by a random sign. For each of the four cases, we considered 100 simulation replicates. The frequentist penalization approaches were implemented using the R package ncvreg via 10 -fold cross-validation. For the horseshoe prior, we considered both the posterior mean and the point wise posterior median as a

Figure 2.3: Same setting as in Fig 2.2. True $\beta_{0}$ is 5 -sparse with non-zero entries from setting (b) Reprinted with permission from [65].

point estimate. Figures 1 and 2 report boxplots for $\ell_{1}\left(\left\|\hat{\beta}-\beta_{0}\right\|_{1}\right), \ell_{2}\left(\left\|\hat{\beta}-\beta_{0}\right\|_{2}\right)$ and prediction $\left(\left\|X \hat{\beta}-X \beta_{0}\right\|_{2}\right)$ errors across the 100 replicates for the two signal strengths. The horseshoe prior can be seen to be highly competitive across all simulation settings, in particular when the signal strength is weaker. An interesting observation is the somewhat superior performance of the point wise median compared to the mean even under an $\ell_{2}$ loss; a similar fact has been observed about point mass mixture priors [15] in high dimensions. We repeated the entire simulation with $p=2500$ and obtained similar conclusions. Overall, out of the $24=2$ (choices of $p) \times 2$ (covariate designs) $\times 2$ (signal strength) $\times 3$ (error criterion) settings, the horseshoe prior had the best average performance over the simulation replicates in 22 cases.

While there is now a huge literature on penalized point estimation, the question of uncertainty characterization in $p>n$ settings has started receiving attention only very recently [3]. Although Bayesian procedures provide an automatic characterization of uncertainty through the posterior distribution on parameters, the resulting credible intervals are not guaranteed to possess the correct frequentist coverage in nonparametric/high-dimensional problems [43]. This compelled us to
empirically investigate the frequentist coverage of shrinkage priors in $p>n$ settings; it is trivial to obtain element-wise credible intervals for the $\beta_{j}$ s from the posterior samples. We compared the horseshoe prior with the recently proposed approach of [3], which can be used to obtain asymptotically optimal element wise confidence intervals for the $\beta_{j} \mathrm{~s}$. We considered a similar simulation scenario as before. We let $p \in\{500,1000\}$, and considered a Toeplitz structure $\left(\Sigma_{j j^{\prime}}=0.9^{\left|j-j^{\prime}\right|}\right)$ for the covariate design [3] in addition to the independent and compound symmetry cases stated already. The first two rows of Table 2.2 report the average coverage probabilities (over 100 simulation replicates) and lengths of confidence intervals for the horseshoe and [3], averaged over the 5 signal variables. The last two rows report the same averaged over the $(p-5)$ noise variables. The standard deviations corresponding to the averages are provided in the subscripts.

It can be readily seen from Table 2.2 that the horseshoe had a superior performance. Several observations are worth mentioning. First, an attractive adaptive property of shrinkage priors emerge, where the length of the intervals automatically adapt between the signal and noise variables, maintaining the nominal coverage. The procedure of [3] on the other hand seems to obtain approximately equal sized intervals for the signals and noise variables. We should mention here that the default choice of the LASSO tuning parameter $\lambda \asymp \sqrt{\log p / n}$ suggested in [3] seemed to provide substantially poorer coverage for the signal variables at the cost of improved coverage for the noise. For each setting, we separately tuned the parameter (assuming the knowledge of the truth) to arrive at the coverage probabilities reported. The horseshoe (and other shrinkage priors) on the other hand are free of tuning parameters. The same procedure that was used for estimation automatically provides valid frequentist uncertainty characterization.

### 2.5 Discussion

The numerical results in the previous section warrant additional numerical and theoretical investigations into properties of shrinkage priors in high dimensions. The proposed algorithm can be used for essentially all the shrinkage priors used in the literature and should prove to be useful in an exhaustive comparison of existing priors. Further, as stated previously, the scope of the proposed algorithm extends well beyond the linear regression setting. For example, extensions to logistic and

Table 2.2: Frequentist coverage probabilities and lengths of $95 \%$ intervals for the LASSO and the horseshoe. The confidence intervals for the LASSO were constructed using the method in [3]. The intervals for the horseshoe are the usual symmetric posterior credible intervals. For both methods, the average coverage probabilities and lengths of the intervals are reported after averaging across all signal variables (row 1 and 2) and noise variables (row 3 and 4). Numbers in the subscript denote the standard errors corresponding to the average coverage probabilities. Reprinted with permission from [65].

| Dimension | 500 |  |  |  |  |  | 1000 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Design | Independent |  | Comp Symm |  | Toeplitz |  | Independent |  | Comp Symm |  | Toeplitz |  |
|  | LASSO | HS | LASSO | HS | LASSO | HS | LASSO | HS | LASSO | HS | LASSO | HS |
| Signal Coverage | 0.750 .12 | $0.93_{0.01}$ | $0^{0.730 .04}$ | 0.950 .00 | ${ }^{0.80} 0.07$ | $0^{0.94} 0.04$ | 0.780 .12 | $0.940_{0.02}$ | $0^{2} 77_{0.02}$ | $0.94_{0.01}$ | $0^{0.760 .03}$ | 0.950.01 |
| Signal Length | 0.46 | 0.42 | 0.71 | 0.85 | 0.79 | 0.86 | 0.41 | 0.39 | 0.76 | 0.82 | 0.96 | 1.05 |
| Noise Coverage | $0.99_{0.008}$ | $1_{0.000}$ | $0^{0.980 .01}$ | $1_{0.000}$ | $0^{0.98} 0.01$ | $1_{0.000}$ | $0.99_{0.01}$ | $0.99_{0.000}$ | $0^{0.99} 0.01$ | $1_{0.00}$ | $0^{0.99} 0.01$ | $1_{0.00}$ |
| Noise Length | 0.43 | 0.02 | 0.69 | 0.04 | 0.78 | 0.05 | 0.42 | 0.006 | 0.76 | 0.007 | 0.98 | 0.003 |

probit regression are immediate using standard data augmentation tricks [44, 45]. The same is true for other generalized linear models and survival models. Multivariate regression problems where one has a matrix of regression coefficients can be handled by updating the vectorized version of the coefficient matrix in a block; note this is an example where even if the number of variables is not bigger than the sample size, the number of regression coefficients may be large if the dimension of the response if moderate. Factor models offer another attractive area of application of the proposed algorithm. Shrinkage priors have been used as a prior of factor loadings in [36]. While [36] update the $p>n$ rows of the factor loadings independently, exploiting the assumption of independence in the idiyosyncratic components, their algorithm does not extend to approximate factor models, where the idiyosyncratic errors are dependent. The proposed algorithm can be adapted to such situations by updating the vectorized loadings in a block. Finally, we envision applications in high dimensional additive models where each of a large number of functions is expanded in a basis, and the large collection of basis functions are updated in a block.

# 3. BAYESIAN SPARSE MULTIPLE REGRESSION FOR SIMULTANEOUS RANK REDUCTION AND VARIABLE SELECTION 

### 3.1 Introduction

Studying the relationship between multiple response variables and a set of predictors has broad applications ranging from bioinformatics, econometrics, time series analysis to growth curve models. The least squares solution in a linear multiple response regression problem is equivalent to performing separate least squares on each of the responses [46] and ignores any potential dependence among the responses. In the context of multiple response regression, a popular technique to achieve parsimony and interpretability is to consider a reduced-rank decomposition of the coefficient matrix, commonly known as reduced rank regression [47, 48, 49]. Although many results exist about the asymptotic properties of reduced rank estimators [50], formal statistical determination of the rank remains difficult even with fixed number of covariates and large sample size due mainly to the discrete nature of the parameter. The problem becomes substantially harder when a large number of covariates are present, and has motivated a series of recent work on penalized estimation of low rank matrices, where either the singular values of the coefficient matrix [51,52], or the rank itself [53] is penalized. Theoretical evaluations of these estimators focusing on adaptation to the oracle convergence rate when the true coefficient matrix is of low rank has been conducted [53]. It has also been noted [54] that the convergence rate can be improved when the true coefficient matrix has zero rows and variable selection is incorporated within the estimation procedure. Methods that simultaneously handle rank reduction and variable selection include [51, 54, 55]. To best of our knowledge, uncertainty characterization for the parameter estimates from these procedures is currently not available.

The first fully systematic Bayesian treatment of reduced rank regression was carried out in [56], where conditioned on the rank, independent Gaussian priors were placed on the elements of the coefficient matrix. While formal Bayesian model selection can be performed to determine the rank
[56], calculation of marginal likelihoods for various candidate ranks gets computationally burdensome with increasing dimensions. The problem of choosing the rank is not unique to reduced rank regression and is ubiquitous in situations involving low rank decompositions, with factor models being a prominent example. [11] placed a prior on the number of factors and proposed a computationally intensive reversible jump algorithm [57] for model fitting. As an alternative, [36] proposed to increasingly shrink the factors starting with a conservative upper bound and adaptively collapsing redundant columns inside their MCMC algorithm. Recent advancements in Bayesian matrix factorization have taken a similar approach; see for example, $[58,59,60,61]$.

From a Bayesian point of view, a natural way to select variables in a single-response regression framework is to use point mass mixture priors [10,14] which allow a subset of the regression coefficients to be exactly zero. These priors were also adapted to multiple response regression by several authors [12, 62, 63, 64]. Posterior inference with such priors involves a stochastic search over an exponentially growing model space and is computationally expensive even in moderate dimensions. To alleviate the computational burden, a number of continuous shrinkage priors have been proposed in the literature which mimic the operating characteristics of the discrete mixture priors. Such priors can be expressed as Gaussian scale mixtures [20], leading to block updates of model parameters; see [65] for a review of such priors and efficient implementations in highdimensional settings. To perform variable selection with these continuous priors, several methods for post-processing the posterior distribution have been proposed [66, 67, 68].

In this article we simultaneously address the problems of dimension reduction and variable selection in high-dimensional reduced rank models from a Bayesian perspective. We develop a novel shrinkage prior on the coefficient matrix which encourages shrinkage towards low-rank and row-sparse matrices. The shrinkage prior is induced from appropriate shrinkage priors on the components of a full-rank decomposition of the coefficient matrix, and hence bypasses the need to specify a prior on the rank. We provide theoretical understanding into the operating characteristics of the proposed prior in terms of a novel prior concentration result around rank-reduced and lowsparse matrices. The prior concentration result is utilized to prove minimax concentration rates of
the posterior under the fractional posterior framework of [28] in a ultrahigh-dimensional setting where the number of predictor variables can grow sub-exponentially in the sample size.

The continuous nature of the prior enables efficient block updates of parameters inside a Gibbs sampler. In particular, we adapt an algorithm for sampling structured multivariate Gaussians from [65] to efficiently sample a high-dimensional matrix in a block leading to a low per-iteration MCMC computational cost. We propose two independent post-processing schemes to achieve row sparsity and rank reduction with encouraging performance. A key feature of our post-processing schemes is to exploit the posterior summaries to offer careful default choices of tuning parameters, resulting in a procedure which is completely free of tuning parameters. The resulting row-sparse and rank-reduced coefficient estimate is called a Bayesian sparse multi-task learner (BSML). We illustrate the superiority of BSML over its competitors through a detailed simulation study and the methodology is applied to a Yeast cell cycle data set. Code for implementation is available at www.stat.tamu.edu/~antik.

### 3.2 Bayesian sparse multitask learner

### 3.2.1 Model and Prior Specification

Suppose, for each observational unit $i=1, \ldots, n$, we have a multivariate response $y_{i} \in \Re^{q}$ on $q$ variables of interest, along with information on $p$ possible predictors $x_{i} \in \Re^{p}$, a subset of which are assumed to be important in predicting the $q$ responses. Let $X \in \Re^{n \times p}$ denote the design matrix whose $i$ th row is $x_{i}^{\mathrm{T}}$, and $Y \in \Re^{n \times q}$ the matrix of responses with the $i$ th row as $y_{i}^{\mathrm{T}}$. The multivariate linear regression model is,

$$
\begin{equation*}
Y=X C+E, \quad E=\left(e_{1}^{\mathrm{T}}, \ldots, e_{n}^{\mathrm{T}}\right)^{\mathrm{T}}, \tag{3.1}
\end{equation*}
$$

where we follow standard practice to center the response and exclude the intercept term. The rows of the error matrix are independent, with $e_{i} \sim \mathrm{~N}(0, \Sigma)$. Our main motivation is the highdimensional case where $p \geq \max \{n, q\}$, although the method trivially applies to $p<n$ settings as well. We shall also assume the dimension of the response $q$ to be modest relative to the sample
size.
The basic assumption in reduced rank regression is that $\operatorname{rank}(C)=r \leq \min (p, q)$, whence $C$ admits a decomposition $C=B_{*} A_{*}^{\mathrm{T}}$ with $B_{*} \in \Re^{p \times r}$ and $A_{*} \in \Re^{q \times r}$. While it is possible to treat $r$ as a parameter and assign it a prior distribution inside a hierarchical formulation, posterior inference on $r$ requires calculation of intractable marginal likelihoods or resorting to complicated reversible jump Markov chain Monte Carlo algorithms. To avoid specifying a prior on $r$, we work within a parameter-expanded framework [69] to consider a potentially full-rank decomposition $C=B A^{\mathrm{T}}$ with $B \in \Re^{p \times q}$ and $A \in \Re^{q \times q}$, and assign shrinkage priors to $A$ and $B$ to shrink out the redundant columns when $C$ is indeed low rank. This formulation embeds all reduced-rank models inside the full model; if a conservative upper bound $q^{*} \leq q$ on the rank is known, the method can be modified accordingly. The role of the priors on $B$ and $A$ is important to encourage appropriate shrinkage towards reduced-rank models, which is discussed below.

We consider independent standard normal priors on the entries of $A$. As an alternative, a uniform prior on the Stiefel manifold [70] of orthogonal matrices can be used. However, our numerical results suggested significant gains in computation time using the Gaussian prior over the uniform prior with no discernible difference in statistical performance. The Gaussian prior allows an efficient block update of $\operatorname{vec}(A)$, whereas the algorithm of [70] involves conditional Gibbs update of each column of $A$. Our theoretical results also suggest that the shrinkage provided by the Gaussian prior is optimal when $q$ is modest relative to $n$, the regime we operate in. We shall henceforth denote $\Pi_{A}$ to denote the prior on $A$, i.e., $a_{h k} \sim \mathrm{~N}(0,1)$ independently for $h, k=$ $1, \ldots, q$.

Recalling that the matrix $B$ has dimension $p \times q$, with $p$ potentially larger than $n$, stronger shrinkage is warranted on the columns of $B$. We use independent horseshoe priors [1] on the columns of $B$, which can be represented hierarchically as

$$
\begin{equation*}
b_{j h} \mid \lambda_{j h}, \tau_{h} \sim \mathrm{~N}\left(0, \lambda_{j h}^{2} \tau_{h}^{2}\right), \quad \lambda_{j h} \sim \mathrm{Ca}_{+}(0,1), \quad \tau_{h} \sim \mathrm{Ca}_{+}(0,1) \tag{3.2}
\end{equation*}
$$

independently for $j=1, \ldots, p$ and $h=1, \ldots, q$, where $\mathrm{Ca}_{+}(0,1)$ denotes the truncated standard half-Cauchy distribution with density proportional to $\left(1+t^{2}\right)^{-1} \mathbf{1}_{(0, \infty)}(t)$. We shall denote the prior on the matrix $B$ induced by the hierarchy in (3.2) by $\Pi_{B}$.

We shall primarily restrict attention to settings where $\Sigma$ is diagonal, $\Sigma=\operatorname{diag}\left(\sigma_{1}^{2}, \ldots, \sigma_{q}^{2}\right)$, noting that extensions to non-diagonal $\Sigma$ can be incorporated in a straightforward fashion. For example, for moderate $q$, a conjugate inverse-Wishart prior can be used as a default. Furthermore, if $\Sigma$ has a factor model or Gaussian Markov random field structure, they can also be incorporated using standard techniques [36, 24]. The cost-per-iteration of the Gibbs sampler retains the same complexity as in the diagonal $\Sigma$ case; see $\S 3.3$ for more details. In the diagonal case, we assign independent improper priors $\pi\left(\sigma_{h}^{2}\right) \propto \sigma_{h}^{-2}, h=1, \ldots, q$ on the diagonal elements, and call the resulting prior $\Pi_{\Sigma}$.

The model augmented with the above priors now takes the shape

$$
\begin{align*}
& Y=X B A^{\mathrm{T}}+E, \quad e_{i} \sim \mathrm{~N}(0, \Sigma)  \tag{3.3}\\
& B \sim \Pi_{B}, \quad A \sim \Pi_{A}, \quad \Sigma \sim \Pi_{\Sigma} \tag{3.4}
\end{align*}
$$

We shall refer to the induced prior on $C=B A^{\mathrm{T}}$ by $\Pi_{C}$, and let

$$
p(Y \mid C, \Sigma ; X) \propto|\Sigma|^{-n / 2} e^{-\alpha \operatorname{tr}\left\{(Y-X C) \Sigma^{-1}(Y-X C)^{\mathrm{T}}\right\} / 2}
$$

denote the likelihood for $(C, \Sigma)$.

### 3.3 Posterior Computation

Exploiting the conditional conjugacy of the proposed prior, we develop a straightforward and efficient Gibbs sampler to update the model parameters in (3.3) from their full conditional distributions. We use vectorization to update parameters in blocks. Specifically, in what follows, we will make multiple usage of the following identity. For matrices $\Phi_{1}, \Phi_{2}, \Phi_{3}$ with appropriate
dimensions, and vec $(A)$ denoting column-wise vectorization, we have,

$$
\begin{equation*}
\operatorname{vec}\left(\Phi_{1} \Phi_{2} \Phi_{3}\right)=\left(\Phi_{3}^{\mathrm{T}} \otimes \Phi_{1}\right) \operatorname{vec}\left(\Phi_{2}\right)=\left(\Phi_{3}^{\mathrm{T}} \Phi_{2}^{\mathrm{T}} \otimes I_{k}\right) \operatorname{vec}\left(\Phi_{1}\right) \tag{3.5}
\end{equation*}
$$

where the matrix $\Phi_{1}$ has $k$ rows and $\otimes$ denotes the Kronecker product.
Letting $\theta \mid-$ denote the full conditional distribution of a parameter $\theta$ given other parameters and the data, the Gibbs sampler cycles through the following steps, sampling parameters from their full conditional distributions:

Step 1. To sample $B \mid-$, use (3.5) to vectorize $Y=X B A^{\mathrm{T}}+E$ to obtain,

$$
\begin{equation*}
y=(X \otimes A) \beta+e, \tag{3.6}
\end{equation*}
$$

where $\beta=\operatorname{vec}\left(B^{\mathrm{T}}\right) \in \Re^{p q \times 1}, y=\operatorname{vec}\left(Y^{\mathrm{T}}\right) \in \Re^{n q \times 1}$, and $e=\operatorname{vec}\left(E^{\mathrm{T}}\right) \sim \mathrm{N}_{n q}(0, \widetilde{\Sigma})$ with $\widetilde{\Sigma}=$ $\operatorname{diag}(\Sigma, \ldots, \Sigma)$. Multiplying both sides of (3.6) by $\widetilde{\Sigma}^{-1 / 2}$ yields $\widetilde{y}=\widetilde{X} \beta+\widetilde{e}$ where $\widetilde{y}=\widetilde{\Sigma}^{-1 / 2} y$, $\widetilde{X}=\widetilde{\Sigma}^{-1 / 2}(X \otimes A)$ and $\widetilde{e}=\widetilde{\Sigma}^{-1 / 2} e \sim N_{n q}\left(0, \mathrm{I}_{n q}\right)$. Thus, the full conditional distribution $\beta \mid-\sim$ $\mathrm{N}_{p q}\left(\Omega_{B}^{-1} \widetilde{X}^{\mathrm{T}} \widetilde{y}, \Omega_{B}^{-1}\right)$, where $\Omega_{B}=\left(\widetilde{X}^{\mathrm{T}} \widetilde{X}+\Lambda^{-1}\right)$ with $\Lambda=\operatorname{diag}\left(\lambda_{11}^{2} \tau_{1}^{2}, \ldots, \lambda_{1 q}^{2} \tau_{q}^{2}, \ldots, \lambda_{p 1}^{2} \tau_{1}^{2}, \ldots, \lambda_{p q}^{2} \tau_{q}^{2}\right)$.

Naively sampling from the full conditional of $\beta$ has complexity $O\left(p^{3} q^{3}\right)$ which becomes highly expensive for moderate values of $p$ and $q$. [65] recently developed an algorithm to sample from a class of structured multivariate normal distributions whose complexity scales linearly in the ambient dimension. We adapt the algorithm in [65] as follows:
(i) Sample $u \sim \mathrm{~N}(0, \Lambda)$ and $\delta \sim \mathrm{N}\left(0, \mathrm{I}_{n q}\right)$ independently.
(ii) Set $v=\widetilde{X} u+\delta$.
(iii) Solve $\left(\tilde{X} \Lambda \widetilde{X}^{\mathrm{T}}+\mathrm{I}_{n q}\right) w=(\tilde{y}-v)$ to obtain $w$.
(iv) Set $\beta=u+\Lambda \widetilde{X}^{\mathrm{T}} w$.

It follows from [65] that $\beta$ obtained from steps (i) - (iv) above produce a sample from the desired full conditional distribution. One only requires matrix multiplications and linear system solvers to implement the above algorithm, and no matrix decomposition is required. It follows from standard results [40] that the above steps have a combined complexity of $O\left(q^{3} \max \left\{n^{2}, p\right\}\right)$,
a substantial improvement over $O\left(p^{3} q^{3}\right)$ when $p \gg \max \{n, q\}$.
Step 2. To sample $A \mid-$, once again vectorize $Y=X B A^{\mathrm{T}}+E$, but this time use the equality of the first and the third terms in (3.5) to obtain,

$$
\begin{equation*}
y=\left(X B \otimes \mathrm{I}_{q}\right) a+e, \tag{3.7}
\end{equation*}
$$

where $e$ and $y$ are the same as in step 1 , and $a=\operatorname{vec}(A) \in \Re^{q^{2} \times 1}$. The full conditional posterior distribution $a \mid-\sim \mathrm{N}\left(\Omega_{A}^{-1} X_{*} \widetilde{y}, \Omega_{A}^{-1}\right)$, where $\Omega_{A}=\left(X_{*}^{\mathrm{T}} X_{*}+\mathrm{I}_{q^{2}}\right), X_{*}=\widetilde{\Sigma}^{-1 / 2}\left(X B \otimes \mathrm{I}_{q^{2}}\right)$ and $\widetilde{y}=\widetilde{\Sigma}^{-1 / 2} y$. To sample from the full conditional of $a$, we use the algorithm from $\S 3.1 .2$ of [24]. Compute the Cholesky decomposition $\left(X_{*}^{\mathrm{T}} X_{*}+I_{q^{2}}\right)=L L^{\mathrm{T}}$. Solve the system of equations: $L v=X_{*}^{\mathrm{T}} \tilde{y}, L^{\mathrm{T}} m=v$, and $L^{\mathrm{T}} w=z$, where $z \sim \mathrm{~N}\left(0, \mathrm{I}_{\mathrm{q}^{2}}\right)$. Finally obtain a sample as $a=m+w$.

Step 3. To sample $\sigma_{h}^{2} \mid-$, observe that $\sigma_{h}^{2} \mid-\sim \operatorname{inverse-Gamma}\left(n / 2, S_{h} / 2\right)$ independently across $h$, where $S_{h}=\left\{Y_{h}-\left(X B A^{\mathrm{T}}\right)_{h}\right\}^{\mathrm{T}}\left\{Y_{h}-\left(X B A^{\mathrm{T}}\right)_{h}\right\}$, with $\Phi_{h}$ denoting the $h$ th column of a matrix $\Phi$. In the case of an unknown $\Sigma$ and an inverse-Wishart $\left(q, \mathrm{I}_{q}\right)$ prior on $\Sigma$, the posterior update of $\Sigma$ can be easily modified due to conjugacy; we sample $\Sigma \mid-$ from inverse-Wishart $\{n+$ $\left.q,(Y-X C)^{\mathrm{T}}(Y-X C)+\mathrm{I}_{q}\right\}$.

Step 4. The global and local scale parameters $\lambda_{j h}$ 's and $\tau_{h}$ 's have independent conditional posteriors across $j$ and $h$, which can be sampled via a slice sampling scheme provided in the online supplement to [39]. We illustrate the sampling technique for a generic local shrinkage parameter $\lambda_{j h}$; a similar scheme works for $\tau_{h}$. Setting $\eta_{j h}=\lambda_{j h}^{-2}$, the slice sampler proceeds by sampling $u_{j h} \mid$ $\eta_{j h} \sim \operatorname{Unif}\left(0,1 /\left(1+\eta_{j h}\right)\right)$ and then sampling $\eta_{j h} \mid u_{j h} \sim \operatorname{Exp}\left(2 \tau_{h}^{2} / b_{j h}^{2}\right) I\left\{\eta_{j h}<\left(1-u_{j h}\right) / u_{j h}\right\}$, a truncated exponential distribution.

The Gibbs sampler above when modified to accommodate non-diagonal $\Sigma$ as mentioned in step 3 retains the overall complexity. Steps 1-2 do not assume any structure for $\Sigma$. The matrix $\Sigma^{-1 / 2}$ can be computed in $O\left(q^{3}\right)$ steps using standard algorithms, which does not increase the overall complexity of steps 1 and 2 since since $q<n \ll p$ by assumption. Modifications to situations where $\Sigma$ has a graphical/factor model structure are also straightforward.

Point estimates of $C$, such as the posterior mean, or element-wise posterior median, are readily obtained from the Gibbs sampler along with a natural uncertainty quantification, which can be used for point and interval predictions. However, the continuous nature of our prior implies that such point estimates will be non-sparse and full rank with probability one, and hence not directly amenable for variable selection and rank estimation. Motivated by our concentration result in Theorem 3.5.7 that the posterior mean $X \bar{C}$ increasingly concentrates around $X C_{0}$, we propose two simple post-processing schemes for variable selection and rank estimation below. The procedures are completely automated and do not involve any input of tuning parameters from the user's end.

### 3.3.1 Post processing for variable selection

We first focus on variable selection. We define a row-sparse estimate $\widehat{C}_{R}$ for $C$ as the solution to the optimization problem

$$
\begin{equation*}
\widehat{C}_{R}=\underset{\Gamma \in \Re^{p \times q}}{\arg \min }\left\{\|X \bar{C}-X \Gamma\|_{F}^{2}+\sum_{j=1}^{p} \mu_{j}\left\|\Gamma^{(j)}\right\|_{2}\right\}, \tag{3.8}
\end{equation*}
$$

where $\Phi^{(j)}$ represents the $j^{\text {th }}$ row of a matrix $\Phi$, and the $\mu_{j} \mathrm{~S}$ are predictor specific regularization parameters. The objective function aims to find a row-sparse solution close to the posterior mean in terms of the prediction loss, with the sparsity driven by the group lasso penalty [71]. For a derivation of the objective function in (3.8) from a utility function perspective as in [68], refer to section 3.7 and 3.8.

To solve (3.8), we set the sub-gradient of (3.8) with respect to $\Gamma^{(j)}$ to zero and replace $\left\|\Gamma^{(j)}\right\|$ by a data dependent quantity to obtain the soft thresholding estimate,

$$
\begin{equation*}
\widehat{C}_{R}^{(j)}=\frac{1}{X_{j}^{\mathrm{T}} X_{j}}\left(1-\frac{\mu_{j}}{2\left\|X_{j}^{\mathrm{T}} R_{j}\right\|}\right)_{+} X_{j}^{\mathrm{T}} R_{j}, \tag{3.9}
\end{equation*}
$$

where for $x \in \Re, x_{+}=\max (x, 0)$, and $R_{j}$ is the residual matrix obtained after regressing $X \bar{C}$ on $X$ leaving out the $j^{\text {th }}$ predictor, $R_{j}=X \bar{C}-\sum_{k \neq j} X_{k} \widehat{C}_{R}^{(k)}$. For practical implementation, we use $\bar{C}$ as our initial estimate and make a single pass through each variable to update the initial estimate
according to (3.9). With this initial choice, $R_{j}=X_{j} \bar{C}^{(j)}$ and $\left\|X_{j}^{\mathrm{T}} R_{j}\right\|=\left\|X_{j}\right\|^{2}\left\|\bar{C}_{j}\right\|$.
While the $p$ tuning parameters $\mu_{j}$ can be chosen by cross-validation, the computational cost explodes with $p$ to search over a grid in $p$ dimensions. Exploiting the presence of an optimal initial estimate in the form of $\bar{C}$, we recommend default choices for the hyperparameters as $\widehat{\mu}_{j}=$ $1 /\left\|\bar{C}_{j}\right\|^{-2}$ which in spirit is similar to the adaptive lasso [72]. When predictor $j$ is not important, the minimax $\ell_{2}$-risk for estimating $C_{0}^{(j)}$ is $(\log q) / n$, so that $\left\|\bar{C}^{(j)}\right\| \asymp(\log q) / n$. Since $\left\|X_{j}\right\|^{2} \asymp n$ by assumption, $\widehat{\mu}_{j} /\left\|X_{j}^{\mathrm{T}} R_{j}\right\| \asymp n^{1 / 2} /(\log q)^{3 / 2} \gg 1$, implying a strong penalty for all irrelevant predictors.

Following [68], posterior uncertainty in variable selection can be gauged if necessary by replacing $\bar{C}$ with the individual posterior samples for $C$ in (3.8).

### 3.3.2 Post processing for rank estimation

To estimate the rank, we threshold the singular values of $X \widehat{C}_{R}$, with $\widehat{C}_{R}$ obtained from (3.9). In situations where row sparsity is not warranted, $\bar{C}$ can be used instead of $\widehat{C}_{R}$. For $s_{1}, \ldots, s_{q}$ the singular values of $X \widehat{C}_{R}$, and a threshold $\omega>0$, define the thresholded singular values as $\nu_{h}=s_{h} \mathrm{I}\left(s_{h}>\omega\right)$ for $h=1, \ldots, q$. We estimate the rank as the number of nonzero thresholded singular values, that is, $\widehat{r}=\sum_{h=1}^{q} \mathrm{I}\left(\nu_{h}>0\right)=\sum_{h=1}^{q} \mathrm{I}\left(s_{h}>\omega\right)$. We use the largest singular value of $Y-X \widehat{C}_{R}$ as the default choice of the threshold parameter $\omega$, a natural candidate for the maximum noise level in the model.

### 3.4 Simulation Results

We performed a thorough simulation study to assess the performance of the proposed method across different settings. For all our simulation settings the sample size $n$ was fixed at 100 . We considered 3 different $(p, q)$ combinations, $(p, q)=(500,10),(200,30),(1000,12)$. The data were generated from the model $Y=X C_{0}+E$. Each row of the matrix $E$ was generated from a multivariate normal distribution with diagonal covariance matrix having diagonal entries uniformly chosen between 0.5 and 1.75. The columns of the design matrix $X$ were independently generated from $\mathrm{N}\left(0, \Sigma_{X}\right)$. We considered two cases, $\Sigma_{X}=\mathrm{I}_{p}$, and $\Sigma_{X}=\left(\sigma_{i j}^{X}\right), \sigma_{j j}^{X}=1, \sigma_{i j}^{X}=0.5$ for
$i \neq j$. The true coefficient matrix $C_{0}=B_{*} A_{*}^{\mathrm{T}}$, with $B_{*} \in \Re^{p \times r_{0}}$ and $A_{*} \in \Re^{r \times r_{0}}$, with the true rank $r_{0} \in\{3,5,7\}$. The entries of $A_{*}$ were independently generated from a standard normal distribution. We generated the entries in the first $s=10$ rows of $B_{*}$ independently from $\mathrm{N}(0,1)$, and the remaining $(p-s)$ rows were set equal to zero.

As a competitor, we considered the sparse partial least squares (SPLS) approach due to [73]. Partial least squares minimizes the least square criterion between the response $Y$ and design matrix $X$ in a projected lower dimensional space where the projection direction is chosen to preserve the correlation between $Y$ and $X$ as well as the variation in $X$. [73] suggested adding lasso type penalties while optimizing for the projection vectors for sparse high dimensional problems. Since SPLS returns a coefficient matrix which is both row sparse and rank reduced, we create a rank reduced matrix $\widehat{C}_{R R}$ from $\widehat{C}_{R}$ for a fair comparison. Recalling that $\widehat{C}_{R}$ has zero rows, let $\widehat{S}_{R}$ denote the sub-matrix corresponding to the non-zero rows of $\widehat{C}_{R}$. Truncate the singular value decomposition of $\widehat{S}_{R}$ to the first $\widehat{r}$ terms as obtained in §3.3.2. Insert back the zero rows corresponding to $\widehat{C}_{R}$ in the resulting matrix to obtain $\widehat{C}_{R R}$. Clearly, $\widehat{C}_{R R} \in \Re^{p \times q}$ so created is row sparse and has rank at most $\widehat{r}$; we shall refer to $\widehat{C}_{R R}$ as the Bayesian sparse multi-task learner (BSML). Matlab implementation of the proposed method can be found online at www.stat. tamu.edu/~antik.

For an estimator $\widehat{C}$ of $C$, we consider the mean square error, MSE $=\left\|\widehat{C}-C_{0}\right\|_{F}^{2} /(p q)$, and the mean square prediction error, $\mathrm{MSPE}=\left\|X \widehat{C}-X C_{0}\right\|_{F}^{2} /(n q)$ to measure its performance. The squared estimation and prediction errors of SPLS and $\widehat{C}_{R R}$ for different settings are reported in table A. 1 along with the estimates of rank. In our simulations we used the default 10 fold cross validation in the cv.spls function from the R package spls. The SPLS estimator of the rank is the one for which the minimum cross validation error is achieved. We observed highly accurate estimates of the rank for the proposed method, whereas SPLS overestimated the rank in all the settings considered. The proposed method also achieved superior performance in terms of the two squared errors, improving upon SPLS by as much as 5 times in some cases. Additionally, we observed that the performance of SPLS deteriorated relative to BSML with increasing number of
covariates.
In terms of variable selection, both methods had specificity and sensitivity both close to one in all the simulation settings listed in table A.1. Since SPLS consistently overestimated the rank, we further investigated the effect of the rank on variable selection. We focused on the simulation case $\left(p, q, r_{0}\right)=(1000,12,3)$, and fit both methods with different choices of the postulated rank between 3 and 9. For the proposed method, we set $q^{*}$ in §3.2.1 to be the postulated rank, that is, considered $B \in \Re^{p \times q^{*}}$ and $A \in \Re^{q \times q^{*}}$ for $q^{*} \in\{3, \ldots, 9\}$. For SPLS, we simply input $q^{*}$ as the number of hidden components inside the function spl . Figure 3.1 plots the sensitivity and specificity of BSML and SPLS as a function of the postulated rank. While the specificity is robust for either method, the sensitivity of SPLS turned out to be highly dependent on the rank. The left panel of figure 3.1 reveals that at the true rank, SPLS only identifies $40 \%$ of the significant variables, and only achieves a similar sensitivity as BSML when the postulated rank is substantially overfitted. BSML, on the other hand, exhibits a decoupling effect wherein the overfitting of the rank does not impact the variable selection performance.

We conclude this section with a simulation experiment carried out in a correlated response setting. Keeping the true rank $r_{0}$ fixed at 3 , the data were generated similarly as before except that the individual rows $e_{i}$ of the matrix $E$ was generated from $\mathrm{N}(0, \Sigma)$, with $\Sigma_{i i}=1, \Sigma_{i j}=0.5,1 \leq$ $i \neq j \leq q$. To accommodate the non-diagonal error covariance, we placed a inverse-Wishart $\left(q, \mathrm{I}_{q}\right)$ prior on $\Sigma$. An associate editor pointed out the recent article [4] which used spike-slab priors on the coefficients in a multiple response regression setting. They implemented a variational algorithm to posterior inclusion probabilities of each covariate, which is available from the R package locus. To select a model using the posterior inclusion probabilities, we used the median probability model [74]; predictors with a posterior inclusion probability less than 0.5 were deemed irrelevant. We implemented their procedure with the prior average number of predictors to be included in the model conservatively set to 25 , a fairly well-chosen value in this context. We observed a fair degree of sensitivity to this parameter, which when set to the true value 10 , resulted in comparatively poor performance. Table 3.2 reports sensitivity and specificity of this procedure and ours, averaged
over 50 replicates. While the two methods performed almost identically in the relatively low dimensional setting $(p, q)=(200,30)$, BSML consistently outperformed [4] when the dimension was higher.

Table 3.1: Estimation and predictive performance of the proposed method (BSML) versus SPLS across different simulation settings. We report the average estimated rank ( $\hat{r}$ ), Mean Square Error, MSE ( $\times 10^{-4}$ ) and Mean Square Predictive Error, MSPE, across 50 replications. For each setting the true number of signals were 10 and sample size was 100 . For each combination of $\left(p, q, r_{0}\right)$ the columns of the design matrix were generated from $\mathrm{N}\left(0, \Sigma_{X}\right)$. Two different choices of $\Sigma_{X}$ was considered. $\Sigma_{X}=\mathrm{I}_{p}$ (independent) and $\Sigma_{X}=\left(\sigma_{i j}^{X}\right), \sigma_{j j}^{X}=1, \sigma_{i j}^{X}=0.5$ for $i \neq j$ (correlated). The method achieving superior performance for each setting is highlighted in bold.

| Rank | Measures | ( $\mathbf{p , q}$ ) |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(200,30)$ |  |  |  | $(500,10)$ |  |  |  | $(1000,12)$ |  |  |  |
|  |  | Independent |  | Correlated |  | Independent |  | Correlated |  | Independent |  | Correlated |  |
|  |  | BSML | SPLS | BSML | SPLS | BSML | SPLS | BSML | SPLS | BSML | SPLS | BSML | SPLS |
| 3 | $\hat{r}$ | 3.0 | 7.9 | 3.0 | 9.4 | 3.0 | 9.7 | 3.0 | 8.8 | 3.2 | 9.4 | 3.4 | 8.9 |
|  | MSE | 3 | 14 | 5 | 15 | 3 | 7 | 5 | 30 | 3 | 50 | 3 | 38 |
|  | MSPE | 0.07 | 0.25 | 0.06 | 0.17 | 0.22 | 0.15 | 0.34 | 0.21 | 0.35 | 4.19 | 0.30 | 1.51 |
| 5 | $\hat{r}$ | 5 | 9.7 | 4.9 | 12.2 | 4.9 | 9.9 | 4.8 | 9.8 | 5.1 | 9.9 | 5.1 | 9.9 |
|  | MSE | 5 | 69 | 9 | 61 | 3 | 10 | 6 | 24 | 2 | 108 | 4 | 129 |
|  | MSPE | 0.11 | 3.8 | 0.09 | 4.6 | 0.17 | 0.41 | 0.20 | 0.38 | 0.32 | 9.54 | 0.32 | 4.63 |
| 7 | $\hat{r}$ | 6.9 | 10.3 | 6.9 | 15.8 | 6.8 | 10 | 6.7 | 9.7 | 6.8 | 10.2 | 6.6 | 11.5 |
|  | MSE | 6 | 116 | 10 | 112 | 3 | 20 | 5 | 49 | 2 | 195 | 4 | 261 |
|  | MSPE | 0.12 | 10.81 | 0.11 | 9.01 | 0.16 | 0.72 | 0.16 | 0.92 | 0.32 | 16.70 | 0.31 | 7.44 |

Table 3.2: Variable selection performance of the proposed method in a non-diagonal error structure setting with independent and correlated predictors; $e_{i} \sim \Sigma, \sigma_{i i}=1, \sigma_{i j}=0.5$. Sensitivity and specificity of BSML is compared with [4].

|  |  |  | BSML |  | [4] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ( $\mathbf{p}, \mathbf{q}$ ) | Measure | Independent | Correlated | Independent | Correlated |
|  | $(200,30)$ | Sensitivity Specificity | $\begin{gathered} 1 \\ 0.90 \end{gathered}$ | $\begin{gathered} 1 \\ 0.84 \end{gathered}$ | $\begin{aligned} & 0.96 \\ & 0.77 \end{aligned}$ | $\begin{aligned} & 0.87 \\ & 0.67 \end{aligned}$ |
| $\mathrm{r}_{0}=3$ | $(500,10)$ | Sensitivity Specificity | $\begin{gathered} 1 \\ 0.99 \end{gathered}$ | $\begin{aligned} & 0.99 \\ & 0.99 \end{aligned}$ | $\begin{gathered} 0.9 \\ 0.80 \end{gathered}$ | $\begin{gathered} 0.8 \\ 0.64 \end{gathered}$ |
|  | $(1000,12)$ | Sensitivity Specificity | $\begin{aligned} & 0.99 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 0.99 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 0.92 \\ & 0.80 \end{aligned}$ | $\begin{aligned} & 0.63 \\ & 0.64 \end{aligned}$ |

### 3.5 Yeast Cell Cycle Data

Identifying transcription factors which are responsible for cell cycle regulation is an important scientific problem [73]. The yeast cell cycle data from [75] contains information from three different experiments on mRNA levels of 800 genes on an $\alpha$-factor based experiment. The response variable is the amount of transcription (mRNA) which was measured every 7 minutes in a period of 119 minutes, a total of 18 measurements $(Y)$ covering two cell cycle periods. The ChIP-chip data from [76] on chromatin immunoprecipitation contains the binding information of the 800 genes for 106 transcription factors $(X)$. We analyze this data available publicly from the R package spls which has the above information completed for 542 genes. The yeast cell cycle data was also analyzed in [55] via sparse reduced rank regression (SRRR). Scientifically 21 transcription factors of the 106 were verified by [2] to be responsible for cell cycle regulation.

The proposed BSML procedure identified 33 transcription factors. Corresponding numbers for SPLS and SRRR were 48 and 69 respectively. Of the 21 verified transcription factors, the proposed method selected 14, whereas SPLS and SRRR selected 14 and 16 respectively. 10 additional tran-

Figure 3.1: Average sensitivity and specificity across 50 replicates is plotted for different choices of the postulated rank. Here $\left(p, q, r_{0}\right)=(1000,12,3)$. Values for BSML (SPLS) are in bold (dashed).

scription factors that regulate cell cycle were identified by [76], out of which 3 transcription factors were selected by our proposed method. Figure 3.2 plots the posterior mean, BSML estimate $\widehat{C}_{R R}$, and $95 \%$ symmetric pointwise credible intervals for two common effects ACE2 and SW14 which are identified by all the methods. Similar periodic pattern of the estimated effects are observed as well for all the other two methods in contention, perhaps unsurprisingly due to the two cell cycles during which the mRNA measurements were taken. Similar plots for the remaining 19 effects identified by our method are placed inside the supplemental document.

The proposed automatic rank detection technique estimated a rank of 1 which is significantly different from SRRR (4) and SPLS (8). The singular values of $Y-X \widehat{C}_{R}$ showed a significant drop in magnitude after the first four values which agrees with the findings in [55]. The 10-fold cross validation error with a postulated rank of 4 for BSML was 0.009 and that of SPLS was 0.19.

We repeated the entire analysis with a non-diagonal $\Sigma$, which was assigned an inverse-Wishart prior. No changes in the identification of transcription factors or rank estimation were detected.

### 3.5.1 Concentration results

In this section, we establish a minimax posterior concentration result under the prediction loss when the number of covariates are allowed to grow sub-exponentially in $n$. To best of our knowl-

ACE2


SWI4


Figure 3.2: Estimated effects of ACE2 and SWI4, two of 33 transcription factors with non-zero effects on cell cycle regulation. Both have been scientifically verified by [2]. Dotted lines correspond to $95 \%$ posterior symmetric credible intervals, bold lines represent the posterior mean and the dashed lines plot values of the BSML estimate $\widehat{C}_{R R}$.
edge, this is the first such result in Bayesian reduced rank regression models. We are also not aware of a similar result in any model involving the horseshoe or another polynomial tailed shrinkage prior in ultrahigh-dimensional settings. [27] applied the general theory of posterior consistency [77] to linear models with growing number of covariates and established consistency for the horseshoe prior with a sample size dependent hyperparameter choice when $p=o(n)$. Results [25, 26] that quantify rates of convergence focus exclusively on the normal means problem, with their proofs crucially exploiting an exact conjugate representation of the posterior mean.

A key ingredient of our theory is a novel non-asymptotic prior concentration bound for the horseshoe prior around sparse vectors. The prior concentration or local Bayes complexity [77, 28] is a key component in the general theory of posterior concentration. Let $\ell_{0}[s ; p]=\left\{\theta_{0} \in \Re^{p}\right.$ : $\left.\#\left(1 \leq j<p: \theta_{0 j} \neq 0\right) \leq s\right\}$ denote the space of $p$-dimensional vectors with at most $s$ non-zero entries.

Lemma 3.5.1. Let $\Pi_{\mathrm{HS}}$ denote the horseshoe prior on $\Re^{p}$ given by the hierarchy $\theta_{j} \mid \lambda_{j}, \tau \sim$ $\mathrm{N}\left(0, \lambda_{j}^{2} \tau^{2}\right), \lambda_{j} \sim \mathrm{Ca}_{+}(0,1), \tau \sim \mathrm{Ca}_{+}(0,1)$. Fix $\theta_{0} \in \ell_{0}[s ; p]$ and let $S=\left\{j: \theta_{0 j} \neq 0\right\}$. Assume $s=o(p)$ and $\log p \leq n^{\gamma}$ for some $\gamma \in(0,1)$ and $\max \left|\theta_{0 j}\right| \leq M$ for some $M>0$ for $j \in S$.

Define $\delta=\{(s \log p) / n\}^{1 / 2}$. Then we have, for some positive constant $K$,

$$
\Pi_{\mathrm{HS}}\left(\theta:\left\|\theta-\theta_{0}\right\|_{2}<\delta\right) \geq e^{-K s \log p} .
$$

Proof. Using the conditional formulation of prior $\Pi_{\mathbf{H S}}$ defined in equation (3.2) we have,

$$
\begin{align*}
\Pi_{\mathbf{H S}}\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta\right) & =\int_{\tau} p r\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta \mid \tau\right) f(\tau) d \tau \\
& \geq \int_{I_{\tau_{*}}} p r\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta \mid \tau\right) f(\tau) d \tau \tag{3.10}
\end{align*}
$$

where $I_{\tau_{*}}=\left[\tau_{*} / 2, \tau_{*}\right]$ with $\tau_{*}=(s / p)^{3 / 2}\{(\log p) / n\}^{1 / 2}$. Let $S=\left\{1 \leq j \leq p: \theta_{0 j} \neq 0\right\}$. We first provide a lower bound of the conditional probability $\operatorname{pr}\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta \mid \tau \in I_{\tau_{*}}\right)$. For $\tau \in I_{\tau^{*}}$, we have,

$$
\begin{align*}
\operatorname{pr}\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta \mid \tau\right) & \geq \operatorname{pr}\left(\left\|\beta_{S}-\beta_{0 S}\right\|_{2}<\delta / 2 \mid \tau\right) \operatorname{pr}\left(\left\|\beta_{S^{c}}\right\|_{2}<\delta / 2 \mid \tau\right) \\
& \geq \prod_{j \in S} \operatorname{pr}\left(\left.\left|\beta_{j}-\beta_{0 j}\right|<\frac{\delta}{2 \sqrt{s}} \right\rvert\, \tau\right) \prod_{j \in S^{c}} \operatorname{pr}\left(\left.\left|\beta_{j}\right|<\frac{\delta}{2 \sqrt{p}} \right\rvert\, \tau\right) . \tag{3.11}
\end{align*}
$$

For a fixed $\tau \in I_{\tau_{*}}$, we will provide lower bounds for each of the terms in the right hand side of (5.7); $\operatorname{pr}\left\{\left|\beta_{j}-\beta_{0 j}\right|<\delta /\left(2 s^{1 / 2}\right)\right\}$ for any $j \in S$, and $\operatorname{pr}\left\{\left|\beta_{j}\right|<\delta /\left(2 p^{1 / 2}\right)\right\}$ for any $j \in S^{c}$.

We first consider $\operatorname{pr}\left\{\left|\beta_{j}\right|<\delta /\left(2 p^{1 / 2}\right) \mid \tau\right\}$ with $\tau \in I_{\tau_{*}}$. Since given $\tau$ and $\lambda, \beta_{j} \sim \mathrm{~N}\left(0, \lambda_{j}^{2} \tau^{2}\right)$, we use the Chernoff bound for a Gaussian random variable to obtain,

$$
\operatorname{pr}\left\{\left|\beta_{j}\right|>\delta /\left(2 p^{1 / 2}\right) \mid \lambda_{j}, \tau\right\} \leq 2 e^{-\delta^{2} /\left(8 p \lambda_{j}^{2} \tau^{2}\right)} \leq 2 e^{-\delta^{2} /\left(8 p \lambda_{j}^{2} \tau_{*}^{2}\right)}=2 e^{-p^{2} /\left(8 s^{2} \lambda_{j}^{2}\right)}
$$

since $n \delta^{2}=s \log p$. Thus,

$$
\begin{aligned}
\operatorname{pr}\left\{\left|\beta_{j}\right|<\delta /\left(2 p^{1 / 2}\right) \mid \tau\right\}= & \int_{\lambda_{j}} \operatorname{pr}\left\{\left|\beta_{j}\right|<\delta /\left(2 p^{1 / 2}\right) \mid \lambda_{j}, \tau\right\} f\left(\lambda_{j}\right) d \lambda_{j} \\
& \geq \int_{\lambda_{j}}\left\{1-2 \exp \left(-\frac{p^{2}}{8 s^{2} \lambda_{j}^{2}}\right)\right\} f\left(\lambda_{j}\right) d \lambda_{j} \\
& =1-\frac{4}{\pi} \int_{\lambda_{j}} \exp \left(-\frac{p^{2}}{8 s^{2} \lambda_{j}^{2}}\right)\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j}=1-\frac{4}{\pi} \mathcal{I},
\end{aligned}
$$

where $\mathcal{I}=\int_{\lambda_{j}} \exp \left\{-p^{2} /\left(8 s^{2} \lambda_{j}^{2}\right)\right\}\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j}$. We then bound the integrand from above as follows,

$$
\begin{aligned}
\mathcal{I}=\int_{\lambda_{j}} \exp \left(-\frac{p^{2}}{8 s^{2} \lambda_{j}^{2}}\right)\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j} & \leq \int_{\lambda_{j}} \exp \left(-\frac{p^{2}}{8 s^{2} \lambda_{j}^{2}}\right) \lambda_{j}^{-2} d \lambda_{j} \\
& =\frac{1}{2} \int_{0}^{\infty} z^{-1 / 2} \exp \left(-\frac{p^{2} z}{8 s^{2}}\right) d z \\
& =\frac{\Gamma(1 / 2)}{\left\{2 p^{2} /\left(8 s^{2}\right)\right\}^{1 / 2}}=\frac{s \sqrt{2 \pi}}{p}
\end{aligned}
$$

where we made the substitution $z=1 / \lambda^{2}$ at the third step. Thus, for $\tau \in I_{\tau_{*}}, \operatorname{pr}\left(\left|\beta_{j}\right|<\delta / 2 p^{1 / 2} \mid\right.$ $\tau) \geq 1-R s / p$, where $R=(32 / \pi)^{1 / 2}$.

Next, for $\operatorname{pr}\left(\left|\beta_{j}-\beta_{0 j}\right|<\delta_{0} \mid \tau\right)$ with $\tau \in I_{\tau_{*}}$, we have, letting $\delta_{0}=s^{-1 / 2}(\delta / 2)=2^{-1}\{(\log p) / n\}^{1 / 2}$,

$$
\begin{aligned}
\operatorname{pr}\left(\left|\beta_{j}-\beta_{0 j}\right|<\delta_{0} \mid \tau\right) & =\left(2 / \pi^{3}\right)^{1 / 2} \int_{\lambda_{j}} \int_{\left|\beta_{j}-\beta_{0}\right|<\delta_{0}} \exp \left\{-\beta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \frac{1}{\lambda_{j} \tau\left(1+\lambda_{j}^{2}\right)} d \beta_{j} d \lambda_{j} \\
& \geq\left(2 / \pi^{3}\right)^{1 / 2} \int_{\left|\beta_{j}-\beta_{0}\right|<\delta_{0}} \int_{1 / \tau}^{2 / \tau} \exp \left\{-\beta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \frac{1}{\lambda_{j} \tau\left(1+\lambda_{j}^{2}\right)} d \lambda_{j} d \beta_{j} \\
& \geq\left(2 / \pi^{3}\right)^{1 / 2} \int_{\left|\beta_{j}-\beta_{0}\right|<\delta_{0}} \exp \left(-\beta_{j}^{2} / 2\right)\left(\int_{1 / \tau}^{2 / \tau} \frac{1}{1+\lambda_{j}^{2}} d \lambda_{j}\right) d \beta_{j},
\end{aligned}
$$

since for $\lambda_{j} \in[1 / \tau, 2 / \tau], 1 /\left(\lambda_{j} \tau\right) \geq 1 / 2$ and $\exp \left\{-\beta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \geq \exp \left(-\beta_{j}^{2} / 2\right)$. Continuing,

$$
\begin{aligned}
\operatorname{pr}\left(\left|\beta_{j}-\beta_{0 j}\right|<\delta_{0} \mid \tau\right) & \geq\left(2 / \pi^{3}\right)^{1 / 2} \frac{\tau}{4+\tau^{2}} \int_{\left|\beta_{j}-\beta_{0}\right|<\delta_{0}} \exp \left(-\beta_{j}^{2} / 2\right) d \beta_{j} \\
& \geq\left(2 / \pi^{3}\right)^{1 / 2} \frac{\tau}{4+\tau^{2}} \exp \left\{-(M+1)^{2} / 2\right\} \delta_{0} \\
& \geq K \tau \delta_{0} \\
& \geq K\left(\frac{s}{p}\right)^{3 / 2} \frac{\log p}{n} \geq K_{*} p^{-5 / 2}
\end{aligned}
$$

where in the third step, we used $4+\tau^{2}<5$ and in the final step we used $n<p$. Substituting these bounds in (5.7), we have for $\tau \in I_{\tau_{*}}$

$$
\begin{equation*}
\operatorname{pr}\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta \mid \tau\right) \geq(1-R s / p)^{p-s} K_{*} e^{-(5 s / 2) \log p} \geq e^{-K s \log p} \tag{3.12}
\end{equation*}
$$

where $K$ is a positive constant. The proof is completed upon observing that $\operatorname{pr}\left(\tau \in I_{\tau_{*}}\right) \geq \tau_{*} /(2 \pi)$, so that we get,

$$
\begin{equation*}
\Pi_{\mathbf{H S}}\left(\left\|\beta-\beta_{0}\right\|_{2}<\delta\right) \geq e^{-K s \log p} \tag{3.13}
\end{equation*}
$$

for some positive constant $K$.

We believe Lemma 3.5.1 will be of independent interest in various other models involving the horseshoe prior. The only other instance of a similar prior concentration result in $p \gg n$ settings that we are aware of is for the Dirichlet-Laplace prior [37].

We now study concentration properties of the posterior distribution in model (3.3) in $p \gg n$ settings. To aid the theoretical analysis, we adopt the fractional posterior framework of [28], where a fractional power of the likelihood function is combined with a prior using the usual Bayes formula to arrive at a fractional posterior distribution. Specifically, fix $\alpha \in(0,1)$ and recall the prior $\Pi_{C}$ on $C$ defined after equation (3.4) and set $\Pi_{\Sigma}$ as the inverse-Wishart prior for $\Sigma$. The $\alpha$-fractional
posterior for $(C, \Sigma)$ under model (3.3) is then given by

$$
\begin{equation*}
\Pi_{n, \alpha}(C, \Sigma \mid Y) \propto\{p(Y \mid C, \Sigma ; X)\}^{\alpha} \Pi_{C}(C) \Pi_{\Sigma}(\Sigma) \tag{3.14}
\end{equation*}
$$

Assuming the data is generated with a true coefficient matrix $C_{0}$ and a true covariance matrix $\Sigma_{0}$, we now study the frequentist concentration properties of $\Pi_{n, \alpha}(\cdot \mid Y)$ around $\left(C_{0}, \Sigma_{0}\right)$. The adoption of the fractional framework is primarily for technical convenience; refer to Appendix A document for a detailed discussion. We additionally discuss the closeness of the fractional posterior to the usual posterior in the next subsection.

We first list our assumptions on the truth.

Assumption 3.5.2 (Growth of number of covariates). $\log p / n^{\gamma} \leq 1$ for some $\gamma \in(0,1)$.

Assumption 3.5.3. The number of response variables $q$ is fixed.

Assumption 3.5.4 (True coefficient matrix). The true coefficient matrix $C_{0}$ admits the decomposition $C_{0}=B_{0} A_{0}^{\mathrm{T}}$ where $B_{0} \in \Re^{p \times r_{0}}$ and $A_{0} \in \Re^{q \times r_{0}}$ for some $r_{0}=\kappa q, \kappa \in(0,1]$. We additionally assume that $A_{0}$ is semi-orthogonal, i.e. $A_{0}^{\mathrm{T}} A_{0}=\mathrm{I}_{r_{0}}$, and all but s rows of $B_{0}$ are identically zero for some $s=o(p)$. Finally, $\max _{j, h}\left|C_{0 j h}\right|<T$ for some $T>0$.

Assumption 3.5.5 (Response covariance). The covariance matrix $\Sigma_{0}$ satisfies for some $a_{1}$ and $a_{2}$, $0<a_{1}<s_{\min }\left(\Sigma_{0}\right)<s_{\max }\left(\Sigma_{0}\right)<a_{2}<\infty$ where $s_{\min }(P)$ and $s_{\max }(P)$ are the minimum and maximum singular values of a matrix $P$ respectively.

Assumption 3.5.6 (Design matrix). For $X_{j}$ the $j$ th column of $X, \max _{1 \leq j \leq p}\left\|X_{j}\right\| \asymp n$.
Assumption 1 allows the number of covariates $p$ to grow at a sub-exponential rate of $e^{n^{\gamma}}$ for some $\gamma \in(0,1)$. Assumption 2 can be relaxed to let $q$ grow slowly with $n$. Assumption 3 posits that the true coefficient matrix $C_{0}$ admits a reduced-rank decomposition with the matrix $B_{0}$ rowsparse. The orthogonality assumption on true $A_{0}$ is made to ensure that $B_{0}$ and $C_{0}$ have the same row-sparsity [55]. The positive definiteness of $\Sigma_{0}$ is ensured by assumption 4. Finally, assumption

4 is a standard minimal assumption on the design matrix and is satisfied with large probability if the elements of the design matrix are independently drawn from a fixed probability distribution, such as $\mathbf{N}(0,1)$ or any sub-Gaussian distribution. It also encompasses situations when the columns of $X$ are standardized.

Let $p_{0}(Y \mid X) \equiv p\left(Y \mid C_{0}, \Sigma_{0} ; X\right)$ denote the true density. For two densities $q_{1}, q_{2}$ with respect to a dominating measure $\mu$, recall the squared Hellinger distance $h^{2}\left(q_{1}, q_{2}\right)=\left\{(1 / 2) \int\left(q_{1}^{1 / 2}-\right.\right.$ $\left.\left.q_{2}^{1 / 2}\right)^{2} d \mu\right\}$. As a loss function to measure closeness between $(C, \Sigma)$ and $\left(C_{0}, \Sigma_{0}\right)$, we consider the squared Hellinger distance $h^{2}$ between the corresponding densities $p(\cdot \mid C, \Sigma ; X)$ and $p_{0}(\cdot \mid X)$. It is common to use $h^{2}$ to measure the closeness of the fitted density to the truth in high-dimensional settings; see, e.g., [78]. In the following theorem, we provide a non-asymptotic bound to the squared Hellinger loss under the fractional posterior $\Pi_{n, \alpha}$.

Theorem 3.5.7. Suppose $\alpha \in(0,1)$ and let $\Pi_{n, \alpha}$ be defined as in (5.11). Suppose assumptions 1 5 are satisfied. Let the joint prior on $(C, \Sigma)$ be defined by the product prior $\Pi_{C}$ and $\Pi_{\Sigma}$ where $\Pi_{\Sigma}$ is the inverse-Wishart prior with parameters $\left(q, I_{q}\right)$. Define $\widetilde{\epsilon}_{n}=\max \left\{K_{1} \log \rho / s_{\min }^{2}\left(\Sigma_{0}\right), 4 / s_{\min }^{2}\left(\Sigma_{0}\right)\right\} \epsilon_{n}$ where $\rho=s_{\max }\left(\Sigma_{0}\right) / s_{\min }\left(\Sigma_{0}\right)$ and $K_{1}$ is an absolute positive constant related to Lemma 4.0.2 in chapter 4 and $\epsilon_{n}=\left\{\left(q r_{0}+r_{0} s \log p\right) / n\right\}^{1 / 2}$. Then for for any $D \geq 1$ and $t>0$,

$$
\Pi_{n, \alpha}\left[(C, \Sigma): \left.h^{2}\left\{p(Y \mid X ; C, \Sigma), p_{0}(Y \mid X)\right\} \geq \frac{(D+3 t)}{2(1-\alpha)} n \widetilde{\epsilon}_{n}^{2} \right\rvert\, Y\right] \leq e^{-t n \widetilde{\epsilon}_{n}^{2}}
$$

with $P_{\left(C_{0}, \Sigma_{0}\right)}^{(n)}$ probability at least $1-K_{2} /\left\{(D-1+t) n \tilde{\epsilon}_{n}^{2}\right\}$ for sufficiently large $n$ and some positive constant $K_{2}$.

Proof. Fix $\alpha \in(0,1)$. Define $U_{n}=\left[(C, \Sigma): \frac{1}{n} D_{\alpha}\left\{(C, \Sigma),\left(C_{0}, \Sigma_{0}\right)\right\}>\frac{D+3 t}{1-\alpha} \widetilde{\epsilon}_{n}^{2}\right]$. Let $\eta=$ $(C, \Sigma)$ and $\eta_{0}=\left(C_{0}, \Sigma_{0}\right)$. Also let $p_{\eta}^{(n)}$ denote the density of $Y \mid X$ with parameter value $\eta$ under model (3.3). Finally, let $\Pi_{\eta}$ denote the joint prior $\Pi_{C} \times \Pi_{\Sigma}$. Then, the $\alpha$-fractional posterior probability assigned to the set $U_{n}$ can be written as,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(U_{n} \mid Y\right)=\frac{\int_{U_{n}} e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} d \Pi_{\eta}}{\int e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} d \Pi_{\eta}}:=\frac{N_{n}}{D_{n}}, \tag{3.15}
\end{equation*}
$$

where $r_{n}\left(\eta, \eta_{0}\right)=\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}$. We prove in Lemma 4.1.1 of chapter 4, with $P_{\left(C_{0}, \Sigma_{0}\right)}^{(n)}$-probability at least $1-K_{2} /\left\{(D-1+t)^{2} n \tilde{\epsilon}_{n}^{2}\right\}$, the denominator $D_{n} \geq e^{-\alpha(D+t) n \tilde{\epsilon}_{n}^{2}}$ for some positive constant $K_{2}$. For the numerator proceeding similarly as in the proof of theorem 3.2 in [28] we arrive at, $P_{\left(C_{0}, \Sigma_{0}\right)}^{(n)}\left\{N_{n} \leq e^{-(D+2 t) n \widetilde{\epsilon}_{n}^{2}}\right\} \geq 1-1 /\left\{(D-1+t)^{2} n \widetilde{\epsilon}_{n}^{2}\right\}$. Combining the upper bound for $N_{n}$ and lower bound for $D_{n}$ we then have,

$$
\Pi_{n, \alpha}\left[(C, \Sigma): \left.\frac{1}{n} D_{\alpha}\left\{(C, \Sigma),\left(C_{0}, \Sigma_{0}\right)\right\} \geq \frac{(D+3 t)}{1-\alpha} \widetilde{\epsilon}_{n}^{2} \right\rvert\, Y\right] \leq e^{-t n{\widetilde{\epsilon_{n}}}^{2}}
$$

with $P_{\eta_{0}}^{(n)}$-probability at least $1-K_{2} /\left\{(D-1+t)^{2} n \widetilde{\epsilon}_{n}^{2}\right\}$. Finally, we combine the following two inequalities [28] for two densities $p$ and $q$ to arrive at the conclusion, $D_{1 / 2}(p, q) \geq 2 h^{2}(p, q)$, and $\frac{\alpha}{\beta} \frac{1-\beta}{1-\alpha} D_{\beta}(p, q) \leq D_{\alpha} \leq D_{\beta}, 0<\alpha \leq \beta<1$.

The proof of theorem 3.5.7 hinges upon establishing sufficient prior concentration around $C_{0}$ and $\Sigma_{0}$ for our choices of $\Pi_{C}$ and $\Pi_{\Sigma}$ which in turn drives the concentration of the fractional posterior. Specifically, building upon Lemma 3.5.1 we prove in Lemma 4.0.6 of chapter 4 that for our choice of $\Pi_{C}$ we have sufficient prior concentration around row and rank sparse matrices.
[54] obtained $n \epsilon_{n}^{2}=\left(q r_{0}+r_{0} s \log p\right)$ as the minimax risk under the loss $\left\|X C-X C_{0}\right\|_{F}^{2}$ for model (5.15) with $\Sigma=\mathrm{I}_{q}$ and when $C_{0}$ satisfies assumption 3. Theorem 3.5.7 can then be viewed as a more general result with unknown covariance. Indeed, if $\Sigma=\mathrm{I}_{q}$, we recover the minimax rate $\epsilon_{n}$ as the rate of contraction of fractional posterior as stated in the following theorem. Furthermore, we show that the fractional posterior mean as a point estimator is rate optimal in the minimax sense. For a given $\alpha \in(0,1)$ and $\Sigma=\mathrm{I}_{q}$, the fractional posterior simplifies to $\Pi_{n, \alpha}(C \mid Y) \propto\left\{p\left(Y \mid C, I_{q} ; X\right)\right\}^{\alpha} \Pi_{C}$.

Theorem 3.5.8. Fix $\alpha \in(0,1)$. Suppose Assumptions $1-5$ are satisfied and assume that $\Sigma$ is known to be $\Sigma_{0}$. Without loss of generality assume $\Sigma_{0}=\mathrm{I}_{q}$. Let $\epsilon_{n}$ be defined as in theorem 3.5.7. Then for any $D \geq 2$ and $t>0$,

$$
\Pi_{n, \alpha}\left\{C \in \Re^{p \times q}: \left.\frac{1}{n q}\left\|X C-X C_{0}\right\|_{F}^{2} \geq \frac{2(D+3 t)}{\alpha(1-\alpha)} \epsilon_{n}^{2} \right\rvert\, Y\right\} \leq e^{-t n \epsilon_{n}^{2}}
$$

holds with $P_{C_{0}}^{(n)}$ probability at least $1-2 /\left\{(D-1+t) n \epsilon_{n}^{2}\right\}$ for sufficiently large $n$. Moreover, if $\bar{C}=\int C \Pi_{n, \alpha}(d C)$, then with $P_{C_{0}}^{(n)}$ probability at least $1-K_{1} /\left\{n \epsilon_{n}^{2}\right\}$

$$
\left\|X \bar{C}-X C_{0}\right\|_{F}^{2} \leq K_{2} n \epsilon_{n}^{2}
$$

for some positive constants $K_{1}$ and $K_{2}$ independent of $\alpha$.
Proof. For $C \in \Re^{p \times q}$, we write $p_{C}^{(n)}$ to denote the density of $Y \mid X$ which is proportional to $e^{-\operatorname{tr}\left\{(Y-X C)(Y-X C)^{\mathrm{T}}\right\} / 2}$. For any $C^{*} \in \Re^{p \times q}$ we define a $\epsilon$-neighborhood as,

$$
\begin{equation*}
B_{n}\left(C^{*}, \epsilon\right)=\left\{C \in \Re^{p \times q}: \int p_{C^{*}}^{(n)} \log \left(p_{C^{*}}^{(n)} / p_{C}^{(n)}\right) d Y \leq n \epsilon^{2}, \int p_{C^{*}}^{(n)} \log ^{2}\left(p_{C^{*}}^{(n)} / p_{C}^{(n)}\right) d Y \leq n \epsilon^{2}\right\} \tag{3.16}
\end{equation*}
$$

Observe that $B_{n}\left(C_{0}, \epsilon\right) \supset A_{n}\left(C_{0}, \epsilon\right)=\left\{C \in \Re^{p \times q}: \frac{1}{n}\left\|X C-X C_{0}\right\|_{F}^{2} \leq \epsilon^{2}\right\}$ for all $\epsilon>0$ and the Rényi divergence $D_{\alpha}\left(p_{C}^{(n)}, p_{C_{0}}^{(n)}\right)=\frac{\alpha}{2}\left\|X C-X C_{0}\right\|_{F}^{2}$. By a similar argument as in step 1 of the proof of Lemma 4.1.1 of chapter 4, we have $\Pi_{C}\left\{A_{n}\left(C_{0}, \epsilon_{n}\right)\right\} \geq e^{-K n \epsilon_{n}^{2}}$ for positive $K$. Hence the first part follows from [28, theorem 3.2].

For the second part first observe that from [28, corollary 3.3] we get $\int(n q)^{-1}\left\|X C-X C_{0}\right\|_{F}^{2}$ $\Pi_{n, \alpha}(d C \mid Y) \leq K_{2}\{\alpha(1-\alpha)\}^{-1} \epsilon_{n}$ with $P_{C_{0}}^{(n)}$-probability at least $1-K_{1} /\left\{n \epsilon_{n}^{2}\right\}$, where $K_{1}$ and $K_{2}$ are positive constants independent of $\alpha$. using the convexity of the Frobenius norm and applying Jensen's inequality, we get $\alpha / 2\left\|X \bar{C}-X C_{0}\right\|_{F}^{2}=\alpha / 2\left\|X \int C \Pi_{n, \alpha}(d C)-X \int C_{0} \Pi_{n, \alpha}\right\|_{F}^{2} \leq$ $\alpha / 2 \int\left\|X C-X C_{0}\right\|_{F}^{2} \Pi_{n, \alpha}(d C) \leq K n(1-\alpha)^{-1} \epsilon_{n}^{2}$ for some positive $K$.

For theorem 3.5.8 the optimal bound is obtained for $\alpha=1 / 2$ which is consistent with [79] where the authors consider a pseudo-likelihood approach for weighted model aggregation of several least squares estimates.

### 3.5.2 Fractional and usual posterior for reduced rank models with prior $\Pi_{C}$

While [28] proved that $\Pi_{n, \alpha}(\cdot \mid Y)$ converges to $\Pi_{n}(\cdot \mid Y)$ weakly as $\alpha \rightarrow 1$ - for general statistical models and priors, in this section we investigate what more can be said in reduced rank models with $\Pi_{C}$ as the prior and given some rate information is available for the fractional pos-
terior. As a measure of discrepancy between the fractional posterior $\Pi_{n, \alpha}(\cdot \mid Y)$ and the usual posterior $\Pi(\cdot \mid Y)$ we use the Kullback-Liebler divergence defined as $D(p \| q)=\int p \log (p / q) d \mu$ for two densities $p$ and $q$ with some common dominating measure $\mu$. Since for two $k$-dimensional Gaussian distributions $\mathrm{N}\left(\theta_{1}, \mathrm{I}_{k}\right)$ and $\mathrm{N}\left(\theta_{2}, \mathrm{I}_{k}\right)$, the Kullback-Liebler divergence is $\left\|\theta_{1}-\theta_{2}\right\|_{2}^{2} \asymp k$, we consider a Cesáro average of the form $p^{-1} D\left\{\Pi_{n, \alpha}(\cdot \mid Y), \Pi(\cdot \mid Y)\right\}$. For a discussion on information theoretic motivation for using Cesáro averages of Kullback-Liebler distances see [80].

Theorem 3.5.9. Consider model (5.15) with $\Sigma=I_{q}$ and the prior on $C$ is $\Pi_{C}$ as defined in section 2.1. Recall $\epsilon_{n}$ from theorem 3.5.8. Then,

$$
\lim _{\alpha \rightarrow 1-} p^{-1} D\left\{\Pi_{n, \alpha}(\cdot \mid Y) \| \Pi(\cdot \mid Y)\right\} \leq K_{1} \frac{\left(q r_{0}+r_{0} s \log p\right)}{p}
$$

with $P_{C_{0}}^{(n)}$-probability at least $1-K_{2} /\left\{n \epsilon_{n}^{2}\right\}$, where $K_{1}$ and $K_{2}$ are positive constants independent of $\alpha$.

Proof. Let us write $m_{\alpha}(Y)=\int l_{n}(C)^{\alpha} \Pi(d C)$ and $m(Y)=\int l_{n}(C) \Pi(d C)$ where $l_{n}(\cdot)$ is the likelihood function for model (1) from the main document. From Theorem 3.4 of [28] there exists $A_{n}$ such that $A_{n}=\left\{Y: \lim _{\alpha \rightarrow 1-} m_{\alpha}(Y)=m(Y)\right\}$ and $\mathbb{P}_{C_{0}}\left(A_{n}\right)=1$. Let us now turn our attention to $D\left\{\Pi_{n, \alpha}(\cdot \mid Y), \Pi(\cdot \mid Y)\right\}$.

$$
\begin{aligned}
& D\left\{\Pi_{n, \alpha}(\cdot \mid Y), \Pi(\cdot \mid Y)\right\}=\int \log \left\{\Pi_{n, \alpha}(\cdot \mid Y) / \Pi(\cdot \mid Y)\right\} \Pi_{n, \alpha}(\cdot \mid Y) d C \\
& =\log m(Y) / m_{\alpha}(Y)+\frac{(1-\alpha)}{2} \int\|Y-X C\|_{F}^{2} \Pi_{n, \alpha}(\cdot \mid Y) d C \\
& \leq \log m(Y) / m_{\alpha}(Y)+(1-\alpha) \int\left\|Y-X C_{0}\right\|_{F}^{2} \Pi_{n, \alpha}(\cdot \mid Y) d C \\
& \quad+(1-\alpha) \int\left\|X C-X C_{0}\right\|_{F}^{2} \Pi_{n, \alpha}(\cdot \mid Y) d C
\end{aligned}
$$

Using theorem 3.5.8 and from corollary 3.3 of [28] we have the following following result,

$$
\alpha / 2 \int\left\|X C-X C_{0}\right\|_{F}^{2} \Pi_{n, \alpha}(\cdot \mid Y) d C \leq K_{1} n \epsilon_{n}^{2}(1-\alpha)^{-1}
$$

with $P_{C_{0}}$ probability at least $1-K_{2} /\left(n \epsilon_{n}^{2}\right)^{-1}$, where $K_{1}, K_{2}$ are positive constants independent of $\alpha$. Let $B_{n} \in \sigma^{Y^{(n)}}$ be the set where the above result holds. Then for $Y \in A_{n} \cap B_{n}$ we have,

$$
D\left\{\Pi_{n, \alpha}(\cdot \mid Y), \Pi(\cdot \mid Y)\right\} \leq \log m(Y) / m_{\alpha}(Y)+(1-\alpha)\left\|Y-X C_{0}\right\|_{F}^{2}+(2 / \alpha) K_{1} n \epsilon_{n}^{2}
$$

Letting $\alpha \rightarrow 1-$ in the above display, we get for $y \in A_{n} \cap B_{n}$

$$
\lim _{\alpha \rightarrow 1_{-}} p^{-1} D\left\{\Pi_{n, \alpha}(\cdot \mid Y), \Pi(\cdot \mid Y)\right\} \leq 2 K_{1}\left(n \epsilon_{n}^{2}\right) / p
$$

The result then follows from a union probability bound on $A_{n} \cap B_{n}$.

Theorem 3.5.9 suggests in the limit $\alpha \rightarrow 1$ - the fractional posterior and the usual posterior for $\Pi_{C}$ and model (5.15) are only $\epsilon_{n}$ apart in the average Kullback-Leibler sense. Thus posterior/fractional posterior summaries such as mean, median are expected to be close with high probability under $P_{C_{0}}^{(n)}$. Further empirical evidence of virtually indistinguishable results from $\Pi_{n, \alpha}(\cdot \mid Y)$ and $\Pi(\cdot \mid Y)$ is provided in appendix A justifying our choice of the theoretical environment. From a computational point of view, for model (5.15), raising the likelihood to a fractional power only results in a change in the (co)variance term, and hence our Gibbs sampler discussed subsequently, can be easily adapted to sample from the fractional posterior.

### 3.6 Definitions required for proofs of Theorem 3.5.7, 3.5.8, 3.5.9

For two densities $p_{\theta}$ and $p_{\theta_{0}}$ with respect to a common dominating measure $\mu$ and indexed by parameters $\theta$ and $\theta_{0}$ respectively, the Rényi divergence of order $\alpha \in(0,1)$ is defined as $D_{\alpha}\left(\theta, \theta_{0}\right)=$ $(\alpha-1)^{-1} \log \int p_{\theta}^{\alpha} p_{\theta_{0}}^{1-\alpha} d \mu$. The $\alpha$-affinity between $p_{\theta}$ and $p_{\theta_{0}}$ is denoted by $A_{\alpha}\left(p_{\theta}, p_{\theta_{0}}\right)=\int p_{\theta}^{\alpha} p_{\theta_{0}}^{1-\alpha} d \mu=$ $e^{-(1-\alpha) D_{\alpha}\left(p_{\theta}, p_{\theta_{0}}\right)}$. See [28] for a review of Rényi divergences.

### 3.7 Derivation of equation (3.8)

Set $\Sigma=\mathrm{I}_{q}$. Suppose $Y^{*} \in \Re^{n \times q}$ be $n$ future observations with design points $X$ so that given $C, Y^{*}$ can be decomposed into $Y^{*}=X C+E^{*}$ where $E^{*}$ where the individual rows of $E^{*}$ follow $\mathrm{N}(0, \Sigma)$. We define the utility function in terms of loss of predicting these $n$ new future observations. To encourage sparsity in rows of a coefficient matrix $\Gamma$ that balances the prediction we add a group lasso penalty [71] to this utility function. We define the utility function as,

$$
\begin{equation*}
\mathcal{L}\left(Y^{*}, \Gamma\right)=\left\|Y^{*}-X \Gamma\right\|_{F}^{2}+\sum_{j=1}^{p} \mu_{j}\left\|\Gamma^{(j)}\right\|_{2} \tag{3.17}
\end{equation*}
$$

where the $p$ tuning parameters $\left\{\mu_{j}\right\}_{j=1}^{p}$ control the penalty for selecting each predictor variable and $\Phi^{(j)}$ represents the $j^{\text {th }}$ row of any matrix $\Phi$. Intuitively we want $\mu_{j}$ to be small if the $j^{\text {th }}$ predictor is important and vice versa. The expected risk, $\mathbb{E}\left\{\mathcal{L}\left(Y^{*}, \Gamma\right)\right\}$, after integrating over the space of all such future observations given $C$ and $\Sigma$, is

$$
\begin{equation*}
\mathcal{L}(\Gamma, C, \Sigma)=q \operatorname{tr}(\Sigma)+\|X C-X \Gamma\|_{F}^{2}+\sum_{j=1}^{p} \mu_{j}\left\|\Gamma^{(j)}\right\|_{2} \tag{3.18}
\end{equation*}
$$

Finally we take expectation of this quantity with respect to $\pi(C \mid Y, X)$ and drop the constant terms to obtain (3.8).

### 3.8 Derivation of equation (3.9)

We let $\Phi_{j}$ and $\Phi^{(j)}$ denote the $j^{\text {th }}$ column and row of a generic matrix $\Phi$. Using the subgradient of (10) with respect to $\Gamma^{(j)}$ [81], we have

$$
\begin{equation*}
2 X_{j}^{\mathrm{T}}(X \Gamma-X \bar{C})+\mu_{j} \alpha_{j}=0, \quad j=1, \ldots, p, \tag{3.19}
\end{equation*}
$$

where $\alpha_{j}=\Gamma^{(j)} /\left\|\Gamma^{(j)}\right\|$ if $\left\|\Gamma^{(j)}\right\| \neq 0$ and $\left\|\alpha_{j}\right\|<1$ when $\left\|\Gamma^{(j)}\right\|=0$. For $\Gamma^{(j)}=0$ we can rewrite (3.19) as, $2 X_{j}^{\mathrm{T}}\left(\sum_{k \neq j} X_{k} \Gamma^{(k)}-X \bar{C}\right)+\mu_{j} \alpha_{j}=0$ which imply that $\alpha_{j}=-2 X_{j}^{\mathrm{T}} R_{j} / \mu_{j}$, where $R_{j}$ is the residual matrix obtained after regressing $X \bar{C}$ on $X$ leaving out the $j^{\text {th }}$ predictor,
$R_{j}=X \bar{C}-\sum_{k \neq j} X_{k} \Gamma^{(k)}$. We can use this to set $\Gamma^{(j)}$ to zero: if $\alpha_{j}<1$ set $\Gamma^{(j)}=0$. Otherwise we have $2 X_{j}^{\mathrm{T}}\left(X_{j} \Gamma^{(j)}-R_{j}\right)+\mu_{j} \Gamma^{j} /\left\|\Gamma^{(j)}\right\|=0$. Solving for $\Gamma^{(j)}$ in the above equation we then get,

$$
\begin{equation*}
\Gamma^{(j)}=\left(X_{j}^{\mathrm{T}} X_{j}+\frac{\mu_{j}}{2\left\|\Gamma^{(j)}\right\|}\right)^{-1} X_{j}^{\mathrm{T}} R_{j} \tag{3.20}
\end{equation*}
$$

This solution is dependent on the unknown quantity $\left\|\Gamma^{(j)}\right\|$. However, taking norm on both sides in (3.20) we get a value of $\left\|\Gamma^{(j)}\right\|$ which does not involve any unknown quantities: $\left\|\Gamma^{(j)}\right\|=$ $\left(\left\|X_{j}^{\mathrm{T}} R_{j}\right\|-\mu_{j} / 2\right) / X_{j}^{\mathrm{T}} X_{j}$. Substituting this in (3.20) we get, $\Gamma^{(j)}=\left(X_{j}^{\mathrm{T}} X_{j}\right)^{-1}\left(1-\mu_{j} / 2\left\|X_{j}^{\mathrm{T}} R_{j}\right\|\right) X_{j}^{\mathrm{T}} R_{j}$.

Finally, combining the case when $\Gamma^{(j)}=0$, we have (3.9).

### 3.9 Further results on Yeast cell cycle data

The yeast cell cycle data consists of mRNA measurements $Y$, measured every 7 minutes in a period of 119 minutes. The covariates $X$ are binding information on 106 transcription factors. When applied to this data, the proposed method identified 33 transcription factors out of 106 that driving the variation in mRNA measurements. 14 of the identified transcription factors are among the 21 scientifically verified [76]. In section 3.5 we provided estimated effects of two of the 21 scientifically verified transcription factors. Here we plot the estimated effects of the remaining transcriptions factors that were scientifically verified.

Figure 3.3: Estimated effects of the 19 of 21 scientifically verified transcription factors selected by the proposed method. Effects of other two, viz. ACE2 and SWI4 are included in the main manuscript. Red lines correspond to $95 \%$ posterior symmetric credible intervals, black lines represent the posterior mean and the blue dashed line plots values of the BSML estimate $\widehat{C}_{R R}$.


## 4. RELATED PROOFS FROM CHAPTER 3

### 4.1 Prior concentration results

We establish a number of results in the following sequence of Propositions and Lemmas to prove Theorem 3.5.7 and 3.5.8. The main goal here would be to establish prior concentration results around true model parameters. Recall the definitions of $\widetilde{\epsilon}_{n}$ and $\epsilon_{n}$ from Theorem 3.5.7 and 3.5.8 in the previous chapter respectively. For Theorem 3.5.7 we need a lower bound on the prior probability assigned to the set $B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)=\left\{\eta=(C, \Sigma): \int p_{\eta_{0}}^{(n)} \log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right) d Y \leq n \widetilde{\epsilon}_{n}^{2}\right\}$ by the product prior $\Pi_{\eta}=\Pi_{C} \otimes \Pi_{\Sigma}$. Similarly, for Theorem 3.5.8, we need the prior probability of the set $B_{n}\left(C_{0}, \epsilon_{n}\right)=\left\{C \in \Re^{p \times q}: \int p_{C_{0}}^{(n)} \log \left(p_{C_{0}}^{(n)} / p_{C}^{(n)}\right) d Y \leq n \epsilon_{n}^{2}, \int p_{C_{0}}^{(n)} \log ^{2}\left(p_{C_{0}}^{(n)} / p_{C}^{(n)}\right) d Y \leq n \epsilon_{n}^{2}\right\}$. We start by characterizing $B_{n}^{*}\left(\eta_{0}, \epsilon_{n}\right)$ and $B_{n}\left(C_{0}, \epsilon_{n}\right)$ in terms of $\left\|\Sigma-\Sigma_{0}\right\|_{F}^{2}$ and $\left\|X C-X C_{0}\right\|_{F}^{2}$. But first, we record few inequalities which we will use frequently in our subsequent analysis. For any two matrices $A \& B$,

$$
\begin{align*}
& s_{\min }(A)\|B\|_{F} \leq\|A B\|_{F} \leq\|A\|_{2}\|B\|_{F}  \tag{4.1}\\
& s_{\min }(A)\|B\|_{2} \leq\|A B\|_{2} \leq\|A\|_{2}\|B\|_{2} \tag{4.2}
\end{align*}
$$

For a proof of these inequalities, see the supplementary document of [37].

Proposition 4.1.1. Consider model 3.1 in chapter $3, Y=X C+E, e_{i} \sim \mathrm{~N}(0, \Sigma)$. Then,
$\int p_{\eta_{0}}^{(n)} \log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right) d Y=\frac{n}{2} \log \frac{|\Sigma|}{\left|\Sigma_{0}\right|}+\frac{n}{2} \operatorname{tr}\left(\Sigma^{-1} \Sigma_{0}-\mathrm{I}_{q}\right)+\frac{1}{2}\left\|\left(X C-X C_{0}\right) \Sigma^{-1}\left(X C-X C_{0}\right)^{\mathrm{T}}\right\|_{F}^{2}$

Moreover, when $\Sigma_{0}=\Sigma=\mathrm{I}_{q}$, we have $\int p_{C_{0}}^{n} \log \left(p_{C_{0}}^{(n)} / p_{C}^{(n)}\right) d Y=2^{-1}\left\|X C-X C_{0}\right\|_{F}^{2}$ and if $\left\|C-C_{0}\right\|_{F}^{2}<1$, then $\int p_{C_{0}}^{(n)} \log ^{2}\left(p_{C_{0}}^{(n)} / p_{C}^{(n)}\right) \leq 2^{-1}\left\|X C-X C_{0}\right\|_{F}^{2}$.

Proof. The expression for $\int p_{\eta_{0}}^{(n)} \log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right) d Y$ follows directly from the formula of KullbackLiebler divergence between two Normal distributions. Setting $\Sigma=\Sigma_{0}$ on the right hand side of
4.3 yields the second assertion. Using formulas for variance and covariance of quadratic forms of Normal random vectors the third assertion is proved by noting that $\left\|C-C_{0}\right\|_{F}^{4} \leq\left\|C-C_{0}\right\|_{F}^{2}$ when $\left\|C-C_{0}\right\|_{F}^{2}<1$.

Lemma 4.1.2. Let $\Sigma, \Sigma_{0}$ be $q \times q$ positive definite matrices and $\delta \in(0,1)$. If $\left\|\Sigma-\Sigma_{0}\right\|_{F} \leq \delta$ and $\delta / s_{\text {min }}\left(\Sigma_{0}\right)<1 / 2$, then

$$
\operatorname{tr}\left(\Sigma_{0} \Sigma^{-1}-\mathrm{I}_{q}\right)-\log \left|\Sigma_{0} \Sigma^{-1}\right| \leq \frac{(K \log \rho) \delta^{2}}{s_{\min }^{2}\left(\Sigma_{0}\right)}
$$

where $K$ is some absolute positive constant and $\rho=2 s_{\max }\left(\Sigma_{0}\right) / s_{\min }\left(\Sigma_{0}\right)$.
Furthermore,

$$
\left\|\left(X C-X C_{0}\right) \Sigma^{-1}\left(X C-X C_{0}\right)^{\mathrm{T}}\right\|_{F}^{2} \leq\left\{4 / s_{\min }^{2}\left(\Sigma_{0}\right)\right\}\left\|X C-X C_{0}\right\|_{F}^{2}
$$

Proof. For the first claim see Lemma 1.3 in the supplementary document of [37]. To prove the second claim, by (4.1) we have, $\left\|\left(X C-X C_{0}\right) \Sigma^{-1}\left(X C-X C_{0}\right)^{\mathrm{T}}\right\|_{F}^{2} \leq\left\|X C-X C_{0}\right\|_{F}^{2}\left\|\Sigma^{-1}\right\|_{2}^{2}$ where $\|P\|_{2}$ is the largest singular value of the matrix $P$. Lemma 1.3 from [37] also provides a lower bound of $s_{\min }(\Sigma)$ as $s_{\min }\left(\Sigma_{0}\right) / 2$. Since $\left\|\Sigma^{-1}\right\|_{2}=1 / s_{\text {min }}\left(\Sigma_{0}\right)$, the result follows immediately.

According to Lemma 3.5.1, it is equivalent to consider prior concentration of the Frobenius balls $\left\|X C-X C_{0}\right\|_{F}$ and $\left\|\Sigma-\Sigma_{0}\right\|_{F}$ for sufficient prior concentration around Kullback-Leibler neighborhoods. In the following sequence of lemmas we prove $\Pi_{C}$ and $\Pi_{\Sigma} \equiv \operatorname{inv-Wishart}\left(q, \mathrm{I}_{q}\right)$ satisfies such concentration.

Lemma 4.1.3. Suppose the $q \times q$ matrix $\Sigma \sim \Pi_{\Sigma}$ where $\Pi_{\Sigma}$ is the inverse-Wishart distribution with parameters $\left(q, I_{q}\right)$. Let $\Sigma_{0}$ be any fixed symmetric positive definite matrix. Let $\delta$ be such that
$2 q^{-1 / 2} \delta / s_{\min }\left(\Sigma_{0}\right) \in(0,1)$. Then,

$$
\Pi_{\Sigma}\left(\Sigma:\left\|\Sigma-\Sigma_{0}\right\|_{F}<\delta\right) \geq e^{-T n \delta^{2}}
$$

where $T$ is a positive constant.

Proof. By inequality (4.1), we have the following,

$$
\begin{aligned}
\Pi_{\Sigma}\left(\Sigma:\left\|\Sigma-\Sigma_{0}\right\|_{F}<\delta\right) & \geq \Pi_{\Sigma}\left(\Sigma:\left\|\Sigma_{0} \Sigma^{-1}-\mathrm{I}_{q}\right\|_{F}<\delta /\|\Sigma\|_{2}\right) \\
& \geq \Pi_{\Sigma}\left\{\Sigma:\left\|\Sigma_{0} \Sigma^{-1}-\mathrm{I}_{q}\right\|_{F}<\delta / s_{\min }(\Sigma)\right\} \\
& \geq \Pi_{\Sigma}\left\{\Sigma:\left\|\Sigma_{0} \Sigma^{-1}-\mathrm{I}_{q}\right\|_{F}<2 \delta / s_{\min }\left(\Sigma_{0}\right)\right\} \\
& \geq \Pi_{\Sigma}\left\{\Sigma:\left\|\Sigma_{0}^{1 / 2} \Sigma^{-1} \Sigma_{0}^{1 / 2}-\mathrm{I}_{q}\right\|_{F}<2 \delta / s_{\min }\left(\Sigma_{0}\right)\right\}
\end{aligned}
$$

where we have used the the lower bound $s_{\min }(\Sigma)>s_{\min }\left(\Sigma_{0}\right) / 2$ from the previous lemma and the similarity of the two matrices $\Sigma_{0} \Sigma^{-1}$ and $\Sigma_{0}^{1 / 2} \Sigma^{-1} \Sigma_{0}^{1 / 2}$. Let $\phi_{j}$ be the $j^{\text {th }}$ eigenvalue of $H=$ $\Sigma_{0}^{1 / 2} \Sigma^{-1} \Sigma_{0}^{1 / 2}$ where $j=1, \ldots, q$. Then $\left\|H-\mathrm{I}_{q}\right\|_{F}^{2}=\sum_{j=1}^{q}\left(\phi_{j}-1\right)^{2} \leq 4 \delta^{2} / s_{\text {min }}^{2}\left(\Sigma_{0}\right)$. Letting $\delta_{*}=2 q^{-1 / 2} \delta / s_{\min }\left(\Sigma_{0}\right)$, we then have,

$$
\begin{align*}
& \Pi_{\Sigma}\left\{\phi_{j}: \sum_{j=1}^{q}\left(\phi_{j}-1\right)^{2}<4 \delta^{2} / s_{\min }^{2}\left(\Sigma_{0}\right), j=1, \ldots, q\right\} \\
& \geq \Pi_{\Sigma}\left\{\phi_{j}:\left(\phi_{j}-1\right)^{2}<\delta_{*}^{2}, j=1, \ldots, q\right\} \\
& =\Pi_{\Sigma}\left\{\phi_{j}: \frac{1-\delta_{*}}{1+\delta_{*}}<\phi_{j}<1, j=1, \ldots, q\right\} \\
& =\Pi_{\Sigma}\left\{\phi_{j}: \frac{1-\delta_{*}}{1+\delta_{*}}<\phi_{j}<\frac{1-\delta_{*}}{1+\delta_{*}}(1+t), j=1, \ldots, q\right\} \tag{4.4}
\end{align*}
$$

where $t=2 \delta_{*}\left(1-\delta_{*}\right)^{-1}$ which by assumption lies in $(0,1)$. Noting that $H \sim \operatorname{Wishart}\left(q, \Sigma_{0}\right)$ and invoking Lemma 1 of [82] we have the following lower bound on the probability assigned by $\Pi_{\Sigma}$
to the event in (4.4),

$$
\begin{align*}
& \Pi_{\Sigma}\left\{\phi_{j}: \frac{1-\delta_{*}}{1+\delta_{*}}<\phi_{j}<\frac{1-\delta_{*}}{1+\delta_{*}}(1+t), j=1, \ldots, q\right\} \\
& \geq b_{1}\left(\frac{1-\delta_{*}}{1+\delta_{*}}\right)^{b_{2}}\left(\frac{2 \delta_{*}}{1-\delta_{*}}\right)^{b_{3}} e^{-b_{4}\left(\frac{1-\delta_{*}}{1+\delta_{*}}\right)} . \tag{4.5}
\end{align*}
$$

Hence, for $\delta_{*}$ small enough, (4.5) can be lower bounded by $e^{-T n \delta^{2}}$ for some positive constant $T$ and sufficiently large $n$.

Recall the prior $\Pi_{B}$ from chapter 3. If a matrix $B \in \Re^{p \times q} \sim \Pi_{B}$ then each column of $B$ is a draw from $\Pi_{\mathbf{H S}}$. In the following Lemma we generalize Lemma 1 to provide a lower bound on the probability the prior $\Pi_{B}$ assigns to Frobenius neighborhoods of $B_{0} \in \Re^{p \times r_{0}}$. By assumption 3 the $h^{t h}$ column of $B_{0}, b_{h} \in \ell_{0}[s ; p]$. In order to make the Frobenius neighborhood well defined, we append $\left(q-r_{0}\right)$ zero columns to the right of $B_{0}$ and set $B_{0 *}=\left(B_{0} \mid O^{p \times\left(q-r_{0}\right)}\right)$.

Lemma 4.1.4. Let the entries of $B_{0 *} \in \Re^{p \times q}$ satisfy $\max \left|B_{0 *}\right| \leq M$ for some positive constant M. Suppose $B$ is a draw from $\Pi_{B}$. Define $\delta_{B}=\left\{\left(r_{0} s \log p\right) / n\right\}^{1 / 2}$. Then for some positive constant $K$ we have,

$$
\Pi_{B}\left(\left\|B-B_{0 *}\right\|_{F}<\delta_{B}\right) \geq e^{-K r_{0} s \log p}
$$

Proof. Observe that, since by assumption 3, $r_{0}=\kappa q$ for some $\kappa \in(0,1]$,

$$
\begin{aligned}
\Pi_{B} & \left(\left\|B-B_{0 *}\right\|_{F}<\delta_{B}\right) \geq \prod_{h=1}^{q} \Pi_{\mathbf{H S}}\left(\left\|b_{h}-b_{0 h}\right\|_{2}<q^{-1 / 2} \delta_{B}\right) \\
& =\prod_{h=1}^{q} \Pi_{\mathbf{H S}}\left[\left\|b_{h}-b_{0 h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] \\
& =\prod_{h=1}^{r_{0}} \Pi_{\mathbf{H S}}\left[\left\|b_{h}-b_{0 h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] \prod_{h=r_{0}+1}^{q} \Pi_{\mathbf{H S}}\left[\left\|b_{h}-b_{0 h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] \\
& =\prod_{h=1}^{r_{0}} \Pi_{\mathbf{H S}}\left[\left\|b_{h}-b_{0 h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] \prod_{h=r_{0}+1}^{q} \Pi_{\mathbf{H S}}\left[\left\|b_{h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] .
\end{aligned}
$$

From Lemma 3.5.1 we have, $\Pi_{\mathbf{H S}}\left[\left\|b_{h}-b_{0 h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right] \geq e^{-K_{1} s \log p}$ for some positive $K_{1}$. Arguments along the same line of first part of Lemma 3.5.1 can also be applied to obtain that, $\Pi_{\mathbf{H S}}\left(\left\|b_{h}\right\|_{2}<\{(\kappa s \log p) / n\}^{1 / 2}\right) \geq(1-R s / p)^{p} \geq e^{-K_{2} \log p}$ for some positive $K_{2}$ and $R$ as defined in Lemma 3.5.1. Combining these two lower bounds in the above display we have,

$$
\Pi_{B}\left(\left\|B-B_{0 *}\right\|_{F}<\delta_{B}\right) \geq e^{-K_{1} r_{0} s \log p} e^{-K_{2}\left(q-r_{0}\right) s \log p}
$$

Since $r_{0}=\kappa q$, the result follows immediately with $K=K_{1}+(1 / \kappa-1) K_{2}$.
Similar to Lemma 4.1.4, the following result provides a lower bound on the probability assigned to Frobenius neighborhoods of $A_{0}$ by the prior $\Pi_{A}$. Again we append $\left(q-r_{0}\right)$ columns at the right of $A_{0}$ and set $A_{0 *}=\left(A_{0} \mid O^{q \times\left(q-r_{0}\right)}\right)$.

Lemma 4.1.5. Suppose the matrix $A \sim \Pi_{A}$. Let $\delta_{A}=\left(q r_{0} / n\right)^{1 / 2}$. Then for some positive constant K we have,

$$
\Pi_{A}\left(\left\|A-A_{0 *}\right\|_{F}<\delta_{A}\right) \geq e^{-K q r_{0}}
$$

Proof. First we use vectorization to obtain $\Pi_{A}\left(\left\|A-A_{0}\right\|_{F}<\delta_{A}\right)=\Pi_{A}\left(\left\|a-a_{0}\right\|_{2}<\delta_{A}\right)$, where $a, a_{0} \in \Re^{q^{2}}$. Using Anderson's lemma [83] for multivariate Gaussian distributions, we then have,

$$
\begin{aligned}
\Pi_{A}\left(\left\|a-a_{0}\right\|_{2}<\delta_{A}\right) & \geq e^{-\left\|a_{0}\right\|^{2} / 2} \operatorname{pr}\left(\|a\|_{2}<\delta_{A} / 2\right) \\
& =e^{-r_{0} / 2} \operatorname{pr}\left(\|a\|_{2}<\delta_{A} / 2\right)
\end{aligned}
$$

The quantity $\operatorname{pr}\left(\|a\|<\delta_{A} / 2\right)$ can be bounded from below as,

$$
\operatorname{pr}\left(\|a\|_{2}<\delta_{A} / 2\right) \geq\left\{\operatorname{pr}\left(\left|a_{j}\right|<\delta_{A} / q\right)\right\}^{q^{2}} \geq T e^{-\delta_{A}^{2}}\left(\delta_{A} / q\right)^{q^{2}} \geq e^{-K q^{2}}
$$

where $K$ is a positive constant. Since $r_{0}=\kappa q$, it follows that $\Pi_{A}\left(\left\|A-A_{0 *}\right\|_{F}<\delta_{A}\right) \geq e^{-K q r_{0}}$.

Our final result will concern the prior mass assigned to Frobenius neighborhoods of $C \in \Re^{p \times q}$.

As in chapter 3 we write $\Pi_{C}$ for prior on $C=B A^{\mathrm{T}}$ induced from $\Pi_{B}$ and $\Pi_{A}$.

Lemma 4.1.6. Suppose $C_{0}$ satisfies assumption 3. Let $C \sim \Pi_{C}$ with $\Pi_{C}$ as defined above. Define $\delta_{C}=\left\{\left(q r_{0}+r_{0} s \log p\right) / n\right\}^{1 / 2}$. Then for some positive constant $K$,

$$
\Pi_{C}\left(\left\|C-C_{0}\right\|_{F}<\delta_{C}\right) \geq e^{-K\left(q r_{0}+r_{0} s \log p\right)}
$$

Proof. Recall the definition of $B_{0 *}$ and $A_{0 *}$ from Lemma 4.1.4 and 4.1.5 respectively. Using the triangle inequality followed by (4.1), we have,

$$
\begin{aligned}
\left\|C-C_{0}\right\|_{F}=\left\|B A^{\mathrm{T}}-B_{0 *} A_{0 *}^{\mathrm{T}}\right\|_{F} & =\left\|B A^{\mathrm{T}}-B_{0 *} A^{\mathrm{T}}+B_{0 *} A^{\mathrm{T}}-B_{0 *} A_{* 0}^{\mathrm{T}}\right\|_{F} \\
& =\left\|\left(B-B_{0 *}\right) A^{\mathrm{T}}+B_{0 *}\left(A-A_{0 *}\right)^{\mathrm{T}}\right\|_{F} \\
& \leq\left\|\left(B-B_{0 *}\right) A^{\mathrm{T}}\right\|_{F}+\left\|B_{0}\left(A-A_{0 *}\right)^{\mathrm{T}}\right\|_{F} \\
& \leq s_{\max }(A)\left\|\left(B-B_{0 *}\right)\right\|_{F}+s_{\max }\left(B_{0}\right)\left\|A-A_{0 *}\right\|_{F} .
\end{aligned}
$$

From standard random matrix theory [84] it is well known that for a random matrix of dimension $m_{1} \times m_{2}$ with independent Gaussian entries, the largest singular admits a high probability upper bound; for every $t \geq 0, s_{\max (A)} \leq \sqrt{m_{1}}+\sqrt{m_{2}}+t$ with probability at least $1-2 \exp \left(-t^{2} / 2\right)$. Also since the elements of $B_{0}$ are bounded, so is $s_{\max }\left(B_{0}\right)$, say by $\xi$. For a sufficiently large positive number $L$ and for $A \in E=\left\{A: s_{\max }(A) \leq 2 \sqrt{q}+L\right\}$ we then have,

$$
\left\|C-C_{0}\right\|_{F} \leq(2 \sqrt{q}+L)\left\|B-B_{0 *}\right\|_{F}+\xi\left\|A-A_{0 *}\right\|_{F} .
$$

Thus we have, $\Pi_{C}\left(\left\|C-C_{0}\right\|_{F}<\delta_{C}\right) \geq \Pi_{C}\left\{(2 \sqrt{q}+L)\left\|B-B_{0}\right\|_{F}+\xi\left\|A-A_{0}\right\|_{F}<\delta_{C}\right\}$. Since $\delta_{C}=\left\{\left(q r_{0}+r_{0} s \log p\right) / n\right\}^{1 / 2} \geq 2^{-1 / 2}\left[\left\{\left(r_{0} s(\log p) / n\right)\right\}^{1 / 2}+\left(q r_{0}\right)^{1 / 2}\right]=$ $2^{-1 / 2}\left(\delta_{B}+\delta_{A}\right)$, the probability $\Pi_{C}\left(\left\|C-C_{0}\right\|_{F}<\delta_{C}\right) \geq \Pi_{B}\left(\left\|B-B_{0 *}\right\|_{F}<K_{1} \delta_{B}\right) \Pi_{A}(\| A-$ $A_{0 *} \|_{F}<K_{2} \delta_{A}$ ), where $K_{1}$ and $K_{2}$ are positive constants.

From Lemma 4.1.4 it follows that, $\Pi_{B}\left(\left\|B-B_{0}\right\|_{F}<K_{1} \delta_{A}\right) \geq e^{-K r_{0} s \log p}$ and from Lemma 4.1.5 we have, $\Pi_{A}\left(\left\|A-A_{0}\right\|_{F}<K_{2} \delta_{A}\right) \geq e^{-T q r_{0}}$. Hence $\Pi_{C}\left(E \cap\left\{C:\left\|C-C_{0}\right\|_{F}<\delta_{C}\right\}\right) \geq$
$e^{-K\left(q r_{0}+r_{0} s \log p\right)}$. Since for two sets $E_{1}$ and $E_{2}, \operatorname{pr}\left(E_{1} \cup E_{2}\right) \geq \operatorname{pr}\left(E_{1}\right)+\operatorname{pr}\left(E_{2}\right)-1$, the Lemma is proved.

### 4.2 Denominator in the proof of Theorem 3.5.7

Recall $D_{n}$ from the proof of Theorem 3.5.7 in chapter ??. The following lemma establishes a high probability lower bound for $D_{n}$ under the true data generating distribution $P_{\eta_{0}}^{(n)}$.

Lemma 4.2.1. Let $D_{n}=\int e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} d \Pi_{\eta}$. Let $B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon_{n}}\right)=\left\{\eta=(C, \Sigma): \int p_{\eta_{0}}^{(n)}\left(\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right) d Y \leq\right.$ $\left.n \widetilde{\epsilon}_{n}^{2}\right\}$. Then, with $P_{\eta_{0}}^{(n)}$-probability at least $1-K /(D-1+t) n \widetilde{\epsilon}_{n}^{2}$, we have,

$$
D_{n} \geq e^{-T \alpha(D+t) \widetilde{\epsilon}_{n}^{2}}
$$

for any $D>1$ and $t>0$ for some positive constants $K$.

Proof. The proof is divided into three parts. First we show that $\Pi_{\eta}\left(B_{n}^{*}\left\{\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\} \geq e^{-T n \tilde{\epsilon}_{n}^{2}}$ for some positive $T$. Then after noting $D_{n} \geq \Pi_{n}\left\{B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\} D_{n}^{*}$, where $D_{n}^{*}=\iint_{B_{n}\left(\eta_{0}, \tilde{\epsilon}_{n}\right)} e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} d \Pi_{\eta}^{B}$, we bound the expectation and variance of $Z$ where $Z$ is such that $\log D_{n}^{*} \geq Z$ and $\Pi_{\eta}^{B}$ is the restriction of $\Pi_{\eta}$ to $B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)$. Finally, we provide a high probability lower bound of $D_{n}^{*}$.

Step 1. From proposition 4.1.1 if $\left\|\Sigma-\Sigma_{0}\right\|_{F}<\epsilon_{n}$ then $(n / 2)\left\{\operatorname{tr}\left(\Sigma^{-1} \Sigma_{0}-I_{q}\right)-\log \left|\Sigma_{0} \Sigma^{-1}\right|\right.$ $\} \leq n \widetilde{\epsilon}_{n}^{2} / 2$. Also if $\left\|X C-X C_{0}\right\|_{F}^{2} \leq n \epsilon_{n}^{2}$ then $\left\|\left(X C-X C_{0}\right) \Sigma^{-1}\left(X C-X C_{0}\right)^{\mathrm{T}}\right\|_{F}^{2} \leq n \widetilde{\epsilon}_{n}^{2} / 2$. Hence $B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right) \supset A_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\left\{\eta=(C, \Sigma):\left\|X C-X C_{0}\right\|_{F}^{2} \leq n \widetilde{\epsilon}_{n}^{2},\left\|\Sigma-\Sigma_{0}\right\|_{F}<\widetilde{\epsilon}_{n}\right\}$ and $\Pi_{\eta}\left\{A_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\}=\Pi_{C}\left\{C:\left\|X C-X C_{0}\right\|_{F}^{2} \leq n \widetilde{\epsilon}_{n}^{2}\right\} \Pi_{\Sigma}\left\{\Sigma:\left\|\Sigma-\Sigma_{0}\right\|_{F}<\widetilde{\epsilon}_{n}\right\}$.

Using Lemma 4.1.2 we get that $\Pi_{\Sigma}\left\{\Sigma:\left\|\Sigma-\Sigma_{0}\right\|_{F}<\widetilde{\epsilon}_{n}\right\} \geq e^{-T n \tilde{\epsilon}_{n}^{2}}$. Next,

$$
\left\|X\left(C-C_{0}\right)\right\|_{F}^{2} \leq\|X\|_{F}^{2}\left\|C-C_{0}\right\|_{F}^{2} \leq q_{1 \leq j \leq p} \max _{j}\left\|X_{j}\right\|^{2}\left\|C-C_{0}\right\|_{F}^{2}=n q\left\|C-C_{0}\right\|_{F}^{2}
$$

where the first inequality follows from the Cauchy-Schwartz inequality and the last equality holds due to assumption 5 for a sufficiently large $n$. Due to lemma 4.1 .6 we have $\Pi_{C}\left\{C:\left\|C-C_{0}\right\|_{F}^{2} \leq \epsilon_{n}^{2}\right\} \geq$ $e^{-K n \epsilon_{n}^{2}}$ for some positive constant $K$. Since $q$ is fixed, for large $n, n q$ is of the order $n$ and $\epsilon_{n}$ and
$\widetilde{\epsilon}_{n}$ varies only by constants, therefore by Lemma 4.1.6 $\Pi_{C}\left(\left\|C-C_{0}\right\|_{F}^{2} \leq \widetilde{\epsilon}_{n}^{2} / q\right) \geq e^{-K n \widetilde{\epsilon}_{n}^{2}}$. Thus we get $\Pi_{C}\left\{C:\left\|X C-X C_{0}\right\|_{F}^{2} \leq n \widetilde{\epsilon}_{n}^{2}\right\} \geq e^{-K n \widetilde{\epsilon}_{n}^{2}}$. Finally collecting the lower bounds for the individual probabilities we have $\Pi_{\eta}\left(B_{n}^{*}\left\{\eta_{0}, \widetilde{\epsilon}_{n}\right\}\right) \geq e^{-T n \widetilde{\epsilon}_{n}^{2}}$ for some positive $T$ as desired.

Step 2. It is obvious that,

$$
\begin{aligned}
D_{n} \geq & \Pi_{\eta}\left\{B_{n}\left(\eta_{0}, \widetilde{\epsilon_{n}}\right)\right\} \int_{B_{n}\left(\eta_{0}, \tilde{\epsilon}_{n}\right)} e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} \Pi_{\eta}\left\{B_{n}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\}^{-1} d \Pi_{\eta} \\
& =\Pi_{\eta}\left\{B_{n}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\} D_{n}^{*},
\end{aligned}
$$

where $D_{n}^{*}=\int_{B_{n}\left(\eta_{0}, \tilde{\epsilon}_{n}\right)} e^{-\alpha r_{n}\left(\eta, \eta_{0}\right)} d \Pi_{\eta}^{B}$. Let $B$ be a shorthand for $B_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)$. By Jensen's inequality applied to the concave logarithm function we then have $\log D_{n}^{*} \geq \alpha \int_{B} \log p_{\eta}^{(n)} / p_{\eta_{0}}^{(n)} d \Pi_{\eta}^{B}=Z$ (say). Then,

$$
E_{\eta_{0}}^{(n)}(Z)=-\alpha \int_{B} \operatorname{KL}\left(p_{\eta_{0}}^{(n)}, p_{\eta}^{(n)}\right) d \Pi_{\eta}^{B} \geq-\operatorname{Tn} \alpha \widetilde{\epsilon}_{n}^{2}
$$

for some positive $T$, where the last inequality follows from the definition of $B$.
Next we compute the variance of $Z$ under $P_{\eta_{0}}^{(n)}$.

$$
\begin{aligned}
\operatorname{var}_{\eta_{0}}(Z) & =\alpha^{2} E_{\eta_{0}}^{(n)}\left\{Z-E_{\eta_{0}}^{(n)}(Z)\right\}^{2} \\
& =\alpha^{2} \int\left[\int_{B}\left\{\log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)-E_{\eta_{0}}^{(n)}\left(\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)\right\} d \Pi_{\eta}\right]^{2} p_{\eta_{0}}^{(n)} d Y \\
& \leq \alpha^{2} \iint_{B}\left\{\log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)-E_{\eta_{0}}^{(n)}\left(\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)\right\}^{2} p_{\eta_{0}}^{(n)} d \Pi_{\eta} d Y \\
& =\alpha^{2} \int_{B}\left[\int\left\{\log \left(p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)-E_{\eta_{0}}^{(n)}\left(\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}\right)\right\}^{2} p_{\eta_{0}}^{(n)} d Y\right] d \Pi_{\eta} \\
& =\alpha^{2} \int_{B}\left\{\operatorname{var}_{\eta_{0}}\left(Z^{*}\right)\right\} d \Pi_{\eta},
\end{aligned}
$$

where $Z^{*}=\log p_{\eta_{0}}^{(n)} / p_{\eta}^{(n)}=\sum_{i=1}^{n} \log p_{\eta_{0}}\left(Y_{i}\right) / p_{\eta}\left(Y_{i}\right)=\sum_{i=1}^{n} Z_{i}^{*}$. Hence due to independence
$\operatorname{var}_{\eta_{0}}\left(Z^{*}\right)=n \operatorname{var}_{\eta_{0}}\left(Z_{1}^{*}\right)$. Now,

$$
\operatorname{var}_{\eta_{0}}\left(Z_{1}^{*}\right)=\operatorname{var}_{\eta_{0}}\left\{\frac{1}{2}\left(Y_{1}-C^{\mathrm{T}} x_{1}\right) \Sigma^{-1}\left(Y_{1}-C^{\mathrm{T}} x_{1}\right)-\frac{1}{2}\left(Y_{1}-C_{0}^{\mathrm{T}} x_{1}\right) \Sigma_{0}^{-1}\left(Y_{1}-C_{0}^{\mathrm{T}} x_{1}\right)\right\} .
$$

Let $\left(Y_{1}-C_{0}^{\mathrm{T}} x_{1}\right)=u_{0}$ and $\left(Y_{1}-C^{\mathrm{T}} x_{1}\right)=u_{1}$ and $\left(C_{0}^{\mathrm{T}} x_{1}-C^{\mathrm{T}} x_{1}\right)=u$. Then,

$$
\begin{aligned}
\operatorname{var}_{\eta_{0}}\left(Z_{1}^{*}\right) & =\frac{1}{4} \operatorname{var}_{\eta_{0}}\left(u_{1}^{\mathrm{T}} \Sigma^{-1} u_{1}-u_{0}^{\mathrm{T}} \Sigma^{-1} u_{0}+u_{0}^{\mathrm{T}} \Sigma^{-1} u_{0}-u_{0}^{\mathrm{T}} \Sigma_{0}^{-1} u_{0}\right) \\
& =\frac{1}{4} \operatorname{var}_{\eta_{0}}\left\{u^{\mathrm{T}} \Sigma^{-1} u+2 u^{\mathrm{T}} \Sigma^{-1} u_{0}+u_{0}^{\mathrm{T}}\left(\Sigma^{-1}-\Sigma_{0}^{-1}\right) u_{0}\right\} \\
& =\frac{1}{4} \operatorname{var}_{\eta_{0}}\left\{2 u^{\mathrm{T}} \Sigma^{-1} u_{0}+u_{0}^{\mathrm{T}}\left(\Sigma^{-1}-\Sigma_{0}^{-1}\right) u_{0}\right\} \\
& =\operatorname{var}_{\eta_{0}}\left(u^{\mathrm{T}} \Sigma^{-1} u_{0}\right)+\frac{1}{4} \operatorname{var}_{\eta_{0}}\left\{u_{0}^{\mathrm{T}}\left(\Sigma^{-1}-\Sigma_{0}^{-1}\right) u_{0}\right\}+\frac{1}{2} \operatorname{cov}_{\eta_{0}}\left\{u^{\mathrm{T}} \Sigma^{-1} u_{0}, u_{0}^{\mathrm{T}}\left(\Sigma^{-1}-\Sigma_{0}^{-1}\right) u_{0}\right\} \\
& =u^{\mathrm{T}} \Sigma^{-1} \Sigma_{0} \Sigma^{-1} u+\frac{1}{2} \operatorname{tr}\left\{\left(\Sigma^{-1} \Sigma_{0}-\mathrm{I}_{q}\right)^{2}\right\} \\
& \leq\left\|C_{0}^{\mathrm{T}} x_{1}-C^{\mathrm{T}} x_{1}\right\|_{2}^{2}\left\|\Sigma_{0}\right\|_{2}\left\|\Sigma^{-1}\right\|_{2}^{2}+\frac{1}{2}\left\|\Sigma^{-1 / 2} \Sigma_{0} \Sigma^{-1 / 2}-\mathrm{I}_{q}\right\|_{F}^{2} \\
& \leq\left\|C_{0}^{\mathrm{T}} x_{1}-C^{\mathrm{T}} x_{1}\right\|_{2}^{2}\left\|\Sigma_{0}\right\|_{2}\left\|\Sigma^{-1}\right\|_{2}^{2}+\frac{1}{2}\left\|\Sigma_{0}-\Sigma\right\|_{F}^{2}\left\|\Sigma^{-1}\right\|_{2}^{2} \\
& \leq \frac{4\left\|\Sigma_{0}\right\|_{2}}{s_{\min }^{2}\left(\Sigma_{0}\right)}\left\|C_{0}^{\mathrm{T}} x_{1}-C^{\mathrm{T}} x_{1}\right\|_{2}^{2}+\frac{1}{2}\left\|\Sigma^{-1}\right\|_{2}^{2}\left\|\Sigma-\Sigma_{0}\right\|_{F}^{2} \\
& \leq \frac{4\left\|\Sigma_{0}\right\|_{2}}{s_{\min }^{2}\left(\Sigma_{0}\right)}\left\|C_{0}^{\mathrm{T}} x_{1}-C^{\mathrm{T}} x_{1}\right\|_{2}^{2}+\frac{2}{s_{\min }^{2}\left(\Sigma_{0}\right)}\left\|\Sigma-\Sigma_{0}\right\|_{F}^{2},
\end{aligned}
$$

where we have used the lower bound on $s_{\min }(\Sigma)$ from lemma 4.1.2. Therefore, $\operatorname{var}_{\eta_{0}}\left(Z^{*}\right) \leq$ $\alpha^{2} \frac{4\left\|\Sigma_{0}\right\|_{2}}{s_{\min }^{2}\left(\Sigma_{0}\right)}\left\|X C-X C_{0}\right\|_{F}^{2}+\alpha^{2} \frac{2 n}{s_{\min }^{2}\left(\Sigma_{0}\right)}\left\|\Sigma-\Sigma_{0}\right\|_{F}^{2}$. Since $B \supset A_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)$ from step 1, and $\Pi\left\{A_{n}^{*}\left(\eta_{0}, \widetilde{\epsilon}_{n}\right)\right\}$, we finally get $\operatorname{var}_{\eta_{0}}(Z) \leq K \alpha^{2} n \widetilde{\epsilon}_{n}^{2}$ for some positive constant $K$.

Step 3. For any $D>1$ and $t>0$, by Chebyshev's inequality

$$
\begin{aligned}
P_{\eta_{0}}^{(n)}\left\{Z \leq-T \alpha(D+t) n \widetilde{\epsilon}_{n}^{2}\right\} & =P_{\eta_{0}}^{(n)}\left\{Z \leq-T \alpha(D-1+t+1) n \widetilde{\epsilon}_{n}^{2}\right\} \\
& =P_{\eta_{0}}^{(n)}\left\{Z-\left(-T \alpha n \widetilde{\epsilon}_{n}^{2}\right) \leq-T \alpha(D-1+t) n \widetilde{\epsilon}_{n}^{2}\right\} \\
& \leq \frac{\operatorname{var}_{\eta_{0}}(Z)}{\left\{T \alpha(D-1+t) n \widetilde{\epsilon}_{n}^{2}\right\}^{2}} \\
& \leq \frac{K}{T^{2}(D-1+t)^{2} n \widetilde{\epsilon}_{n}^{2}},
\end{aligned}
$$

where we have used the fact that $\operatorname{var}_{\eta_{0}}(Z) \leq K n \widetilde{\epsilon}_{n}^{2}$. Thus we get with $P_{\eta_{0}}^{(n)}$-probability at least $1-K /(D-1+t)^{2} n \widetilde{\epsilon}_{n}^{2}$,

$$
\log D_{n}^{*} \geq-T \alpha(D+t) n \widetilde{\epsilon}_{n}^{2} \Leftrightarrow D_{n}^{*} \geq e^{-T \alpha(D+t) n \tilde{\epsilon}_{n}^{2}}
$$

for some positive constant $K$. Since $D_{n} \geq \Pi_{\eta}(B) D_{n}^{*}$ and $\Pi_{\eta}(B) \geq e^{-T n \tilde{\epsilon}_{n}^{2}} \geq e^{-T \alpha(D+t) \tilde{\epsilon}_{n}^{2}}(D>$ $1)$, we finally obtain,

$$
D_{n} \geq e^{-T \alpha(D+t) \tilde{\epsilon}_{n}^{2}}
$$

with $P_{\eta_{0}}^{(n)}$-probability at least $1-K /(D-1+t)^{2} n \widetilde{\epsilon}_{n}^{2}$ for some positive constant $K$.

# 5. CONVERGENCE RATES OF FRACTIONAL HORSESHOE POSTERIORS IN HIGH-DIMENSIONS 

### 5.1 Introduction

Nowadays data arising from various scientific fields like Genetics, Physics, Bioinformatics, Psychology nowadays are inherently high-dimensional in nature. For example, in Genetics it is of interest to study gene behaviors for thousands of genes and typically measurements are only available for a few hundred patients. In such scenarios it is frequently assumed that the high-dimensional parameter possesses a low-dimensional structure. One popular way of providing the parameter with a low dimensional structure is by assuming it is 'sprase', wherein most of the elements of the parameters are exactly equal to or very close to zero. In the literature, the non-zero component of the parametr is known as the signal and zero or small part is known as noise. The presence of highdimensional parameters have motivated a series of works based on thresholding or regularization in common statistical problems of regression [5, 6, 7, 72, 85], covariance estimation [86, 87, 88] among others. While there is now a plethora of frequentist methods that rapidly produce point estimates in such problems, the uncertainty associated with such estimates, a decidedly non-trivial problem, has only gained limited attraction until recently [3, 89, 90].

On the other hand, by interpreting regularization as priors over parameter spaces, Bayesian methods have the innate ability to produce a posterior distribution over the space of parameters instead of just providing a point estimate. There is now a rich body of literature on various possible choices of such priors, commonly referred to as shrinkage priors - see [22, 33, 1, 23] and references therein. A unifying theme of these priors lies in the fact that these priors can mostly be expressed as global-local scale mixture of Gaussian distributions [20], wherein a single global scale parameter controls the overall shrinkage in the estimation procedure and local scale parameters allow for capturing signals with large magnitude. The Gaussian representation also allows for straightforward Markov chain Monte Carlo sampling from the posterior distribution [65]. For
a class of shrinkage priors $[91,92]$ establishted rapid mixing and convergence at a geometric rate of these sampling procedures. More recently, [65] developed an exact sampling scheme for sampling from a high-dimensional Gaussian distribution frequently encountered in the computational process involving shrinkage priors. Further computationally tractable algorithms are discussed and explored in [93]. The choice of the mixing distributions for the scale distribution essentially determines the priors ability to recover sparse parameters. Indeed, [83] proved sub-optimal risk properties of several routinely used mixing distributions such as the Inverse Gamma distribution. [20] prescribed a heavy-tailed prior on the local scale parameters, while the prior on the global scale parameter should have sufficient mass near zero.

In a seminal work [94] obtained the minimax lower bound for estimating a sparse vector of a given dimension and for $\mathcal{L}^{q}$ risks. Several frequentist estimators have been proven to be optimal in the sense of attaining the minimax risk for models ranging from Gaussian regression, generalized linear models to graphical models [8]. Analyzing the posterior obtained from shrinkage priors requires obtaining the convergence rate of the posterior to a point mass at the true parameter. We say a prior is optimal for sparse estimation if this convergence rate coincides with the minimax rate for the sparse class.
[77] provided sufficient conditions for posterior convergence rates in a general statistical model where the number of parameters are allowed to grow with the sample size or the parameter space itself can be infinite. The conditions include a prior concentration result and careful construction of sieves with a control on their entropy. Furthermore, the prior probability assigned to the complement of the sieves is required to be exponentially small. Intuitively, the prior mass condition is used to control the marginal distribution of the parameter under the specified prior and the sieve condition guarantees existence of exponentially consistent tests which are then used to control the posterior probability. In the canonical sparse normal means problem [23] proved the posterior contracts at the minimax rate for the Dirichlet-Laplace prior using the aforementioned tools. Their results can be extended to more sophisticated statistical models analogously, see [37] for a treatment involving high-dimensional factor models. However, for polynomial tailed priors such
as the horseshoe [1] the exponentially decaying prior mass assigned to the complement of sieves is difficult to verify. This technical difficulty has restricted its theoretical treatment to the normal means model where the conditionally independent Gaussian scale mixture representation is crucially exploited to achieve a tractable expression of coordinatewise posterior means. In particular, [25] showed that the horseshoe posterior contracts at the minimax rate for a suitably chosen global scale parameter, while [95] established similar results with an empirical Bayes and full Bayes approach by specifying a prior on the global scale parameter. In their work [25], the authors interpret the global scale parameter as the proportion of signal variables upto logarithmic factors. See also [26] for a study of the horseshoe prior from a testing perspective.

As noted earlier, the conditional independence structure is usually not valid for many practical statistical models. For instance, in a linear regression problem, the design matrix induces correlation in the posterior distribution of the coefficient vector. Thus results from [25, 95] cannot be readily adopted to more complex models although empirical studies have shown the superior performance of the horseshoe across different settings [65].

In this article, we adopt the fractional posterior framework [28]. Here a fractional power of the likelihood function is combined with the prior using Bayes theorem to obtain a fractional posterior. [28] show only a prior mass condition is sufficient to prove convergence rate of the fractional posterior. Simulation results in Appendix A and Theorem 3.5.9 show in Gaussian models, as far as estimation and prediction is concerned, fractional and usual posterior are almost indistinguishable. Here we focus on analyzing fractional posterior obtained from horseshoe related priors in regression and factor models.

### 5.2 Notation

Let $l_{0}[s ; p]=\left\{\theta \in \Re^{p}: \#\left(1 \leq j \leq p: \theta_{j} \neq 0\right) \leq s\right\}$ be the subset of $\Re^{p}$ with at most $s$ non-zero entries. For a vector $\theta \in \Re^{p}$, let $S_{\theta}=\left\{1 \leq j \leq p_{n}: \theta_{j} \neq 0\right\}$, called the support of $\theta$. We write $\|\cdot\|_{2}$ to denote the $l_{2}$ norm and $\|\cdot\|_{1}$ denote the $l_{1}$ norm. The Kullback-Liebler divergence between two distributions $P$ and $Q$ is written as $D(P \| Q)$. We will use $\mathrm{I}_{k}$ to denote the $k$-dimensional identity matrix.

### 5.3 The horseshoe prior

The horseshoe prior was originally introduced in [1] as a sparse prior over $\theta \in \Re^{p}$ in the model

$$
\begin{equation*}
y_{j}=\theta_{j}+\epsilon_{j}, \epsilon_{j} \stackrel{i i d}{\sim} \mathrm{~N}(0,1), \quad j=1, \ldots, p \tag{5.1}
\end{equation*}
$$

when the true mean $\theta_{0} \in l_{0}[s ; p]$. A draw $\eta \in \Re^{p}$ from the horseshoe prior can be hierarchically represented as,

$$
\begin{align*}
& \eta_{j} \mid \lambda_{j}, \tau \stackrel{\text { indp. }}{\sim} \mathrm{N}\left(0, \lambda_{j}^{2} \tau^{2}\right)  \tag{5.2}\\
& \lambda_{j} \stackrel{i n d p .}{\sim} \mathrm{C}^{+}(0,1) \quad j=1, \ldots, p  \tag{5.3}\\
& \tau \sim g \tag{5.4}
\end{align*}
$$

where $\mathrm{C}^{+}(0,1)$ is the standard Half-Cauchy distribution on the positive real line $\Re^{+}$with density function $f(x) \propto\left(1+x^{2}\right)^{-1} \mathbf{1}_{(0, \infty)}$ and $g$ is the density of a distribution on $\Re^{+}$with respect to the Lebesgue measure. Let the joint prior thus induced on $\eta$ be $\Pi_{\mathbf{H S}}$. The global scale parameter $\tau$ controls the overall shrinkage while the local scale parameters $\lambda_{j}$ allow to capture the coordinates with large magnitude. Choices of $g$ are discussed below. First, we give a brief overview of the properties of the hierarchy (5.2)-(5.4).

Fix $\tau=1$. Due to independence the conditional posterior mean of $\theta_{j}$ in model (5.1) with apriori $\theta \sim \Pi_{\mathbf{H S}}$, is given by,

$$
E\left(\theta_{j} \mid y_{j}, \lambda_{j}\right)=\left(1-\frac{1}{1+\lambda_{j}^{2}}\right) y_{j}
$$

Evidently, the amount of shrinkage for each coordinate $j$ is then controlled by the variable $\omega_{j}=$ $\left(1+\lambda_{j}^{2}\right)^{-1}$. When $\lambda_{j} \sim \mathrm{C}^{+}(0,1)$, the induced prior on $\omega_{j}$ is a $\operatorname{Beta}(1 / 2,1 / 2)$ distribution [1] which has its peak near 0 and 1 and a plateau in between. Thus the prior $\Pi_{\mathbf{H S}}$ has the ability to shrink noise coordinates heavily towards 0 with $\omega_{j}$ close to 1 yet at the same time retain signal coordinates
with small $\omega_{j}$ values. Furthermore, because there are no hyperparameters involved, the horseshoe prior has enjoyed wide popularity among the class of global-local shrinkage priors.

When estimating $\theta_{0}$, previous theoretical works [25,95] have interpreted $\tau$ to be the proportion of non-zero components in $\theta_{0}$ upto logarithmic factors. Indeed, small values of $\tau$ will result in sparser draws of $\eta$, see figure 1 of [25]. In this article we set $g$ to be the Half-Cauchy density [1]. However, simple modifications with an $\operatorname{Unif}(0,1)$ prior on $\tau$ lead to similar conclusions.

For $\theta_{0} \in l_{0}[s ; p]$ with $s=o(p)$, [94] provided the minimax squared error loss as,

$$
\begin{equation*}
\inf _{\hat{\theta}} \sup _{\theta \in l_{0}[s ; p]} E_{\theta_{0}}\left\|\hat{\theta}-\theta_{0}\right\|_{2}^{2} \asymp s \log (p / s), \tag{5.5}
\end{equation*}
$$

where the infimum is taken over all possible estimators $\hat{\theta}$. In what follows, we will be working with the approximate minimax rate of $s \log p$. Next, consider $n$ independent copies $\left(Y_{i}\right)_{i=1}^{n}$ of the $p$-dimensional vector $Y_{i}=\left(y_{i j}\right)_{j=1}^{p}$. We work in a high-dimensional regime where the dimension $p$ is allowed to grow with the sample size $n$. Further, the sparsity $s$ of $\theta_{0}$ may also change with $n$. In terms of notation, we will use $p_{n}$ and $s_{n}$ to make their dependence explicit on the sample size. Bayesian asymptotic results rely heavily on the prior mass assigned to neighborhoods of the true parameter $[96,77,28]$. Given a sparse vector $\theta_{0} \in l_{0}\left[s_{n} ; p_{n}\right]$, our first result is a non-asymptotic concentration result of $\Pi_{\mathbf{H S}}$ on shrinking $l_{2}$ neighborhoods of $\theta_{0}$.

Theorem 5.3.1. Suppose $n, p_{n}$ and $s_{n}$ is such that $s_{n} / p_{n} \leq 1 / 2$ and $\log p_{n}=o(n)$ and $s_{n} \log p_{n}=$ $o(n)$. Let $\theta_{0} \in l_{0}\left[s_{n} ; p_{n}\right]$ be such that for all $j \in S_{\theta_{0}}$ we have $\frac{1}{2} \sqrt{\frac{\log p_{n}}{n}} \leq \theta_{0 j} \leq p_{n}^{m}$, for some positive constant $m$. Then for some positive constant $C$,

$$
\Pi_{\boldsymbol{H} \boldsymbol{S}}\left(\left\|\theta-\theta_{0}\right\|_{2} \leq \delta_{n}\right) \geq e^{-C n \delta_{n}^{2}}=e^{-C s_{n} \log p_{n}}
$$

Proof. Using the conditional formulation of prior (5.2)-(5.3) we have,

$$
\begin{align*}
\Pi_{\mathbf{H S}}\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n}\right) & =\int_{\tau} p r\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n} \mid \tau\right) g(\tau) d \tau  \tag{5.6}\\
& \geq \int_{I_{\tau_{*}}} p r\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n} \mid \tau\right) g(\tau) d \tau
\end{align*}
$$

where $I_{\tau_{*}}=\left[\tau_{*} / 2, \tau_{*}\right]$ with $\tau_{*}=\left(s_{n} / p_{n}\right)^{3 / 2}\left(\log p_{n} / n\right)^{1 / 2}$. Let $S=\left\{1 \leq j \leq p_{n}: \theta_{0 j} \neq 0\right\}$. We first provide a lower bound of the conditional probability $\operatorname{pr}\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n} \mid \tau \in I_{\tau_{*}}\right)$ by dividing it into two terms. For $\tau \in I_{\tau^{*}}$ we have,

$$
\begin{align*}
\operatorname{pr}\left(\left\|\theta-\theta_{0}\right\|<\delta_{n} \mid \tau\right) & \geq \operatorname{pr}\left(\left.\left\|\theta_{S}-\theta_{0 S}\right\|_{2}<\frac{\delta_{n}}{2} \right\rvert\, \tau\right) \operatorname{pr}\left(\left.\left\|\theta_{S^{c}}\right\|_{2}<\frac{\delta_{n}}{2} \right\rvert\, \tau\right) \\
& \geq \prod_{j \in S} \operatorname{pr}\left(\left.\left|\theta_{j}-\theta_{0 j}\right|<\frac{\delta_{n}}{2 \sqrt{s_{n}}} \right\rvert\, \tau\right) \prod_{j \in S^{c}} p r\left(\left.\left|\theta_{j}\right|<\frac{\delta_{n}}{2 \sqrt{p_{n}}} \right\rvert\, \tau\right) \tag{5.7}
\end{align*}
$$

Now we will provide lower bounds for each of the terms $\operatorname{pr}\left\{\left|\theta_{j}-\theta_{0 j}\right|<\delta_{n} /\left(2 s_{n}^{1 / 2}\right)\right\}$ for any $j \in S$ and $\operatorname{pr}\left\{\left|\theta_{j}\right|<\delta_{n} /\left(2 p_{n}^{1 / 2}\right)\right\}$ for any $j \in S^{c}$ and for $\tau \in I_{\tau_{*}}$.

We first consider $\operatorname{pr}\left\{\left|\theta_{j}\right|<\delta_{n} /\left(2 p_{n}^{1 / 2}\right) \mid \tau\right\}$ with $\tau \in I_{\tau_{*}}$. Since given $\tau$ and $\lambda, \theta_{j} \sim$ $\mathrm{N}\left(0, \lambda_{j}^{2} \tau^{2}\right)$, we use Chernoff type bounds for a Gaussian random variable to obtain,

$$
\operatorname{pr}\left(\left|\theta_{j}\right|>\delta_{n} / 2 p_{n}^{1 / 2} \mid \lambda_{j}, \tau\right) \leq 2 e^{-\frac{\delta_{n}^{2}}{8 \lambda_{j}^{2} \tau^{2}}} \leq 2 e^{-\frac{\delta^{2}}{8 \lambda_{j}^{2} \tau_{*}^{2}}}=2 e^{-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}}
$$

Hence,

$$
\begin{aligned}
\operatorname{pr}\left(\left|\theta_{j}\right|<\delta_{n} / 2 p_{n}^{1 / 2} \mid \tau\right)= & \int_{\lambda_{j}} \operatorname{pr}\left(\left|\theta_{j}\right|<\delta_{n} / 2 p_{n}^{1 / 2} \mid \lambda_{j}, \tau\right) f\left(\lambda_{j}\right) d \lambda_{j} \\
& \geq \int_{\lambda_{j}}\left\{1-2 \exp \left(-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}\right)\right\} f\left(\lambda_{j}\right) d \lambda_{j} \\
& =1-\frac{4}{\pi} \int_{\lambda_{j}} \exp \left(-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}\right)\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j}=1-\frac{4}{\pi} \mathrm{I}
\end{aligned}
$$

where $\mathrm{I}=\int_{\lambda_{j}} \exp \left(-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}\right)\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j}$. We then bound the integrand from above as follows,

$$
\begin{aligned}
I=\int_{\lambda_{j}} \exp \left(-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}\right)\left(1+\lambda_{j}^{2}\right)^{-1} d \lambda_{j} & \leq \int_{\lambda_{j}} \exp \left(-\frac{p_{n}^{2}}{8 s_{n}^{2} \lambda_{j}^{2}}\right) \lambda_{j}^{-2} d \lambda_{j} \\
& =\frac{1}{2} \int_{0}^{\infty} z^{-1 / 2} \exp \left(-\frac{p_{n}^{2} z}{8 s_{n}^{2}}\right) d z, \quad z=1 / \lambda^{2}, \\
& =\frac{\Gamma(1 / 2)}{2\left(p_{n}^{2} / 8 s_{n}^{2}\right)^{1 / 2}}=\frac{s_{n} \sqrt{2 \pi}}{p_{n}} .
\end{aligned}
$$

Thus for $\tau \in I_{\tau_{*}}, \operatorname{pr}\left(\left|\theta_{j}\right|<\delta_{n} / 2 p_{n}^{1 / 2} \mid \tau\right) \geq 1-R \frac{s_{n}}{p_{n}}$, where $R=(32 / \pi)^{1 / 2}$.
For $\operatorname{pr}\left(\left|\theta_{j}-\theta_{0 j}\right|<\delta_{0} \mid \tau\right)$ with $\tau \in I_{\tau_{*}}$, we have, letting $\delta_{0}=\delta_{n} / 2 \sqrt{s_{n}}$

$$
\begin{aligned}
\operatorname{pr}\left(\left|\theta_{j}-\theta_{0 j}\right|<\delta_{0} \mid \tau\right) & =\left(2 / \pi^{3}\right)^{1 / 2} \int_{\lambda_{j}} \int_{\left|\theta_{j}-\theta_{0}\right|<\delta_{0}} \exp \left\{-\theta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \frac{1}{\lambda_{j} \tau\left(1+\lambda_{j}^{2}\right)} d \lambda_{j} d \theta_{j} \\
& \geq\left(2 / \pi^{3}\right)^{1 / 2} \int_{\left|\theta_{j}-\theta_{0}\right|<\delta_{0}} \int_{\theta_{0 j} / \tau}^{2 \theta_{0 j} / \tau} \exp \left\{-\theta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \frac{1}{\lambda_{j} \tau\left(1+\lambda_{j}^{2}\right)} d \lambda_{j} d \theta_{j} \\
& \geq\left(2 / \pi^{3}\right)^{1 / 2} \int_{\left|\theta_{j}-\theta_{0}\right|<\delta_{0}} \exp \left(-\frac{\theta_{j}^{2}}{2 \theta_{0 j}^{2}}\right) \frac{1}{2 \theta_{0 j}} \int_{\theta_{0 j} / \tau}^{2 \theta_{0 j} / \tau} \frac{1}{1+\lambda_{j}^{2}} d \lambda_{j} d \theta_{j},
\end{aligned}
$$

since for $\lambda_{j} \in\left[\theta_{0 j} / \tau, 2 \theta_{0 j} / \tau\right], 1 / \lambda_{j} \tau \geq 1 /\left(2 \theta_{0 j}\right)$ and $\exp \left\{-\theta_{j}^{2} /\left(2 \lambda_{j}^{2} \tau^{2}\right)\right\} \geq \exp \left(-\theta_{j}^{2} / 2 \theta_{0 j}^{2}\right)$. Moreover, in the interval $\left[\theta_{0 j} / \tau, 2 \theta_{0 j} / \tau\right],\left(1+\lambda_{j}^{2}\right)^{-1} \geq\left(1+4 \theta_{0 j}^{2} / \tau^{2}\right)$. Thus,

$$
\begin{aligned}
\operatorname{pr}\left(\left|\theta_{j}-\theta_{0 j}\right|<\delta_{0} \mid \tau\right) & \geq\left(2 / \pi^{3}\right)^{1 / 2} \frac{1}{2 \theta_{0 j}} \frac{\theta_{0 j}}{\tau} \frac{1}{1+4 \theta_{0 j}^{2} / \tau^{2}} \int_{\left|\theta_{j}-\theta_{0}\right|<\delta_{0}} \exp \left(-\frac{\theta_{j}^{2}}{2 \theta_{0 j}^{2}}\right) d \theta_{j} \\
& =\left(2 / \pi^{3}\right)^{1 / 2} \frac{\tau}{4 \theta_{0 j}^{2}+\tau^{2}} \int_{\left|\theta_{j}-\theta_{0}\right|<\delta_{0}} \exp \left(-\frac{\theta_{j}^{2}}{2 \theta_{0 j}^{2}}\right) d \theta_{j} .
\end{aligned}
$$

By the assumption that $\theta_{0 j}>\delta_{0}$, it follows that $\theta_{j} / \theta_{0 j}<2$ when $\left|\theta_{j}-\theta_{0 j}\right|<\delta_{0}$. Furthermore, since for every $\tau \in I_{\tau_{*}}, \tau^{2}<\tau_{*}^{2}<\delta_{0}^{2}$ because $s_{n} / p_{n} \leq 1 / 2$, we get $4 \theta_{0 j}^{2}+\tau^{2}<5 \theta_{0 j}^{2}$. Putting
together these bounds in the above display and using $\theta_{0 j}^{2} \leq p_{n}^{m}$ we get,

$$
\begin{equation*}
\operatorname{pr}\left(\left|\theta_{j}-\theta_{0 j}\right|<\delta_{0} \mid \tau\right) \geq\left(2 / \pi^{3}\right)^{1 / 2} e^{-2} \frac{1}{5 \theta_{0 j}^{2}} \tau \delta_{0}=K\left(\theta_{0 j}\right)^{-2}\left(\frac{s_{n}}{p_{n}}\right)^{3 / 2} \frac{\log p_{n}}{n} \geq K p_{n}^{-(5 / 2+m)}, \tag{5.8}
\end{equation*}
$$

assuming $s_{n} \log p_{n} \geq 1$ where $K=\frac{1}{5}\left(2 / \pi^{3}\right)^{1 / 2} e^{-2}$. Substituting these bounds in (5.7), we have for $\tau \in I_{\tau_{*}}$

$$
\begin{equation*}
\operatorname{pr}\left(\left\|\theta-\theta_{0}\right\|<\delta \mid \tau\right) \geq\left(1-R \frac{s_{n}}{p_{n}}\right)^{p_{n}-s_{n}} K e^{-\frac{5}{2} s_{n} \log p_{n}} \geq e^{-C s \log p} \tag{5.9}
\end{equation*}
$$

for some positive constant $C$. Then the unconditional prior mass $\Pi_{\mathbf{H S}}\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n}\right)$ admits the following bound,

$$
\begin{aligned}
\Pi_{\mathbf{H S}}\left(\left\|\theta-\theta_{0}\right\|_{2}<\delta_{n}\right) \geq e^{-C s_{n} \log p_{n}} \int_{I_{\tau_{*}}} g(\tau) d \tau & \geq e^{-C s_{n} \log p_{n}} \frac{\tau_{*}}{2\left(1+\tau_{*}^{2}\right)} \\
& \geq e^{-C s_{n} \log p_{n}} \frac{\tau_{*}}{4} \geq e^{-C s_{n} \log p_{n}}
\end{aligned}
$$

for some positive constant $C$.

A version of theorem 5.3.1 appeared in [97] for bounded uniformly $\theta_{0}$. One key feature of our proof is in choosing the global shrinkage parameter $\tau$ carefully so that sufficiently large number of elements of a draw from $\Pi_{\mathbf{H S}}$ are shrunken towards zero. This happens if $\tau$ is restricted within a constant interval of $\left(s_{n} / p_{n}\right)^{3 / 2}\left\{\left(\log p_{n}\right) / n\right\}^{1 / 2}$. The lower threshold $2^{-1} \sqrt{\left(\log p_{n}\right) / n}$ represents a certain minimum signal strength below which the prior is unable to distinguish it from a noise variable. Such minimum thresholds exist in the literature [25] who call it the detection boundary. Theorem 5.3.1 will be the key building block in our subsequent studies of several high-dimensional models.

### 5.4 Fractional posteriors

In this section we introduce fractional posteriors and related concepts developed recently in [28]. Suppose we observe $n$ independent but not necessarily identically distributed data points $X^{(n)}=\left(X_{1}, \ldots, X_{n}\right)$ from a distribution $\mathbb{P}_{\theta}$ where $\theta \in \Theta$ is the parameter of interest. We assume $p_{\theta}$ to be the density of $\mathbb{P}_{\theta}$ with respect to some dominating measure $\mu$. Let $\left(\mathbb{P}_{\theta}^{(n)}, p_{\theta}^{(n)}\right)$ be the corresponding product measure and density of the $n$ random variables with respect to $\mu^{(n)}$. For $\alpha \in(0,1)$, the $\alpha$-fractional likelihood is defined as,

$$
\begin{equation*}
L_{n, \alpha}(\theta)=\left\{p_{\theta}^{(n)}\right\}^{\alpha} \tag{5.10}
\end{equation*}
$$

the usual likelihood raised to the power $\alpha$. Suppose $\Pi_{n}$ is a prior distribution on $\Theta$. Then the $\alpha$-fractional posterior $\Pi_{n, \alpha}$ is defined by substituting the $\alpha$-fractional likelihood in equation (5.10) in the usual Bayes theorem. For $B \in \mathcal{B}$, the $\sigma$-field of $\Theta$,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(B \mid X^{(n)}\right)=\frac{\int_{B} L_{n, \alpha}(\theta) \Pi_{n}(d \theta)}{\int_{\Theta} L_{n, \alpha}(\theta) \Pi_{n}(d \theta)} \tag{5.11}
\end{equation*}
$$

We assume $\theta_{0}$ to be true value of the parameter and also assume that the model is correctly specified, i.e. $\theta_{0} \in \Theta$. To measure the recovery of $\theta_{0}$ we will use the Rényi divergence $D_{\alpha}\left(\theta, \theta_{0}\right)=$ $D_{\alpha}\left(p_{\theta}^{(n)}, p_{\theta_{0}}^{(n)}\right)$ of order $\alpha \in(0,1)$ which for two densities $q_{1}$ and $q_{2}$ with respect to some common dominating measure $\nu$ is defined as,

$$
\begin{equation*}
D_{\alpha}\left(q_{1}, q_{2}\right)=\frac{1}{\alpha-1} \log \int q_{1}^{\alpha} q_{2}^{(1-\alpha)} d \nu \tag{5.12}
\end{equation*}
$$

[28] show that the rate of contraction of $\Pi_{n, \alpha}$ at $\theta_{0}$ is determined by the concentration of $\Pi_{n}$ around certain Kullback-Leibler type neighborhoods of $\theta$. We state here the concentration result of $\Pi_{n, \alpha}$ from [28] for the sake of completeness. Define for every positive $\epsilon$ the set,

$$
\begin{equation*}
B_{n}\left(\theta_{0}, \epsilon\right)=\left\{\theta \in \Theta: \int p_{\theta_{0}}^{(n)} \log \frac{p_{\theta_{0}}^{(n)}}{p_{\theta}^{(n)}} d \mu^{(n)} \leq n \epsilon^{2}, \int p_{\theta_{0}}^{(n)} \log ^{2} \frac{p_{\theta_{0}}^{(n)}}{p_{\theta}^{(n)}} d \mu^{(n)} \leq n \epsilon^{2}\right\} \tag{5.13}
\end{equation*}
$$

The following theorem provides a nonasymptotic upper bound to the probability assigned by $\Pi_{n, \alpha}$ to $D_{\alpha}$ neighborhoods of $\theta_{0}$.

Theorem 5.4.1 ([28]). Fix $\alpha \in(0,1)$. Suppose $\epsilon_{n}$ is such that $n \epsilon_{n}^{2} \geq 2$. Let $\Pi_{n}$ satisfies

$$
\Pi_{n}\left(B_{n}\left(\theta_{0}, \epsilon_{n}\right)\right) \geq e^{-n \epsilon_{n}^{2}}
$$

Then for any $D \geq 2$ and $t>0$,

$$
\Pi_{n, \alpha}\left(\theta \in \Theta: \left.\frac{1}{n} D_{\alpha}\left(\theta, \theta_{0}\right) \geq \frac{D+3 t}{1-\alpha} \epsilon_{n}^{2} \right\rvert\, X^{(n)}\right) \leq e^{-t n \epsilon_{n}^{2}}
$$

holds with $\mathbb{P}_{\theta_{0}}^{(n)}$-probability at least $1-2 /(D-1+t)^{2} n \epsilon_{n}^{2}$.
A simple application of theorem 5.3.1 and 5.4.1 gives the following fractional posterior concentration result for model (5.1) with $\theta_{0} \in l_{0}\left[s_{n} ; p_{n}\right]$ and apriori $\theta \sim \Pi_{\mathbf{H S}}$. With $\alpha \in(0,1)$ and for $n$ independent copies $Y^{(n)}=\left(Y_{1}, \ldots, Y_{n}\right)$ where each $Y_{i}$ is generated according to model (5.1), the $\alpha$-fractional posterior is given by,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(\theta \mid Y^{(n)}\right) \propto \exp \left(-\frac{\alpha}{2} \sum_{i=1}^{n}\left\|Y_{i}-\theta\right\|_{2}^{2}\right) \Pi_{\mathbf{H S}}(d \theta) \tag{5.14}
\end{equation*}
$$

Theorem 5.4.2. Consider model (5.1). Let the true parameter $\theta_{0} \in l_{0}\left[s_{n} ; p_{n}\right]$ be such that for $j \in S_{\theta_{0}}, \frac{1}{2} \sqrt{\frac{\log p_{n}}{n}} \leq \theta_{0 j} \leq p_{n}^{m}$ and $s_{n}, p_{n}$ and $n$ satisfy the conditions of theorem 5.3.1. Fix $\alpha \in(0,1)$. Then the $\alpha$-fractional posterior $\Pi_{n, \alpha}$ defined in (5.14) satisfies,

$$
\Pi_{n, \alpha}\left(\theta \in \Theta: \frac{\alpha}{2}\left\|\theta-\theta_{0}\right\|_{2}^{2} \geq \frac{D+3 t}{1-\alpha} s_{n} \log p_{n}\right) \leq e^{-t s_{n} \log p_{n}}
$$

for any $D \geq 2$ and $t>0$ with $\mathbb{P}_{\theta_{0}}^{(n)}$-probability at least $1-2 /\left\{(D-1+t)^{2} s_{n} \log p_{n}\right\}$.
Proof. Let $\epsilon_{n}=\left\{\left(s_{n} \log p_{n}\right) / n\right\}^{1 / 2}$. Since $D\left(\mathrm{~N}\left(\theta_{0}, \mathrm{I}_{p_{n}}\right) \| \mathrm{N}\left(\theta, \mathrm{I}_{p_{n}}\right)\right)=2^{-1}\left\|\theta-\theta_{0}\right\|_{2}^{2}$, the set $B_{n}\left(\theta_{0}, \epsilon_{n}\right) \supset\left\{\theta:\left\|\theta-\theta_{0}\right\|_{2}^{2} \leq \epsilon_{n}^{2}\right\}$. From theorem 5.3.1 we then get $\Pi_{\mathbf{H S}}\left\{B_{n}\left(\theta_{0}, \epsilon_{n}\right)\right\} \geq$
$\Pi_{\mathbf{H S}}\left(\theta:\left\|\theta-\theta_{0}\right\|_{2}^{2} \leq \epsilon_{n}^{2}\right) \geq e^{-C n \epsilon_{n}^{2}}$. Therefore the theorem follows from theorem 5.4.1 noting that $D_{\alpha}\left(\theta, \theta_{0}\right)=\frac{n \alpha}{2}\left\|\theta-\theta_{0}\right\|_{2}^{2}$.

Given $\Pi_{n, \alpha}$ satisfies theorem 5.4.1 with rate $\epsilon_{n}$, [28, Corollary 3.3] prove that with $\mathbb{P}_{\theta_{0}}^{(n)}$ probability at least $1-C_{1} /\left(n \epsilon_{n}^{2}\right), \int n^{-1} D_{\alpha}\left(\theta, \theta_{0}\right) \Pi_{n, \alpha}(d \theta) \leq C_{2}(1-\alpha)^{-1} \epsilon_{n}$ for positive constant $C_{1}, C_{2}$ independent of $\alpha$. As a result, we get from theorem 5.4.2 that $\int\left\|\theta-\theta_{0}\right\|_{2}^{2}$ $\Pi_{n, \alpha}(d \theta) \leq C_{2}\{\alpha(1-\alpha)\}^{-1} s_{n} \log p_{n}$ with high $\mathbb{P}_{\theta_{0}}^{(n)}$-probability. Then using the convexity of the $l_{2}$-norm followed by Jensen's inequality it immediately follows that the $\alpha$-fractional posterior mean $\bar{\theta}_{\alpha}=\int \theta \Pi_{n, \alpha}(d \theta)$ is a rate optimal estimator in the minimax sense: $\left\|\bar{\theta}_{\alpha}-\theta_{0}\right\|_{2}^{2} \leq$ $C_{2}\{\alpha(1-\alpha)\}^{-1} s_{n} \log p_{n}$. [25] proved minimax optimality under $l_{2}$ loss of the usual posterior mean obtained from a horseshoe prior in the normal means model.

### 5.5 High-dimensional sparse linear regression

While the normal means model in equation (5.1) certainly provides insight into the operating characteristics of the prior $\Pi_{\mathbf{H S}}$, practical statistical models seldom admit such simple parameterization. We now consider the Gaussian linear regression model defined as,

$$
\begin{equation*}
y_{n}=X_{n} \beta_{n}+\epsilon_{n}, \epsilon_{n} \sim \mathrm{~N}_{n}\left(0, \sigma_{n}^{2} \mathrm{I}_{n}\right), \tag{5.15}
\end{equation*}
$$

where $y_{n} \in \Re^{n}$ and $X_{n}$ is a $n \times p_{n}$ dimensional deterministic matrix. We focus on the highdimensional case where $n \leq p_{n}$ and allow $p_{n}$ to grow with $n$ exponentially fast; $\log p_{n} \leq n^{\gamma}$, for some $\gamma \in(0,1)$. Our object of interest will be the contraction rate of fractional posteriors $\Pi_{n, \alpha}$ when the true parameter $\beta_{0 n} \in l_{0}\left[s_{n} ; p_{n}\right]$ and $\beta_{n}$ is endowed with the prior $\Pi_{\mathbf{H S}}$. Fix $\alpha \in$ $(0,1)$. Since the additive error in model (5.15) is assumed to Gaussian, for any Borel set $B \in \Re^{p}$, $\Pi_{n, \alpha}\left(B \mid y_{n}\right)$ is,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(B \mid y_{n}\right)=\frac{\int_{B} e^{-\frac{\alpha}{2}\left\|y-X_{n} \beta_{n}\right\|_{2}^{2}} \Pi_{\mathbf{H S}}\left(d \beta_{n}\right)}{\int e^{-\frac{\alpha}{2}\left\|y-X_{n} \beta_{n}\right\|_{2}^{2}} \Pi_{\mathbf{H S}}\left(d \beta_{n}\right)} . \tag{5.16}
\end{equation*}
$$

In the high-dimensional setting $n \leq p_{n}$, the structure of the design matrix plays a central role in evaluating the performance of a statistical procedure [8]. However, for the relatively easier problem
of prediction optimality is achieved by imposing the following minimal assumption on $X_{n}$.

Assumption 5.5.1. The entries of $X_{n}$ satisfy $\|X\|=\max _{1 \leq j \leq p_{n}}\left\|X_{j}\right\|_{2}^{2} \asymp n$. This holds if the entries are standardized, a common practice. Also if the entries are generated from a distribution which is independent of $n$ and $p_{n}$, for example from a $\mathrm{N}(0,1)$ distribution.

We now generalize Theorem 5.4.1 to model (5.15).

Theorem 5.5.2. (Prediction recovery) Fix $\alpha \in(0,1)$. Assume that $\beta_{0 n} \in l_{0}\left[s_{n} ; p_{n}\right]$ satisfies the conditions in theorem 5.4.2 and $X_{n}$ satisfies assumption 5.5.1. Then for any $D \geq 2$ and $t>0$,

$$
\Pi_{n, \alpha}\left(\beta \in \Re^{p}: \frac{\alpha}{2}\left\|X_{n} \beta-X_{n} \beta_{0 n}\right\|_{2}^{2} \geq \frac{D+3 t}{1-\alpha} s_{n} \log p_{n}\right) \leq e^{-t s_{n} \log p_{n}}
$$

with $\mathbb{P}_{\beta_{0 n}}^{(n)}$-probability at least $1-2 /\left\{(D-1+t)^{2} s_{n} \log p_{n}\right\}$.

The proof of Theorem 5.5.2 follows along the same lines as that of Theorem 5.4.2. Assumption 5.5.1 is made to ensure sufficient prior concentration around $\beta_{0}$ propagates to prior concentration around $X_{n} \beta_{0 n}$. The precise arguments are collected below.

Proof. For model (5.15) and for every $\epsilon>0$ we have $B_{n} \supset\left\{\beta:\left\|X \beta-X \beta_{0}\right\|_{2}^{2}<n \epsilon^{2}\right\}$. Now from Theorem 5.3.1 we have $\Pi_{\mathbf{H S}}\left\{\beta:\left\|\beta-\beta_{0}\right\|_{2}^{2}<\left(s_{n} \log p_{n}\right) / n\right\} \geq e^{-C s_{n} \log p_{n}}$. Since $\left\|X \beta-X \beta_{0}\right\|_{2}^{2} \leq\|X\|\left\|\beta-\beta_{0}\right\|_{2}^{2}$ and $\|X\| \asymp n$, the result immediately follows from 5.4.1.

Connections with previous work: The most comparable result to Theorem 5.5.2 for the prior $\Pi_{\mathbf{H S}}$ is provided in [98] with the rate $\epsilon_{n}=s_{n} \log p_{n}$. The authors prove the equivalent of Theorem 5.5.2 for the usual posterior with prior $\Pi_{\mathbf{H S}}$ where they allow a deterministic choice of the global shrinkage parameter $\tau$. Thus, Theorem 5.5.2 establishes that the fractional posterior also achieves the optimal convergence rate. In [99] convergence properties of the fractional posterior is studied with a joint prior on the model size and the coefficients. [16] extensively studied the usual posterior in model (5.15) with a similar prior as considered in [99].

### 5.6 High-dimensional sparse factor models

Factor models are a widely popular tool to model the dependence structure of multi-dimensional observations through a linear combination of unobserved underlying factors [100, 101]. When the number of factors is sufficiently small compared to the dimension then it can also be interpreted as a dimension reduction tool [88]. Suppose we observe $y_{1}, \ldots, y_{n} \sim \mathrm{~N}\left(0, \Omega_{n}\right)$ where $y_{i} \in \Re^{p_{n}}, i=1, \ldots, n$ independently and our parameter of interest is $\Omega_{n}$. A $k$ factor model proposes the following decomposition,

$$
\begin{equation*}
y_{i}=\Lambda_{n} \eta_{i}+\epsilon_{i}, \tag{5.17}
\end{equation*}
$$

where $k \ll p_{n}, \eta_{i} \in \Re^{k \times 1}$ are the unobserved factors, $\Lambda_{n} \in \Re^{p_{n} \times k}$ is the factor loading matrix and $\epsilon_{i} \sim \mathrm{~N}\left(0, \Sigma_{n}\right), \Sigma_{n}=\sigma_{n}^{2} \mathrm{I}_{p_{n}}$. When $\eta_{i} \sim \mathrm{~N}\left(0, \mathrm{I}_{k}\right)$, then $\Omega_{n}=\Lambda_{n} \Lambda_{n}^{\mathrm{T}}+\Sigma_{n}$. Thus model (5.17) reduces the number of parameters from $\left\{p_{n}\left(p_{n}-1\right) / 2\right\}$ to $p_{n}(k+1)$ - a reduction of quadratic to linear in $p_{n}$. While for small to moderate $p_{n}$ model (5.17) may provide sufficient dimension reduction, in many modern applications such as Genomics where $p_{n}$ may be in thousands, further sparsity structure is warranted for devising efficient statistical procedures. Especially, in the Bayesian framework [74] introduced sparse factor models where the loading matrix $\Lambda$ is modeled to be sparse via proper point mass mixture priors. See also [11, 102]. Computational challenges involving point mass priors have motivated the an alternative class of priors known as shrinkage priors. [36] used independent shrinkage priors on the columns of the loading matrix $\Lambda$ starting with a conservative estimate of the number of unknown factors. [37] elicited a prior on $\Lambda$ by having independent Dirichlet-Laplace priors [23] on the columns of $\Lambda$. The authors show minimax (upto log factors) convergence rates of the posterior distribution in Frobenius and operator norm loss when the dimension $p_{n}$ grows exponentially with $n$; $\log p_{n} \leq n^{\gamma}, \gamma \in(0,1)$.

Suppose $\Omega_{0 n} \in \mathbb{C}_{n}$ is the true data generating parameter, i.e. we observe,

$$
y^{(n)}=\left(y_{1}, \ldots, y_{n}\right), \text { where } y_{i} \stackrel{i i d}{\sim} \mathrm{~N}\left(0, \Omega_{0 n}\right),
$$

where $\mathbb{C}_{n}$ is the cone of covariance matrices of order $p_{n} \times p_{n}$. In order to estimate $\Omega_{0 n}$, we model the data as $y_{i} \sim \mathrm{~N}\left(0, \Omega_{n}\right)$ and use (5.17) to decompose $\Omega_{n}$ as $\Omega_{n}=\Lambda_{n} \Lambda_{n}^{\mathrm{T}}+\Sigma_{n}$. Before we begin our prior prior specification, we list the assumption we make on $\Omega_{0 n}$.

Assumption 5.6.1. $\Omega_{0 n}$ is of the form, $\Omega_{0 n}=\Lambda_{0 n} \Lambda_{0 n}^{\mathrm{T}}+\Sigma_{0 n}$, where $\Lambda_{0 n} \in \Re^{p_{n} \times k_{0 n}}, k_{0 n} \leq p_{n}$ and $\Sigma_{0 n}=\sigma_{0 n}^{2} \mathrm{I}_{p_{n}}$.

Assumption 5.6.2. Each column of $\Lambda_{0 n} \in \ell\left[s_{n} ; p_{n}\right]$ with $s_{n}=o\left(p_{n}\right)$ and the entries of the columns are uniformly bounded by some positive $T$.

Assumption 5.6.3. There are positive constants $a$ and $b$ such that $a<s_{\min }\left(\Omega_{0 n}\right)<s_{\max }\left(\Omega_{0 n}\right)<b$ for every $n$.

Suppose $k_{*}$ is a conservative estimate of the number of factors $k_{0 n}$. Although $k_{0 n}$ is not known, assuming $k_{*}>k_{0 n}$, we will set our prior in order to shrink out the redundant $\left(k_{*}-k_{0 n}\right)$ columns. To that end, letting $\Lambda_{j}, j=1, \ldots, k_{*}$ to be the $j^{\text {th }}$ column of $\Lambda_{n}$, we specify a the horseshoe prior $\Pi_{\mathbf{H S}}$ with individual global shrinkage parameter $\tau_{j}$ for each column,

$$
\begin{equation*}
\lambda_{h j} \mid \psi_{h j}, \tau_{j} \sim \mathrm{~N}\left(0, \psi_{j h}^{2} \tau_{j}^{2}\right), \psi_{h j} \sim \mathrm{C}^{+}(0,1), \tau_{j} \sim \mathrm{C}^{+}(0,1) \tag{5.18}
\end{equation*}
$$

We call the joint prior on $\Lambda_{n}$ as $\Pi_{\Lambda_{n}}$. As for the residual variance $\sigma_{n}^{2}$, we use a $\operatorname{Gamma}(a, b)$ prior which will be referred as $\Pi_{\sigma_{n}}$. The joint prior thus elicited on $\Omega_{n}$ through $\Lambda_{n}$ and $\sigma_{n}$ will be denoted by $\Pi_{\Omega_{n}}=\Pi_{\Lambda_{n}} \otimes \Pi_{\sigma_{n}}$. Under this setup, for a fixed $\alpha \in(0,1)$, the $\alpha$-fractional posterior for $B \in \mathbb{C}_{n}$ is,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(B \mid y^{(n)}\right)=\frac{\int_{B} \exp \left\{-\frac{\alpha}{2} \sum_{i=1}^{n} y_{i} \Omega_{n}^{-1} y_{i}\right\} \Pi_{\Omega_{n}}\left(d \Omega_{n}\right)}{\int_{\mathbb{C}_{n}} \exp \left\{-\frac{\alpha}{2} \sum_{i=1}^{n} y_{i} \Omega_{n}^{-1} y_{i}\right\} \Pi_{\Omega_{n}}\left(d \Omega_{n}\right)} \tag{5.19}
\end{equation*}
$$

The set $B_{n}$ from Theorem 5.4.1 on which we study the prior concentration in the current context is characterized in the following lemma.

Lemma 5.6.4. For every positive $\epsilon$, we have $B_{n}\left(\Omega_{0 n}, \epsilon\right) \supset \widetilde{A}_{n}\left\{\left(\Lambda_{0 n}, \sigma_{0 n}\right), \epsilon\right\}$, where

$$
\widetilde{A}_{n}\left\{\left(\Lambda_{0 n}, \sigma_{0 n}\right), \epsilon\right\}=\left\{\left(\Lambda_{0 n}, \sigma_{0 n}\right):\left\|\Lambda_{0 n}-\Lambda_{n}\right\|_{F}^{2}<C \epsilon^{2},\left(\sigma_{0 n}-\sigma_{n}\right)^{2}<C \epsilon^{2} / p_{n}^{2}\right\}
$$

for some positive constant $C$.

Proof. First we note that for every $\epsilon>0, B_{n}\left(\Omega_{0 n}, \epsilon\right) \supset A_{n}\left(\Omega_{0 n}, \epsilon\right)$, where

$$
\begin{equation*}
A_{n}\left(\Omega_{0 n}, \epsilon\right)=\left\{\Omega_{n}: \int p_{\Omega_{0 n}}^{(n)} \log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}} \leq n \epsilon^{2}, \int p_{\Omega_{0 n}}^{(n)}\left(\log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}}-\int p_{\Omega_{0 n}}^{(n)} \log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}}\right)^{2} \leq n \epsilon^{2}\right\} \tag{5.20}
\end{equation*}
$$

The Kullback-Liebler divergence between $\mathrm{N}\left(0, \Omega_{0 n}\right)$ and $\mathrm{N}\left(0, \Omega_{n}\right)$ is $2^{-1} \operatorname{tr}\left(\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right)+$ $\log \left|\Omega \Omega_{0 n}^{-1}\right|$. Hence we have,

$$
\int p_{\Omega_{0 n}}^{(n)} \log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}}=(n / 2) \operatorname{tr}\left(\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right)+\log \left|\Omega \Omega_{0 n}^{-1}\right| .
$$

By similar calculations we also have,

$$
\int p_{\Omega_{0 n}^{(n)}}\left(\log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}}-\int p_{\Omega_{0 n}^{(n)}} \log \frac{p_{\Omega_{0 n}}^{(n)}}{p_{\Omega_{n}}^{(n)}}\right)^{2}=(n / 2) \operatorname{tr}\left(\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right)^{2}=\left\|\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right\|_{F}^{2}
$$

From Lemma 1.3 of [37] we have that for $\delta \in(0,1)$ and $\delta / s_{\min }\left(\Omega_{0 n}\right)<1 / 2,\left\|\Omega_{0 n}-\Omega_{n}\right\|_{F}^{2}<\delta$ implies $\operatorname{tr}\left(\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right)+\log \left|\Omega \Omega_{0 n}^{-1}\right| \leq C \delta^{2}$, for some positive constant $C$. Also, from the same result we get for $\left\|\Omega_{0 n}-\Omega_{n}\right\|<\delta\left\|\Omega_{n}^{-1} \Omega_{0 n}-\mathrm{I}_{p_{n}}\right\|_{F}^{2} \leq K \delta^{2}$, for some positive $K$. Therefore, the set $A_{n}\left(\Omega_{0 n}, \epsilon\right)$ after adjusting for constants contains the set $A_{n}^{*}\left(\Omega_{0 n}, \epsilon\right)=\left\{\Omega_{n}:\left\|\Omega_{0 n}-\Omega_{n}\right\|_{F}^{2} \leq C \epsilon^{2}\right\}$, for some positive $C$.

Our next goal is to write $A_{n}^{1}\left(\Omega_{0 n}, \epsilon\right)$ in terms of $\Lambda_{0 n}$ and $\sigma_{0}$. If $\left\|\Lambda_{0 n}-\Lambda_{n}\right\|<\delta$ for sufficiently small $\delta$ then,

$$
\begin{aligned}
\left\|\Omega_{0 n}-\Omega_{n}\right\|_{F}^{2} & =\left\|\Lambda_{0 n} \Lambda_{0 n}^{\mathrm{T}}-\Lambda_{n} \Lambda_{n}^{\mathrm{T}}+\left(\sigma_{0 n}-\sigma\right) \mathrm{I}_{p_{n}}\right\|_{F}^{2} \\
& \leq\left\|\Lambda_{0 n} \Lambda_{0 n}^{\mathrm{T}}-\Lambda_{n} \Lambda_{n}^{\mathrm{T}}\right\|_{F}^{2}+\left(\sigma_{0 n}-\sigma\right)^{2} p_{n} \\
& \leq\left\|\Lambda_{0 n}-\Lambda_{n}\right\|_{F}\left\|\Lambda_{0 n}-\Lambda\right\|_{2}+\left(\sigma_{0 n}-\sigma\right)^{2} \mathrm{I}_{p_{n}} \\
& \leq\left\|\Lambda_{0 n}-\Lambda\right\|_{F}^{2} 2\left\|\Lambda_{0 n}\right\|_{2}^{2}+\left(\sigma_{0 n}-\sigma\right)^{2} \mathrm{I}_{p_{n}},
\end{aligned}
$$

where to obtain the first inequality we have used $(a-b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ and for the last two steps we used $\|A B\|_{F} \leq\|A\|_{2}\|B\|_{F}$ and $\|A\|_{2} \leq\|A\|_{F}$. Hence we have the following set containment,

$$
\begin{equation*}
A_{n}^{*}\left(\Omega_{0 n}, \epsilon\right) \supset \widetilde{A}_{n}\left\{\left(\Lambda 0 n, \sigma_{0 n}\right), \epsilon\right\}=\left\{\left(\Lambda_{0 n}, \sigma_{0 n}\right):\left\|\Lambda_{0 n}-\Lambda_{n}\right\|_{F}^{2}<C \epsilon^{2},\left(\sigma_{0 n}-\sigma_{n}\right)^{2}<C \epsilon^{2} / p_{n}^{2}\right\} . \tag{5.21}
\end{equation*}
$$

Suppose our initial guess of the number of factors $k_{*}$ is such that $k_{*}=M k_{0 n}$ for some constant $M>1$. Then we have the following prior concentration result for $\widetilde{A}_{n}\left\{\left(\Lambda 0 n, \sigma_{0 n}\right), \epsilon\right\}$ for the prior $\Pi_{\Omega_{n}}$.

Theorem 5.6.5. Consider the prior $\Pi_{\Omega_{n}}$. Then,

$$
\Pi_{\Omega_{n}}\left\{B_{n}\left(\Omega_{0 n}, \epsilon\right)\right\} \geq e^{-C k_{0 n} s_{n} \log p_{n}}
$$

for some positive $C$.
Proof. From Lemma 5.6 .4 we get $\Pi_{\Omega_{n}}\left\{B_{n}\left(\Omega_{0 n}, \epsilon\right)\right\} \geq \Pi_{\Omega_{n}}\left[\widetilde{A}_{n}\left\{\left(\Lambda 0 n, \sigma_{0 n}\right), \epsilon\right\}\right]$. The rest of the proof is very similar to Lemma 4.0.4 and is omitted here.

Based on 5.6 .5 we get the following convergence rate for the fractional posterior distribution in Hellinger distance.

Theorem 5.6.6. For prior $\Pi_{\Omega_{n}}$ we have for any $\alpha \in(0,1)$ and $t>0$

$$
\Pi_{n, \alpha}\left\{\Omega_{n}: h^{2}\left(p_{\Omega_{n 0}}, p_{\Omega_{n}}\right) \geq \frac{D+3 t}{(1-\alpha)}\right\} \leq e^{-t k_{0 n} s_{n} \log p_{n}}
$$

with $P_{\Omega_{0 n}}^{(n)}$-probability at least $1-2 /\left\{(D-1+t)^{2} k_{0 n} s_{n} \log p_{n}\right\}$ for any $D \geq 2$.
Proof. The result holds for any Rényi divergence of order $\alpha \in(0,1)$ by Theorem 5.4.1. The claim then follows from the equivalence of Rényi divergences [28].

## 6. SUMMARY AND CONTRIBUTIONS

In this thesis we have attempted to lay a solid foundation for applications of shrinkage priors in various high-dimensional problems. Our contributions cover the computational, methodological and theoretical aspects of this class of priors.

In particular, in chapter 2 and 3 we focus on the computational and methodological part. We develop an exact sampling algorithm for MCMC updates in chapter 2 which scales linearly in the dimension. Then building on this fast algorithm, we extend shrinkage priors to model low-rank, row-sparse matrices in 3. Finally, in chapter 5 we establish the minimax optimality of fractional horseshoe posteriors in high-dimensional regression and factor models. Our prior concentration result can be easily adopted to cover other sparse situations such as dictionary learning, approximate sparse factor models etc.
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## APPENDIX A

## FRACTIONAL VERSUS USUAL POSTERIOR

In this section, we provide some additional discussion regarding our adoption of the fractional posterior framework in the main document. We begin with a detailed discussion on the sufficient conditions required to establish posterior contraction rates for the usual posterior from [77] and contrast them with those of fractional posteriors [28]. For simplicity, we discuss the i.i.d. case although the discussion is broadly relevant beyond the i.i.d. setup. We set out with some notation. Suppose we observe $n$ independent and identically distributed random variables $X_{1}, \ldots, X_{n} \mid P \sim$ $P$ where $P \in \mathcal{P}$, a family of probability measures. Denote $L_{n}(P)$ as the likelihood for this data which we abbreviate and write as $X^{(n)}$. We treat $P$ as our parameter of interest and define a prior $\Pi_{n}$ for $P$.

Let $P_{0} \in \mathcal{P}$ be the true data generating distribution. For a measurable set $B$, the posterior probability assigned to $B$ is

$$
\begin{equation*}
\Pi_{n}\left(B \mid X^{(n)}\right)=\frac{\int_{B} L_{n}(P) \Pi_{n}(d P)}{\int_{\mathcal{P}} L_{n}(P) \Pi_{n}(d P)} \tag{A.1}
\end{equation*}
$$

For $\alpha \in(0,1)$, the $\alpha$-fractional posterior $\Pi_{n, \alpha}(\cdot \mid Y)$ is,

$$
\begin{equation*}
\Pi_{n, \alpha}\left(B \mid X^{(n)}\right)=\frac{\int_{B}\left\{L_{n}(P)\right\}^{\alpha} \Pi_{n}(d P)}{\int_{\mathcal{P}}\left\{L_{n}(P)\right\}^{\alpha} \Pi_{n}(d P)} \tag{A.2}
\end{equation*}
$$

The fractional posterior is obtained upon raising the likelihood to a fractional power $\alpha$ and combining with the prior using Bayes's theorem.

Let $p$ and $p_{0}$ be the density of $P$ and $P_{0}$ respectively with respect to some measure $\mu$ and $p^{(n)}$ and $p_{0}^{(n)}$ be the corresponding joint densities. Suppose $\epsilon_{n}$ is a sequence such that $\epsilon_{n} \rightarrow 0$ and $n \epsilon_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$. Define $B_{n}=\left\{p: \int p_{0}^{(n)} \log p_{0}^{(n)} / p^{(n)} \leq n \epsilon_{n}^{2}, \int p_{0}^{(n)} \log ^{2} p_{0}^{(n)} / p^{(n)} \leq n \epsilon_{n}^{2}\right\}$. Given a metric $\rho$ on $\mathcal{P}$ and $\delta>0$, let $N\left(P^{*}, \rho, \delta\right)$ be the covering number of $P^{*} \subset \mathcal{P}$ [77]. For
sake of concreteness, we focus on the case where $\rho$ is the Hellinger distance. We now state the sufficient conditions for $\Pi_{n}\left(\cdot \mid X^{(n)}\right)$ to contract at rate $\epsilon_{n}$ at $P_{0}$ [77].

Theorem A.0.1 ([77]). Suppose $\epsilon_{n}$ be as above. If, there exists $\mathcal{P}_{n} \subset \mathcal{P}$ and positive constants $C_{1}, C_{2}$ such that,

1. $\log N\left(\mathcal{P}_{n}, h, \epsilon_{n}\right) \lesssim n \epsilon_{n}^{2}$,
2. $\Pi_{n}\left(\mathcal{P}_{n}^{c}\right) \leq e^{-C_{1} n \epsilon_{n}^{2}}$, and
3. $\Pi_{n}\left(B_{n}\right) \geq e^{-C_{3} n \epsilon_{n}^{2}}$,
then $\Pi_{n}\left\{p: h^{2}\left(p, p_{0}\right)>M \epsilon_{n} \mid X^{(n)}\right\} \rightarrow 0$ in $P_{0}$-probability for a sufficiently large $M$.
However, if we use the fractional posterior $\Pi_{n, \alpha}\left(\cdot \mid X^{(n)}\right)$ for $\alpha \in(0,1)$, then we have the following result from [28],

Theorem A. 0.2 ([28]). Suppose condition 3 from Theorem S1 is satisfied. Then $\Pi_{n, \alpha}\left\{h^{2}\left(p, p_{0}\right)>\right.$ $\left.M \epsilon_{n} \mid X^{(n)}\right\} \rightarrow 0$ in $P_{0}$-probability.

We refer the reader to [28] for a more precise statement of Theorem A.0.2. The main difference between Theorems A.0.1 and A. 0.2 is that the same rate of convergence (upto constants) can be arrived at verifying fewer conditions. The construction of the sets $\mathcal{P}_{n}$, known as sieves, can be challenging for heavy-tailed priors such as the horseshoe. On the other hand, one only needs to verify the prior concentration bound $\Pi_{n}\left(B_{n}\right) \geq e^{-C_{3} n \epsilon_{n}^{2}}$ to ensure contraction of the fractional posterior. This allows one to obtain theoretical justification in complicated high-dimensional models as in ours. To quote the authors of [28], 'the condition of exponentially decaying prior mass assigned to the complement of the sieve implies fairly strong restrictions on the prior tails and essentially rules out heavy-tailed prior distributions on hyperparameters. On the other hand, a much broader class of prior choices lead to provably optimal posterior behavior for the fractional posterior'. That said, the proof of the technical results below illustrate that verifying the prior concentration condition alone can pose a stiff technical challenge.

We now aim to provide some intuition behind why the theory simplifies with the fractional posterior. Define $U_{n}=\left\{p: h^{2}\left(p, p_{0}\right)>M \epsilon_{n}\right\}$. From equation (R2) and (R3) in [28] $U_{n}$ can be al-
ternatively defined as, $U_{n}=\left\{p: D_{\alpha}\left(p, p_{0}\right)>M^{*} \epsilon_{n}\right\}$, where the constant $M^{*}$ can be derived from $M$ by the equivalence relation Rényi divergences [28, equation (R3)]. The posterior probability assigned to the set $U_{n}$ is then obtained by (A.1) and the fractional posterior probability assigned to $U_{n}$ follows from (A.2). Thus after dividing the numerator and denominator by the appropriate power of $L_{n}\left(P_{0}\right)$ we get,

$$
\begin{equation*}
\Pi\left(U_{n} \mid X^{(n)}\right)=\frac{\int_{U_{n}} \frac{L_{n}(P)}{L_{n}\left(P_{0}\right)} \Pi_{n}(d P)}{\int_{\mathcal{P}} \frac{L_{n}(P)}{L_{n}\left(P_{0}\right)} \Pi_{n}(d P)} \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{n, \alpha}\left(U_{n} \mid X^{(n)}\right)=\frac{\int_{U_{n}}\left\{\frac{L_{n}(P)}{L_{n}\left(P_{0}\right)}\right\}^{\alpha} \Pi_{n}(d P)}{\int_{\mathcal{P}}\left\{\frac{L_{n}(P)}{L_{n}\left(P_{0}\right)}\right\}^{\alpha} \Pi_{n}(d P)} \tag{A.4}
\end{equation*}
$$

Taking expectation of the numerator in (A.4) with respect to $P_{0}$ and applying Fubini's theorem to interchange the integrals yields $\int_{U_{n}} e^{-(1-\alpha) D_{\alpha}\left(p, p_{0}\right)} \Pi_{n}(d P)$ which by definition of $U_{n}$ is small. The same operation for (A.3) leads to $\int_{U_{n}} \Pi_{n}(d P)$ which isn't necessarily small, needing the introduction of the sieves $\mathcal{P}_{n}$ in the analysis.

We conducted a small simulation study carried out to compare the results of $\Pi_{n}$ and $\Pi_{n, \alpha}$ for different choices of $\alpha$ in the context of model (3) in the main document with priors defined in (4). We obtain virtually indistinguishable operating characteristics of the point estimates, further corroborating our theoretical study.

We end this section by recording a high probability risk bound for the Rényi loss [28] in the following corollary that is subsequently used.

Corollary A.0.3 ([28]). Fix $\alpha \in(0,1)$. Recall the definition of Rényi divergence between $p$ and $p_{0}$ from the main document: $D_{\alpha}\left(p, p_{0}\right)=(\alpha-1)^{-1} \log \int p^{\alpha} p_{0}^{1-\alpha} d \mu$. Under the conditions of

Table A.1: Empirical results comparing $\hat{r}$, $\operatorname{MSPE}=(n q)^{-1}\left\|X C-X C_{0}\right\|_{F}^{2}$ and $\operatorname{MSE}=(p q)^{-1} \| C-$ $C_{0} \|_{F}^{2}$ for different choices of the fractional power $\alpha . \alpha=1$ corresponds to the usual posterior. The data used in this table was generated in a similar manner as described in section 3.4 of this document.


Theorem A.0.2, for any $k \geq 1$,

$$
\int\left\{\frac{1}{n} D_{\alpha}\left(p, p_{0}\right)\right\}^{k} d \Pi_{n, \alpha}\left(\cdot \mid X^{(n)}\right) \leq K_{1}(1-\alpha)^{-k} \epsilon_{n}^{2 k}
$$

with $P_{0}$-probability at least $1-K_{2} /\left(n \epsilon_{n}^{2}\right)$, where $K_{1}$ and $K_{2}$ are positive constants independent of $\alpha$.
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