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ABSTRACT 

 

 The precipitation of various organic and inorganic products on the Li-metal 

anode surface, due to electrolyte decomposition, produces a solid-electrolyte interphase 

(SEI) that controls the battery`s performance. The initial stages of the SEI formation on 

the Li metal anode surface of lithium-sulfur (Li-S) batteries is studied using First 

Principles calculations including density functional theory (DFT) and ab initio molecular 

dynamics (AIMD), and classical molecular dynamics using reactive force fields 

(ReaxFF). 

 The reactivity of polysulfides (PS) on the lithium-metal bare surface and on a 

thin SEI layer covering the anode was studied using AIMD simulations in order to 

illuminate the degradation of the anode by the PS shuttled from the sulfur cathode in Li-

S batteries. The simulations indicate high surface reactivity associated with long-chain 

PS decomposition on the Li-metal surface. Additionally, the studies suggested a change 

in reactivity driven by surface orientation. In the presence of a thin SEI layer, the AIMD 

calculations reveal PS decomposition. The reactivity of PS depends on the nature of the 

SEI film (e.g. Li2O, LiF), the thickness, and the exposed facet of the SEI layer. 

Moreover, the PS reactivity changes while it decomposes over the surface and it can 

stabilize over a period of time, depending on the SEI species formed. The density of 

states (DOS) calculations indicates a change in the SEI electronic structure, after PS 

decomposition. 
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 We investigated the initial formation of the SEI on lithium-metal anodes in 

presence of several electrolyte compositions using ReaxFF, in absence of a bias 

potential. We observed the formation of well-defined regions with different density and 

oxidation states of Li. Dissolution of Li metal atoms results in an uneven distribution of 

Li in the liquid phase. The electrolyte decomposition mechanism was studied for various 

electrolyte mixtures. Overall, the reaction mechanisms observed with ReaxFF are in 

good agreement with previous reports using DFT. However, we found some 

discrepancies in specific predictions by the ReaxFF that should be addressed in future 

work.  
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1. INTRODUCTION 

Lithium batteries (LiBs) have an important economic role, with applications in 

many different areas, where it is necessary to use a device to store energy. LiBs are used 

in electronic devices such as cell phones, electric cars, or in renewable power 

generators
1-7

. In devices based on solar energy, the extra amount of energy produced 

during the day can be stored in LiBs to be used during the night. LiBs are rechargeable, 

and during cycling, the electrodes are degraded. After a certain number of cycles, the 

battery needs to be replaced. Thus, two important aspects of the LiBs are specific 

capacity and cyclability. The specific capacity is related to the amount of energy that can 

contain per mass of the electrolyte, therefore if the specific capacity increases, the 

battery can be used for a longer time without being recharged. The cyclability is related 

to the battery life, in other words, it is associated with the number of cycles that a battery 

can have. Therefore the demand is to increase the specific capacity and cyclability of the 

LiB.  

Lithium ion batteries using graphite as anodes are nowadays the most 

commercialized LiBs, which have a specific capacity of 387 Wh.g
-1

. Lithium-metal 

anodes have a potential to replace Lithium-ion batteries due to their higher specific 

capacity of 3860 Wh.kg
-1 8-12

. Although lithium-metal anodes have a higher specific 

capacity, one of the disadvantages that need to be solved, is the formation of dendrites 

over the anode surface. The space between the dendrites branches is filled by the 

electrolyte, and the dendrite growth produces a high volumetric expansion of the anode. 

Thus, the dendrites grow fast in direction of the cathode and may create a short-circuit. 
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This phenomenon reduces the LiBs life and can produce explosive reactions, creating a 

hazard environment and even produce flames due to combustion of the non-aqueous 

electrolyte
13-16

. 

The lithium metal can transfer electrons to the electrolyte and produce 

decomposition of the electrolyte. In LiBs, the electrolyte reacts with the bare metal 

surface due to the narrow stability windows of the electrolyte components. The reactions 

between the anode and electrolyte happen if the chemical potential of the anode is above 

the lowest unoccupied molecular orbital (LUMO) of the electrolyte. And the cathode 

reacts with the electrolyte if the chemical potential of the cathode is below the highest 

occupied molecular orbital (HOMO)
17

. Some products of the decomposition of the 

electrolyte remain attached to the surface as insoluble lithium salts or polymers. This 

mechanism creates a passivate layer so-called solid-electrolyte interphase (SEI), which 

prevents continuous corrosion of the anode. The components present in the SEI depend 

on the composition of the electrolyte, but in the most common organic electrolytes (ether 

base solvents, that include as salts LiTFSI (Lithium bis(trifluoromethanesulfonyl)imide) 

or lithium trifluoromethanesulfonate(LiTriflate) etc.)
18-22

 due to the decomposition of the 

electrolyte, inorganic and organic salts, such as Li2O, LiF, LiCO2 and polyofenes
23-40

 are 

formed. The inorganic part of SEI is more stable and is created faster than the organics 

part of the SEI. However, the organic components of the SEI have a higher diffusion of 

lithium ions and can better accommodate morphological changes in the SEI
41

. 

Additionally, in the inorganic part of the SEI, the capacity of transport of lithium atoms 

can be improved by changing the distribution of the insoluble salts deposited over the 
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SEI. Consequently, the properties of the SEI can be modified by engineering the 

electrolyte, through the solvent or through the soluble salts existing in the electrolyte. 

The composition of the SEI will directly affect the diffusion of lithium ions in the bulk 

SEI
42

. Thus, the SEI will dictate the behavior of the LiB. 

The dendrite formation is directly correlated with the transformations that occur 

in the SEI. In the conventional model
43,44

, initially the electrolyte decomposes over the 

lithium bare phase, creating a pristine inorganic layer, composed normally of Li2O, LiF, 

Li2S, and Li2CO3 (electrolyte composition dependent). The pristine inorganic layer is 

partially dissolved during cycling and can be replaced by decomposition of the 

additional electrolyte. The species present in the surface keep decomposing, building 

new phases in regions closer to the bulk lithium phase; these phases have species with 

low oxidation states. The continuous precipitation and dissolution of the species on outer 

layer create a porous phase. The dissolution (oxidation) and deposition (reduction or 

plating) of lithium, produced when the electric field is applied, produce morphological 

changes in the anode. At low current density, lithium ions can diffuse through the SEI, 

and the SEI can adapt to the morphological changes of the anode. In high current 

density, during discharge, any heterogeneity in the SEI (e.g grain boundary) can create a 

preferential path for lithium to diffuse. In this situation, the high current density will 

force lithium to massive diffusion in a specific path and eventually will induce damage 

to the SEI. During charge at high current, the deposition of lithium in the anode deforms 

the SEI, which can eventually break, exposing the anode bare surface and creating a site 

where the dendrite grows. Moreover, at high current charge rates, the time for Li to 
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deposit is shorter and smaller grains are deposited over the anode than in low current 

regimes. 

Another model proposed for the formation of dendrites in Lithium batteries is the 

porous phase model
45

. In this model, the anode passes through a morphological change, 

evolving from a dense phase (bulk lithium metal) to a porous phase. In this porous 

phase, lithium has an uneven distribution, what will also generate an uneven distribution 

of the electric field through this phase
46

. Moreover, the density profile of lithium in the 

SEI is not continuous and increases as it gets closer to the bulk lithium anode. Inside of 

the porous phase, decomposed species of the electrolyte coexist with intact electrolyte 

species. The electrolyte consumes the dense phase (bulk lithium metal) to produce a 

porous phase, consequently expanding the anode’s volume. During charge and 

discharge, a denser phase can be consumed and the porous phase increased. The buildup 

of this phase will eventually form isolated clusters of lithium metal, forming the so-

called “dead lithium”. During the stripping process, the SEI is partially oxidized at high 

oxidation potentials, thus disrupting the SEI and permitting penetration of the electrolyte 

with Li metal. At high current regimes in the porous phase model, different from the 

conventional model, the cell failure happens before the dendrite formation. The structure 

formed over the grains prevents the complete dissolution of the grains. 

On the macroscopic aspects observed by Wood
47,48

, during the first half-cycle of 

a Li/Li battery, the dendrites deposit randomly over the cathode and grow faster than 

new dendrites are nucleated. Also, there is a drop of voltage while the dendrites grow, 

indicating a reduction in the energy barrier to lithium deposition. When the electric field 
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is reversed, the dendrites present in the anode (cathode during first half-cycle) start to be 

dissolved and new dendrites nucleate in the cathode. Due to an energy barrier of 

dissolution and deposition of lithium in the dendrites, there is a drop of the voltage 

intensity. Because the dendrites grow in the cathode, the dendrites from the anode can be 

totally consumed and eventually detach from the anode. Thus the energy barrier for 

dissolution in the anode increases, also increasing the voltage intensity. Finally, when 

the available lithium on the dendrites are consumed, other regions of the anode start to 

be consumed, forming pits on the surface and dead lithium attached to the surface, 

produced from the partially dissolved dendrite. Once the pits are formed, the voltage 

intensity again decays. Moreover, pits have a higher energy barrier for dissolution than 

the dendrite, but smaller than the non-damaged SEI surface. 

There are three strategies that can be taken to suppress the dendrite growth in Li-

metal anodes. These strategies are based on modifying the separator, the anode, the 

electrolyte, or the operating parameters of the battery
49

.  Moreover, the different 

approaches can be combined in order to obtain a better result. 

The separator is responsible for preventing the short-circuit formation between 

the cathode and the anode, also the separator allows the transport of ions between them. 

The interaction between the dendrite growth and the separator happens in different 

regimes: the suppression regime, where the growth of dendrite is thermodynamically 

unfavorable; the permeable regime, where the dendrite grows up to the first layer of the 

separator; the penetration regime, where the dendrite is stable in the channels of the 

porous separator; and the short-circuit regime, where the dendrite grows beyond the 



 

6 

 

 

separator. The regime will be governed by the characteristic of the porous phases and 

fibers configurations
50

. The current density that passes through the dendrites can 

overheat locally due to Joule effect, degrading the separator or start runaway reactions 

with the electrolyte
51,52

. The separator works as a mechanical barrier for the dendrite to 

grow, but the porous separator still has current intensity limitations. Solid state 

electrolyte and gel-polymers electrolyte prevent the dendrite formation, but it limits the 

transport capability of lithium ions. The strategy of using a special separator to mitigate 

dendrite growth is applied in different experiments and have demonstrated improvement 

of cyclability when present in the LiBs
53-57

. 

Another strategy to suppress the dendrite growth is to modify the anode, or by 

acting on the collector or changing the lithium metal surface. Chi et al. 
58

 used a foam Ni 

collector, which form Ni-Li composites on the surface, but also entrapping the dendrites 

that grew on the porous phase. The disadvantages of changing the collector 3D 

configuration are: The dendrites can block porous structures of the anode and forbid 

access to lithium ions to deposit in other regions of the collector; while dendrites still can 

grow in direction of the cathode. Another way to modify the anode surface is by 

depositing a coating on the lithium metal surface
59-62

 or creating an artificial SEI
63

, 

which will allow a homogeneous deposition of lithium ions. However, once the coating 

is damaged during the battery cycles, it will again create a preferential path for the 

dendrite to grow. 

The strategies to engineering the electrolyte in order to suppress dendrite growth 

are: Create an SEI over the anode that will mitigate the dendrite growth; have an 
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electrolyte that will fast repair a damaged SEI; or act on the path for lithium ions to 

diffuse. One approach is to use the so-called ionic liquid electrolyte, which includes 

liquid salts (e.g LiTFSI) that have a good ionic conductivity, non-flammability and can 

create a passive layer with the anode. The efficiency of the ionic liquid electrolyte can be 

increased by the addition of ether solvents. Although the ionic liquid electrolyte has a 

good efficiency to suppress dendrites, it is nowadays economically unviable. The 

electrolyte can also be modified with additives in the electrolytes and/or controlling the 

solvent mixture or using different salts. The modification of the liquid electrolyte to 

form a SEI that will allow a more homogeneous deposition have been used in different 

ways
19-22,64-72

. The electrolyte can be engineered in a way to generate more elastomers to 

accommodate morphological changes in the SEI and improve its ionic conductivity, but 

also having electrolytes whose decomposition products are inorganic salts that have 

good ionic conductivity. 

One important mechanism to prevent dendrite is the self-healing electrostatic 

shield mechanism (SHES). The cesium ions, preferentially deposit over defective 

rugosities (protuberances) present in the anode surface, which also represent the nuclei 

for dendrite growth. It is proposed that a cation will cover preferentially the Li 

protuberance and form an electrostatic shield over this protuberance preventing further 

Li deposition and inhibiting a dendritic growth by forcing the Li to deposit in other 

points. In the SHES mechanism, Cs will deposit preferentially in low coordinated sites, 

located on the protuberances, where the dendrites grow. The cesium ions, when 

deposited over the surface, remain with a positive charge. Thus, the Li ions will avoid to 
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deposit over positively charged sites, therefore inhibiting the dendrites growth from the 

protuberances. Ding et al. 
73

 used the salt CsPF6 at 0.05M and low concentration of 1 M 

LiPF6 /PC and observed that not only it prevents the dendrite to grow, but it also heals 

dendrites already formed. Although SHES has many advantages, it is still less effective 

at elevated current densities. 

Lithium-metal anode can be used also in lithium-sulfur batteries, with sulfur 

incorporated in an electrical conductive host such as graphite. Sulfur is a promising 

material for cathode due to its high theoretical capacity of 2567W.h.kg
-1

. Nevertheless, 

the cathode suffers of volume expansion during cycles and polysulfide dissolution
74-77

.  

During lithiation of sulfur, intermediate salts of polysulfides (PSs), Li2Sx (3 < x < 8), are 

soluble in ether-based electrolytes and will shuttle in the direction of the anode
22,78

. The 

PS reacts with the metal, depositing Li2S, which is insoluble in the electrolyte. The 

deposited Li2S can degrade the anode and form a passive layer that will act as an 

insulator
79-81

. Long polysulfide chains can shuttle back to the cathode and cause self-

discharge of the battery
82,83

. 

The main strategies to reduce the effect of PSs are by modifying the cathode, the 

separator, or use of additives in the electrolyte. On the strategy of modifying the cathode, 

the structure of the graphite is important to allow the polysulfides to remain a longer 

time closer of the cathode and consequently giving more time of PSs to form Li2S and 

deposit on the host material. The porosity of the graphite is important to encapsulate the 

active material. Different structures of the graphite were largely researched on the 

literature, such as carbon nanotubes, microporous carbon, hollow carbon spheres, etc
84-
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98
. The cathode can also be modified by adding additives or composites such as oxides, 

which will trap the PSs by adsorption
99-103

; or by encapsulating the host material with a 

polymer that will allow electrons and Li-ion conductivity
104,105

. The strategy over the 

separator consists in use membranes that will reduce the transportation of PSs through 

this material
106,107

. The electrolyte can be modified by adding additives which will 

produce a passive SEI at the Li metal anode which will act against PSs decomposition. 

LiNO3 is one additive that has been added to the electrolyte and has passivating effects 

on the anode against PSs degradation, but also reducing dendrite formation. 

Decomposition of LiNO3 in presence of PSs, induces a SEI which allows a high ionic 

conductivity. LiNO3 reacts with the anode and the PSs to form species such as Li3N, 

Li2SOx (1 < x < 4), Li2O and LiNyOx 
33,67,71,108,109

. However, due to high reactivity of 

LiNO3, the additive can be completed consumed or due to continuous consumption of 

the anode, LiNO3 can degrade irreversibly a huge amount of Li metal. 
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2. METHODOLOGIES 

2.1. COMPUTATIONAL MATERIAL SCIENCE 

The goal of computational materials science (CMS) is to understand the behavior 

and properties of materials by using algorithms, based on physical, chemical and 

mathematical theories; these algorithms can be implemented in computer software. 

Because CMS virtually uses the material to describe its properties, some problems such 

as handling toxicity substances, cost of the product, environmental hazards and others 

are not part of the CMS. Moreover, CMS can identify atomistic phenomena that cannot 

be detected by the actual experiments due to resolution or time, such as X-ray diffraction 

or Transmission electron microscopy. The method to be applied in CMS depends on 

computational resources, accuracy, and scale to represent the phenomena. Large-scale 

bulk materials properties can be calculated by finite element analyses and continuum 

models. Atomistic simulations yielding both bulk and interfacial properties can be 

carried out by classical molecular dynamics (CMD) and First Principle Calculations. The 

more accurate is the method, more computationally demanding it is. First Principles can 

calculate electronic, optical and magnetic properties of the material, chemical reactions, 

etc. But First Principles, due to their computational demand, can calculate a lower 

number of atoms when compared with CMD
110

. 

 

2.2. CLASSICAL MOLECULAR DYNAMICS 

CMD is a good method to calculate structure and mechanical properties, thermal 

expansion, melting point, phase diagram, defect structure, thermodynamics properties, 



 

11 

 

 

diffusion, etc. In CMD atoms are considered as point mass bodies, which interact with 

each other by creating repulsion or attraction force. The forces between atoms depend on 

the distance between the atoms and consequently it can create an energy profile that 

follows the Equation 2.1. Given an initial position, the velocity and the interaction 

forces between atoms, it can describe the time evolution trajectories of the atoms and the 

energy of the ensemble. The solution of the Equation 2.1 gives what is called 

“molecular dynamics” 
111

. 

 

𝐹 = 𝑚𝑎 = 𝑚
𝜕𝑣

𝜕𝑡
= 𝑚

𝜕2𝑟

𝜕𝑡2 = ∇𝑈   Equation 2.1 

 

Where 𝐹 is the force between atoms, 𝑚 is the mass of an atom, 𝑎 is the acceleration, 𝑣 is 

the velocity, 𝑡 is time, 𝑟 is the atomic position and 𝑈 is the potential energy as a function 

of the atomic positions. Each atom interacts with all the atoms around, and the 

interaction can in principle be represented by pair-interactions, triplets-interactions and 

so forth, such as in the Equation 2.2. The most common potentials used in CMD are 

Lennard-Jones, Morse, embedded atom method, Tersoff, reactive force fields (ReaxFF), 

etc. 

 

𝑈 = ∑ 𝑈2(𝑟𝑖 , 𝑟𝑗)𝑁
𝑖<𝑗 + ∑ 𝑈3(𝑟𝑖 , 𝑟𝑗 , 𝑟𝑘)𝑁

𝑖<𝑗<𝑘 + ⋯ Equation 2.2 
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Once the potential energy is calculated, the integration of Newton`s equation of 

motion is carried out at each time step usually by the Verlet algorithm
112-115

 as described 

in Equation 2.3, Equation 2.4 and Equation 2.5. 

 

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣(𝑡)∆𝑡 + 1
2⁄ 𝑎(𝑡)∆𝑡2  Equation 2.3 

𝑎(𝑡 + ∆𝑡) = −𝑚−1 𝜕𝑈[𝑟(𝑡+∆𝑡)]

𝜕𝑡
   Equation 3.4 

𝑣(𝑡 + ∆𝑡) =
𝑎(𝑡)+𝑎(𝑡+∆𝑡)

2
∆𝑡   Equation 3.5 

 

The most computationally demanding part of the CMD calculation is the 

computation of the forces generated by the potential energy interaction. When the 

distance between two atoms is long enough, the forces are negligible. Therefore, in order 

to reduce the number of calculations, a cutoff distance is applied where the potential is 

tapered. The truncated portion of the potential represents a very small amount of the 

energy and can be recovered by addition of a constant value 
116

.  

 

2.3. CONTROLLING MOLECULAR DYNAMICS PARAMETERS 

In order to simulate extended materials, it is necessary to apply periodic 

boundary conditions to the simulated cell.  Periodic boundary conditions extend the 

central cell generating an infinite number of images, identical to the cell, around the 

simulated cell. The atoms in the cell interact with the atoms of each of the images, and 
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thus the self-interaction is canceled by symmetry. Since a cell can be represented by 3 

vectors, the position of the atoms in the image can be calculated by adding or subtracting 

the cell`s vector from the atom in the cell
117

. 

The total energy of the system is calculated by the sum of the potential energy 

and the kinetic energy. The potential energy is given by applying the force field method 

to describe all the relevant interactions. As in the experiments, the simulations in 

molecular dynamics run in a temperature range preset. In agreement with statistical 

thermodynamics, the temperature can be computed in terms of the scaled velocity of 

atoms, as in the Equation 2.6. The average velocity distribution of particles follows the 

Maxell-Boltzmann distribution
118

. Thus, the kinetic energy of the system can be 

calculated by the temperature dependence, accordingly with the Equation 2.7. The total 

energy of the system is the sum of the potential energy and the kinetic energy. The 

pressure of the system is calculated by the change of the total energy when the volume 

of the cell changes, as in the Equation 2.8. 

 

𝑇 =
1

3𝑁𝐾𝑏
∑

1

2
𝑚𝑖(𝑣𝑖 . 𝑣𝑖)𝑁

𝑖     Equation 2.6 

𝐸𝑘𝑖𝑛 =
3𝑁𝐾𝑏

2
     Equation 2.7 

𝑃 =
1

𝑉
[𝑁𝐾𝑏𝑇 −

1

3
∑ ∑ 𝑟𝑖𝑗𝑓𝑖𝑗

𝑁
𝑗>𝑖

𝑁
𝑖 ]   Equation 2.8 

 

Where 𝑇 is the temperature, 𝑁 is the number of particles, 𝐾𝑏 is the Boltzmann constant 

and 𝐸𝑘𝑖𝑛 is the kinetic energy of the system, 𝐸 is the total energy and 𝑃 is the pressure. 
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The parameters of the cell are controlled by thermostat and barostat algorithms, 

which control respectively temperature and pressure of the system. Different ensembles 

can be chosen in a molecular dynamics simulations, depending on what type of 

ensemble is being simulated
111

. The constraints applied on the ensemble allows 

obtaining particular thermodynamic properties such as entropy, Gibbs free energy, 

chemical potential, etc. In the microcanonical ensemble (NVE), the number of particles, 

the volume of the cell and the total energy of the system are held constant over time; in 

the canonical ensemble (NVT) the number of particles, the volume and temperature 

remain constant over time; in the isothermal-isobaric ensemble (NPT), the number of 

particles, pressure and temperature are constant over time; and in the grand canonical 

ensemble (μVT) the chemical potential, the volume, and the temperature are fixed. The 

temperature in canonical, isothermal-isobaric and grandcanonical ensembles are 

controlled by the temperature of the bath. There are several thermostats and barostats to 

control the ensemble
119-124

, and Nose-Hoover is a common thermostat applied in 

molecular dynamics. The Nose-Hoover thermostat uses a friction parameter to accelerate 

or slow down the particles` velocity in accordance with the bath temperature, see 

Equation 2.9 and Equation 2.10. The Hamiltonian energy or the energy function 

fluctuates, but the total energy of the system and bath are held constant.  

 

𝑚𝑖
𝜕2𝑟𝑖

𝜕𝑡2
= 𝑓𝑖 − 𝜉𝑚𝑖𝑣𝑖    Equation 2.9 

𝜕𝜉(𝑡)

𝜕𝑡
=

1

𝑄
∑ 𝑚𝑖

𝑣𝑖
2

2
−

3𝑁−1

2
𝐾𝑏𝑇𝑛

𝑖    Equation 2.10 
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Where 𝑄 is a constant that determines the relaxation of the dynamics of the friction 

coefficient 𝜉. The barostat is controled by the motion equations of Shinoda et al. 
125

, 

which combine the strain energy proposed by Parrinello et al.
126

 and the hydrostatic 

equations of Martyna et al
127

. 

 

2.4. REACTIVE FORCE FIELDS 

The ReaxFF describes the energy of the system by summing various energy 

terms involved in a chemical bond interaction that may allow bond breaking or bond 

forming and the Equation for ReaxFF was derived for van Duin et al.
128

. The assumption 

is that bond order can be calculated from an interatomic distance between atoms, and 

consequently the bond order (𝐵𝑂′) will be the contribution of sigma bonds (𝐵𝑂𝜎), pi 

bonds (𝐵𝑂𝜋) and double pi bonds (𝐵𝑂𝜋𝜋), as in the Equation 2.11. 

 

𝐵𝑂′𝑖𝑗 = 𝐵𝑂′𝑖𝑗
𝜎 + 𝐵𝑂′𝑖𝑗

𝜋 + 𝐵𝑂′𝑖𝑗
𝜋𝜋 = 𝑒𝑥𝑝 [𝑝𝑏𝑜1 ∙ (

𝑟𝑖𝑗

𝑟𝑜
)

𝑝𝑏𝑜2

] + 𝑒𝑥𝑝 [𝑝𝑏𝑜3 ∙

(
𝑟𝑖𝑗

𝑟𝑜
)

𝑝𝑏𝑜4

] + 𝑒𝑥𝑝 [𝑝𝑏𝑜5 ∙ (
𝑟𝑖𝑗

𝑟𝑜
)

𝑝𝑏𝑜6

]    Equation 2.11 

 

The Equation 2.11 gives an uncorrected bond order, which defines an 

uncorrected overcoordination function (∆′𝑖), given by the difference between the total 

number of bonds from Equation 2.11 with the valence bond of each atom, as in the 

Equation 2.12. 



 

16 

 

 

 

∆′𝑖 = −𝑉𝑎𝑙𝑖 + ∑ 𝐵𝑂′𝑖𝑗
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛    Equation 2.12 

 

ReaxFF use a softened function to correct the bond orders of 𝐵𝑂′𝑖𝑗 and for atoms 

bearing a lone electron pair, a second overcoordination definition (∆′𝑖
𝑏𝑜𝑐)  is used as 

defined on Equation 2.13. This allows atoms which bear lone electron pairs after filling 

their valence, to separate these electrons and involve them in bonding without 

obtainining a full bond order function. The softened equations are described in 

Equations 2.14-18. 

 

∆′𝑖
𝑏𝑜𝑐 = −𝑉𝑎𝑙𝑖

𝑏𝑜𝑐 + ∑ 𝐵𝑂′𝑖𝑗
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛   Equation 2.13 

𝑓1(∆′𝑖 , ∆′𝑗) =
1

2
(

𝑉𝑎𝑙𝑖+𝑓2(∆′𝑖,∆′𝑗)

𝑉𝑎𝑙𝑖+𝑓2(∆′𝑖,∆′𝑗)+𝑓3(∆′𝑖,∆′𝑗)
+

𝑉𝑎𝑙𝑖+𝑓2(∆′𝑖,∆′𝑗)

𝑉𝑎𝑙𝑗+𝑓2(∆′𝑖,∆′𝑗)+𝑓3(∆′𝑖,∆′𝑗)
)

 Equation 2.14 

𝑓2(∆′𝑖, ∆′𝑗) = 𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐1∆′𝑖) + 𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐1∆′𝑗)  Equation 2.15 

𝑓3(∆′𝑖, ∆′𝑗) =
1

𝑝𝑏𝑜𝑐2
𝑙𝑛 {

1

2
[(𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐2∆′𝑖) + 𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐2∆′𝑗))]} 

 Equation 2.16 

𝑓4(∆′
𝑖
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) =
1

1+𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐3(𝑝𝑏𝑜𝑐4.𝐵𝑂′
𝑖𝑗

2
−∆′

𝑖
𝑏𝑜𝑐

)+𝑝𝑏𝑜𝑐5)
 

 Equation 2.17 
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𝑓5(∆′
𝑗
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) =
1

1+𝑒𝑥𝑝(−𝑝𝑏𝑜𝑐3(𝑝𝑏𝑜𝑐4.𝐵𝑂′
𝑖𝑗

2
−∆′

𝑗
𝑏𝑜𝑐

)+𝑝𝑏𝑜𝑐5)
 

 Equation 2.18 

 

The correction of the bond order, the correction on the overcoordination (∆𝑖) and 

the bond energy are defined as in the Equations 2.19-23. 

 

𝐵𝑂𝑖𝑗
𝜎 =  𝐵𝑂′𝑖𝑗

𝜎 ∙ 𝑓1(∆′𝑖, ∆′𝑗) ∙ 𝑓4(∆′
𝑖
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) ∙ 𝑓5(∆′
𝑗
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) Equation 2.19 

𝐵𝑂𝑖𝑗
𝜋 =  𝐵𝑂′𝑖𝑗

𝜋 ∙ 𝑓1(∆′𝑖, ∆′𝑗) ∙ 𝑓1(∆′𝑖, ∆′𝑗) ∙ 𝑓4(∆′
𝑖
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) ∙ 𝑓5(∆′
𝑗
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗)

 Equation 2.20 

𝐵𝑂𝑖𝑗
𝜋𝜋 =  𝐵𝑂′𝑖𝑗

𝜋𝜋 ∙ 𝑓1(∆′𝑖, ∆′𝑗) ∙ 𝑓1(∆′𝑖, ∆′𝑗) ∙ 𝑓4(∆′
𝑖
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗) ∙ 𝑓5(∆′
𝑗
𝑏𝑜𝑐

, . 𝐵𝑂′𝑖𝑗)

 Equation 2.21 

𝐵𝑂𝑖𝑗 = 𝐵𝑂𝑖𝑗
𝜎 + 𝐵𝑂𝑖𝑗

𝜋 + 𝐵𝑂𝑖𝑗
𝜋𝜋  Equation 2.22 

∆𝑖= −𝑉𝑎𝑙𝑖 + ∑ 𝐵𝑂𝑖𝑗
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛   Equation 2.23 

𝐸𝑏𝑜𝑛𝑑 = −𝐷𝑒
𝜎 ∙ 𝐵𝑂𝑖𝑗

𝜎 ∙ 𝑒𝑥𝑝 (𝑝𝑏𝑒1(1 − (𝐵𝑂𝑖𝑗
𝜎 )

𝑝𝑏𝑒2
)) − 𝐷𝑒

𝜋 ∙ 𝐵𝑂𝑖𝑗
𝜋 − 𝐷𝑒

𝜋𝜋 ∙ 𝐵𝑂𝑖𝑗
𝜋𝜋

 Equation 2.24 

 

In order to calculate the lone pair energy, it is necessary to determine the number 

of lone pairs around an atom. The difference between the total number of outer shell 

electrons (𝑉𝑎𝑙𝑖
𝑒) and the sum of bond orders gives  ∆𝑖

𝑒 as in the Equation 2.25. This 

allows calculating the number of lone pair (𝑛𝑙𝑝,𝑖) as in the Equation 2.26. As the total 
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bond order associated with a particular atom causes a lone pair to gradually break up, 

causing a deviation (𝑛𝑙𝑝,𝑖), from the optimal number of lone pairs (𝑛𝑙𝑝,𝑜𝑝𝑡), as 

calculated on Equation 2.27. This deviation causes an energy penalty of lone pairs 

calculated on Equation 2.28. 

 

∆𝑖
𝑒= −𝑉𝑎𝑙𝑖

𝑒 + ∑ 𝐵𝑂𝑖𝑗
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛   Equation 2.25 

𝑛𝑙𝑝,𝑖 = 𝑖𝑛𝑡(∆𝑖
𝑒 2⁄ ) + 𝑒𝑥𝑝 [𝑝𝑙𝑝1 ∙ (2 + ∆𝑖

𝑒 − 2 ∙ 𝑖𝑛𝑡(∆𝑖
𝑒 2⁄ ))

2
]  

 Equation 2.26 

∆𝑖
𝑙𝑝= 𝑛𝑙𝑝,𝑜𝑝𝑡 − 𝑛𝑙𝑝,𝑖   Equation 2.27 

𝐸𝑙𝑝 =
𝑝𝑙𝑝2∙∆𝑖

𝑙𝑝

1+exp (−75∙∆𝑖
𝑙𝑝

)
   Equation 2.28 

 

When the atom is overcoordinated (∆𝑖> 0), an energy penalty should be applied 

to the system. If the atom contains a broken-up lone pair, the degree of overcoordination 

is decreased. The correct overcoordination number (∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

) is changed in agreement 

with the optimal number of lone pairs, as calculated in Equation 2.29. With the 

correction in overcoordination, the overcoordination energy can be calculated as in the 

Equation 2.30. 
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∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

=
∆𝑖

𝑙𝑝

1+𝑝𝑜𝑣𝑢𝑛3∙𝑒𝑥𝑝(𝑝𝑜𝑣𝑢𝑛4∙{∑ (∆𝑗−∆𝑖
𝑙𝑝

)∙(𝐵𝑂𝑖𝑗
𝜋+𝐵𝑂𝑖𝑗

𝜋𝜋)
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑗 })

 Equation 2.29 

𝐸𝑜𝑣𝑒𝑟 =
∑ 𝑝𝑜𝑣𝑢𝑛1∙𝐷𝑒

𝜎∙𝐵𝑂𝑖𝑗
𝑛𝑏𝑜𝑛𝑑
𝑗

∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

+𝑉𝑎𝑙𝑖

∙ ∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

∙ [
1

1+𝑒𝑥𝑝(𝑝𝑜𝑣𝑢𝑛2∙∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

)
]

 Equation 2.30 

 

If the atom is undercoordinated, the energy contribution for the resonance of the 

π-electrons between the undercoordinated atomic centers is calculated by the Equation 

2.31. Undercoordinated energy is important for the atoms that have partly π-bond 

character. 

 

𝐸𝑢𝑛𝑑𝑒𝑟 = 𝑝𝑜𝑣𝑢𝑛5 ∙
1−𝑒𝑥𝑝(𝑝𝑜𝑣𝑢𝑛6∙∆𝑖

𝑙𝑝𝑐𝑜𝑟𝑟
)

1+𝑒𝑥𝑝(𝑝𝑜𝑣𝑢𝑛2∙∆𝑖
𝑙𝑝𝑐𝑜𝑟𝑟

)
∙

1

1+𝑝𝑜𝑣𝑢𝑛7∙𝑒𝑥𝑝[𝑝𝑜𝑣𝑢𝑛8∙{∑ (∆𝑗−∆𝑖
𝑙𝑝

)∙(𝐵𝑂𝑖𝑗
𝜋+𝐵𝑂𝑖𝑗

𝜋𝜋)
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑗 }]

 Equation 2.31 

 

The angle formed between three atoms has an optimum size, thus the angle 

energy is associated with the geometric configuration of the atomic arrangements. Thus 

the penalty energy contribution from the valence angle terms, as well as the bond order 

in the valence angle goes to zero. The valence angle (𝑉𝑎𝑙𝑎𝑛𝑔𝑙𝑒), as described in the 

Equation 2.32, is the same as valence of bond order (𝑉𝑎𝑙𝑏𝑜𝑐) for non-metals, but 

applied to the atom j. The equilibrium angle (Θ0) for the angle formed between three 
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atoms (Θ𝑖𝑗𝑘) depends on the sum of π-bond order (SBO) around the atom j, as described 

in the Equation 2.33. To avoid singularities a second function that depends on the sum 

of the π-bond order (SBO2), as calculated on Equation 2.34a-d, is used with a constant 

value (Θ0,0) to lead from 180° to the equilibrium angle as shown in Equation 2.35. The 

equilibrium angle changes accordingly with the sp hybridization around the values 

109.47 for sp
3
, 120 for sp

2
 and 180 for sp. Once the optimum angles are obtained, the 

softened functions can be calculated as in the Equations 2.36-37 and used in the 

Equation 2.38 to calculate the energy penalty associated with the valence angle energy. 

 

∆𝑗
𝑎𝑛𝑔𝑙𝑒

= −𝑉𝑎𝑙𝑗
𝑎𝑛𝑔𝑙𝑒

+ ∑ 𝐵𝑂𝑖𝑗
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑗)
𝑛   Equation 2.32 

𝑆𝐵𝑂 = ∑ (𝐵𝑂𝑗𝑛
𝜋 + 𝐵𝑂𝑗𝑛

𝜋𝜋) + [1 − ∏ 𝑒𝑥𝑝(𝐵𝑂𝑗𝑛
8 )

𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑗)
𝑛 ]

𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑗)
𝑛 ∙

(−∆𝑗
𝑎𝑛𝑔𝑙𝑒

− 𝑝𝑣𝑎𝑙8 ∙ 𝑛𝑙𝑝,𝑗) Equation 2.33 

𝑆𝐵𝑂2 = 0 𝑖𝑓 𝑆𝐵𝑂 ≤ 0    Equation 2.34a 

𝑆𝐵𝑂2 = 𝑆𝐵𝑂𝑝𝑣𝑎𝑝9  𝑖𝑓 0 < 𝑆𝐵𝑂 < 1   Equation 2.34b 

𝑆𝐵𝑂2 = 2 − (2 − 𝑆𝐵𝑂)𝑝𝑣𝑎𝑝9  𝑖𝑓 1 < 𝑆𝐵𝑂 < 2 Equation 2.34c 

𝑆𝐵𝑂2 = 2 𝑖𝑓 𝑆𝐵𝑂 > 2    Equation 2.34d 

𝛩0 = 𝜋 − 𝛩0,0 ∙ {1 − 𝑒𝑥𝑝[−𝑝𝑣𝑎𝑙10(2 − 𝑆𝐵𝑂2)]}  Equation 2.35 

𝑓7(𝐵𝑂𝑖𝑗) = 1 − 𝑒𝑥𝑝(−𝑝𝑣𝑎𝑙3 ∙ 𝐵𝑂𝑖𝑗
𝑝𝑣𝑎𝑙4)  Equation 2.36 

𝑓8(𝛥𝑗) = 𝑝𝑣𝑎𝑙5 − (𝑝𝑣𝑎𝑙5 − 1) ∙
2+𝑒𝑥𝑝(𝑝𝑣𝑎𝑙6∙∆𝑗

𝑎𝑛𝑔𝑙𝑒
)

1+𝑒𝑥𝑝(𝑝𝑣𝑎𝑙6∙∆𝑗
𝑎𝑛𝑔𝑙𝑒

)+𝑒𝑥𝑝(−𝑝𝑣𝑎𝑙7∙∆𝑗
𝑎𝑛𝑔𝑙𝑒

)

  Equation 2.37 
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𝐸𝑣𝑎𝑙 = 𝑓7(𝐵𝑂𝑖𝑗) ∙ 𝑓7(𝐵𝑂𝑖𝑘) ∙ 𝑓8(𝛥𝑗) ∙ {𝑝𝑣𝑎𝑙1 − 𝑝𝑣𝑎𝑙1 ∙ 𝑒𝑥𝑝 (−𝑝𝑣𝑎𝑙2 ∙

(𝛩0 − 𝛩𝑖𝑗𝑘))}  Equation 2.38 

 

When an atom in a valence angle shares two double bonds, it is necessary to 

apply a penalty energy to stabilize the system. The softened function, Equation 2.39, 

deals with over or undercoordination to calculate the energy penalty as described in the  

Equation 2.40. 

 

𝑓9(𝛥𝑗) =
2+𝑒𝑥𝑝(−𝑝𝑝𝑒𝑛3∙𝛥𝑗)

1+𝑒𝑥𝑝(−𝑝𝑝𝑒𝑛3∙𝛥𝑗)+𝑒𝑥𝑝(𝑝𝑝𝑒𝑛∙𝛥𝑗)
  Equation 2.39 

𝐸𝑝𝑒𝑛 = 𝑝𝑝𝑒𝑛1 ∙ 𝑓9(𝛥𝑗) ∙ 𝑒𝑥𝑝 (−𝑝𝑝𝑒𝑛2(𝐵𝑂𝑖𝑗 − 2)
2

) ∙ 𝑒𝑥𝑝 (−𝑝𝑝𝑒𝑛2 ∙ (𝐵𝑂𝑗𝑘 − 2)
2

)

  Equation 2.40 

 

To calculate the effect of a conjugated system, which connects p-orbitals with 

delocalized electrons, it is necessary to apply a three-body conjugation term as described 

in the Equation 2.41. The maximum contribution of three-body conjugation is achieved 

when the bond order is 1.5. This term is used to describe the stability of NO2 groups. 
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𝐸𝑐𝑜𝑎 = 𝑝𝑐𝑜𝑎1
1

1+𝑒𝑥𝑝(𝑝𝑐𝑜𝑎2+∆𝑗
𝑣𝑎𝑙)

∙ 𝑒𝑥𝑝 [𝑝𝑐𝑜𝑎3(−𝐵𝑂𝑖𝑗 + ∑ 𝐵𝑂𝑖𝑛
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛 )

2

] ∙

𝑒𝑥𝑝 [𝑝𝑐𝑜𝑎3(−𝐵𝑂𝑗𝑘 + ∑ 𝐵𝑂𝑘𝑛
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑛 )

2

] ∙ 𝑒𝑥𝑝 [−𝑝𝑐𝑜𝑎4 ∙ (𝐵𝑂𝑖𝑗 − 1.5)
2

] ∙

𝑒𝑥𝑝 [−𝑝𝑐𝑜𝑎4 ∙ (𝐵𝑂𝑗𝑘 − 1.5)
2

]  Equation 2.41 

 

In the same way, as two atoms are associated in bond energy and three atoms 

define a valence angle energy, four atoms have an energy associated with the torsion 

angle (𝑤𝑖𝑗𝑘𝑙). The energy is softened by Equations 2.42-43 to achieve optimum torsion 

energy, as calculated by Equation 2.44, which is influenced by the bond order of four 

atoms involved in the torsion, as well as in over and undercoordination. 

 

𝑓10(𝐵𝑂𝑖𝑗, 𝐵𝑂𝑗𝑘, 𝐵𝑂𝑘𝑙) = [1 − 𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟2 ∙ 𝐵𝑂𝑖𝑗)] ∙ [1 − 𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟2 ∙ 𝐵𝑂𝑗𝑘)] ∙

[1 − 𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟2 ∙ 𝐵𝑂𝑘𝑙)]  Equation 2.42 

𝑓11(∆𝑗
𝑎𝑛𝑔𝑙𝑒

, ∆𝑘
𝑎𝑛𝑔𝑙𝑒

) =

2+𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟3∙(∆𝑗
𝑎𝑛𝑔𝑙𝑒

+∆𝑘
𝑎𝑛𝑔𝑙𝑒

))

1+𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟3∙(∆𝑗
𝑎𝑛𝑔𝑙𝑒

+∆𝑘
𝑎𝑛𝑔𝑙𝑒

))+𝑒𝑥𝑝(−𝑝𝑡𝑜𝑟4∙(∆𝑗
𝑎𝑛𝑔𝑙𝑒

+∆𝑘
𝑎𝑛𝑔𝑙𝑒

))
  Equation 2.43 

𝐸𝑡𝑜𝑟 = 𝑓10(𝐵𝑂𝑖𝑗, 𝐵𝑂𝑗𝑘, 𝐵𝑂𝑘𝑙) ∙ 𝑠𝑖𝑛(𝛩𝑖𝑗𝑘) ∙ 𝑠𝑖𝑛(𝛩𝑗𝑘𝑙) ∙ [
1

2
𝑉1 ∙ (1 + 𝑐𝑜𝑠(𝑤𝑖𝑗𝑘𝑙)) +

1

2
𝑉2 ∙ 𝑒𝑥𝑝 {𝑝𝑡𝑜𝑟1 ∙ (𝐵𝑗𝑘

𝜋 − 1 + 𝑓11(∆𝑗
𝑎𝑛𝑔𝑙𝑒

, ∆𝑘
𝑎𝑛𝑔𝑙𝑒

))
2

} ∙ (1 − 𝑐𝑜𝑠(2𝑤𝑖𝑗𝑘𝑙)) +
1

2
𝑉3 ∙

(1 + 𝑐𝑜𝑠(3𝑤𝑖𝑗𝑘𝑙))]  Equation 2.44 
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The effect of a conjugated system in the energy conjugation, as done before for 

three-body interactions, also it needs to be done by four-body interactions. The softened 

function, Equation 2.45, is used to calculate the four-body conjugation energy, as 

described on Equation 2.46. 

 

𝑓12(𝐵𝑂𝑖𝑗, 𝐵𝑂𝑗𝑘, 𝐵𝑂𝑘𝑙) = 𝑒𝑥𝑝 [−𝑝𝑐𝑜𝑡2 ∙ (𝐵𝑂𝑖𝑗 − 1.5)
2

] ∙ 𝑒𝑥𝑝 [−𝑝𝑐𝑜𝑡2 ∙

(𝐵𝑂𝑗𝑘 − 1.5)
2

] ∙ 𝑒𝑥𝑝[−𝑝𝑐𝑜𝑡2 ∙ (𝐵𝑂𝑘𝑙 − 1.5)2] Equation 2.45 

𝐸𝑡𝑜𝑟 = 𝑓12(𝐵𝑂𝑖𝑗, 𝐵𝑂𝑗𝑘, 𝐵𝑂𝑘𝑙) ∙ 𝑝𝑐𝑜𝑡1 ∙ [1 + (𝑐𝑜𝑠2(𝑤𝑖𝑗𝑘𝑙) − 1) ∙ 𝑠𝑖𝑛(𝛩𝑖𝑗𝑘) ∙

𝑠𝑖𝑛(𝛩𝑗𝑘𝑙)]  Equation 2.46 

 

The energy associated with hydrogen depends on the bond-order between the 

atoms participating of the hydrogen bridge. The hydrogen bond energy is calculated as 

on the Equation 2.47. 

 

𝐸𝐻𝑏𝑜𝑛𝑑 = 𝑝ℎ𝑏1 ∙ [1 − 𝑒𝑥𝑝(𝑝ℎ𝑏2 ∙ 𝐵𝑂𝑋𝐻)] ∙ 𝑒𝑥𝑝 [𝑝ℎ𝑏3 (
𝑟ℎ𝑏

0

𝑟𝐻𝑍
+

𝑟𝐻𝑍

𝑟ℎ𝑏
0 )] ∙

sin8 (
𝛩𝑗𝑘𝑙

2
)  Equation 2.47 

ReaxFF predicts that two carbons in a C2 molecule form a very strong triple 

bond, while the triple bond is stabilized by terminal radical electrons. This 

overestimation is corrected by the calculation of C2 correction energy as described on 

Equation 2.48a-b. 
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𝐸𝐶2 = 𝑘2 ∙ (𝐵𝑂𝑖𝑗 − ∆𝑖 − 0.04 ∙ ∆𝑖
4)

2
 𝑖𝑓 𝐵𝑂𝑖𝑗 − ∆𝑖 − 0.04 ∙ ∆𝑖

4> 3 

 Equation 2.48a 

𝐸𝐶2 = 0  𝑖𝑓  𝐵𝑂𝑖𝑗 − ∆𝑖 − 0.04 ∙ ∆𝑖
4≤ 3  Equation 2.48b 

 

The triple bond that is possible to form in a CO molecule needs to be stabilized 

by addition of the triple energy calculation, as described in the Equation 2.49. 

 

𝐸𝑡𝑟𝑖𝑝 = 𝑝𝑡𝑟𝑖𝑝1 ∙ 𝑒𝑥𝑝 [−𝑝𝑡𝑟𝑖𝑝1 ∙ (𝐵𝑂𝑖𝑗 − 2.5)
2

] ∙

𝑒𝑥𝑝[𝑝𝑡𝑟𝑖𝑝4∙(∑ (𝐵𝑂𝑖𝑘−𝐵𝑂𝑖𝑗)
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑖)
𝑘 )]+𝑒𝑥𝑝[𝑝𝑡𝑟𝑖𝑝4∙(∑ (𝐵𝑂𝑗𝑘−𝐵𝑂𝑖𝑗)

𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑗)
𝑘 )]

1+25∙𝑒𝑥𝑝[𝑝𝑡𝑟𝑖𝑝3(∆𝑖+∆𝑗)]
 

 Equation 2.49 

 

Beyond the energy attributed to valence interactions which depend on the 

overlap, there are also repulsive and attractive forces related with van der Waals, 

Coulomb and the Pauli principle of orthogonalization, which are included in every pair 

interaction. To eliminate discontinuities in the energy calculation, when charged species 

move in or out of a non-bounded cutoff distance, a taper correction is added as in the 

Equation 2.50. The van der Waals interactions used in ReaxFF is based on Morse-

potential as Equation 2.52, and with the inclusion of shielded interactions calculated by 

the Equation 2.51. High repulsions between bonded atoms and atoms sharing a valence 

angle are avoided. The Coulomb energy is calculated by the Equation 2.53 which 
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includes van der Waals forces. The atomic charges are equilibrated based on 

Electronegativity equalization method 
129

 (EEM). EEM uses a similar approach to the 

charge equilibration scheme (QEq-scheme), but uses a more rigorous approach for 

charge overlap. 

 

𝑇𝑎𝑝 = 20 ∙ (
𝑟𝑖𝑗

𝑅𝑐𝑢𝑡
)

7
−70 ∙ (

𝑟𝑖𝑗

𝑅𝑐𝑢𝑡
)

6
+ 84 ∙ (

𝑟𝑖𝑗

𝑅𝑐𝑢𝑡
)

5
− 35 ∙ (

𝑟𝑖𝑗

𝑅𝑐𝑢𝑡
)

4
+ 1

 Equation 2.50 

𝑓13(𝑟𝑖𝑗) = [𝑟𝑖𝑗
𝑝𝑣𝑑𝑊 + (

1

𝛾𝑤
)

𝑝𝑣𝑑𝑊

]
𝑝𝑣𝑑𝑊

 Equation 2.51 

𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠 = 𝑇𝑎𝑝 ∙ 𝐷𝑖𝑗 {𝑒𝑥𝑝 (𝑎𝑖𝑗 [1 −
𝑓13(𝑟𝑖𝑗)

𝑟𝑣𝑑𝑊
]) − 2 ∙ 𝑒𝑥𝑝 (

𝑎𝑖𝑗

2
[1 −

𝑓13(𝑟𝑖𝑗)

𝑟𝑣𝑑𝑊
])}  Equation 2.52 

𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠 = 𝑇𝑎𝑝 ∙ 𝐶 ∙
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
3 +(

1

𝛾𝑖𝑗
)

3  Equation 2.53 

 

2.5. FIRST PRINCIPLE METHODS 

In quantum mechanics, the dynamics of the particles are described by wave 

functions accordingly with Schrodinger`s equations. Particles such as electrons are 

considered as waves, and by Heisenberg principle, the position and momentum of the 

particle cannot be determined at the same time, also the energy and position cannot 

instantaneously be measured. Thus operators and eigenvalues have uncertainties 
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involved on the calculated values. However, the errors involved in the method are higher 

than the uncertainty existent due to Heisenberg theory
130

. Since the mass of the particles 

is small, the gravity force can be neglected. Except for heavy atoms, the relativistic 

effects also can be neglected; moreover, relativism can be incorporated in 

pseudopotentials for treating core electrons and heavy atoms. Restricting the calculations 

to the ground-state energy of electrons, the energy during a time-step is calculated as the 

average energy in a period of time. Because the mass of the nuclei are considerably 

bigger than those of the electrons, once the nuclei move the electrons adapt to the new 

ground-state, as proposed by the Born-Oppenheimer approximation. The majority of the 

methods in first-principles calculations neglect the excited states. 

The wave function described by the Schrodinger equation can be expressed by a 

linear interpolation of exponential functions (eigenstates) with different wave factors, 

producing a superposition of the wave functions. To solve the Schrodinger equation in a 

system with several numbers of electrons, it is extremely difficult. The Hartree method 

brings this problem down, where instead of calculating the interaction of one electron 

with the other electrons in the system, a mean average field produced by the other 

electrons with an individual electron is taken into account. The problem of Hartree 

method is that it does not consider the Pauli Exclusion Principle and the exchange and 

correlation energies. Different from the Hartree method, the Hartree-Fock method 

accounts the spin variability and the exchange of energy( when two electrons exchange 

position). Because the Hartree-Fock method is built in a Slater matrix, it considers 

asymmetric wave functions. But, the effect of parameters such as Coulomb correlations 



 

27 

 

 

is not considered, thus the Hartree-Fock method overestimates the energy of the system. 

This excess energy is called correlation energy. However, the Hartree-Fock method 

accounts for some of the correlation energies. The problem is solved by the self-

consistent method, where an approximate Hamiltonian is used to solve the Schrödinger 

equation, obtaining a more accurate set of the wave function. Then with the new set of 

wave function, another Hamiltonian is generated, until it converges to the approximate 

correct result. 

 

2.6. DENSITY FUNCTIONAL THEORY 

The density of states (DOS) is an energy per volume, that can be extracted from 

the k-space (k is the wave vector) in a spherical shell parabolic band dispersion relation, 

as in the Equation 2.54.  Hence to include the spin the DOS needs to be multiplied by 2, 

from the density in k-space, giving the DOS as in Equation 2.55. 

 

𝜕𝑘

𝜕𝐸
=

1

2
√

2𝑚

ħ

1

√𝐸−𝑉
    Equation 2.54 

𝑔(𝐸) =
1

2𝜋
(

2𝑚

ħ
)

1.5
(𝐸 − 𝑉)   Equation 2.55 

 

Where ħ is the Plank constant, 𝑉 is an external potential, 𝐸 is the energy and 𝑔 is the 

density of state function. 

In the Density Functional Theory (DFT) instead of computing all the electron-

electron interactions, the electron density is set as a function of functions called Kohn-
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Sham orbitals, where the integral of the DOS gives the number of electrons. The DFT 

energy calculation can be split into kinetic energy, external energy, Hartree energy, 

exchange energy and correlation energy. The kinetic energy is counted as the non-

interactive electrons within the nucleus. The external energy is the interaction of the 

electrons with other nuclei. The Hartree energy is the interaction between the electron 

and the mean electron density. The exchange energy is the sum of the four-center 

integrals as functions of the single-particle orbitals, as described in Equation 2.56, given 

by the exchange between two electrons position, where ∅ is the Kohn-Sham orbital
131

. 

The correlation energy is associated with the Coulomb repulsive interaction between 

electrons changing the overlapping of the electron density. The Kohn-Sham orbitals are 

built from the electron density and do not have the same physical meaning as the 

Hartree-Fock orbitals. The antisymmetry is assured by placing the Kohn-Sham orbitals 

in a Slater matrix. The Kohn-Sham eigenvalue is equivalent to the chemical potentials 

and represent energies of the orbitals
132

. 

 

𝐸𝑋 =
1

2
∑ ∫ ∫

∅𝑖(𝑟)∗∅𝑗(𝑟′)∗∅𝑖(𝑟′)∅𝑗(𝑟)

|𝑟−𝑟′|
𝑛
𝑖𝑗    Equation 2.56 

 

One way to approach DOS is considering that the electron interacts with the local 

density of states and thus do not see a change in the derivations on the density of 

electrons (the density of electrons in locally constant), this is the so-called local density 

approximation (LDA) method. The LDA can be derived from a homogeneous electron 
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gas model. LDA works well when applied in the covalent system and simple metals. 

However, LDA overestimates the bond energy, cohesive energy, bulk modulus and 

adsorption energy. LDA also underestimates the diffusion barrier and the band gap, 

gives bad predictions of magnetic behavior, etc. Therefore, LDA does not calculate 

accurately exchange and correlation energies. The accuracy of DOS calculations can be 

improved by the generalized gradient approximation (GGA), which considers non-local 

changes in the density of electrons, but also it considers a semi-localized density of 

electrons by considering gradient changes on the density of electrons. Methods based on 

meta-GGA consider not only the first derivative of the density of electrons but also the 

second derivative, third and so forth. This allows the electrons to have a semi-nonlocal 

classification. Hybrid functions have a better accuracy on the calculations of energy, 

where not only higher gradient orders are calculated, but also a certain amount of non-

local Hartree-Fock energy.
133

 GGA works well with the majority of the systems giving a 

small amount of error in the energy calculation; it also improves the calculation of 

energy barrier, cohesive energies, lattice parameters, etc. However, GGA still does not 

calculate accurately band-gap values. Hybrid functions give better band gap values, 

which can also be improved with Green functions and screened interactions, accounting 

consequently many-body interactions
134

. 

The Kohn-Sham equations are solved by self-interaction, subject to two main 

constraints: 1) the total number of electrons must be constant (Equation 2.57) the Kohn-

Sham orbitals must to be orthonormal (Equation 2.58). At the ground state, the electron 

density corresponds to a minimum in energy. For small systems the Kohn-Sham 
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equations can be solved by diagonalization of the Hamiltonian matrix; however, the 

method becomes inefficient when the system is large and it is necessary to apply the 

pseudo-potential approach. The interactive diagonalization of the Kohn-Sham equations 

is initialized by superposing the electron density of each atom in its isolated state. The 

exchange-correlation energy, external potential energy, and kinetic energy are evaluated 

to build the Kohn-Sham Hamiltonian matrix. After the diagonalization of the matrix, a 

new set of Kohn-Sham orbitals are calculated and mixed with the old set of orbitals. The 

interactions stop when the change of energy of the system is small enough, giving the 

single-point energy by satisfying the “electronic minimization” procedure. Finally, the 

position of the atoms is updated in agreement with the forces present in the system. The 

ground-state is found when the force is small enough and then the electronic and ionic 

minimizations are done. 

 

𝑛 = ∫ 𝑝(𝑟)𝜕𝑟   Equation 2.57 

∫ ∅𝑖
∗(𝑟)∅𝑗(𝑟)𝜕𝑟 = 𝛿𝑖𝑗   Equation 2.58 

 

To reduce the computation demand when treating a large number of electrons, 

mainly in solid structures, the pseudopotentials approach can be used. This approach 

reduces the total number of electrons by mimicking the potential created by all electrons 

through a freezing core electrons shell and valence electrons. Therefore, instead of 

treating n electrons in the core-shell, the electrons in the core-shell are treated as a one-

electron function. This is justified because the valence electrons are the ones that interact 
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with other atoms and are the responsible electrons for bonding formation, conduction, 

etc. Thus, the valence electrons are treated as n electrons in a pseudopotential. The 

pseudopotentials are obtained from the all-electron potential, the electrons core shell is 

fitted to obtain at a specific distance from the nucleus (𝑟𝑐), the same wave function value, 

same first derivative and second derivative of the wave function, and consequently 

guaranteeing correct scattering characteristics and similar energy values at 𝑟𝑐. For 

distances smaller than 𝑟𝑐 the core electrons in the pseudo potential are frozen, nodeless 

and smooth. For distances bigger than 𝑟𝑐, the all electrons and pseudopotential wave 

functions are equal and have the same energy.  Core potential and valence potential can 

be treated by the projector-augmented wave (PAW) potential, which maps the core shell 

and the valence electrons in parts (inter waves and net waves). The core waves are 

projected on a radial grid and the inter waves are treated by a plane waves expansion. 

The overlapping after additive augmentation is fitted to the PAW. 

When handling materials that can be represented by periodicity in cells with 

periodic boundary conditions (e.g. solids), electrons are treated in the reciprocal space 

with the wave vector k and lattice vector. The first Brillouin zone is reduced to the 

irreducible Brillouin zone and gridded with k-points. When the number of k-points 

increases, it improves the accuracy because it gives smother wave functions between the 

k-point, although it is more computationally demanding. The Monkhorst–Pack method 

allows creating an even grid of k-points. Due to periodicity, accordingly, with Bloch 

theorem, the pseudopotential can be calculated by the sum of a periodic wave function 

with the wave vectors. Since the lower energy states are the first to be occupied, it is 
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possible to use a cutoff energy that can well represent the occupied waves. In some 

cases, the charge density does not decay smoothly to zero up to the band gap, and the 

occupancy drops fast, thus the smearing functions with a sigma thickness are used to 

guarantee a smooth change on the Fermi level. Large smearing gives a wrong energy 

calculation and small smearing needs a finer k-points mesh. The smearing function can 

have a Gaussian-type delta function, which creates a fictitious electronic temperature 

and thus expands the energy levels around the Fermi level
135

.  

The most common use methods to solve electronic minimization are the 

Davidson method and residual minimization method (RMM). Davidson diagonalizes a 

subspace of the matrix instead of the entire matrix, to finally creating the diagonalized 

matrix is slower then RMM, however, is more reliable. RMM does not direct 

diagonalize the Hamiltonian but minimizes a residual vector using a precursor matrix. 

Normally the minimization of the electronic steps can be done by starting with Davidson 

method and then move to RMM
136

. 

 

2.7. OTHER MATHEMATICAL METHODS 

The Radial Pair Distribution Function (RPDF) describes the probability to find 

an atom relative to the ideal gas phase; it describes how density varies as a function of 

distance, as described in Equation 2.59. The RPDF gives how the structure of the 

material studied is. The RPDF gives an average structure of the material, thus another 

parameter to characterize the structure of the material is given by the local density 

profile, which gives the local structure of the material as described in the Equation 2.60. 
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One method that allows obtaining the self-diffusion coefficient is by the mean square 

displacement (MSD) that can be calculated as in the Equation 2.61. The MSD and time 

parameters have, after stabilization, a linear relation with time; therefore the self-

diffusion coefficient is the slope of the MSD over time.  

 

𝑔𝑎𝑏(𝑟) =
1

𝑁𝑎𝑁𝑏
∑ ∑ (𝜕(𝑟𝑖𝑗 − 𝑟))

𝑁𝑏
1

𝑁𝑎
1    Equation 2.59 

𝜌(𝑧) = 〈
1

√2𝜋∆𝑧
∑ 𝑒𝑥𝑝 (−

(𝑧−𝑧𝑖)2

2∆𝑧
)𝑖 〉   Equation 2.60 

𝑀𝑆𝐷 =
1

𝑁
∑ (𝑥𝑖(𝑡) − 𝑥𝑖(0))

2𝑁
1    Equation 2.61 
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3. OBJECTIVES 

 

Lithium batteries are important devices to store energy and are used in many 

different applications, such as cell phones, cars, renewable power generator, etc. Due to 

reactions between the electrolyte and the electrode, a passivation layer is formed during 

battery cycling, which is called solid-electrolyte interphase (SEI). The performance of 

the Lithium battery is dependent on the structure of the SEI. In other words, the SEI is 

expected to block further decomposition of the electrolyte and anode dissolution, also it 

should allow diffusion of lithium atoms to be deposited or dissolve into the anode, and 

affect the modes of Li deposition, in some cases leading to the formation of dendrites. 

The goals of this work are to develop a detailed atomistic-level understanding of the 

initial steps of the SEI formation, as well as details about the electrolyte decomposition, 

and their influence in the initial stages of dendrite formation. Specific objectives include 

identifying the distribution of the various SEI chemical components and characterizing 

models that can better explain the experimentally observed behavior. 
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4. REACTIVITY OF POLYSULFIDES AND LITHIUM SULFIDE FORMATION ON 

LITHIUM-METAL ANODE SURFACE
1
 

 

4.1. SYNOPSIS 

The precipitation of lithium sulfide (Li2S) on the Li metal anode surface 

adversely impacts the performance of lithium-sulfur (Li-S) batteries. In this study, the 

first-principles approach including density functional theory (DFT) and ab-initio 

molecular dynamics (AIMD) simulations are employed to theoretically elucidate the 

Li2S/Li metal surface interactions and the nucleation and growth of a Li2S film on the 

anode surface due to long-chain polysulfide decomposition during battery operation. 

AIMD simulations reveal the role of the anode surface structure and the origin of the 

Li2S formation via decomposition of Li2S8 polysulfide species formed at the cathode 

side and dissolved in the electrolyte medium in which they travel to the anode side 

during battery cycling. 

 

4.2. INTRODUCTION 

                                                 
1
 Reprinted with permission from Luis E. Camacho-Forero, Taylor W. Smith, Samuel 

Bertolini, and Perla B. Balbuena. "Reactivity at the Lithium–Metal Anode Surface of 

Lithium–Sulfur Batteries." The Journal of Physical Chemistry C 2015, 119, 26828-

26839. Copyright 2015, American Chemical Society. 

Reprinted with permission from Zhixiao Liu, Samuel Bertolini, Perla B. 

Balbuena, and Partha P. Mukherjee. "Li2S Film Formation on Lithium Anode Surface of 

Li–S batteries." ACS Applied Materials & Interfaces 2016, 8, 4700-4708. Copyright 

2016 American Chemical Society 
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Lithium batteries used in renewable power, electric vehicles and electronic 

devices to store energy. Conventional Li-ion Batteries have a small specific capacity 

(150W.h.Kg
-1

) to supply the demand of higher specific capacity. Lithium-sulfur batteries 

appear to a promising candidate for the next generation of batteries due to a high energy 

density of 2567 W.h.Kg
-1

, low price of sulfur and absence of toxic elements
1,3,64,137-147

. 

Although Li-S batteries have the prospective capacity to replace Li-ion batteries, 

there are still critical limitations to surpass. One of the problems to overcome is the 

shuttle of polysulfides (PS) from the cathode to the anode. The shuttled PS reacts with 

the anode producing insoluble Li2S over the surface. This produces a volume expansion, 

insulate, degrade the lithium-metal surface, consume active lithium metal, and reduce 

the diffusion of Li-ions. Also, PS can shuttle back to the cathode, producing self-

discharge of the battery
79,81,148-156

. 

We use density functional theory (DFT) and ab initio molecular dynamics 

(AIMD) simulations to characterize surface reactions and reduction mechanisms of the 

various electrolyte components including the presence of polysulfide species.  We hope 

that a deeper theoretical understanding of the way these species interact will allow real-

world Li-S systems to be better engineered to meet and overcome the challenges facing 

the commercialization of this technology.  

 

4.3. COMPUTATIONAL METHODS AND SYSTEM DETAILS 

Investigated in preview studies by Camacho-Forero et al.
27

 using DFT 

calculations, Li-bulk was found to have a lattice parameter of 3.442Å in good agreement 
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with theoretical values157,158
. From the Li-bulk, a cleavage on [100], [110] and [111] 

surfaces was produced and the calculated surface energies were 0.029, 0.031 and 

0.033eV/Å, respectively. The solvents studied were 1, 3-Dioxolane (DOL) and 1, 2-

Dimethoxyethane (DME) and ethylene carbonate (EC) in presence of 1M 

Bis(trifluoromethane)sulfonimide lithium salt (LiTFSI). The electrolyte molecules were 

optimized using the Gaussian 09 (G09) package 
159

 with a hybrid functional B3PW91 

and the 6-311++G(p,d) basis set. 
160,161

 The anion TFSI
-
 was optimized for the more 

stable symmetry, C2
162-164

, where Li coordinates with two oxygen atoms rather than to 

the nitrogen atom. The density of liquid-phase solvents was estimated by placing 

randomly of EC (density = 1.32 g/cm
3
), and DOL (density = 1.06 g/cm

3
) in contact with 

the model anode surface, respectively. 

In our recent report explored by Liu et al.
165

, it was investigated the adsorption of 

Li2S over a lithium slab model cleavage in the [110] and [111] and the film formation 

over the anode. 

 

4.3.1. COMPUTATIONAL METHODS OF REACTIVITY OF 

POLYSULFIDE OVER [110] SURFACE 

Calculations were performed using the Vienna Ab Initio Simulation Package 

(VASP). 
166-168

 Electron-ion interactions were described by the projector augmented 

wave (PAW) pseudopotentials 
169,170

 as provided in the VASP databases. The Perdew-

Burke-Ernzerhof generalized gradient approximation (GGA-PBE)
171

 was selected as the 

exchange-correlation functional. The energy cut-off for the plane-wave basis expansion 
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was chosen to be 400 eV. A conjugate-gradient algorithm was employed to relax the 

ions into their instantaneous ground state. A Gaussian smearing with a width of 0.05 eV 

was also utilized. For the surface Brillouin zone integration, a 221 Monkhorst-Pack 

172
 k-point mesh was used. The convergence criteria for electronic self-consistent 

iteration and ionic relaxation were set to 10
-4

 and 10
-3

 eV, respectively. 

The stability of the solvent in contact with the lithium-metal anode was studied 

with AIMD-based simulations performed on the optimized model lithium-metal surface 

in contact with a liquid-phase solvent in the NVT ensemble at 330 K using a time step of 

1 femtosecond. The Nose thermostat was used to control the temperature oscillations 

during the simulation with a Nose-mass parameter of 0.5. Both pure solvents and 

mixtures were investigated. Subsequently, the solvent molecules (liquid-phase) were 

allowed to relax using a classical molecular mechanism for minimization. For the 

minimization, the consistent valence force field (CVFF) with a conjugate gradient 

algorithm as implemented in the Materials Studio software was used
173

. The maximum 

force among all the atoms in the system required for convergence was set to 0.005 kcal 

mol
-1

 Å
-1

. Charge transfer was investigated by using the Bader charge analysis
174-176

. In 

this method, the total electronic charge of an atom is approximated by the charge 

enclosed in the Bader volume defined by zero flux surfaces. We remark that electronic 

charges are not observables and the results indicating fractional charges are an artifact of 

the method. 

In order to investigate the effect of PS species present at the anode surface due to 

the shuttle effect, PS molecules were added to the model electrolyte. The lithiated PS 
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molecules were optimized using the G09 package software at the same level of theory 

above-mentioned. In addition, the energy of a neutral Li2S8 molecule was first 

calculated, and subsequently, fragments and potential decomposition products were 

optimized to evaluate the most thermodynamically favorable reduction pathways. Li2S8 

molecules were then added to the mixtures of solvents and salt, and the effect of the PS 

on the electrolyte and its decomposition on the lithium-metal anode were investigated 

using AIMD. 

The AIMD methodology was utilized to determine the reactivity of the 

electrolyte containing PS species on the model lithium metal surface. Van der Waals 

dispersion corrections were included using the DFT-D3 approximation by Becke-

Johnson 
177

. In these simulations, a higher PS concentration (3 M) was chosen in order to 

clearly identify the Li2S formation. Finally, we also acknowledge that very long and 

multiple trajectories should be needed to give definite answers of the mechanisms taking 

place in these complex chemistries; however, AIMD simulations provide accurate trends 

that as will be shown complement and illuminate the experimental results. The reactivity 

of PS over [110] was done by using EC as the electrolyte. The slab was represented by 

using 3 frozen lithium layers in the middle of the slab in a total of 13 layers symmetric 

placed. 
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4.3.2. COMPUTATIONAL METHODS OF REACTIVITY OF 

POLYSULFIDE OVER [111] SURFACE 

For the AIMD simulations carried out using the VASP program, an electrolyte 

solution is built in contact with a lithium metal surface represented by a metal slab. The 

electrolyte solvent is 1,3 Dioxolane (DOL) with Bis(trifluoromethane)sulfonimide Li 

salt (LiTFSI) mixed with a long chain PS, Li2S8, at concentrations of 1M and 3M, 

respectively. Higher concentrations of PS species near the anode have been reported 

from experiments.
178

 A Li metal (110) surface slab in contact with ethylene carbonate 

(EC) instead of DOL as described in the preview section was used for comparison 

purposes. 

 

4.4. RESULTS AND DISCUSSION 

4.4.1. DECOMPOSITION OF POLYSULFIDE REACTION AND LITHIUM 

SULFIDE FILM FORMATION 

Camacho-Forero et al.
27

 studied the reaction path and configuration of PS, 

calculating the energy dissociation with the B3PW91 method in the gas phase and 

implicit solvent model. Li2S8 can have a different configuration, linear or as a ring, 

which most stable configuration will depend on the solvent environment. In the gas 

phase, all the decomposition products of PS are more stable as radical instead of being 

neutral. However, the behavior changes in implicit solvent, where the neutral species 

become more favorable and can in some cases as in EC become the most stable species. 

In AIMD, the decomposition of PS is only observed in presence of the Li metal surface, 
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thus Li2S8 fragmentation does not involve delithiation. Ionic delithiation is more like to 

occur, while neutral delithiation is unfavorable. The solvent helps to dissipate the charge 

of the species. AIMD suggest that PS decomposition is random, the PS decompose due 

to charge transfer from the metal to the electrolyte and occurs almost instantaneous 

(<10ps).  

Liu et al.
165

 investigated the formation of Li2S layer over the lithium metal 

surface and observed that Li2S adsorb parallel to the Li [110] surface, bend Li [110] 

surface, and has a strong interaction with the substrate. S stays in the bridge site of two 

adjacent Li. While in the Li [111] surface, S interact also with a Li sublayer and located 

at the fcc hollow sites. The attraction between Li2S and the Li surface is stronger for 

[111] surface than [100] surface. On charge density difference calculation, electron 

accumulation is located between S and Li from the slab; Li2S acts as an electron 

acceptor. The energy adsorption of Li2S increases until the surface is fully covered and 

the literature demonstrates that Li2S are preferential on the [111] surface
80,179-181

.  

 

4.4.2. REACTIVITY OF POLYSULFIDE OVER [110] SURFACE 

AIMD simulations showed that the fragments that result from the decomposition 

of a long-chain PS such as Li2S8 are rapidly reduced on the surface, yielding a compact 

surface layer. In order to identify the exact composition of this layer, new AIMD 

simulations were performed on a crystal structure exposing a (110) facet (Figure 4.1). 

The complete decomposition of Li2S8 on a pure lithium anode surface is observed within 

the first 1.3 ps, forming an amorphous Li2S surface according to the estimated 
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stoichiometry. Analysis of AIMD trajectories shows that the choice of solvent species 

(DOL or DME) does not affect the time required for PS decomposition. After the 

decomposition is complete and counting the number of Li atoms in the neighborhood of 

each S atom, 80% of the S atoms have between 3 and 5 Li nearest neighbors, using a 

cut-off of the bond distance of 2.53 Å. In a Li2S crystal, each bulk S is bonded by 4 Li 

atoms at a distance of 2.47 Å 
182

.  Thus, Figure 4.2 reflects the amorphous nature of the 

nascent Li2S phase developing on top of the model Li anode.  

 
Figure 4.1: Left: Initial configuration of AIMD simulation of 3M PS/Solvent (EC)/1M 

LiTFSI mixture. Right: Configuration after 15 ps.Color code: Lithium, purple; Oxygen, 

red; Carbon, grey; Fluorine, light blue; Sulfur, yellow, Nitrogen, blue; Hydrogen, white. 
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Figure 4.2: Number of Li atoms bonded to a S atom evaluated from the AIMD 

trajectories of PS decomposition on a (110) Li surface.  Note that the decomposition 

starts after a few fs and after ~ 1000 fs it is practically complete, and the S and Li atoms 

tend to arrange according to the Li2S structure and stoichiometry.   

 

Another indicator of the formation of the Li2S structure is given by the atomic 

charge of the Li and S atoms. The average charge of the first layer and second layer of 

lithium atoms is shown in Figure 4.3: in both cases, the charges tend to a constant value, 

although much larger fluctuations are observed in the 2
nd

 layer underneath the top 

surface. When the outlying values in the 2
nd

 layer are not counted, the charge of the 2
nd

 

layer converges to +0.72 |e| at 4 ps, while the charge of the 1
st
 layer converges to +0.82 

|e|; after 10ps the 1
st
 and 2

nd
 layer converge to the same value (+0.82 |e|). Moreover, S 

atoms modify their charge upon reduction until all of them converge to an average value 

of -1.7 eV, as seen in the charges of a representative Li2S8 molecule shown in Figure 

4.4. 
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Figure 4.3: Average charge evolution of lithium atoms in surface and 1
st
 subsurface 

layers of the anode 

 

 

Figure 4.4: Charge evolution of each S atom (labeled 1 to 8) in a Li2S8 molecule at the 

anode surface 
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The decomposition mechanisms of Li2S8 on the surface are a function of the 

initial positions of each PS molecule in relation to the surface. Three different initial 

positions were tested with Li2S8 close to the surface. The reactions were analyzed based 

on the time evolution of the chain size (Figure 4.5) and also on the time evolution of the 

charge of each fragment. In all cases, one chain containing five S atoms is formed from 

the decomposition of the initial chain. S5 later decomposes into S3 + S2, and S3 into S2 + 

S. The mechanism for a S2 dimer decomposition is the slowest and also is always the last 

step for the complete PS decomposition. Although the tendency is to reduce the chain 

size, some mechanisms can involve reconstruction of the PS short chains such as S3 (see 

Figure A.1). 

The plateau in Figure 4.4 (where the charge tends to a value of ~ -1.8 e) shows 

charge stabilization occurring for individual sulfur atoms, indicating the end of the 

reaction decomposition of one PS molecule. This agrees with an accumulation of 

positive charge on lithium atoms (Figure 4.3).  The breaking of S-S bonds does not 

necessarily indicate the formation of two different PS, but in the majority of the cases, 

there is a cluster formation, where chains share some Li atoms with the anode surface. 

Cluster formation has been reported to become more stable for more lithiated PS 

molecules 
183,184

.  
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Figure 4.5: Time evolution of S-S bond distances on one Li2S8 molecule illustrating PS 

decomposition at the model anode surface 

 

4.4.3. REACTIVITY OF POLYSULFIDE OVER [111] SURFACE 

In the previous section, we analyzed the adsorption and deposition of Li2S films 

on Li metal surfaces.  In this section, we incorporate the effect of the electrolyte medium 

where S atoms are generated via decomposition of long-chain PS species on the Li metal 

surface. AIMD simulations demonstrate rapid decomposition of the dissolved Li2S8 

species on the Li metal surface. Figure 4.6 shows the dynamic evolution of Li and S 

atoms over the first 6.5 ps of simulation time for the Li (111) and Li (110) surface slabs. 

In order to analyze the results, the PS species were followed in two different groups, 

molecules closest to the surface (around 5Å) and those farther from it (around 10Å). 

Similarly, different colors were employed to characterize the trajectories of the Li atoms 

belonging to the anode (colored purple) and those of the electrolyte (green). On both 

surfaces the PS species closest to the surface react very rapidly with the Li metal, 
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tending to form an amorphous Li2S layer over the outermost layers of the anode, while 

the farthest PS species stay in the electrolyte phase for longer time and form clusters 

with other intact or fragmented PS species stabilized by Li ions from LiTFSI and from 

the original Li2S8 molecules.   

 

Figure 4.6: Snapshots of the dynamic evolution PS decomposition in contact with Li 

(111) surface slab (A) and Li (110) surface slab (B). Here, purple, green and yellow 

spheres represent Li from anode, Li from electrolyte and S atoms, respectively.  The 

DOL solvent is represented in a line display style where O (red) and C (gray) atoms are 

shown. Green lines indicate the respective crystallography plane; red dashed lines show 
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the orientation where S atoms tend to accommodate; the blue circle shows where the 

cluster is localized. 

 

However, the structure of the exposed Li metal facet affects significantly the 

initial stages of the PS decomposition. On the Li (110) surface slab (Figure 4.6B), 

although initially very fast, the total decomposition of PS species closest to the anode is 

slower than that on the (111) facet (Figure 4.6A) occurring within the initial 4.5 ps of 

simulation time. This is mainly attributed to a higher amount of S anions and radicals 

produced by the initial fast decomposition on the (110) facet that accumulates and start 

Li2S nucleation on the surface leaving a lower number of exposed active sites available 

for reaction.  In contrast, on the more open (111) facet the reaction is slower initially and 

the decomposed S atoms migrate easily into the subsurface where they start forming 

Li2S.  Thus, after the closest PS molecules were reduced, Li atoms from the surface were 

observed to diffuse in the direction of the electrolyte phase reducing other PS molecules 

and stabilizing the fragments located farther from the surface. On the (110) facet, after 

the group of molecules closest to the surface become completely reduced, PS clusters 

(blue circle in Figure 4.6 bottom) become stabilized in the electrolyte phase for longer 

times. Cluster formation is observed mainly after short PS chains (S < 4) have been 

formed as a result of PS decomposition. In these clusters, short S chains share Li atoms, 

as observed in previous studies.
183-185

  

During the initial Li2S8 decomposition step, the PS chain reacts with two Li 

atoms and in most cases, it was observed to break into Li2S3 and Li2S5. However, this 

bond scission can also occur simultaneously with another S-S bond of the PS. The 
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subsequent steps depend on the surface charge transfer, availability of Li atoms and the 

position of the PS species.
186

  Additionally, some reactions may allow a chain to increase 

(e.g. Figure 4.7, S5-S9 bond).  

 

 

Figure 4.7: Time evolution of a PS decomposition on the Li (111) surface slab. A 

common shared characteristic is the first bond to break (S3-S4 or S5-S6), while the 

others depend on the initial position of the polysulfide and surface structure. 

Reconstruction of the chain can occur, which can be intra- or inter PS (e.g S5-S9). 

 

Bader charge analysis was performed on individual S atoms that belong to a PS 

species (labeled as in Figure 4.7) that completely decompose over the (111) facet. Initial 

charge accumulates on the S atoms that are located at the ends of the chain, while the 

other S atoms are almost neutral, with the end S atoms bearing an average charge of -

0.67|e| and the remaining S atoms having a charge of -0.08|e|, this difference is due to 

the direct bond between edge S (S1 and S8) atoms with Li atoms, while the other S 

atoms (from S2 to S7) are bonded only with S atoms.  The Bader charges of S atoms 

converge to an average value of -1.75|e| for the (111) surface (Figure 4.8), as reported 
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earlier on the (110) surface 
186

. It is interesting to note that on both facets, the charge on 

the surface Li atoms converge faster to a value of approximately +0.80|e|, indicating the 

formation of Li2S. The main difference on the Li2S films that cover each surface is the 

alignment of S atoms relative to the surface, as seen in Error! Reference source not 

found.4.6. S atoms tend to take the same orientation (red and dashed lines on Figure 4.6) 

of the crystallographic planes, represented by the green lines in Figure Error! Reference 

source not found.4.6. It is important to remark that an amorphous structure is observed, 

given the short time that does not allow the surface to organize.  For this reason, a direct 

comparison with the structures of the Li2S film
165

 is not possible.  We note that the 

surface with a higher surface energy is always more active to interact with adsorbates. In 

previous work
186

 we calculated the surface energies of the Li(110) surface as 0.031 

eV/Å
2
 and 0.033 eV/ Å

2
 for the (111). Hence the (110) surface is slightly more stable 

than the (111) surface. The more active (111) surface interacts more strongly with Li2S 

(adsorption energy of -3.57 eV) than the (110) surface (-3.22 eV).  Additionally, the 

more active (111) surface also facilitates the decomposition of Li2S8 to Li2S as shown by 

the AIMD simulations. Overall, there are no significant differences in the time for PS 

decomposition in different solvents.  The high reactivity of the Li metal overcomes any 

other possible interaction for example solvation effects of the Li ions in the proximity of 

the metal surface.   
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Figure 4.8: Time evolution of the Bader charge of individual sulfur species initially 

present on the same PS, which completely dissociate by 4.5 ps of simulation time on the 

(111) surface. S9* represents one S atom from another PS. 

 

4.5. CONCLUSION 

The primary method of Li2S8 fragmentation away from the anode surface does 

not involve delithiation; however, the most favorable pathway includes the reaction of 

the lithiated PS with additional Li atoms, in the gas phase or in presence of the solvent, 

with four different fragmentation modes found having similar (very favorable) Gs of 

reaction. In contact with the anode surface, the long-chain PS species is completely 

decomposed despite the solvent used or the PS initial geometry (ring or linear), resulting 

in the formation of a Li2S layer that was characterized by analyses of bond distances and 

atomic charges. 

Both the interaction energy analysis and electronic structure analysis suggest that 

the Li2S film interacts with the Li anode surface via strong chemical bonds, and the 
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decomposition of Li2S film is difficult.  The effect of the electrolyte and finite 

temperature are incorporated via AIMD simulations.  Details about the decomposition of 

Li2S8 are followed by analyses of S-S bond distances and charges on the S atoms, both 

indicating the formation of the Li2S film.  The structure of the Li surface is shown to 

affect the way the molecules decompose and the rate of Li2S formation: on the (110) 

surface although a very fast decomposition is detected initially, the large amount of S 

atoms interacting with the Li surface atoms impedes the access of new molecules to 

exposed active surface sites; in contrast the (111) surface let S atoms to go into the 

subsurface where Li2S is formed.     

The conclusions of this study suggest that inhibiting Li2S formation strategies 

should come from various fronts: a) based on new electrolyte formulations that 

equivalently to the role of LiNO3 would be able to generate a passivation layer that 

avoids or at least moderates Li2S decomposition; b) actual modifications to the Li metal 

surface including physical barriers for diffusion of the long-chain polysulfide species; c) 

retention of PS species at the cathode via composite electrodes providing physical or 

chemical barriers to mass transport and/or electrolyte formulations.  Successfully 

implementing these strategies requires a thorough understanding of the chemical, 

mechanical, and electrochemical implications occurring in the various parts of the Li/S 

battery, which is the main consequence of this much-interconnected chemistry. 
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5. EFFECT OF SOLID ELECTROLYTE INTERPHASE ON THE REACTIVITY OF 

POLYSULFIDE OVER LITHIUM-METAL ANODE
2
  

5.1. SYNOPSIS 

 Lithium metal anodes covered by a thin (6 to 10 Ǻ) solid electrolyte interphase 

(SEI) film at its initial nucleation stage modeled as a single component (Li2O, LiF, 

Li2SO4, and Li3N) are examined with density functional theory and ab initio molecular 

dynamics simulations.  The combined metal anode/SEI surfaces are exposed to an 

electrolyte containing salt, solvent, and lithium polysulfides. The polysulfide species are 

found to be easily reduced by the metal slab, even in the presence of the model SEI 

films. Although the chemical nature of the film and geometry of the exposed facet 

induces different decomposition kinetics, the reaction mechanisms are shown to be 

similar for the various SEI models, and end with the formation of Li2S on the surface of 

the anode or inside the SEI film.  The density of states of the films at this nascent stage 

of SEI formation in contact with the Li metal surface are very different than those of the 

bulk crystals, usually showing new intermediate states between the metal and conduction 

bands, which suggests a change to an electronically conductive character that favors 

continuous reactivity. 

 

 

 

                                                 
2
 Reprinted with permission from Samuel Bertolini and Perla B. Balbuena. "Effect of 

solid electrolyte interphase on the reactivity of polysulfide over lithium-metal anode." 

Electrochimica Acta 2017, 258, 1320-1328. Copyright 2017 Elsevier Ltd. 
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5.2. INTRODUCTION 

The use of batteries and the demand of higher battery performance have grown 

with the use of electronic devices and hybrid/electric cars 
1
. Due to their high theoretical 

specific energy of ~2600 Wh/kg, lithium-sulfur (Li-S) batteries have a promising 

potential to replace Li-ion batteries (LIBs), which have a specific energy of ~180 

Wh/kg
1
. However, Li-S batteries still have several problems including low electronic 

conductivity of sulfur in the cathode, polysulfide migration or shuttle from cathode to 

anode, and low stability of the Li metal anode. Lithium polysulfide (PS) species form at 

the cathode surface during discharge. Some of the PS are soluble in the electrolyte and 

shuttle from cathode to anode causing degradation of the Li-metal anode and posterior 

failure of the battery
147,187-189

. The Li-metal anode instability results in dendrite 

formation, which can cause a short circuit when the dendrite reaches the cathode, heating 

up the battery and leading to safety issues
190

. The low electrochemical stability of the 

electrolyte leads to its decomposition at the Li metal surface yielding Li2CO3, LiF, Li2O, 

Li2S, Li3N, and Li2SO4 among other products. These decomposition products nucleate, 

grow, and eventually form a solid-electrolyte interphase (SEI) layer
191,192

 that is usually 

described as composed of an inner inorganic layer and an outer more porous-like organic 

layer 
193-198

. The SEI layer plays an important role due to its potential to reduce the 

effects of anode degradation and dendrite formation.
199

 LiNO3 has been successfully 

used as an additive to protect the anode against PS attack and dendrite formation, 

creating a protective SEI during its decomposition on the anode.
109,200-202

 Similar 

beneficial effects have been attributed to the utilization of a protective artificial SEI layer 
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composed of Li3N.
63

 LiNO3 in the presence of PS forms a protective SEI layer against 

PS decomposition
195,203

, not observed in electrolytes that do not contain both LiNO3 and 

polysulfide. 

Although the SEI layer is expected to be electronically insulating, therefore a 

barrier to electron transfer, this may not be the case at the initial stages of nucleation. 

This is because the structures formed are not “bulk” crystals that would be electronic 

insulators. Thin films and small clusters can have very different electronic 

configurations than their bulk counterparts.  Changes in electronic conductivity observed 

in some bulk insulator materials, such as TiO2, SnO2, and ZnO, which become 

semiconductors in ultra-thin films,
204-207

 corroborate the assumption that quantum 

confinement effects may occur in thin SEI films at their nucleating stages (~1nm) 

covering the lithium metal anode. This is analyzed in this work through the analysis of 

the density of states and the existence of reactions requiring electron transfer at their 

surfaces. The ability to conduct electrons of some SEI components nucleated as 

imperfect crystals or films is one of the reasons why the SEI keeps growing and becomes 

very thick, up to hundreds of nanometers.  

The tremendous impact of first-principles computational studies in advancing 

many areas of science and engineering of materials, and specifically related to energy 

storage components
208

 is well known. Recently, the effects of various facets on the 

reactivity of the long-chain polysulfides over the Li-metal anode have been studied.
165

 In 

particular, for the problem of decomposition of polysulfides on Li-metal surfaces  and 

the formation of a multicomponent SEI film ab initio molecular dynamics (AIMD) 
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predictions
186

 were recently confirmed by XPS experiments.
209

 It was found that 

independently of the exposed facet, Li2S is easily formed on the Li-metal surface due to 

the decomposition of Li2S8 or Li2S6 species. Here, to understand how the nature of the 

exposed SEI layer could affect the decomposition of the PS species, model SEI layers of 

different compositions emulating the initial nucleation stages were computationally 

deposited on the anode surface and simulated using AIMD and density functional theory 

(DFT). A 1,2Dioxolane(DOL)electrolyte containing a Li2S8 and 

Bis(trifluoromethane)sulfonimide lithium salt (LiTFSI) at a 1M concentration were 

computationally added on top of the SEI layer-covered model anode. The time evolution 

of the system was investigated using AIMD simulations. The objective is to observe and 

characterize the behavior of long-chain PS degradation when a thin SEI layer covers the 

anode surface, aiming to elucidate the effect of the chemical nature of the SEI layer. 

 

5.3. COMPUTATIONAL METHODS AND MODELS 

DFT
210,211

 calculations within the plane-wave basis set approach
212,213

 were 

performed using the Vienna Ab-initio Simulation Package (VASP).
214,215

 A 221 

Monkhorst-Pack k-point mesh
172

 was employed to generate k-point grids for the 

Brillouin zone (BZ) sampling. A 400 eV energy cut-off for the plane-wave basis set is 

used to achieve both computational accuracy and efficiency. Electron-core interactions 

were described by the PAW pseudopotentials
169,170

 as provided in the VASP database. A 

conjugate-gradient (CG) algorithm was employed to relax the ions into their ground 

state. A Gaussian smearing with a width of 0.05 eV was also utilized. The convergence 
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criteria for self-consistent electronic iteration and ionic relaxation were set to 10
-4

 eV 

and 10
-3

 eV, respectively. The Li2S8 PS species was optimized in the presence of  DOL, 

and van der Waals (vdW) dispersion corrections were included using the DFT-D3 

approximation by Becke-Jonson.
177

 The DOL molecule was optimized using the 

Gaussian 09 (G09) package 
159

 with a hybrid functional B3PW91 and the 6-311++G (p, 

d) basis set.
160,161

 AIMD simulations were carried out in the NVT ensemble at 330 K 

using a time step of 1 femtosecond. The Nose thermostat was used to control the 

temperature oscillations during the simulation with a Nose-mass parameter of 0.5.
216-218

 

A charge analysis is done using Bader calculations, and the Li metal lattice parameter 

was set to 3.442 Å as calculated in our earlier study.
186

  

To represent the anode a 3x3 supercell was used, and the metal was cleaved in 

the [100] direction. The three bottom layers were fixed to represent the bulk, and the 

three top layers were allowed to move during the AIMD simulations. One-component 

thin SEI layers consisted of Li2O, LiF, Li3N and Li2SO4 respectively. To construct the 

films, the crystal structures of these materials were cleaved along the [100] and [110] 

directions. The thickness of the SEI layer between the metal and the electrolyte was 

modeled to be around 6 Å. The lattice parameters of the inorganic species before surface 

cleavage are shown in Table 5.1. The next step was to perform a geometry optimization 

of the system to minimize the mismatch between the model SEI film and the Li-metal 

surface. Then, the electrolyte solution containing a 1M concentration of PS and LiTFSI 

in DOL was added to the system. To keep the same configuration and position between 

PS and anode, a molecular mechanics optimization of the electrolyte was first performed 
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over the surface, keeping the PS, SEI film, and anode atoms frozen.  Periodic boundary 

conditions replicate the anode surface on the top of the simulation cell. To mitigate this 

effect a fixed monolayer of Helium atoms is included at the top of the simulation cell 

(the layer was cleaved at the plane (110) of solid He)
219

, and a vacuum of 5 Å was left 

between the anode and the He monolayer. Use of a helium monolayer as a physical 

barrier to mitigate periodic boundary conditions has already been applied in the literature 

in a model lithium-ion battery system
220

. The same methodology was applied to a thicker 

10 Å SEI layer over the anode, but the cleavage planes ([100] and [110]) were chosen 

according to the results observed in a thinner SEI layer calculation, as will be described 

in the results section. Density of States (DOS) were calculated using the Perdew-Burke-

Ernzerhof (PBE) functional
171

, including the hybrid functional Heyd-Scuseria-Ernzerhof 

(HSE06) screened Coulomb hybrid density functional as implemented in VASP
221-223

. 

The exchange part in the HSE06 hybrid functional consists of 25% from Hartree−Fock 

and 75% from GGA-PBE contributions. The range separation parameter in our 

calculations with the HSE06 functional was chosen as 0.2
224

. 

 

Table 5.1: DFT (using PBE) optimized lattice parameters of crystals used as model SEI 

layer components. 

System*  
Space 

Group 

Lattice parameters  

a (Å) b (Å) c (Å) α (
o
) β (

o
) (

o
) 

Li2O 
225

 Fm-3m 4.574 4.574 4.574 90.0 90.0 90.0 

Li3N 
226

 p6/mmm 3.676 3.676 3.836 90.0 90.0 120.0 

LiF 
227

 Fm-3m 4.028 4.028 4.028 90.0 90.0 90.0 

Li2SO4 
228

 p121/a1 8.063 4.877 8.336 90.0 107.8 90.0 

* The crystal structures were taken from the reference indicated after the respective 

formula. 
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5.4. RESULTS AND DISCUSSION 

5.4.1. THIN SEI LAYER OVER LI ANODE SURFACE 

It has been reported that some additives such as LiNO3 directly affect the PS 

decomposition, as well as dendrite formation
203

 and different structures and 

compositions of the SEI layer will be formed due to decomposition of the respective 

salts and additives present in the electrolyte. This was the rationale behind the various 

models shown in Figure A.2. The chemical nature of the SEI layer has a direct impact 

on the protection against the PS decomposition, since the SEI layer may allow faster or 

slower transfer of charge from the anode to the PS, inducing their decomposition or 

passivating the anode. It is expected that the increase of the SEI layer thickness would 

reduce the reactivity of the PS over the anode, due to a decrease in the film electronic 

conductivity. Besides the thickness effect, the electronic conductivity may be affected 

due to the stress present in the SEI film due to the interfacial mismatch, which may 

create traction or compression. For simplicity, the deformation of the SEI layers was 

calculated based on the area deformation defined by the Equation 5.1, instead of being 

split into two different dimensions. Area deformation can be used in the analysis of PS 

decomposition because of the similar values of the lattice vectors of the cleaved surface 

and also because of the absence of shear deformation. The exception is the case of the 

Li2SO4 [110] facet, where due to the presence of the 105° angle between the two plane 

vectors, instead of 90° (as in the Li cleavage facet), there is a shear deformation. In 

Equation 1, D is the area deformation; a and b are the parameters of the lattice vectors 

for the SEI film and Li cells. 
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   𝐷 =
(𝑎𝑆𝐸𝐼×𝑏𝑆𝐸𝐼)−(𝑎𝐿𝑖×𝑏𝐿𝑖)

(𝑎𝐿𝑖×𝑏𝐿𝑖)
   Equation 5.1 

 

During optimization, there is a slight variation in the film thickness with respect 

to that of the initial optimization, as shown in Table 5.2.  However, we analyze them 

considering that for each material the film thicknesses are of comparable size. Surface 

reactivity is estimated on the basis of the percent of the total PS species that are reduced 

after 10ps. Taking this estimate, Table 5.2 shows that for LiF and Li2O the [100] films 

are less reactive than [110] ones, and the same trend is found for Li3N although in this 

case, the reactivity on both facets is comparable. In contrast to Li2SO4, Table 5.2 

suggests higher reactivity on the [100] compared to the [110] facet. This could be due to 

several reasons including stress, but also electronic and geometric structure (Figure 5.1). 

On the other hand, the magnitude of the area deformation (Table 5.2) does not show a 

clear correlation with the reactivity. The influence of the facet structure on the PS 

decomposition is also shown in Figure 5.2.  The simulation cell contains one PS 

molecule; therefore, a maximum number of seven S-S bonds can be broken. The time 

evolution of these bonds is followed in Figure 5.2, indicating that the most stable facets 

according to these data are the [100] LiF and the [100] Li2O facets. Interestingly, these 

are the facets with the most open structure (Figure 5.1) which also expose the 

electronegative O and F atoms.  

 



 

61 

 

 

 
Figure 5.1: Top view of the structure of the exposed facets after DFT optimization in 

contact with the Li metal anode surface. Color code: Li: purple, O: red, S: yellow, N: 

blue, F: light blue. 

 

Table 5.2: Area deformation at the interface anode/SEI layer according to Equation (1). 

Structures of the facets are shown in Figure 5.1. Although for each model film there is a 

slight variation of the thickness as indicated, the average thickness ranges between 6 and 

7 Å. The reactivity of the electrolyte in the presence of thin SEI layers along specific 

facets is characterized by the percent of PS reduced after 10ps. 

SEI 

layer 
Facet 

Thickness 

(Å) 

Area 

deformation 

on XY plane  

(eqn. 1) 

Percent of the 

PS reduced 

after 10ps (|e|) 

Li2O 
[100] 7.1 -0.103 34.9  

[110] 6.2 -0.155 91.9 

Li3N 
[100] 7.8 0.204 84.3 

[110] 8.5 0.390 91.3 

LiF 
[100] 8.2 0.369 32.6 

[110] 6.3 0.291 58.4 

Li2SO4 
[100] 6.2 -0.217 93.9 

[110] 5.9 0.253 58.2 
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Figure 5.2: Number of S-S bonds broken as a function of time for thin films shown in 

Table 5.1 and Figure 5.1. Top: for Li2SO4 and LiF surfaces. Bottom: For Li2O and Li3N 

surfaces.  

 

5.4.2. THICK SEI LAYER OVER LI ANODE SURFACE 

Using the least reactive facet found for the decomposition of the polysulfide in 

the thinner films discussed in the previous section, new models were built with thicker 

average thicknesses of 10 Å. Thus, the SEI layers tested were composed by Li2O [100], 

LiF [100] and Li2SO4 [110], with the PS molecule initially located in the same position 

and distance from the SEI as in the thin film simulations.  Figure 5.3 depicts the number 

of S-S bonds broken as a function of time for the PS decomposing over Li2O [100], LiF 

[100] and Li2SO4 [110] surfaces respectively. Based on this criterium, Li2O [100] is the 

most stable surface, followed by Li2SO4 and LiF films that comparatively appear less 
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stable.  Note that comparing the decomposition times in Figures 5.2 and 5.3, the thicker 

film does not offer a significantly better resistance to decomposition. Thus, Figures 5.2 

and 5.3 and Table 5.1 indicate that the chemical nature of the film and its local structure 

play the major roles as protective layers.  

 

 
Figure 5.3: PS decomposition over 10-nm thick films of Li2O [100], LiF [100] 

and Li2SO4 [110] covering the model anode surface as a function of time from the 

AIMD trajectories.  

 

To understand how the PS decomposes on each surface, we have followed their 

decomposition mechanisms in three different SEI layer chemistries: Li2O [100], LiF 

[100] and Li2SO4 [110]. Snapshots that follow the decompositions are depicted in 

Figures 5.4, 5.5, and 5.6.  The first observation in all cases is that the PS decomposition 

is always very fast, and precedes those of the anion and the solvent. Here we use the 

nomenclature PSX to designate the fragments of Li2S8 decomposition where X is the 

number of S atoms in the remaining fragment. For a Li2O [100] layer (Figure 5.4), the 

PS breaks sequentially. Initially, the first S-S bond breaks forming PS5 and PS3 
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fragments (anions or radical anions) normally paired with Li ions. At 0.96 ps both PSX 

fragments are recombined apparently forming a PS8, but in a few picoseconds, the end S 

atom from PS5 transfers to PS3 forming two PS4 anions. Each of these PS4 fragments 

later break (~7ps), forming two PS3 and two PS1 anions or radical anions paired with Li 

ions. Between 7 ps and 50 ps, the system stabilizes, there is no further decomposition of 

the PS fragments during this period.  Figure 5.4 also shows a certain degree of surface 

distortion, driven by migration of Li ions that pair the PSX anions. Note that at the end, 

most of the S anions are already near the surface and nucleation of Li2S is expected to 

follow. 

Figures 5.5 and 5.6 show the decomposition mechanisms detected for LiF and 

Li2SO4 respectively.  In all cases, rapid PS decomposition is observed, with the 

participation of Li ions from the surface. In comparison with Li2O (Figure 5.4) the 

surface distortions on LiF and Li2SO4 appear larger with surface Li ions migrating 

towards the electrolyte to combine with PSX fragments. Although the PS decomposition 

mechanisms shown in each SEI film are different, there are some common points. In the 

three studied cases, the first formed PS fragments are PS5 and PS3 anions (or radical 

anions), usually paired with two Li ions, i.e., they are mostly neutral species in solution. 

However, in the cases when recombination of S-S bonds was observed, there is a deficit 

or excess of charge in one of the PS fragments. As can be observed in Figures 5.4 to 5.6, 

the surface is able to hook the PS5 fragment (anion or radical anion) formed by the first 

S-S bond breaking from the PS8 molecule, where the final S in the chain becomes 

bonded to Li atoms of the surface.  Interestingly, the presence of the PS5 species close to 
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the surface is in agreement with a recent AIMD and XPS study.
209

  The largest surface 

distortion is found on the Li2SO4 surface, (Figure 5.6) where the separation of SO3 

groups is clearly observed.  The Bader electronic charges are shown in Figures 5.4, 5.5, 

and 5.6 illustrate that the electron transfer from the surfaces is similar independently of 

the type of SEI film.  

 

 

 
Figure 5.4: Partial sequence of PS decomposition obtained from AIMD for 

DOL/LiTFSI/PS mixture over a model lithium anode covered by a ~10 nm thick Li2O 

[100]. One PS molecule is initially placed close to the surface. There are no changes 

between 7 ps and 46.5 ps. Bader charges regarding different PS anion fragments are 

shown at the bottom of each figure. Color code: S:yellow; C: grey; O: red; H: white; Li: 

purple.  
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Figure 5.5: Sequence of PS decomposition obtained from AIMD for DOL/LiTFSI/PS 

mixture over lithium anode covered by LiF [100]. PS is initially placed close to the 

surface. After 26.47 ps the last S-S bond breaks. Bader charges regarding different PS 

anion fragments are shown at the bottom of each figure. Color code: S:yellow; C: grey; 

O: red; H: white; Li: purple.  

 

 

 



 

67 

 

 

 
Figure 5.6: Partial sequence of PS decomposition obtained from AIMD for 

DOL/LiTFSI/PS mixture over lithium anode covered by Li2SO4 [110]. PS is initially 

placed close to the surface. At 16.50ps the last observed S-S bond breaks take place. 

Bader charges regarding different PS anion fragments are shown at the bottom of each 

figure. Color code: S:Yellow; C: grey; O: red; H: white; Li: purple. 

 

Comparing the time for breaking of the first two S-S bonds it is found that it 

takes almost the same time for Li2SO4 and LiF, while at the same time there are already 

four bonds broken for Li2O (Figure 5.3). This could be associated with an initial higher 

concentration of Li over the surface in the case of Li2O, due to the structure of the 

cleavage plane. However, in contrast to the behavior on Li2SO4 and LiF surfaces, larger 

fragments of PS stabilize in Li2O surfaces for much longer times (~45 ps). Thus, it is 

suggested that the concentration of Li on the facets plays a role in the first steps of the 

decomposition, decomposing faster at higher concentration of lithium on the surface, 
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whereas at longer times, the reactivity is governed by the electronic properties of the SEI 

film. The assumption that the concentration of Li on the facet initially affects the 

reactivity of PS is consistent with the observation of different facet reactivity detected in 

the analysis using thin layers (Table 5.2).  

The difference in the PS decomposition over the SEI layer should also be 

associated with the electronic properties of the SEI layer such as their ability to transfer 

charge to the PS and the diffusion of Li and S through the SEI layer since the structure 

of the material affects the diffusion of the elements present. Thus, the initially calculated 

total charge of the S atoms belonging to the PS decays differently over time (Figure 

5.7). It is found that even though (as discussed above) the Li2O surface initially induces 

a faster initial reactivity, the PS fragments are much more stable at longer times on this 

surface than in the other two surfaces. Comparing the three surfaces, the LiF surface is 

the first that decomposes the molecule completely, followed by Li2SO4, and last Li2O.  

Note that total PS decomposition is not necessarily bad for protection; it all depends on 

the quality of the film formed by Li2S and LiF in this case. This topic is worthy of 

further investigation. 
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Figure 5.7: Charge evolution of the PS molecule located over a SEI film of ~ 10 

Ǻ thickness.  

 

 

In absence of an electric field, as the PS molecule becomes instantaneously 

reduced by the surface, the negatively charged PS fragments produced during the 

decomposition diffuse in the direction of the anode surface while Li ions of the surface 

move in the direction of the electrolyte (Figures 5.4 to 5.6). As in the models, the Li-

anode and SEI are periodic in the x and y directions, the penetration of S atoms through 

the SEI was tracked by changes in the z direction (perpendicular to the anode surface) 

over time. In Figure 5.8, the interface between the SEI film on the anode surface and the 

electrolyte is set to z =0, and the changes are tracked as the S atoms move through the 

SEI film in the direction of the anode. Initially, the average of S positions rapidly moves 

down in the direction the anode surface, and then it oscillates keeping an average 

position during some time before moving again in the anode direction. This observation 

can be explained by a S atom or small PS fragment being trapped inside the SEI and then 

moving down. In Li2O there is a fast motion of the S or PSX fragments, followed by 
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formation of stable components that become trapped inside the SEI film. In Li2SO4, a 

fast initial diffusion takes place reaching the z=0 line, which corresponds to the anode 

surface, thus the S fragments spread over the anode surface. In LiF, the average position 

of S fragments temporary stabilizes inside the SEI and then spreads over the anode 

surface. This suggests a very different behavior of the three films: in Li2O the S atoms 

may enrich the Li2O film before migrating towards the anode surface, whereas in Li2SO4 

and LiF the final deposition of Li2S will take place right at the anode surface. 

 

 
Figure 5.8: Time evolution of the average position of S atoms from the PS 

decomposition, traveling in the z direction through various SEI materials of ~6 Å 

thickness. The zero is at the interface between the SEI model and the anode surface.  

 

We have examined the time evolution of the anode and SEI atoms. The sum of 

all lithium atoms charge in the slab and the SEI over time are displayed in Figure A.3. 

In the three cases (Li2O, LiF, Li2SO4) the charge of Li in the SEI layer is not constant 

and it oscillates with time. However, the variation of the total charge per Li atom in the 
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SEI is much smaller than those in the anode (Figure A.4). However, the total charge of 

Li in both parts of the system (anode and SEI) mutually affect each other. When the 

anode supplies electrons to decompose the electrolyte, an instantaneous modification on 

the charge of Li in the SEI takes place (Figure A.3).  

5.4.3. DENSITY OF STATES OF THE SEI FILMS 

To understand how the charge is transferred from the metal anode through the 

SEI layer decomposing the PS species, the density of states (DOS) of each SEI layer (as 

described in the computational methods section) were calculated using the HSE06 

functional as implemented in VASP. The DOS were calculated for the initial frame and 

also for the last frame of each SEI simulated, as illustrated in Figure III.9 for Li2O. The 

DOS graphs for the other two films are shown in Figures A.5 and A.6.   The results 

indicate that there are intermediate states between the valence and conduction band, 

supporting the hypothesis that the SEI with the thickness used in the simulations have an 

electronically conductive behavior.  
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Figure 5.9: DOS of the SEI composed by Li2O using the HSE06 hybrid functional. The 

graphs show the presence of intermediate states between the main valence and 

conduction bands. Fermi level energy is set at 0 eV. The DOS correspond to the 10 Ǻ 

SEI layer at the beginning and at the last calculated frame in each simulation. 

 

5.5. CONCLUSION 

AIMD simulations show that the presence of a thin (1 nm) SEI layer covering the 

Li metal anode slows down but does not shut down the PS decomposition. Li2O, Li2SO4, 

Li3N, and LiF were tested as possible SEI constituents formed during the decomposition 

of common electrolytes used for Lithium-Sulfur batteries. The results indicate that not 
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only the chemical nature but also the structure of the exposed facet and the thickness of 

the film may affect reactivity. A very fast PS decomposition was observed in all cases, 

always preceding the decomposition of the other components (salt anion and solvent). 

The individual mechanisms were followed based on the AIMD trajectories. Common 

patterns were found in all cases such as the initial decomposition into PS5 and PS3 

polysulfide fragments that could be anions or radical anions usually paired with Li ions.  

Li atoms from the surface participate in the reactions, and the surfaces suffer severe 

reorganizations. The comparison between the performance of 10 Ǻ films of Li2O, LiF, 

and Li2SO4 model layers suggest that Li2O is the most effective to slow down total 

decomposition; however it is noted that once the PS is decomposed to the final Li2S 

products the new SEI layer may have better protective effects than the initial one. Future 

work will focus on further elucidation of the electronic properties of the SEI films and 

their dependence on the structural characteristics. Moreover, it would be interesting to 

determine what would be the SEI thickness for typical SEI components that would stop 

electrolyte decomposition. 
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6. BUILDUP OF THE SOLID ELECTROLYTE INTERPHASE ON LITHIUM-

METAL ANODES: REACTIVE MOLECULAR DYNAMICS STUDY
3
 

6.1. SYNOPSIS 

Using reactive molecular dynamics simulations we evaluate atomistic-level 

interactions leading to the formation of surface films on a Li metal (100) surface in 

contact with an electrolyte solution. We observe the evolution of the interfacial region 

and the formation of well-defined regions with varying density and oxidation state of Li; 

the penetration of electrolyte molecules and in some cases their electron transfer-driven 

decomposition leading to the initial formation of solid electrolyte interphase products.  

The simulations are done in the absence of a bias potential, and using various electrolyte 

compositions including highly reactive solvents such as ethylene carbonate and less 

reactive solvents such as 1,3 dioxolane mixed with a 1M concentration of a lithium salt. 

The structure and oxidation state of Li and some of the fragments are followed through 

the metal dissolution process.  The results are important to understand the nature of the 

Li metal anode/electrolyte interface at open-circuit potential. 

 

6.2. INTRODUCTION 

The global energy demand has increased steadily in recent decades
229,230

. Mohr et 

al.
231

  forecasted that the fossil fuel consumption will peak in 2025 and it would stagnate 

for the next 50 years and then strongly decline. This is because the reservoir may 

                                                 
3
 Reprinted with permission from Samuel Bertolini and Perla B. Balbuena. " Buildup of 

the Solid Electrolyte Interphase on Lithium-Metal Anodes: Reactive Molecular 

Dynamics Study." The Journal of Physical Chemistry C 2018. Copyright 2018, 

American Chemical Society. 



 

75 

 

 

become technically, energetically, and economically unfavorable for extracting fossil 

fuels. To replace fossil energy sources, green energy production through wind, solar 

power, or other sources are being used, although this production has an intermittent 

nature requiring energy storage
232-234

. Lithium batteries (LiBs) are important component 

energy storage devices with numerous applications
235

.  However, several of these 

applications need an increase in the specific capacity of the batteries. Current batteries 

have specific capacities of 3860, 4000, 990, and 370 mAh/g  for Li-metal, Li-Si, Li-Sn, 

and Li-graphite respectively 
11,12

. While Li-Si and Li-metal anodes have the problem of 

dendrite growth during charge, Li-Si also has a problem of high volume expansion of 

300% 
236

, leading to a fast degradation of the anode. The dendrite formation generates 

short life cycles and safety hazard, because of the contact between the dendrite and the 

cathode, producing a short circuit, which with flammable solvents, generates exothermic 

and runaway reactions 
14

. 

In LiBs, electron transfer from the anode surface induces electrolyte 

decomposition and formation of inorganic and organic components at the interface 

between the anode and the electrolyte. These electrolyte decomposition products 

nucleate and grow new phases defining a solid electrolyte interphase (SEI) layer.
237

 The 

products found in the SEI depend mainly on the electrolyte composition. Typical SEI 

components in Li-metal anodes are Li2O, Li2CO3, and LiF. Alternatively, an artificial 

SEI layer can be built by pre-treating the anode before the LiBs is assembled and cycled 

238,239
. The SEI layer ideally prevents a continuous degradation of the anode and 

electrolyte, passivating the surface, but also it may affect the behavior of the LiBs by 
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increasing cycle life and affecting ionic diffusion of Li. Wang et al. 
240

 observed that 

using an electrolyte composition of  1,4-dioxane (DX), 1,2-dimethoxyethane (DME), 

and lithium bis(fluorosulfonyl)imide as salt, dendrite formation is suppressed. Qian et al. 

241
 also observed the prevention of dendrite formation at high salt concentrations, using 

4M LiFSI, or using LiNO3 that induces the formation of a protective SEI layer 

109,201,202,242
.  

Two mechanisms are commonly used to describe the buildup of the SEI layer 

and the dendrite growth: the conventional model described by Aurbach et al.
43,44,243-245

, 

and the porous model proposed by various authors
45,46

. In the conventional model, the 

SEI layer is initially formed by the inorganic layer, composed by pristine components 

such as Li2O, LiF and Li2CO3. Because of a continuous reduction of the species, the 

inner layers may be in lower oxidation states than in the outer layers of the SEI, where 

the continuous precipitation and dissolution of lithium forms a porous structure. This is 

followed by the dissolution of lithium (oxidation) in the electrolyte. Finally, when an 

electric field is applied, the reduction of lithium ions and deposition of metallic lithium 

takes place, but the inorganic phases present in the SEI cannot accommodate 

morphological changes of the lithium deposited or dissolved. These morphological 

changes make the SEI to break, exposing the lithium bare phase and creating a 

preferential path for lithium deposition. Therefore, this preferential path will create the 

sites for dendrite growth 
43

. 

On the other hand, the porous model
45,46

 states that a morphological change from 

a dense to a porous phase takes place. Because of the existence of a porous phase, the 
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electric field is unevenly distributed and the dendrite will grow from the sites where the 

electric field concentrates. Not only decomposed electrolyte species stay in the porous 

phase, but also intact molecules of the electrolyte co-exist. The concentration of lithium 

is also not homogeneous, and increases in the regions closer to the dense phase. The 

dense phase is consumed by the electrolyte to form the porous phase, which expands in 

direction of the electrolyte. It is assumed that the porous phase will grow and reduced Li 

eventually will form clusters that will stay as dead lithium, while the thickness of the 

porous phase would keep increasing because of further electrolyte reduction.  

The main difference between the porous and the conventional model is the way 

each model discusses the dendrite growth.  Here we focus on the initial stage of 

formation of surface films, and do not reach to the stage of dendrite nucleation and 

growth. However, hopefully, understanding the initial state of the surface films provides 

new insights to elucidate dendrite formation. We simulate the buildup of the SEI layer 

using classical molecular dynamics calculations. Although ab initio molecular dynamics 

simulations can predict the chemistry with a higher level of accuracy, they are nowadays 

restricted to small systems (less than 1000 atoms). However, bigger systems and bond 

breaking/bond forming events can be calculated by classical molecular dynamics 

simulations with a reactive force field (ReaxFF).
246

 ReaxFF is able to predict the bond 

order, by calculating the partial energy due to bond kind, over and under coordination, 

including penalty, lone pair, valence, and torsion energy contributions. ReaxFF also 

includes contributions from nonbonded energy, such as van der Waals and Coulombic 

interactions 
128

. The interatomic distances are used to calculate the bond order and they 
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are updated in every simulation step. The Morse potential is used to calculate van der 

Waals energy, while Coulomb energy uses the charge cquilibration method 
247-250

 to 

estimate and update charges during the simulations. Recently, new improvements to the 

method, named eReaxFF, have been introduced by Islam, van Duin, et al. 
251,252

 where 

explicit electrons are simulated within the framework of the ReaxFF methods. We note 

that such force field should be a more accurate description of the electron transfer 

reactions than ReaxFF. However, eReaxFF is not yet parametrized for all the atomic 

interactions analyzed in these simulations. For this reason, we used ReaxFF
128

 that has 

proved to be successful in predicting SEI formation in silicon anodes.
253

 To have at least 

a partial validation of our findings, we compare them with results from our own quantum 

chemical calculations and ab initio molecular dynamics simulations of smaller systems. 

The simulations are done in the absence of a bias potential, and using various 

electrolyte compositions including highly reactive solvents such as ethylene carbonate 

(EC) and less reactive solvents such as 1,3 dioxolane (DOL) mixed with a 1M 

concentration of a lithium salt. The structure and oxidation state of Li and some of the 

fragments are followed through the metal dissolution process.  The results are important 

to understand the nature of the Li-metal anode/electrolyte interface at open circuit 

potential. 

 

6.3. COMPUTATION MODEL 

The ReaxFF was developed for the atoms C/H/O/S/Li/F/N relations and, the 

interactions were trained for LiB materials 
254,255

.  Each cell was built in three different 
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regions, which represent the solid lithium metal anode, the electrolyte and a bilayer of 

graphite, see Figure B.1. The thin graphite bilayer allows isolating the bottom surface of 

the lithium anode from the electrolyte phase, which occurs due to the periodic boundary 

conditions. The anode was obtained from the Li body-centered cubic (bcc) structure with 

lattice parameter 3.442 Å, then the cell was cleaved along the (100) to build a slab with 

cell parameters of 55.2 Å x 27.4 Å x 67.2 Å. Different solvents/additives such as DOL, 

dimethyltrifluoroacetamide (DMTFA), EC, fluoroethylene carbonate (FEC), DME and 

1,4 dioxolane DX as solvent, and 1M of Trifluoromethanesulfonate (triflate) as the salt, 

were used in some of the electrolytes. Electrolytes tested include pure DOL, DOL + 1M 

Li-triflate, DOL:DMTFA (1:1, molar rate), DOL:EC (1:1), DOL:FEC(1:1), and pure 

DX, DX + 1M Li-triflate. After assembling the Li metal slab, the electrolyte and the 

graphite layers (Figure B.1), the simulation cell parameters changed to 55.2 Å x 27.4 Å 

x 164.8 Å .The simulations were carried out in the canonical ensemble at constant 

number of particles N, volume V, and temperature T. The temperature was kept constant 

using the Nosé Hoover thermostat
256

 with a time step of 0.1 fs and a temperature of 300 

K. The simulations were carried out using LAMMPS.
257

  

When explicitly mentioned, the charge was studied by density functional theory 

(DFT) 
210,211

 calculations within the plane-wave basis set approach 
212,213

 using the 

Vienna Ab-initio Simulation Package (VASP) 
214,215

. A 221 Monkhorst-Pack k-point 

mesh 
172

 was employed to generate k-point grids for the Brillouin zone  sampling. A 400 

eV cutoff energy for the plane-wave basis set is used to achieve both computational 

accuracy and efficiency. Electron-core interactions were described by the projector 
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augmented wave pseudopotentials 
169,170

 as provided in the VASP database. The charge 

analysis from the VASP structures was carried out using Bader calculations 
27

. 

 

6.4. RESULTS AND DISCUSSION 

The simulations reveal that the anode surface starts to be consumed as soon as 

the Li-metal surface gets in contact with the electrolyte. The Li atoms consumed by the 

electrolyte produce a new phase, here called porous phase; while the non-consumed part 

of the anode is called the dense phase. The porous phase is formed by two different 

regions, the nest and the disperse phase. As shown in Figure 6.1, in the nest phase, the 

Li atoms, although forming an amorphous structure, are connected between themselves 

and also connected to the dense phase of the anode. Moreover, in the nest phase, Li 

atoms arrange forming channels filled by the unreacted electrolyte, which can also have 

intact molecules from the electrolyte. On the other hand, in the disperse phase, Li atoms 

do not show any connectivity among themselves, instead they are combined with 

fragments produced by decomposition of the electrolyte as well as with non-reacted 

species. That is, the disperse phase is where the SEI nucleates. Dissolving Li atoms that 

migrate toward the electrolyte are oxidized: a positive charge develops on them and 

increases as they get farther from the dense phase. In the nest phase, the calculated 

charges vary from +0.15|e| to +0.40|e|, and in the disperse phase, they range from 

+0.40|e| to +0.65|e|. The charge of Li atoms in the dense phase can be considered as 

neutral as discussed in a later section.  
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Although both the conventional and the porous SEI buildup models share several 

similarities especially in the surface film formation stage, the presence of non-

decomposed species of the electrolyte, in the nest phase and in the disperse phase, 

indicates that the porous model 
45

 could be more appropriate for describing the buildup 

of the SEI interphase than the conventional model 
43,44,243-245

. In these simulations, the 

uneven distribution of Li through the so called porous phase and the presence of intact 

species of electrolyte, corroborate the observations detected by Lu et al. 
45

. As proposed 

in the porous model, our simulations identify not only a porous SEI but also a change in 

the lithium concentration and oxidation state throughout this phase. The simulations 

suggest that there is an increase of Li concentration closer to the dense phase (Figure 

6.1). Also, Li ions and reacted species coexist with intact electrolyte molecules 

throughout the whole porous phase. Li distribution is more uneven in the nest phase than 

in the disperse phase.  In the nest phase Li atoms organize as nano channels and nano 

voids. As can be observed in Figure B.2, the densities of atoms in the nest phase and in 

the disperse phase reduce away from the dense phase, with the density of the nest phase 

being larger than that in the disperse phase. A linear interpolation of the density of atoms 

through the X direction gives a value of R-square smaller for the nest phase than for the 

disperse phase, suggesting that the disperse phase is more homogenously distributed 

than the nest phase. Figure B.2 also shows that the composition of the electrolyte affects 

the Li atomic density profile of the cell. The presence of Li- triflate causes volume 

expansion and also changes the porous phase density. When the electrolyte contains Li-

triflate, Li starts to concentrate preferentially in some regions of the disperse phase. With 
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time, it forms clusters in that region (Figure 6.1), and their size grows over time. The 

clusters formed on the disperse phase have a high concentration of Li atoms 

interconnected between them, but also have a high concentration of other species, such 

as O and F based compounds with Li ions, and poly(carbon monosulfide). In the 

electrolytes containing Li-triflate, the clusters start to form after 1.2ns of simulation. In 

all the tested cells that contain only the solvent without salt, the formation of a cluster in 

the disperse phase was not observed in the 500ps of simulation.  Therefore, the 

simulations suggest that the presence of the salt is important to nucleate or accelerate 

nucleation kinetics of the SEI. As previously mentioned, an uneven distribution of 

lithium atoms may lead to dendrite growth. Figure B.3 illustrates the formation of the 

porous phase, showing the structural changes of the porous phase. Initially, the 

electrolyte consumes the dense phase of the anode to form the nest phase. The nest phase 

stabilizes its thickness, while the porous phase keeps growing in the direction of the 

electrolyte, consuming the dense phase, evolving toward the disperse phase. Around 1 

ns, the nucleation of the clusters starts and grows with time. At 2 ns of simulation, only 

one of the nuclei grows, forming a bigger cluster, around 15Å diameter. The simulations 

suggest that if the surface has imperfections such as a tip of nanodimensions, see Figure 

B.4, the tip dissolves in the electrolyte to form the nest and disperse phase, and the 

porous phase grows with a homogeneous thickness over the dense phase. The dissolution 

of the tip is almost complete at 8 ps of simulation as shown in Figure B.4, and is very 

fast; at 12ps the tip is completely dissolved. 
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Figure 6.1:  Configuration of the cell at 2 ns of simulation, using DX as electrolyte with 

1M triflate concentration. Color code: Li: purple, O: red, C: gray, H: white, F: cyan and 

S: yellow. I) Front side view of the cell showing all the atoms. II) Front side view of the 

cell showing only lithium atoms, while the other atoms are hidden. III) Side view of the 

cell showing only lithium atoms. The molecules tested (shown in the structures) were 

(A) DOL, (B) DMTFA, (C) EC, (D) FEC, (E) DME, (F) DX, (G) Li-triflate 

 

Figure 6.2 depicts the charge distribution of the Li atoms in the simulation cell. 

As shown in the color spectrum shown in the figure, the charges range from zero to 

+0.65 e.  These charges were calculated using the charge equilibration method as 

implemented in LAMMPS.  As it is well-known, the electronic charges on the atoms or 

atomic sites are not direct observables, and the fractional numbers are just artifact of the 
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computational method that assigns a number based on the distribution of electronic 

density. Thus, the fractional charge does not correspond to a physical quantity, and it 

only provides an estimate of the oxidation state of the particular atom or atomic site. 

 

 
Figure 6.2: Charge spectrum of Li atoms in the dense, nest and disperse phase (see 

Figure 1 for identification of the phases).  

 

Both in the nest and disperse phases, Li has a very different structure than in the 

bulk bcc phase. As can be observed in the Li-Li radial pair distribution function (RPDF) 

(Figure 6.3), the nest and disperse phases present a first peak around 3.2 and 3.5Å 

respectively, for each electrolyte simulated. In the disperse phase, Li may organize 

mainly in pairs (that form and dissolve over time), with a liquid-like structure, while in 

the nest phase Li has an amorphous structure, organizing more as a solid. As shown by 

the RPDF, it is possible to observe a lower density of dissolved Li atoms in pure DME 

compared with other electrolytes, for both nest (Figure 6.3a) and disperse (Figure 6.3b) 

phases. Except for DME, all the electrolytes tested without triflate only slightly affect 



 

85 

 

 

the configuration of the nest phase, while DME reduces Li dissolution. The disperse 

phase, which contains the SEI products, is strongly affected by the nature of the 

electrolyte (Figure 6.3b). The lithium atoms get more sparse in DOL, DME and 

DOL:DMTFA, while they are more concentrated in electrolytes with DOL:EC, 

DOL:FEC and DX. This result suggests different reactivities of the two groups of 

electrolytes, and therefore different SEI products nucleating in such phase. When Li-

triflate is added to the electrolyte, a different structure is observed in the nest and 

disperse phases depending on the solvent species, as shown in Figure B.5. With DOL as 

the solvent, Li-triflate affects the nest phase only at the beginning of the simulation 

(500ps), and with time it evolves to the same configuration in the case of pure DOL. 

However, Li-triflate has a strong influence on the disperse SEI nucleating phase. 

Although in the disperse phase Li, gets sparser with time, the presence of Li-triflate 

tends to increase the concentration of lithium when compared with pure DOL (see 

Figure B.5). In DX, the effect of Li-triflate is slightly dissimilar, because in the nest 

phase, it stabilizes a higher concentrated phase in Li; which without the presence of Li-

triflate gets more spread out with time. For an electrolyte formed by solvent+ Li-triflate 

an opposite effect to that in DOL is observed when the solvent is DX; inducing the 

disperse phase to get sparser. 
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Figure 6.3:  Li-Li RPDF (a) in the nest phase and (b) in the disperse phase tested in 

different electrolytes after 500ps of simulation. 

 

The RPDF and the integral of RPDF of the dense, nest, and disperse phases were 

done at different times of simulation, where the electrolyte is DX and 1M Li-triflate 

(Figure 6.4). The change in RPDF of the dense phase can be considered negligible over 

time, keeping the same solid structure, and changing only its thickness that after the 

initial Li dissolution becomes constant over time. The structure of the nest phase 

changes at the beginning of the simulation, becoming less dense between 10 and 100ps, 

and then remaining approximately constant. The change in thickness of the nest phase 

occurs before 1500ps and then becomes constant over time. This suggests that while the 

nest phase expands after 100ps, it remains with the same structure most of the time. The 

SEI-nucleating disperse phase is the one that suffers a large change at the beginning of 

the simulation, before 100ps. However, it keeps changing slowly after 100ps. Thus, the 

structure of the disperse phase changes while it expands. The thickness of the porous 

phase (nest and disperse phase) is further discussed later, via a charge analysis. Both nest 

and disperse phases, during the regime where their structure is changing, become 

sparser. 
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During the decomposition of the electrolytes containing DOL and DX, the most 

common products observed during 2 ns of simulation are Li2O, LiF and ethylene. The 

simulations indicate, as observed in Figure 6.5, that the disperse phase will host the 

inorganic SEI layer, composed mainly of Li2O and LiF, produced due to the 

decomposition of the salt (but also solvent) over the anode, and the presence of non-

decomposed molecules. Ethylene molecules, produced by solvent decomposition, 

concentrate mainly at the interface between the nest phase and the disperse phase. 

Species generated because of partial decomposition of the electrolyte, such as 

OCH2CH2, OCH2CH2O and OCH3, exist in the porous phase in low concentrations 

during the entire simulation, and they appear during some period of time and fast 

decompose/recombine forming other molecules or fragments. The polymerization of 

electrolyte species was not observed in the short 2 ns simulation time. However the 

polymerization of species is expected, mainly due to the reactions between the 

electrolyte and species such as ethylene, OCH2CH2, OCH2CH2O, and OCH3 that may 

form the polyolefin species usually found in the SEI.
258-261
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Figure 6.4: Time evolution of the Li structure in the various phases. Li-Li RPDF (left) 

and integral of RPDF (right) for: dense, nest, and disperse phases, at several simulation 

times. 

 

Analysis of  the charge distribution of ethylene throughout the cell (Figure B.6), 

shows that ethylene migrating to the electrolyte has a neutral charge, indicating the 

formation of gas, which is observed experimentally
262

. However, the ethylene molecule 

present in the nest phase is an anion or radical anion with a charge of -1.5e, and the 

charge decays as it enters the nest phase, mainly when it crosses the disperse phase, 

becoming finally neutral in the electrolyte. This electron transfer from the radical anion 
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species to intact electrolyte molecules is part of the SEI growth as suggested earlier.
52

 

When a group of atoms from the nest phase is extracted to calculate the charge, ethylene 

presents a charge of -0.5e, showing a negative charge of ethylene radical anions even 

when part of the electrolyte is isolated from the environment. The presence of non-

decomposed electrolyte and the negative charge of ethylene indicate that further SEI 

growth including polymerization may happen around the nest phase. Previously reported 

DFT studies
28

 showed that electron-rich environments exist previous to the 

oligomerization between radical ethylene species, as observed in the ethylene molecules 

present in the cells simulated here by ReaxFF calculations. This agreement supports the 

accuracy of the force field. At 2 ns, Li2O and LiF segregate. Li2O remains mainly at the 

bottom of the disperse phase, while LiF stays at the top of the same phase (Figure 6.3). 

This separation between nucleating phases may support the SEI distribution multilayer 

models proposed by Aurbach and collaborators.
43,44,243-245

 The cluster that is formed on 

top the disperse phase retains Li2O and LiF, but in addition there are compounds formed 

by polymerization of carbon monosulfide species resulting from the decomposition of 

Li-triflate. When the electrolyte does not contain Li-triflate, the SEI cluster formation is 

not observed during 2 ns of simulation, indicating a much slower kinetics in the absence 

of the salt.  
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Figure 6.5: Distribution of species in the porous phase at 2 ns of simulation, electrolyte 

composed of DX and 1M lithium-triflate.  Only part of the dense phase is shown at the 

bottom. The purple ellipsoid shows the presence of ethylene molecules or radicals. The 

pink circle illustrates the cluster formation integrated by LiF and initial nucleation of Li 

oxide molecules and C-S chains among other SEI species. Color code: Li: purple, O: red, 

C: gray, H: white, F: cyan and S: yellow. 
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The RPDFs of lithium with oxygen, fluorine and sulfur (Figure B.7) indicate that 

the first Li-X coordination shells peak at 3.15 Å, 2.3 Å and 3 Å for X = O, F, and S 

respectively. The integral of the RPDF from r =0 to the minimum after the first peak 

indicates that all the average coordination numbers (CNs) are smaller than or slightly 

above 1 in F and S, and a CN of ~ 4 atoms for O, which is in good agreement with the 

value obtained from experimental and theoretical calculations in the presence of EC and 

LiB salts 
263-267

. For both F and S, Li coordinates with an average of 1.3 atoms. Higher 

CN for fluorine appears in longer time of simulations (e.g. 1.5 and 2ns). In the nest and 

disperse phases, Li and O have a low CN, which indicates that during the first 2 ns Li2O 

is not formed, but a lithium peroxide component is formed. 

The average charge distribution of Li atoms in the cell (Figure 6.6) indicates that 

the ReaxFF can well differentiate the charge distribution of Li in the different phases. In 

the dense phase, Li has an average charge smaller than 0.1e, which shows that the 

calculation identifies the metallic region as a neutral, while the porous phase is 

positively charged. Therefore, the anode provides the electrons that induce the 

decomposition and dissolution of the electrolyte. With the exception of 1:1 

DOL:DMTFA, the size of the porous phase stabilizes around the same size with time, 

however, the porous phase grows with different rates depending on the electrolyte that is 

in contact with the anode. The charge analyses show that an approximate thickness of 20 

Å of the dense phase is consumed to generate a porous phase of ~60Å thickness. The 

porous phase thickness stabilizes at 350, 180, 150, 350 and 200 ps in DOL, 1:1 

DOL:DMTFA, 1:1 DOL:FEC, DX and DOL 1M Li-triflate, respectively. 
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When Li-triflate is present in the electrolyte (Figure B.8), the calculated average 

charge of Li atoms is not good enough to allow distinguishing the separation between 

the porous phase and the electrolyte (Table B.1, Supporting Information). However, it is 

possible to observe that the average charge in the porous phase is within 0.3-0.4e, while 

in the electrolyte is in the 0.5-0.6e range. The maximum Li charge in a region shows 

similar results when compared with the average charge, while the minimum Li charge 

indicates low values in the porous region, although slightly higher than in the dense 

phase, which further suggests that part of the porous phase may maintain similar 

characteristics of the Li-metal anode (e.g. formation of dead Li). The computed total 

charge helps distinguishing well the porous phase and the electrolyte, because of the 

high concentration of Li atoms in the porous phase, however the actual value of the total 

Li charge does not have a meaning itself, because it depends on the cell’ size and the 

number of Li atoms. When analyzing the structure of the cluster presented in DX 1M Li-

triflate on Figure 6.7, it is possible to observe the high concentration of F and O atoms, 

non-decomposed or partially decomposed salt, the structure of polymerized C-S 

monomer chains, and a high concentration of Li atoms. Nucleation of polymer chains 

from C-S monomers is observed only inside the clusters, indicating that the presence of 

the CS monomer affects the buildup of the cluster. On the other hand, O and F are inside 

and outside the cluster. Isolating the cluster from the system and calculating the charge 

of the elements, there are differences in the charges calculated using the Bader method 

and that of the ReaxFF (Table B.1). The elements S, C, and O present the most critical 

differences. For example, Bader analyses overestimate the charge of O elements, 
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although the charges of Li and F present similar results. Because ReaxFF is fitted to all-

electron calculations, they could provide at least reasonable approximations 
268,269

.  

However, as discussed in the Introduction, we emphasize that charge transfer effects 

should be better described by using a pseudoclassical treatment of explicit electrons, as 

done in eReaxFF.
34,35

  

 
Figure 6.6: Time evolution of the average charge distribution of lithium in the z 

direction The electrolyte used are DOL, DOL:DMTFA, DOL:FEC and DX. The charges 

are given in electron units. 
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Figure 6.7: Structure of the cluster extracted from the disperse phase. The images 

highlight the presence of the elements F (light blue) and O (red); and the presence of 

non-decomposed salt and chains formed by reaction with organosulfides. 

 

6.5. CONCLUSION 

The buildup of the SEI layer was studied using ReaxFF in different scenarios to 

analyze the possible reactions and rearrangements taking place at the interface of the Li-

metal anode surface with the electrolyte. The simulations with different electrolytes 

tested indicate that a porous phase develops immediately above the anode surface, which 

contains not only decomposed species due to electron transfer from the lithium surface 

but also intact electrolyte molecules. Over the porous phase, two additional surface films 

are formed: the nest phase and the disperse phase. The nest phase is an amorphous 

matrix structure of connected lithium atoms separated by nanochannels, through which 

the intact electrolyte and other products of its decomposition such as ethylene 

(molecules and radical anions) diffuse. In the disperse phase (the top layer in contact 

with the electrolyte), lithium atoms in a higher oxidation state are connected in networks 

nucleating the SEI blocks such as Li2O and LiF or more complex structures. For 

example, at the interface with the electrolyte, a multicomponent cluster with a high Li 
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concentration was detected. An uneven distribution of Li exists in the nest phase and in 

the cluster formed in the disperse phase, which may deliver uneven distributions of 

electric field and consequently may lead to the formation of dendrite structures upon 

lithium deposition. 

We emphasize a couple of points to clarify some limitations of our model. In this 

study, we identify the formation of nano-porous lithium coexisting with intact electrolyte 

molecules and species formed because of the decomposition of the electrolyte as 

described in the porous model. However, the porous structures in Refs. 26-27 are at least 

1000 times larger than our observed structures. Thus we are only capturing the very 

beginning of the nucleation of complex phases. Second, the absence of an electric field 

in our simulations as discussed in the Introduction, limits our observations to the 

dissolution of the Li metal in the electrolyte phase. Future work will be focused on the 

effect of the applied potential and associated phenomena as has been discussed in the 

literature.
64

  Finally, we admit that the length of the reported simulations (2 ns) only 

allows access to the very initial stages of Li-metal dissolution and reactions with the 

electrolyte. A dynamic evolution is definitely expected. However, capturing the behavior 

at this initial stage and the effect of the nature and composition of the electrolyte is 

important to set the conditions for more extended mesoscopic modeling able to reach 

longer time and length scales. 
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7. INVESTIGATION OF REACTIONS BETWEEN LITHIUM METAL ANODE 

AND THE ELECTROLYTE 

7.1. SYNOPSIS 

Some of the reactions are involved during the formation of the solid electrolyte 

interphase over a lithium metal surface, were evaluated using classical molecular 

dynamics and reactive force fields (ReaxFF) over a virtual lithium metal slab, covered 

by various electrolytes. The ReaxFF is able to reproduce some reactions that were 

previously detected using density functional theory. Additional reactions such as those 

between the fragments liberated by the decomposition of the electrolyte are also 

characterized. Some reactions were calculated by gas phase electronic structure DFT 

calculations in an electron-rich environment. Ab initio molecular dynamics simulations 

of the decomposition of highly concentrated Lithium trifluoromethanesulfonate (triflate) 

solutions in DOL solvent were carried out over a lithium-metal slab. 

 

7.2. INTRODUCTION 

Lithium batteries (LIBs) are used in many applications such as electric vehicles 

and electronic devices. Although graphite anodes in LIBs have been successfully 

commercialized, Li-metal anodes may increase the capacity of the anode going from 370 

Wh.kg
-1

 in the graphite anode to 3860 Wh.kg
-1

 in the Li-metal anode 
8-12

. Although Li-

metal anodes have the potential to replace traditional anodes used in LIBs due to their 

high specific capacity, they pose safety hazards and reduced cycle life  due to the 

formation of dendrites. Li usually has preferential sites to deposit over the anode and it 



 

97 

 

 

induces dendrites growth in the direction of the cathode, penetrating the separator and 

producing a short-circuitand  catastrophic failure 
13-16

.  

The solid electrolyte interphase (SEI) is expected to be an insulator film formed 

between the electrode and the electrolyte due to the decomposition of the electrolyte by 

Lithium attack. The decomposition reactions occur because the Lithium-metal anode has 

a chemical potential above the lowest unoccupied molecular orbital of the electrolyte 

molecules
17

, thus the reaction produces species that stay attached to the electrode, 

forming insoluble salts that start building the SEI. The nature of the SEI plays an 

important role in the battery performance, and the formation of SEI causes irreversible 

Li loss, but the SEI usually becomes a protective layer against continuous degradation of 

the electrode and electrolyte
270

. The first step for the build-up of the SEI is the formation 

of pristine species such as Li2O, LiF, and Li2CO3, that accumulate near the bulk 

electrode due to continuous decomposition of the species formed and the continuous 

solution and dissolution of the present species forms a porous SEI phase. When an 

electric field is applied, it may break the SEI due to morphological changes that cannot 

accommodate over the SEI. When the SEI breaks, it exposes the bare phase of the 

electrode, creating a preferential path for Li deposition, allowing dendrite growth. Thus, 

an understanding of the reactions that take place on the build-up of the SEI and the 

distribution of different elements on the SEI is important to understand how dendrite 

grow or polysulfide reactivity on the lithium-metal anode. The polysulfides, due to the 

shuttle of soluble lithium-sulfur salts (Li2Sx, 3 < x < 8) to the anode, degrade the 

electrode and create an SEI that has a very low ionic lithium diffusion
27,165,271

. 
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The composition of the electrolyte is important to produce components that will 

reduce damages on the SEI during cycles. Electrolytes such as 1,3 dioxane (DOL) can 

form elastomers during the build-up of the SEI
43

.  Electrolytes during decomposition, 

(e.g. DOL), produce radical species such as OCH2CH2, OCH2CH2O, and OCH3. 
272,273

 

These species react with the electrolyte and produce polymerization of the species 

involved in the reaction. This polymerization generates the elastomers that allow the SEI 

to accommodate to morphological changes
258-261

. In this work, the reactions detected in 

using ReaxFF were further investigated with electronic structure methods. Ab Initio 

Molecular Dynamics (AIMD) was used to study to understand lithium 

Trifluoromethanesulfonate (triflate) decomposition with a 5M concentration in DOL 

over a lithium-metal surface. A newer technique based on the ReaxFF, the 

eReaxFF
274,275

 are an explicit electron technique coupled within ReaxFF. Although 

eReaxFF can better-calculated redox potential of species involved in the battery and can 

predict reactions between radicals that exist in a Li battery, the eReaxFF was not yet 

trained for atoms as S, F, and N. 

 

7.3. COMPUTATIONAL METHODS 

The ReaxFF calculates the partial energy to form a bond. The valence, lone pair, 

torsion, over coordination, under coordination and penalty energy, are calculated to 

determine the bond order, allowing the bond to break and consequently simulate 

reactions. Coulomb and van der Waals energy are also calculated by ReaxFF 
128

. The 

Van der Waals energy is calculated by the Morse Potential, and the electronic charges 
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needed for evaluating the Coulomb electrostatic energy are obtained using the Charge 

Equilibration Method
247-250

.  

The ReaxFF was developed for the relationship between the C/H/O/S/Li/F/N 

atoms, the interactions among atoms were trained for LiBs materials 
254,255,276

.  Each cell 

was built with three different regions, which represent the solid lithium metal anode, the 

electrolyte and a bilayer of graphite. The thin graphite bilayer breaks the periodic 

boundary conditions (PBC) along the Z direction. The anode was obtained from the Li 

bcc structure with lattice parameter 3.442 Å
157,158

, then the cell was cleaved along the 

[100] direction to build a slab with cell parameters of 55.2Å x 27.4Å x 67.2Å. Different 

solvents/additives have been tested, using as solvent 1,3 dioxolane (DOL), 

dimethyltrifluoroacetamide (DMTFA), ethylene carbonate (EC), fluoroethylene 

carbonate (FEC), dimethoxyethane (DME) and 1,4 dioxolane DX, and 1M of 

Trifluoromethanesulfonate (triflate) as salt was used in DOL and DXelectrolytes. 

Electrolytes tested include pure DOL (1.06g.cm
-3

), DOL + 1M Li-triflate (1.06g.cm
-3

), 

DOL:DMTFA (1:1, molar rate. 1.06g.cm
-3

), DOL:EC (1:1, 1.20 g.cm
-3

), DOL:FEC (1:1, 

1.20 g.cm
-3

), and pure DX (1.03g.cm
-3

), DX + 1M Li-triflate (1.03g.cm
-3

). After 

assembling the Li metal slab, the electrolyte, and the graphite layers, the simulation cell 

parameters changed to 55.2Å x 27.4Å x 164.8 Å.The simulations were carried out in the 

canonical ensemble at a constant number of particles N, volume V, and temperature T 

(NVT). The temperature was kept constant using the Nosé-Hoover thermostat
256

 with a 

time step of 0.1 fs and a temperature of 300 K. In preview studies, we investigated the 
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evolution of the morphology of the Li-metal anode during Li metal dissolution 

(oxidation) 
277

. 

High concentrated solutions of  Li-triflate of ~4M in DOL were studied by 

AIMD simulations using the Vienna Ab-initio Simulation Package (VASP) interphase, 

within the plane-wave basis set approach
212-214,278

. Monkhorst-Pack k-point mesh 
172

 for 

the Brillouin zone (BZ) sampling were used to produce a k-point grid of 221. This 

plane-wave basis set is used to achieve both computational accuracy and efficiency with 

the cut-off energy set to 400 eV. Electron-ion interactions were described by the PAW 

pseudopotentials 
169,170

 as provided in the VASP databases. The Nosé thermostat was 

used to control the temperature oscillations during the simulation with a Nosé mass 

parameter of 0.5
216-218

.  A conjugate-gradient algorithm was employed to relax the ions 

into their instantaneous ground state. Gaussian smearing with a width of 0.05 eV was 

also utilized. The convergence criteria for self-consistent electronic iteration and ionic 

relaxation were set to 10
-4

 eV and 10
-3

 eV, respectively. For the high concentration salt-

electrolyte simulation, the lithium slab is also build up from a cleavage on the [100] 

surface with a thickness of 10.3Åx10.3Å, where 3 layers are fixed to represent to the 

bulk material, and 3 layers of the slab are allowed to relax over the surface. The 

electrolyte molecules (Li-triflate and DOL) were randomly placed, filling a vacuum of 

20 Å with a density of 1.06g.cm
-3

. Both in AIMD and ReaxFF simulations the 

electrolyte molecules were previously optimized using the Gaussian 09 (G09) package 

with a hybrid functional B3PW91 and the 6-311++G(p,d) basis set
279-281

. This level of 

theory was also used to calculate the Gibbs free energy of the molecules in an electron-
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rich environment. In the electron-rich environment, the decomposition of the electrolyte 

was studied by adding electrons to the molecules, instead of implicitly add Li atoms to 

equilibrate the molecule’s charge. The solvation effects were implicitly represented by 

the polarizable continuum model (PCM)
282

 as implemented in the G09 software package 

using 1,3 Dioxolane as a solvent. After optimization of electrolyte molecules by DFT 

method, the electrolyte molecules have their positions optimized using
283,284

 in the 

electrolyte, minimizing non-bonded energies. The Crystal Orbital Hamilton Population 

(COHP) and Crystal Overlap Hamilton Population (COOP) were calculated using the 

LOBSTER program
285,286

 to understand the stability of the triflate bonds and its 

fragments during different times of High concentration Li-triflate simulation. 

 

7.4. RESULTS AND DISCUSSION 

When the electrolyte is in contact with the Li metal anode at open circuit 

potential, it instantaneously starts to decompose over the anode to form the species that 

will build the SEI. In all the electrolytes tested, the decomposition occurs exponentially 

during the first 100 ps of classical MD simulation time, and then the decomposition rate 

slows down. As shown in Figure 7.1a, the time evolution of species in 1,4 dioxane (DX) 

indicates that the main species present in the system are oxygen and ethylene. Figure 

7.1b, for DOL, dioxymethane and ethylene are the most common species produced by 

the decomposition of DOL, while oxygen and formaldehyde appear in low 

concentration. DX is more reactive than DOL and also generates more oxygen, even 

though the initial amount of DOL is higher, this may be due to a certain stabilization of 
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O-CH2-O in DOL. Because according to ReaxFF O-CH2-O is relatively stable, it will 

slowly break yielding oxygen atoms or anions? that dissolve into the electrolyte. 

Therefore the concentration of species indicates that dioxymethane does not decompose 

fast in the anode, and compared with DX, it produces a smaller concentration of oxygen. 

When DOL is mixed with other electrolytes (1:1 DOL:X molar concentration, where X 

is another solvent), it is possible to observe that the reactivity of DOL changes. In other 

words, if the solvent added together with DOL is more reactive, it will consume Li thus 

reducing the amount of Li available to react with DOL (see Figure C.1). For electrolytes 

reacting faster than DOL, the electrolyte reduces the reactivity of DOL by consuming 

available Li   In the case of ethylene carbonate (EC) and fluoroethylene carbonate (FEC) 

mixture, EC and FEC mixed with DOL reduce the reactivity of DOL. While in a mixture 

such as N,N-dimethyltrifluoroacetamide (DMTFA), DOL is more reactive. Therefore the 

simulations indicate that different solvents will not only contribute to a different 

distribution of species based on their different reactivities, but it also can stabilize 

radicals that may act on the formation of elastomers. The solvent will affect the SEI not 

only by the mechanism and species that it produces but also affecting the reactivity of 

other solvents. 

In the case of DOL: FEC, after 500 ps of simulations, the formation of LiF was 

not observed during the decomposition of FEC as reported in the literature for 

LIBs
197,287-289

. The calculations indicate the following trend for the concentration of 

molecules O > CO2 > CH2CH2, > O-CH2-O. The decomposition of FEC is very similar 

to EC, breaking first carbon-oxygen bonds. Although the EC decomposition mechanism 
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that we most observed in ReaxFFsimulations produces more CO2 than CO3, both 

mechanism of EC decomposition is similar to those reported in literature
27,290-299

. 

However, the formation of CO3 is more favorable than CO2. According to ReaxFF, the 

decomposition of the DOL:EC electrolyte  mostly produces the ethylene and oxygen 

radicals, followed by CO2, O-CH2-O, and 1,3-dioxolan-2-ylidene, indicating a 

predominance of one mechanism for EC decomposition. The breaking of the carbon-

oxygen bond in the EC molecule to form 1,3-dioxolan-2-ylidene and oxygen is 

thermodynamically allowed in an electron-rich environment (see Table A.2). Because 

the simulations indicate a lower concentration of CO3 than CO2, this suggests that the 

mechanism that leads to CO3 production is less favorable over lithium-metal than in Li-

ion, thus in Li-ion batteries, others mechanisms of EC decomposition may be more 

favorable depending of the concentration of non-oxidized lithium atoms. The mechanism 

of decomposition of pure DOL and dimethoxyethane (DME) observed in the simulations 

(see Figure C.2) is also observed by Zhang et al. 
300

,
301

. In the simulations with DOL 

and DME each of the tree electrolytes tested, C-O bonds break from OCH2 and O-CH2-

O producing CH2. However, the composition of DOL, DX, and DME always produce a 

large amount of ethylene. These molecules may polymerize as detected experimentally,  

258-261
. DX decomposes by breaking C-O bonds, producing ethylene and oxygen. The 

kinetic energy barriers calculated by Bedrov et al.
255

 indicate similar values for ReaxFF 

and DFT calculations. 
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Figure 7.1: Results of classical MD simulations using ReaxFF. Evolution of the number 

of molecules over time, in the presence of pure DX (top) and pure DOL (bottom). 

 

Lithium triflate (CF3-SO3) decomposed in many different ways (see Figure C.3). 

The most common mechanism for decomposition of triflate is the sequential breaking of 

C-F bonds, followed by the breaking of S-O bonds, while the C-S bond in the majority 

of the cases does not break. Nevertheless, it is possible to observe different mechanisms 
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of decomposition, which will deliver various possible intermediate species. However, 

those mechanisms in the majority of the cases will result in the formation of Li2O and 

LiF, considering that oxygen and fluorine (that break from the electrolyte 

moleculesdecomposition ) will produce insoluble inorganic salts as observed in preview 

studies
27,197,287,302-304

. In one of the possible mechanisms, the formation of CF3 and SO3 

are observed after C-S bond breaking. Intermediate species also can react to generate 

other species. In one of the cases where two products of triflate react, it was possible to 

observe a carbon breaking from C-SO2 forming C and SO2, later this C reacts with S to 

form CS, just after breaking S-O bonds from SO2. The exchange of atomic positions also 

happens in one of the species generated by triflate decomposition, where CF-SO3 

generates OCF-SO2, therefore in the reaction S-O bond breaks to form a C-O bond. The 

C-O bond created in the reactions that yield species such as OCF-SO2, can become free 

CO anion (or radical anion) in the electrolyte, and it can reduce the salt, consuming 

oxygen to produce CO2. 

The simulations indicate that CF3-SO3 is capable of reacting with the solvent 

(Figure 7.2). It was observed that the triflate salt could produce HFin the presence of 

DOL. One C-F bond breaks from the triflate, and the fluorine, removed from the salt, 

bonds to a hydrogen of a DOL molecule. Then the C-H bond breaks and liberates HF in 

the electrolyte. This mechanism indicates that triflate can react with the DOL to produce 

HF. In DX, it was also observed that fluorine could bond to DX through the formation of 

a F-H bond. One of the observed mechanisms, fluorine only temporarily bonds to DX 

and breaks again. In another mechanism, fluorine bonds to carbon from DX, the 
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molecule breaks one C-O bond from the same carbon, forming FCH2-CH2-O-CH2-CH2-

O. The structure develops to generate the CH2-O and CH2-CH2 species. The hydrolysis 

of salts (reactions with water) in LIBs has been observed in literature reactions with Li-

hexafluorophosphate (LiPF6) and Li-Bis(trifluoromethane)sulfonimide (LiTFSI). LiTFSI 

has a bigger resistance against hydrolysis than LiPF6. Li-triflate has a certain 

resemblance with the atomistic configuration of LiTFSI. Interestingly, it also shows a 

similar mechanism of decomposition with that salt, breaking the C-F bonds. The 

hydrolysis mechanism proposed in the literature is in the presence of water
27,305-308

. 

However, in these simulations, HF species are found to appear without the presence of 

water, but by extraction of H from the solvent molecules. The exchange of oxygen from 

sulfur to carbon, as above mentioned, can generate CO anions during the decomposition 

salt fragments. One of the CO anions reacts with DX, consuming one oxygen molecule 

to produce CO2 and breaking the DX molecule, which produces O-CH2-CH2. The O-

CH2-CH2 supplies oxygen to SO2-CO (which is a product of the exchange mechanism), 

producing SO3-CO. Another exchange will happen with SO3-CO, and the molecule 

becomes SO2-CO2. 
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Figure 7.2: Mechanisms of reaction between the solvent and triflate, calculated by 

ReaxFF simulations. Carbon is colored by gray, fluorine by cyan, hydrogen by white, 

oxygen by red, sulfur by yellow and lithium is by purple dots. 

 

Another important mechanism observed during the simulations is the 

polymerization of the CS species, reacting with other CS species or with species that are 

products of the decomposition of lithium triflate. Clusters were observed that locally 
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contain a high concentration of lithium atoms and poly(mono-carbonsulfide). Further 

analysis is necessary to determine if those clusters may play a role in the dendrite 

formation because the cluster has an uneven distribution of Li. Moreover, as proposed by 

Lu et al. 
45

, dendrites form due to an uneven distribution of lithium in the SEI and 

consequently an uneven distribution of the electric field, leading to a preferential path 

for lithium deposition and dendrite growth. Carbon disulfide (CS2), have been used as an 

additive in lithium-sulfur batteries (Li-S), improving cycling and Coulombic efficiency. 

The mechanism proposed suggests that CS2 can react with the anode and form 

polysulfide. Moreover, CS2 creates a passivating layer over the lithium-metal anode 

against electrolyte decomposition, reducing the corrosion of the electrode 
309,310

. The 

polymerization of CS isomers has been reported in the literature; those species can react 

with another CS and also CSO molecules to form different isomers (e.g.: C-SO3
-3

 + CS
-2

 

= SO3-C-C-S
-2

 + 3e
-1

). Alkali-metals, such as Na and Li, can be used to catalyze the 

reactions
310-316

. 

The polymerization of monocarbonsulfide is shown in Figure 7.3. The presence 

of CS radicals is due to the decomposition of triflate molecules, as above mentioned. 

After one molecule of triflate loses the fluorine atom, the species is attacked by a CS 

monomer, leading to the formation of an SO3-CF2-S-C complex. Then the formed 

species sequentially loses the fluorine atoms to form SO3-C-S-C. One of the C-S bonds 

breaks and the structure rearranges forming SO3-C-C-S. In the next step, the structure 

loses two oxygens, forming O-S-C-C-S, which can exchange oxygen from one side to 

another by freeing one of oxygen in one side of the molecule, and bond with one of the 
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oxygen in the electrolyte, at the other side of the structure, therefore keeping the same 

formula. O-S-C-C-S reacts with another CS species forming O-S-C-C-S-C-S, which will 

be rearranged, loses the oxygen, rearranging to S-C-(CS)-S-C. The isomer formed will 

react with C-SO3 forming SO3-C-S-C-(CS)-S-C, which losses oxygen atoms with time. 

It is possible to observe that there is a tendency for the isomers (CS)n to keep 

polymerizing, by adding new CS monomers, rearranging the structure and losing oxygen 

and fluorine atoms of the newly formed isomers with time. 

 

 
Figure 7.3: Mechanism of polymerization of carbon sulfide calculated by ReaxFF 

simulations. Carbon is colored gray, fluorine cyan, hydrogen white, oxygen red, sulfur 

yellow and lithium is represented by purple crosses. 
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To understand the decomposition of the electrolyte and compare the observed 

reaction using ReaxFF, DFT calculations of the reactions were carried out in some of the 

reactions. The calculations were done in a gas phase model using the b3pw91/6-

311++g(d,p) method, and implicitly solvated by DOL (ξ=7.1, dielectric constant). The 

reactions were done by simulating an electron-rich environment, where Li metal is 

implicitly transferring electrons for the electrolyte to decompose.  Electrochemical 

reactions using DFT calculations have already been investigated in literature to 

understand the electrolyte decomposition in an electron-rich environment
289,301,317,318

. 

The Gibbs free energy (at 298K) of the most stable anion of each molecule was used to 

calculate the proposed reactions Gibbs free energy (see Table A.2). The reactions were 

separated by groups, such as 1) Simple decomposition of salt; 2) Decomposition of 

solvent; 3) Exchange mechanism; 4) Decomposition of exchanged species; 5) Reactions 

between solvent and salt, and 6) Organosulfide polymerization and decomposition. 

In the simple decomposition of the salt, the proposed reactions are done by 

progressively breaking each possible bond that exists on the triflate molecule, until it can 

completely break in individual species (carbon, fluorine, oxygen, and sulfur). The 

calculations indicate that the majority of the salt decomposition reactions are possible. 

The species FnC-SOm, FnC, SOm (where n and m are integer numbers between 0 and 3), 

CS, F, and O are thermodynamically favorable to decompose. The SO
-2

 species may not 

decompose into O
-2

 and S
-2

, but it can react with C
-4

 to form CSO
-2

. The reactions 

observed in the ReaxFF calculations (see Figure C.3) are thermodynamically favorable 

in the “simple decomposition of salt calculations”. 
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On the decomposition of solvents calculations, it was investigated the reactions 

involving DOL, DME and DX solvents. Although the reactions were done in an electric-

rich environment, the reactions assume the same tendency of bond breaking as observed 

in the literature, when the solvents are attacked by lithium progressively to obtain the 

mechanisms for decomposition
301,319

. The reactions observed in the ReaxFF calculations 

(see Figure C.2), they were also thermodynamic allowed in the “decomposition of 

solvents” calculations, except for the decomposition of OCH2O
-2

 into OCH2
-1 

and O
-2

. 

The “exchange mechanism” are the reactions in which the oxygen atoms 

originally bonded by the sulfur, break their bond with sulfur and bond to carbon atoms, 

creating species such as CFnOm-SOi. Where n,m and i are integers that go from 0 to 2. 

Those reactions were also observed in the ReaxFF calculations (see Figure 7.2). The 

transformation reaction of CFSO3
-3

 into OCF-SO2
-1

 is not allowed thermodynamically in 

accordance with the “exchange mechanism” calculations. Although this reaction 

happens in the ReaxFF calculations, the presence of many different ions on the 

electrolyte may change the dielectric constant of the environment, which could allow the 

reaction due to the low Gibbs free energy value involved (4.13kcal/mol). Moreover, the 

majority of the reactions involving the “exchange mechanism” are thermodynamically 

favorable according to DFT calculations in an electron-rich environment. The number of 

electrons added to the simulations for each reaction in an electron-rich environment can 

be seen on Table A.2. 

The reactions calculated by ReaxFF related to the decomposition of the 

fragments involved in the exchange mechanism reactions, and also those between the 
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solvent and salt fragments (see Figure 7.2) were examined with DFT calculations. 

Reactions such as the formation of HF by the salt attack, or exchange of oxygen from S 

to C in triflate fragments, among others; are thermodynamically favorable. The results 

indicate that ReaxFF gives a good inside of the reactions that may be involved in the 

decomposition of salt and solvent and reactions between them. However, the reactions of 

carbosulfide polymerization (Figure 7.3) in some of the cases are not 

thermodynamically favorable. This may be associated with a possible exaggeration of 

the energy involved in a carbon-sulfur bond. In this hypothesis, the ReaxFF may 

consider the carbon-sulfur bond more stable, which can give the following consequence: 

The decomposition of triflate in CF3 and SO3 species may be kinetically affected, 

consequently, the amounts of CF3 and SO3 are reduced. Moreover, the ReaxFF may be 

stabilizing the organosulfide polymerization. Since the polymerization of CS2 and CS 

species are observed in literature
310-316

, an organosulfide may not be formed in an 

electron-rich environment. To understand the effect of ReaxFF in stabilizing the carbon-

sulfur bond, the energies, in a DFT gas phase model, were scanned by changing the 

distance between carbon and sulfur, and optimizing to local minimum energy, the 

position of other atoms from Li2CF3SO3. From each frame of the geometry configuration 

during scanning of Li2CF3SO3 decomposition, a single point calculation was done using 

the position of the same atoms (see Figure 7.4). Comparing the DFT calculation with 

the ReaxFF calculation, it is possible to observe that in ReaxFF the carbon-sulfur bond is 

more stable than in DFT calculation. Also, the barrier for Li2CF3SO3 break a carbon-

sulfur bond is higher in ReaxFF than in DFT calculations. Although ReaxFF 
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demonstrates to have reasonable results in many observable reactions, training for 

energy calculation of Li2CF3SO3 and other salts should be developed to better fit with 

DFT calculations, which can be done in future work. 

 

 
Figure 7.4: Scanned Energy profile by carbon-sulfur distance in DFT and ReaxFF.  

 

The Li-triflate decomposition was evaluated by AIMD simulations in high 

concentration salt electrolyte of 5M in DOL solvent. Although the high concentration of 

triflate, it was possible to observe that during 20 ps of simulation, the decomposition of 

only one triflate molecule (see Figure 7.5) occurs. Different from ReaxFF, AIMD 

simulations show that the first bond to break on triflate is a carbon-sulfur bond. A triflate 

molecule starts to break at 7.0ps, where the oxygen atoms from the triflate molecule 

coordinate with lithium atoms from the anode. While in ReaxFF it would be expected to 
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break oxygen-sulfur bonds, in AIMD oxygen-sulfur bonds are stable. During the 

simulation period (20ps), SO3 does not decompose over the surface, even though it is 

attached to the metal surface. The fragment CF3, decomposes step by step forming F in 

every carbon-fluorine bond, and thus it is formed CF2 and F at 9.0fs, CF at -9.2ps and C 

and F at 9.5ps. On the triflate, a negative charge volume concentrates (electron 

accumulation) between carbon-sulfur bond, which is the first one to break. SO3 over all 

the frames has similar charge density distribution, where positive charge volume 

(electron depletion) accumulates around sulfur, and negative charge volume surrounds 

the oxygen atoms. CF3 has a similar distribution of charges to SO3, with positive charge 

volume encapsulating the C atoms, while CF2 and CF have a more complex charge 

distribution.  

The crystal orbital overlap population (COOP) is obtained by multiplying the 

overlap population by the Density of States, giving a dimension of bonding strength. The 

positive values of COOP give bonding interaction, while negative values give 

antibonding interaction. Therefore, the higher is the integral of COOP, the stronger is the 

bond between two atoms. As COOP measures the projection of DOS over the overlap 

population, the same can be done to the Hamiltonian of each element to obtain the 

crystal orbital Hamiltonian population. In the COHP, negative values will represent 

bonding interactions and positive values the antibonding interactions. Thus, the more 

negative is the integral of the COHP between two atoms, the stronger is the bond 

between them. The integrals of the COHP and COOP functions were done for some 

timeframes of Figure 7.6. Moreover, we can consider that the closer to the zero energy 
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value is the COHP and COOP integral, the weaker is the bond and the values of COOP 

and COHP go to zero when the atom is not bonded. The values of the COHP and COOP 

integrals for each bond that originally belongs to the same triflate molecule were 

tracked. Sulfur-carbon bond in the triflate (7.0ps) has the COHP closest to zero, and 

together with carbon-fluorine bonds, has the COOP closes to zero. This explains why in 

AIMD simulations the carbon-sulfur bond is the first to break over the anode. SO3 has 

the furthest values from zero for COHP and COOP integral, what corroborates for the 

stability of the molecule and additionally corroborates the reasons for a non-observable 

decomposition of SO3 in AIMD. When analyzing the distance evolution of carbon-sulfur 

and carbon-fluorine bonds (See Figure C.4), a destabilization of the carbon-fluorine 

bond happens between 7.9ps and 8.7ps, to finally break; thus the changes in the 

configuration that happens after 7.7ps affects change the values of COHP and COOP, as 

can be observed at 8.6ps on Figure 7.6. The carbon-fluorine bond that breaks from CF3 

has the smallest COOP, but does not have the weakest bond when seen the COHP value, 

thus the values that we obtained form COOP predicts better the bond that should breaks 

than COHP. CF2 and CF also break the carbon-fluorine bond that is less unstable 

according to COHP and COOP integral results, thus CF2 and CF have breaks the bonds 

closest to zero value for COHP and COOP integral. 
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Figure 7.5: Decomposition of Triflate on Li metal anode over time, the charge of the 

fragments and charge density difference iso-surface with a 0.0175|e| value. The yellow 

iso-surface represents the concentration of negative charges, while the blue iso-surface 

confines positive charges. The atoms are colored in such a way that C is brown, F is 

blue, H is white, O is red and S is yellow. 

 

 
Figure 7.6: The Crystal Orbital Hamilton Population (COHP) and Crystal Orbital 

Overlap Population (COOP) of every bond from a triflate. Left) COHP of triflate and 

Right) COOP of triflate. In blue are the S-O bonds, in red S-C bond and in green C-F 

bonds. 

 

7.5. CONCLUSION 

The reactions happening between the lithium metal anode and different 

electrolytes were investigated. It is possible to observe that some solvents are more 

reactive than others, such as EC is more reactive than DOL. The reactivity of the 
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solvents changes for solvent mixtures, for example, the mixture DOL:EC, the reactivity 

of DOL slows down when compared to the pure DOL solvent. In general, the 

decomposition of the solvents tested gives species such as CH2CH2, OCH2O, O, among 

others. 

The decomposition of Lithium triflate by ReaxFF goes in the majority of the 

cases by progressively breaking carbon-fluorine and oxygen-sulfur bonds. Moreover, the 

decomposition yields a large number of monocarbosulfide, which appears to polymerize. 

Comparing the scanning energy of triflate decomposition by breaking carbon-sulfur 

bond in ReaxFF and DFT calculations, the calculations indicate that ReaxFF is over 

stabilizing the carbon-sulfur bond. This over stabilization of carbon-sulfur bond is also 

correlated with the polymerization of monocarbonsulfides, that it is probably non 

realistic. AIMD with a high concentration of triflate breaks first the carbon-sulfur bond 

and then sequentially breaks carbon-fluorine bonds, while oxygen-sulfur bonds are more 

stable. COHP and COOP integral correlate well with the sequence of decomposition of 

triflate, indicating carbon-sulfur bond as the weakest bond. Thus ReaxFF calculations 

may be delivering an excess of monocarbonsulfide. 

ReaxFF also predicts reactions between the salt and the electrolyte fragments, 

and between salt fragments. The solvent can supply hydrogen to react with fluorine from 

the salt to form hydrogen fluoride. Also, in the triflate oxygen can exchange position, 

breaking an oxygen-sulfur bond and forming a carbon-oxygen bond. Therefore, ReaxFF 

indicates that variousreactions can happen between different fragments produced from 

electrolyte decomposition. The reactions in the majority of the cases are corroborated by 
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DFT calculations in electron-rich environments. However, some of them (such as the 

polymerization of CS bonds) are proved to be an artifact of the ReaxFF parametrization. 
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8. CONCLUSIONS AND RECOMMENDATIONS 

 

The simulations involving decomposition of polysulfide (PS) on lithium bare 

surfaces indicate a high reactivity of the PS. Because of the formation of Li2S over the 

anode surface, the decomposition of the first PS reduces the amount of Li sites available, 

but PS molecules keep being high reactive on the surface. Although Li2S8 decomposes in 

all the observed cases, it first breaks forming a chain with three and another with two S 

atoms. However the continuous decomposition of the PS can happen in different ways. 

The orientation of S on the Li2S is parallel to the Li (110) plane, thus the Li2S will have 

the orientation on the surface depending on the original cleavage plane of the lithium 

bare phase. The initial decomposition of PS on the Li (110) plane is faster than that in 

the (111) plane, which may be explained due to an initial high concentration of Li ions at 

the surface. However, over time PS agglomeration leads to cluster formation in the 

electrolyte far  from the Li (110) plane., Instead, the PSs stay attached to the (111) plane 

allowing the PSs to decompose faster. Moreover, Li2S can better accommodate in the 

(111) plane than in the (110) plane. Thus, the decomposition of PS will be no uniform 

due to the different orientation of the Li metal facets at the interface with the electrolyte. 

The nature of the species that can be present in the SEI, such as Li2O, Li2SO4, 

Li3N, and LiF affects the decomposition of the polysulfide. These species are produced 

due to the decomposition of salts and additives such as LiTFSI and lithium nitrate. The 

simulations with a pure inorganic SEI covering the anode with a thickness of around 6Å, 

it indicates that not only the nature of the species that compose the SEI is important but 

also the exposed facet of the SEI modifies the reactivity of the PS (e.g. PS is more 
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reactive in Li2O(110) than in Li2O(100)). The simulations indicate a higher reactivity of 

the PS in presence of some species (e.g. PS is more reactive in Li3N than in Li2O). When 

the thickness of the SEI is increased to around 10Å, the decomposition of PS still occurs. 

The density of states of Li2O changes after PS decomposition, revealing changes in the 

elctronic structure of the covered surface. Since the electrons are transferring from the 

anode to the PS through the SEI, a change in the electronic properties of the SEI explains 

why the PS stabilizes over the surface in the simulations. Therefore, the inorganic layer 

of the SEI is important to reduce or eliminate the decomposition of the PS. And since the 

reactivity of PS changes depends on the species present in the SEI, the proportion and 

specific mixtures of additives and salts in the electrolyte should be controlled to achieve 

a higher concentration of some desirable species. One example of such additive is LiNO3 

in Li-S batteries that can prevent dendrite and create a SEI layer that protects against PS 

decomposition in the anode
320

. 

The simulations using ReaxFF suggest formation of nanoporous regions close to 

the anode surface (nest phase), and in zones close to the electrolyte a more even 

distribution of Li ions (disperse phase). In these phases, intact electrolyte molecules co-

exist with species produced by decomposition of the electrolyte. The distribution of Li in 

the nest phase is uneven, and when an electric field is applied, it may result in an uneven 

distribution of charges. Additionally, a non-uniform distribution of the electric field may 

create preferential sites for Li ions deposition. Segregation of the products such as 

oxides and ethylene-derived fragments is observed, where ethylene (radicals and anions) 
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concentrate in the nest phase and oxides in the disperse phase. Further diffusion of these 

nucleated products is observed, which may lead to the final SEI distribution of phases. 

The decomposition mechanism of the solvents using ReaxFF gives the same path 

of decomposition of solvent reported earlier by using DFT methods. However, ReaxFF 

does not necessarily produce the most thermodynamically and kinetically favorable 

products. The reactions pathways of electrolyte decomposition using DFT calculations 

indicate that the reactions predicted by ReaxFF are thermodynamically possible. 

However, some reactions such as polymerization of carbon monosulfide are not 

thermodynamically possible according to DFT calculations. Thus the ReaxFF prediction 

of this polymerization indicates that although overall ReaxFF does a sufficiently 

accurate job; some extra training would be needed to better simulate some specific 

electrolyte molecules decomposition. 

We observed that the deposition of Cs and Li occur preferentially on the same Li 

cleavage surface and they prefer to deposit in low coordination sites. Thus, both atoms 

will mainly deposit on the nucleating dendrite surfaces. Cs maintains a positive charge 

when depositing above a Li surface. Cs will also deposit preferentially on the bare phase 

than in the SEI layer, consequently covering damaged regions of the SEI. The most 

stable site for Cs deposition is in the grain boundaries of the SEI. Since the positively 

charged CS will cover the nucleating dendrite, it will create repulsion for Li ions that 

will migrate to deposit to other regions without Cs coverage. Therefore, Cs will reduce 

the preferential path for Li deposition consequently reducing the probability of dendrite 

formation. 
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Possible avenues for continuation of this research could be the investigation of 

LiNO3 decomposition on the Lithium-metal anode in order to understand the role of 

additives on the SEI build-up and how it can react with PS species. Another important 

aspect that should be investigated is the electric field effect. This additional study would 

provide a deeper understanding of the mechanism that delivers a dendrite growth. 

Explicit electrons reactive force fields (eReaxFF) extend the ReaxFF concept to 

incorporate explicit -electron or -hole description. ReaxFF cannot calculate accurate the 

electrons affinities and ionization potentials of the molecules, because of ReaxFF cannot 

calculate electrons transfer properly, moreover electrons only can be implicitly 

transferred by bond formation. Moreover, eReaxFF can better describe redox reactions 

that occur in lithium-metal anode surfaces
251,252

. Thus eReaxFF  is another possibility to 

investigate the dendrite nucleation problem. Finally, ab-initio methods should be 

employed to investigate the further nucleation of the SEI, diffusion of ions through the 

SEI (e.g. Li-ion diffusion on different grain boundaries) and Li deposition in the anode 

under an electric-field. 
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APPENDIX A  

SUPPORTING INFORMATIONS FOR SECTION 4 AND 5 

 

Figure A.1:  Time evolution of S-S bond distance on one PS's molecule at the slab 

surface. The reconstruction of a chain occurs around 0.38 ps, the mechanism S3 + S2 = 

S4 + S represents the modification of chain size. 

 

In the thin film calculations, the schematic configurations of the cells are shown 

on Figure S1. The cells have a square base of 10.33Å, and in the Z direction, the cells 

are separated by the lithium metal phase, the SEI phase, the electrolyte and a helium 

monolayer. The lithium metal anode has 3 layers frozen at the bottom of the cell and 3 

free layers at the top, interfacing with the SEI layer. The SEI layers are obtained by 

cleaving over the (100) and (110) planes of Li2O, Li3N, LiF and Li2SO4. The electrolyte 

is composed by 1M of polysulfide (PS) Li2S8 and Lithium 

Bis(trifluoromethanesulfonyl)imide (LiTFSI) in 1,3 dioxolane (DOL) as the solvent 

having a density of 1.06 g/cm³. The PS is placed in the electrolyte closer of the SEI 

surface; the PS is set at the same distance from the SEI surface in every cell. The PS has 

a ring structure, formed by the sulfur-sulfur bonds and closed by two lithium atoms. As 
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can be observed in Figure A.2, the PS ring is placed against the SEI surface and the 

LiTFSI is placed closer to the helium monolayer separating simulation cells. The helium 

monolayer is used to mitigate the reaction between the electrolytes with the bottom side 

of the anode. 

The charge analyses of the SEI layer (Figure A.3) indicates that the Li charge in 

the SEI layer oscillates in opposite sense that the lithium charge on metal, but is Li from 

the metal phase that releases electrons for the PS decomposition. In the Figure A.4, the 

variation of the charge per Li atom can be neglected for the Li from the SEI layers (right 

vertical axis), while the charge increases in the metal phase (left vertical axis). In Figure 

S3, it is possible to observe that the SEI affects the evolution of the charge in the anode 

phase. When the SEI is composed by Li2O, the increase of charge per lithium atom in 

the metal phase is slower than in LiF and in Li2SO4. The charge per lithium atom starts 

almost zero for Li2O and LiF, while for Li2SO4 it starts already with a positive charge. 

After 32ps, the charge per lithium metal in the presence of LiF and Li2SO4 is similar, 

indicating that during this period, the Li in the metal phase in presence of LiF 

comparatively has a higher increase in the value of charge per Li atom. 
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Figure A.2: Schematic configuration of assemblies used to simulate the reactivity of 

polysulfide in thin films. Lithium is represented by the purple color, oxygen by red, 

carbon by gray, sulfur by yellow, nitrogen by blue, fluorine by cyan, hydrogen by white 

and helium by orange. 
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Figure A.3: Total charge of Li atoms in the metal phase (left vertical axis) and in the 

SEI (right vertical axis) in the thich layer simulations. The SEI is composed by oxide, 

fluoride and sulfate respectively.  
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Figure A.4: Charge evolution per Li atom in the metal phase and in the SEI for thick 

layer simulation, where the SEI is composed by Li2O, LiF and Li2SO4. 
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Figure A.5: Density of States of the SEI composed by LiF using hybrid functional 

HSE06. The graphs show intermediate states between the main valence and conduction 

band. Fermi level energy is set at 0eV. The DOS correspond to the 10 nm SEI layer at 

the initial and last calculated frame in each simulation. 
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Figure A.6: Density of States of the SEI composed by Li2SO4 using hybrid functional 

HSE06. The graphs show intermediate states between the main valence and conduction 

band. Fermi level energy is set at 0eV. The DOS correspond to the 10 nm SEI layer at 

the beginning and the last calculated frame in each simulation. 
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APPENDIX B  

SUPPORTING INFORMATIONS FOR SECTION 6 

 

 

Figure B.1: Initial configuration of simulation cell. The Li-metal surface is simulated by 

adding an extra layer with atoms fixed in their positions to represent the bulk material. 

The reactions take place on top of the anode surface and the graphene layer separates 

and forbid the reactions of the bottom anode surface with the electrolyte. Color code: 

frozen lithium atoms: orange, Li: purple, O: red, C: gray, H: white, F: cyan and S: 

yellow. 
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Figure B.2: Density profile of (a) Li atoms in Z (perpendicular to the Li metal surface) 

and (b)  X directions for the nest and disperse phases in DX with Li-Triflate.  (c) Z- 

density profile of Li atoms in different electrolytes at 2ns. The profile of Density of Li 

atoms starts from the dense phase (60Å) and it goes up to the location of the farther 

lithium on the disperse phase. The interphase between the disperse phase localized 

between 80 Å and 90 Å. 
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Figure B.3:  Distribution of Li atoms over the Li-metal anode surface over time and 

formation of Li clusters.  

 

 
 

 
Figure B.4: Nano tip dissolution in the electrolyte phase 
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Figure B.5: Li-Li Radial Pair Distribution Functions time evolution of Li structure in 

different electrolytes. a) nest phase in DOL and DOL:Litriflate, during 0.5ns and 2.0ns. 

b) disperse phase in DOL and DOL:Litriflate, during 0.5ns and 2.0ns. c) nest phase in 

DX and DX:Litriflate, during 0.5ns and 2.0ns. b) disperse phase in DX and 

DX:Litriflate, during 0.5ns and 2.0ns 

 

 
Figure B.6:  Variation of the total charge on the ethylene molecule in the z direction of 

the cell using ReaxFF to calculate the charges.  
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Figure B.7: Li-X Radial Pair Distribution Function (RPDF) and integral of RPDF (X = 

oxygen, fluorine, or sulfur). 

 

 

As it is well known, the electronic charges on the atoms or atomic sites are not direct 

observables, and the fractional numbers are just artifact of the computational method that 

assigns a number based on the distribution of electronic density. Thus, the fractional 

charge (shown in Figure B.6, B.8 and Table A.1) does not correspond to a physical 

quantity, and it only provides an estimate of the oxidation state of the particular atom or 

atomic site. 
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Figure  B.8 Time evolution of charge distribution of Li through the z direction, using 

1M Li-triflate in DOL as electrolyte.The charge are plot from blocks of 2Å in the Z 

direction. The lithium atoms of each block are counted to plot the average, maximum, 

minimum and total charge of the block. 

 

Table B.1: Charge analyses by ReaxFF and Bader calculations of the cluster found at 

2ns immersed on electrolyte composed by DX and triflate. Δ is the average difference 

between ReaxFF and Bader charges, minΔ and maxΔ are minimum and maximum 

differences respectively.  

  ReaxFF 

Bader 

charges Δ minΔ maxΔ 

Li 0.64 0.85 0.21 0.02 0.45 

O -0.53 -1.18 0.65 0.36 0.90 

C -0.13 0.00 0.13 0.08 1.08 

F -0.72 -0.84 0.12 0.00 0.26 

S -0.18 0.57 0.75 0.13 2.54 
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APPENDIX C 

SUPPORTING INFORMATIONS FOR SECTION 7 

 

 
Figure C.1: Evolution of species quantity over time in presence of DOL:DMTFA, 

DOL:EC, DOL:FEC and DME 
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Figure C.2: Mechanism of decomposition of DOL, DME and DX in ReaxFF. Carbon is 

colored by gray, fluorine by cyan, hydrogen by white, oxygen by red, sulfur by yellow 

and lithium is by purple dots. 
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Figure C.3: Reactions between triflate fragments. Carbon is colored by gray, fluorine by 

cyan, hydrogen by white, oxygen by red, sulfur by yellow and lithium is by purple dots. 
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Table C.1: DFT [b3pw91/6-311++g(d,p)] calculation for electrochemical reaction using 

DOL in an implicit solvation model 

 
 

 

simple salt decomposition ΔG(kcal/mol) exchange mechanism ΔG(kcal/mol)

CF3-SO3(-1) + 2e(-1) = CF2-SO3(-2) + F(-1) -116.59 CF-SO3(-3) = OCF-SO2(-1) + 2e(-1) 4.13

CF3-SO3(-1) + 2e(-1) = CF3-SO2(-1) + O(-2) -40.47 CF-SO2(-3) = OCF-SO(-1) + 2e(-1) -24.80

CF2-SO3(-2) + 1e(-1) = CF-SO3(-2) + F(-1) -62.96 CF-SO(-2) = OCF-S(-1) + 1e(-1) -64.66

CF2-SO3(-2) + 2e(-1) = CF2-SO2(-2) +O(-2) -34.77 C-SO3(-3) = CO-SO2(-2) + 1e(-1) -48.27

CF-SO3(-1) + 3e(-1) = C-SO3(-3) + F(-1) -59.64 C-SO2(-3) = CO-SO(-2) + 1e(-1) -57.61

CF-SO3(-1) + 4e(-1) = CF-SO2(-3) + O(-2) -27.97 C-SO(-2) = OCS(-1) + 1e(-1) -31.61

CF3-SO2(-1) + 2e(-1) = CF2-SO2(-2) + F(-1) -110.89 CO-SO3(-2) = CO2-SO2(-2) -77.88

CF3-SO2(-1) + 2e(-1) = CF3-SO(-2) + O(-2) -43.78 Decomposition of exchanged species ΔG(kcal/mol)

CF2-SO2(-2) + 2e(-1) = CF-SO2(-3) + F(-1) -56.17 OCF-SO2(-1) + 2e(-1) = CO-SO2(-2) + F(-1) -112.04

CF2-SO2(-2) + 2e(-1) = CF2-SO(-2) + O(-2) -39.07 OCF-SO2(-1) + 2e(-1) = OCF-SO(-1) + O(-2) -56.90

CF-SO2(-3) + 1e(-1) = C-SO2(-2) + F(-1) -63.85 OCF-SO(-1) + 2e(-1) = CO-SO(-2) + F(-1) -96.66

CF-SO2(-3) + 2e(-1) = CF-SO(-2) + O(-2) -35.83 OCF-SO(-1) + 2e(-1) = OCF-S(-1) + O(-2) -75.69

CF3-SO(-1) + 2e(-1) = CF2-SO(-2) + F(-1) -106.18 OCF-S(-1) +1e(-1)= OCS(-1) + F(-1) -49.94

CF3-SO(-1) + 2e(-1) = CF3-S(-1) + O(-2) -80.08 CO-SO2(-2) + 2e(-1)= CO-SO(-2) + O(-2) -41.52

CF2-SO(-2) + 2e(-1) = CF-SO(-2) + F(-1) -52.92 CO-SO(-2) + 1e(-1) = OCS(-1) + O(-2) -28.97

CF2-SO(-2) + 2e(-1) = CF2-S(-2) + O(-2) -63.35 OCF-SO2(-1) + 2e(-1) = OCF(-1) + SO2(-2) -31.67

CF-SO(-2) + 1e(-1) = C-SO(-2) + F(-1) -82.98 OCF-SO(-1) + 2e(-1) = OCF(-1) + SO(-2) -17.07

CF-SO(-2) + 2e(-1) = CF-S(-2) + O(-2) -65.52 OCF-S(-1) + 2e(-1) = OCF(-1) + S(-2) -13.58

CF3-S(-1) + 2e(-1) = CF2-S(-2) + F(-1) -89.45 CO-SO2(-2) + 1e(-1) = CO(-1) + SO2(-2) -29.09

CF2-S(-2) + 1e(-1) = CF-S(-2) + F(-1) -55.09 CO-SO(-2) + 1e(-1) = CO(-1) + SO(-2) -29.87

CF-S(-2) + 2e(-1) = CS(-2) + F(-1) -33.13 OCS(-1)  + 2e(-1) = CO(-1) + S(-2) -73.10

C-SO3(-3) + 2e(-1) = C-SO2(-3) + O(-2) -32.19 CO2-SO2(-2) + 2e(-1) = CO2(-2) + SO2(-2) -45.65

C-SO2(-3) + 1e(-1) = C-SO(-2) + O(-2) -54.96 CO2-SO2(-2) + 2e(-1) = CO2-SO(-2) + O(-2) -44.78

C-SO(-2) + 2e(-1) = CS(-2) + O(-2) -15.66 CO2-SO(-2)  + 2e(-1) = CO2(-2) + SO(-2) -43.16

CF3-SO3(-1) + 2e(-1) = CF3(-1) + SO3(-2) -118.12 CO2-SO(-2)  + 3e(-1) = CO2-S(-3) + O(-2) -64.62

CF3(-1) + 1e(-1) = CF2(-1) + F(-1) -48.73 CO2-S(-3) -1e(-1) = CO2(-2) + S(-2) -50.74

CF2(-1) + 1e(-1) = CF(-1) + F(-1) -45.68 Reactions between solvent and salt ΔG(kcal/mol)

CF(-1) + 2e(-1) = C(-2) + F(-1) -54.67 DOL + CF3SO3(-1) + 3e(-1) = CF2SO3(-2) + HF + [-CH2CHOCH2O-](-1) -71.79

SO3(-2) + 2e(-1) = SO2(-2) + O(-2) -10.82 DX + CF2SO3(-2) + 1e(-1) = OCH2CH2OCH2CH2F(-2) + OCFSO2(-1) -32.33

SO2(-2) + 2e(-1) = SO(-2) + O(-2) -42.30 DX + CO(-1) + 3e(-1) =  CH2-CH2-O-CH2-CH2(-2) + CO2(-2) -107.56

SO(-2) + 2e(-1) = S(-2) + O(-2) 95.99 O-CH2-CH2(-2) + CO-SO2(-2) = CH2-CH2(-1) + CO-SO3(-2) + 1e(-1) 60.47

CF2-SO3(-2) + 1e(-1) = CF2(-1) + SO3(-2) -50.26 O-CH2-CH2(-2) + CO-SO2(-2) = CH2-CH2(-1) + CO2-SO2(-2) + 1e(-1) -17.41

CF-SO3(-2) +1e(-1) = CF(-1) + SO3(-2) -32.98 Organosufide polymerization and decomposition ΔG(kcal/mol)

C-SO3(-3) + 1e(-1) = C(-2) + SO3(-2) -28.02 CF2-SO3(-2) + CS(-2) = C-S-CF2-SO3(-1) + 3e(-1) 142.95

CF3-SO2(-1) + 2e(-1) = CF3(-1) + SO2(-2) -88.47 C-S-CF2-SO3(-1) + 3e-= C-S-CF-SO3(-3) + F(-1) -167.86

CF2-SO2(-2) + 1e(-1) = CF2(-1) + SO2(-2) -26.32 CF-SO3(-1) + CS(-2) = C-S-CF-SO3(-3) 38.05

CF-SO2(-3) = CF(-1) + SO2(-2) -15.83 C-SO3(-3) + CS(-2) = SO3-C-S-C(-3) + 2e(-1) 25.98

C-SO2(-3) + 1e(-1) = C(-2) + SO2(-1) -6.65 C-SO3(-3) + CS(-2) = SO3-C-C-S(-2) + 3e(-1) -52.94

CF3-SO(-1) + 2e(-1) = CF3(-1) + SO(-2) -86.98 C-S-CF-SO3(-3) +1e(-1) =  C-S-C-SO3(-3) + F(-1) -71.71

CF2-SO(-2) + 1e(-1) = CF2(-1) + SO(-2) -29.54  C-S-C-SO3(-3) =  S-C-C-SO3(-2) + 1e(-1) -78.92

CF-SO(-2) + 1e(-1) = CF(-1) + SO(-2) -22.30 S-C-C-SO3(-2) + 2e(-1) = S-C-C-SO2(-2) + O(-2) -32.69

C-SO(-2) + 2e(-1) = C(-4) + SO(-2) 6.01 S-C-C-SO2(-2) + 2e(-1) =  SO-C-C-S(-2) + O(-2) -41.90

Decomposition of solvent ΔG(kcal/mol) SO-C-C-S(-2) + CS(-2) = SO-C-C-S-C-S(-4) 36.49

DOL +2e(-1) = O-CH2-O-CH2-CH2(-2) -76.69

O-CH2-O-CH2-CH2(-2) = O-CH2-O(-2) + CH2CH2 -42.27

O-CH2-O(-2) + 1e(-1) = OCH2(-1) + O(-2) 10.66

OCH2(-1) + 3e- = CH2(-2) + O(-2) -13.92

DME + 3e(-1) = CH3-O-CH2-CH2(-2) + OCH3(-1) -93.25

CH3-O-CH2-CH2(-2) = OCH3(-1) + CH2CH2 + 1e(-1) -43.73

OCH3(-1) + 2e(-1)= CH3(-1) + O(-2) -13.90

DOX + 2e(-1) = O-CH2-CH2-O-CH2-CH2(-2) -19.18

O-CH2-CH2-O-CH2-CH2(-2) = CH2-CH2 + O-CH2-CH2-O(-2) -94.19

O-CH2-CH2-O(-2) + 2e(-1)= O-CH2-CH2(-2) + O(-2) -4.83

O-CH2-CH2(-2) = CH2-CH2 + O(-2) -3.89

OCH2CH2OCH2CH2F(-2) + 1e(-1) = OCH2(-1) + CH2OCH2CH2F(-2) -0.36

CH2-O-CH2-CH2-F(-2) = CH2-CH2-F(-1) +  OCH2(-1) -8.75

CH2-CH2-F(-1) = CH2-CH2 + F(-1) -117.01

EC + 3e- = O(-2) + 1,3-dioxolan-2-ylidene(-1) -21.96
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Figure A.18: Atom-Atom distance evolution over time of carbon-sulfur and carbon-

fluorine bond from a triflate molecule. 

 


