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ABSTRACT 

Computational chemistry has become a powerful tool for understanding the 

principles of physical organic chemistry and rationalizing and even predicting the 

outcome of catalytic and non-catalytic organic reactions. Non-covalent interactions are 

prevalent in organic systems and accurately capturing their impact is vital for the reliable 

description of myriad chemical phenomena. These interactions impact everything from 

molecular conformations and stability to the outcome of stereoselective organic 

reactions and the function of biological macromolecules. Driven by the emergence of 

density functional theory (DFT) methods that can account for dispersion-driven 

noncovalent interactions, there has been a renaissance in terms of computational 

chemistry shaping modern organic chemistry.  DFT Studies of the origins of 

stereoselectivity in asymmetric organocatalytic reactions can not only provide key 

information on the mode of asymmetric induction, but can also guide future rational 

catalyst design. 

We start with an overview of weak intermolecular interactions and aromatic 

interactions. Special emphasis is given to the methods that one can use to study these 

ephemeral interactions. We next provide a brief account how computational chemistry 

has aided our understanding of chiral phosphoric acid (CPA) catalyzed reactions. 

Thereafter, three case studies showcasing the importance of non-covalent interactions in 

chiral NHC catalysis, CPA catalysis, and chiral nucleophilic catalysis has been 

elaborated. Each of these studies highlights the importance of electrostatically-driven 

non-covalent interactions in controlling reactivity and selectivity. Moreover, 
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unprecedented activation modes are identified and new predictive selectivity models 

developed that can be used to rationalize the outcome of future reactions.  

Studying these reactions using state of art DFT methods, we aimed not only to 

contribute to the understanding of their selectivity and the importance of noncovalent 

interactions in catalysis, but also to bring a sound understanding that will enable the 

design of new reactions and better catalysts. Overall, this dissertation highlights the 

underappreciated role of electrostatic interactions in controlling reactivity and selectivity 

in asymmetric catalysis. 
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CHAPTER I  

INTRODUCTION 

 Chirality is a fundamental property which is immensely important to life-

sustaining biological and molecular recognition processes. The infamous story of 

thalidomide serves as a shocking reminder of how even a simple enantiomeric pair can 

produce catastrophic side effects under biological conditions.1 The contemporary 

importance of enantio-pure compounds can be readily appreciated by the fact that more 

than half of today’s marketed drugs are chiral. While Nature’s ability to generate single 

enantiomers with minute precision continues to inspire chemists and serves as a 

motivation to discover new stereoselective synthetic methodologies, modern 

computational chemistry should also be acknowledged for providing key insights into 

such transformations. Therefore, a synergy between computation and experiment is 

highly desirable in order to increase the efficiency of existing catalytic protocols as well 

as to design new and better catalysts.  

Kinetic resolutions (KR) and desymmetrizations are two of the most important 

strategies of generating chiral compounds.  In KR, two enantiomers from a racemic 

mixture react at different rates in the presence of a chiral catalyst, reagent, or 

environment, resulting in an enantioenrichment of the less reactive isomer. This 

enantiomeric excess (ee) of the unreacted starting material continually rises as more 

product is formed, reaching 100% just before full completion of the reaction.2 A 

fundamental limitation of traditional KR is that conversion is limited to 50%, as there is 

no interconversion between the starting materials.3 However, this shortcoming can be 
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circumvented by a variation of KR known as dynamic kinetic resolution (DKR), (see 

Figure I-I). In DKR, the rate of interconversion between two enantiomers is faster than 

the corresponding reaction rates, and hence maximum conversion can go up to 100%.4 

One can often take advantages of these techniques to prepare chiral compounds using 

inexpensive racemic starting materials. Desymmetrization is a popular method to convert 

prochiral symmetric substrates into chiral products.5 This strategy is particularly 

important for preparing quaternary carbon stereocenters. Similar to DKR, 

enantioselective desymmetrizations have the advantage in terms of reaction yield that 

can reach 100%.  In view of their widespread use and applications in the pharmaceutical 

industry, materials science, and academic settings, a molecular level understanding of 

these processes is highly desirable. 

 

Figure I-1. Reaction energy profiles for kinetic resolutions and dynamic kinetic 

resolutions.  

 

The last two decades have witnessed monumental progress in the area of 

asymmetric organocatalysis, which makes use of small organic molecules to carry out 

enantioselective transformations.6-8 A few notable advantages of organocatalysis over 

traditional metal-based approaches are lower cost, higher availability, and greater 
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environmental friendliness. Among different types of organocatalysts, chiral N-

heterocyclic carbenes (NHCs), axially-chiral phosphoric acids (CPA), and chiral 

dimethylamino pyridines (DMAP) remain (see Figure I-2) at the forefront for synthetic 

methodology development.9-11 One intriguing aspect of these catalysts is their ability to 

engage with substrates via different activation modes, giving rise to multifaceted 

reactivity patterns. Moreover, in recent times these catalysts have also promise to act 

cooperatively with other catalysts to impart unprecedented reactivity and selectivity. 

Studying these reactions using state-of-the art computational tools will provide 

additional mechanistic clarity that will further propel future reaction development.  

 

Figure I-2. Three representative examples of different classes of organocatalysts.  

 

One prevailing trend in the current literature is the development of transition 

state (TS) models based on greater steric repulsion between the substrate and catalyst in 

the transition state leading to the minor stereoisomeric product. However, there has been 

a gradual shift in appreciation of the potentially vital role of ephemeral non-covalent 

interactions in many of these processes. Non-covalent interactions are weak, long range 

attractive interactions often governed by dispersion effects. Among the most notable 

examples of this type of interactions are stacking interactions involving aromatic rings 
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(See Figure I-3 for typical examples of such interactions). However, other non-covalent 

interactions can have significant electrostatic components, such as classical OH···O and 

non-classical XH···O hydrogen bonds.12  

 

Figure I-3. Prototypical non-covalent interactions involving aromatic rings.  

  

The central theme of this dissertation is to understand and quantify the 

underappreciated role of such weak interactions in controlling reactivity and selectivity 

in asymmetric reactions.13-14 The work described in this dissertation involves theoretical 

investigations of several examples of asymmetric organocatalytic reactions using density 

functional theory (DFT) computations.15 These computations can offer an in-depth 

understanding of the mode of asymmetric induction by modelling the competing TS 

structures leading to the different stereochemical outcomes.  
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Despite the many advances in DFT methods over the last two decades, the 

inability of many of these methods to adequately describe dispersion-driven interactions 

is well documented,16-18 and a subject of ongoing development. Driven by the emergence 

of DFT functionals that account for dispersion driven non-covalent interactions, there 

has been a renaissance in terms of computational techniques in reshaping modern 

mechanistic organic chemistry. Perhaps the most notable addition in this area is the 

DFT-D methods of Grimme19 which append an energy correction based on a sum of 

pairwise terms depending on the atom type and interatomic distance to account for 

dispersion interactions: 

𝐸𝑑𝑖𝑠𝑝 = −∑ ∑
𝐶6
𝑖𝑗

𝑅𝑖𝑗
6 𝑓𝑑𝑎𝑚𝑝(𝑅𝑖𝑗)

𝑁

𝑗=𝑖+1

𝑁−1

𝑖=1

. 

In this expression, 𝑓𝑑𝑎𝑚𝑝 is a damping function that smoothly reduces the dispersion 

correction to zero at close interatomic distances, and the C6 coefficients are predefined 

for each atom type based on fitting to high accuracy data. This dispersion expression 

incurs negligible computational cost and is simply added onto the DFT energy, 

𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐷𝐹𝑇 + 𝐸𝑑𝑖𝑠𝑝. 

When implemented in conjunction with standard DFT methods (B97 and wB97X), the 

newly obtained functionals (for e.g. the B97-D19 and wB97X-D respectively) have been 

shown to reproduce interaction energies of non-covalently bound complexes with 

remarable accuracy.19-20 The subsequently modified method DFT-D3 allows further 

improvements (including three body corrections and a term depending on R8), providing 

are some of the most accurate and cost-effective approaches to modeling non-covalent 
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interactions developed to date.21-22 For instance, comparisons of DFT-D3 data with 

benchmark interaction energies, conformational energies, and reaction energies shown 

an improvement by at least 1 kcal/mol over methods excluding –D3 correactions. We 

have employed the above-mentioned functionals to compute TS geometries. Although 

not explicitly designed for dispersion interactions, the M06-2X functional23 also 

performs particularly well with regard to non-covalent interactions24-25 as well as for 

overall reaction energetics and barrier heights. This is usually attributed to the large 

number of parameters in this functional. In view of its efficacy and superior 

performance, we heavily relied on this functional to compute single point energies for 

our systems. Finally, our geometry optimization and energy computations employed 

continuum solvent models including PCM, CPCM, and SMD to account the effect of 

solvation.   

 

Figure I-4. Curtin-Hammett scenario. If A and B are in rapid equilibrium, the 

distribution of C and D only depends on the difference in free energy of the transition 

states leading to each product, ΔΔG‡
.  
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 We have assumed that the reactions studied in this dissertation are under Curtin-

Hammett control.26 According to the Curtin-Hammett principle (See Figure I-4 for 

typical energy diagram in Curtin-Hammett scenario), the distribution of products does 

not depend on the population of possible reactant configurations (e.g. different non-

bonded pre-reaction complexes) but rather the difference in free energies of the 

transition states leading to the those products, ΔΔG‡. This is due to the rapid 

interconversion of pre-reaction complexes. Given the Curtin-Hammett scenario, the 

enantiomeric ratio (er) of a particular transformation can be computed based on the 

difference in free energy of the transition states using classical transition state theory 

(TST),27 as 

𝑒𝑟 = 𝑒
𝛥𝛥𝐺‡

𝑅𝑇 , 

where R is the ideal gas constant and T is the temperature. When applicable, we also 

considered Boltzmann distributions over all accessible TS structures to compute 

selectivity (Figure I-5)  

 

Figure I-5.  Selectivity based on a Boltzmann distribution over multiple 

thermodynamically accessible TS structures.   
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For conformationally flexible systems, finding the lowest energy TS structures 

out of potentially several hundreds of possibilities can be a daunting task. In order to 

perform a thorough conformational search, we made use of some automatic 

conformation search methods (e.g. by the MacroModel program28). We also performed 

extensive manual conformational searches. Once TS structures have been identified, 

analyses of the origin of stereoselectivity have been performed using Non-Covalent 

Interaction plots (NCI plots),29 Atoms in Molecules (AIM)30 and Natural Bond Orbital 

(NBO) analysis, and distortion-interaction analyses.31-32 A detailed description of the 

above methods has been provided in the subsequent chapters with illustrative examples.  

In Chapters II and III, we provide an overview of different noncovalent 

interactions operative in organic systems along with specific examples that serve as a 

foundation of our later studies. In the following chapter (Chapter IV), we review the use 

of computational chemistry to explain the activity and selectivity of chiral phosphoric 

acid catalysis, emphasizing importance of non-covalent interactions. Thereafter, in 

Chapters V-VII, we elaborate three case studies encompassing three different 

organocatalysts (NHC, CPA and chiral DMAP) mediated KR and desymmetrization 

reactions, where we show that non-covalent interactions play various important roles. 

These studies not only offer molecular level insight into selectivity but also identify 

unprecedented activation modes and refined views of activity.  During these studies, we 

have unveiled the crucial role of different electrostatically-guided non-covalent 

interactions in controlling selectivity and conformations. This dissertation concludes 

with an outlook which represents a marked departure from the still-dominant steric-
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based view of stereoinduction, highlighting the ability of non-covalent interactions to 

dictate the outcome of reactions and the many parallels between small molecular 

organocatalysis and enzyme-catalyzed processes.  
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CHAPTER II  

ROLE OF AROMATIC INTERACTIONS IN DIRECTING ORGANIC REACTIONS* 

2.1. Introduction 

Non-covalent interactions involving aromatic rings (π-stacking interactions, 

CH/π interactions, etc.; see Figure II-1) abound in organic systems, and the last decade 

has witnessed a surge in interest in organic reactions directed by these aromatic 

interactions.  This interest has accompanied a general shift in emphasis from a 

predominantly steric view of organic reactions to a more nuanced view in which the fate 

of a reaction hinges on the interplay of both attractive and repulsive non-covalent 

interactions.  For instance, asymmetric reactions were long thought to result primarily 

from the destabilization of the disfavored pathway through repulsive steric interactions 

(e.g. the steric shielding of one face of a pro-chiral molecule to favor direct attack of the 

less hindered face).33  More modern views, however, highlight the potential role of both 

stabilizing and destabilizing non-covalent interactions in determining the relative free 

energy of stereocontrolling transition states.13, 34-35  There have been a number of 

excellent recent reviews of non-covalent interactions in the context of organic reactions. 

For instance, Krenske and Houk36 provided an overview of aromatic interactions as 

control elements in stereoselective organic reactions. More recently, Wagner and 

Schreiner37  reviewed the role of dispersion effects, which are the drivers of many 

                                                 

* Adapted with permission from “Role of Aromatic Interactions in Directing Organic Reactions” by 

R.Maji and S. E. Wheeler, 2016. Aromatic Interactions: Frontiers in Knowledge and Applications RSC, 

18. Copyright 2016 Royal Chemical Society. 
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aromatic interactions, in everything from the structure and stability of organic molecules 

to reactivity, catalysis, and spectroscopy. Similarly, Matile and co-workers have very 

recently published a perspective on the intriguing world of anion-π catalyzed reactions.38 

 

Figure II-1.  Prototypical non-covalent interactions involving aromatic rings.39 

 

In order to harness the power of non-covalent interactions to control organic 

reactions, one needs to first understand both the nature of these non-covalent interactions 

and their role in existing organic transformations.  Our understanding of aromatic 

interactions has seen tremendous advances in the last few years,40 and continues to 

evolve.  Concurrent with these changes in our understanding of aromatic interactions is a 

growing body of examples of organic reactions in which these non-covalent interactions 

appear to play key roles. 
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Herein, we proceed by first providing a brief overview of aromatic interactions, 

followed by selected examples of both catalytic and non-catalytic reactions in which 

these interactions play important roles. The aim is not to provide a comprehensive 

review of aromatic interactions in organic reactions, but instead to convey the breadth of 

systems in which non-covalent interactions appear to be operative.  Our hope is that this 

overview will inspire other, novel uses of aromatic interactions in directing organic 

reactions, leveraging the power of supramolecular chemistry to advance the field of 

organic synthesis. 

2.2. Aromatic Interactions of Relevance to Organic Reactions 

There are a number of non-covalent interactions involving aromatic rings that 

play vital roles in many organic reactions, including π-stacking interactions, CH/π 

interactions, anion-π interactions, and π-π+ interactions, among others (see Figure II-1).  

Below, we summarize these main classes of interactions and direct the reader to recent 

reviews for more detailed discussions of their origin and nature.40-45 

π-stacking interactions, which are generally defined as attractive interactions 

between aromatic rings, have long been known;46 however, their origin and nature 

continues to be debated.47-61  Indeed, even the utility of the term “π-stacking” has 

recently come into question.43 The simplest system exhibiting π-stacking interactions is 

the benzene dimer, which is typically considered in four prototypical arrangements (see 

Figure II-1). Among these, we consider the sandwich and parallel displaced 

configurations to be ‘π-stacked’, whereas the interaction present in the T-shaped and 

edge-to-face dimers are examples of aromatic CH/π interactions (vide infra).  This 
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differentiation between the sandwich and parallel displaced configurations, on one hand, 

and the T-shaped and edge-to-face dimers on the other, is justifiable on both geometric 

grounds and physical grounds.  For instance, while the interactions in the T-shaped and 

edge-to-face dimers are primarily electrostatic in nature, the π-stacking interactions in 

the sandwich and parallel displaced benzene dimers are due mostly to dispersion 

interactions.62 For non-substituted arenes, the parallel-displaced configuration is strongly 

favored over sandwich-like stacking; the sandwich configuration, while still favorable 

relative to separated benzenes, is a saddle point on the potential energy surface.62 

Although dispersion interactions are the primary drivers of π-stacking 

interactions, the ability of heteroatoms and substituents to tune the strength and 

geometry of these interactions is largely attributed to electrostatic effects.  Traditionally, 

the impact of substituents on π-stacking interactions was explained in terms of 

resonance-based changes in the aryl π-electron density induced by the substituents.47, 49-

50, 63-67 That is, electron-withdrawing substituents (e.g. CN, NO2, etc.) deplete the 

electron density of the substituted ring, rendering it “electron-deficient.”  This electron-

deficient ring then interacts more favorably with the “electron-rich” π-electron cloud of 

the other ring.  However, mounting computational data57, 60, 68 suggests that, at least in 

the gas phase, the dominant effect of substituents in π-stacking interactions arises from 

local, direct interactions of the substituents on one ring with the nearby C-H bonds of the 

other ring.  More recently, Raju, et al.58 have shown that substituent effects in sandwich 

dimers of diverse aromatic rings can be explained by the interaction of the local dipole 

moment associated with the substituents and the electric field of the other ring. One 
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special case of substituent effects in π-stacking interactions concerns so-called arene-

perfluoroarene interactions.41-42 These interactions, typified by the sandwich-like dimer 

of benzene and hexafluorobenzene, are generally more favorable than aryl-aryl 

interactions between rings of comparable size.  Moreover, perfluoroarene-arene 

interactions tend to favor sandwich-like stacking configurations, rather than the parallel-

displaced stacking most often exhibited by non-fluorinated arenes. 

Aliphatic CH/π interactions,69 in which a CH bond is directed toward the face of 

an arene, are also largely driven by dispersion interactions.70-71  However, the relative 

contribution of dispersion and electrostatic effects varies with the hybridization of the 

carbon atom involved, with the importance of electrostatics decreasing with the 

increasing p-character of the carbon.  For instance, Tsuzuki et al. showed72-73 that sp-

hybridized CH/π interactions (i.e. an acetylenic CH group directed toward the face of an 

arene) are largely electrostatic in nature, whereas the complex between methane and 

benzene is almost entirely dispersion-driven.  Similarly, aromatic CH/π interactions are 

mostly electrostatic in origin. With regard to substituent effects, Bloom, et al.74 showed 

that for sp3-hybridized CH/π interactions, substituent effects are driven primarily by 

dispersion effects.  Consequently, the polarizability of the substituent is the primary 

predictor of the strength of interaction in model complexes of methane with substituted 

benzenes. On the other hand, the electronic character of the substituent will determine 

the strength of sp- and sp2-hybridized CH/π interactions, including aromatic CH/π 

interactions.  In these cases, substitution of the arene accepting the CH…π interaction 

with electron donating groups leads to more favorable interactions. 
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Anion-π interactions are typically defined as attractive interactions between 

atomic or polyatomic anions and the face of an electron-deficient ring. These 

interactions, often viewed as analogous to the more well-known cation-π interactions,75-

79 were proposed by theorists a dozen years ago and have rapidly shifted the 

supramolecular landscape.80  As seen below, anion-π interactions have emerged as a 

potentially powerful means of both accelerating and steering organic reactions. Finally, 

π-π+ interactions are attractive interactions between a cationic arene (e.g. pyridnium) and 

a neutral arene.  While quite distinct from π-stacking and cation-π interactions, π-π+ 

interactions combine some features of both of these more well-known interactions.81-82 

Pioneering work by Tsuzuki et al.82 have shown that, in contrast to π-stacking 

interactions, π-π+ interactions arise primarily from electrostatic interactions and 

induction. 

Since many of these non-covalent interactions depend strongly on dispersion 

interactions, their computational description has long been a challenge.  Correlated ab 

initio methods (e.g. MP2, CCSD, etc.) are able to capture dispersion interactions but at 

considerable computational cost; moreover, MP2 tends to overestimate the impact of 

dispersion interactions.            

Traditional density functional theory (DFT) methods (e.g. B3LYP), on the other 

hand, fail to capture any substantial dispersion-like interactions. However, the last 

decade has witnessed tremendous advances in DFT-based methods to capture 

dispersion-like interactions, which has opened the door to robust computational studies 

of these interactions in the context of organic reactions.  The most common methods 
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used to capture dispersion-driven non-covalent interactions in organic systems are the 

empirical dispersion correction of Grimme (the so-called –D,  –D2, and -D3 methods)19, 

83-84 and the M05 and M06 families of functionals from Truhlar and co-workers.85-87  

Notably, the venerable B3LYP functional, which for many years was the workhorse of 

computational organic chemistry, fails to capture dispersion interactions, and results 

from this functional applied to systems in which dispersion interactions play key roles 

should be viewed with some skepticism. 

2.3. Aromatic Interactions in Non-Catalytic Reactions 

Aromatic interactions play key roles in many organic reactions, including non-

catalytic processes, such as cycloadditions and macocyclizations. Cycloadditions have 

long been a staple of physical organic chemistry, and the impact of stereoelectronic 

effects on their regiochemistry and reactivity is a common topic in the undergraduate 

and graduate organic chemistry curricula.  However, in some cases, aromatic 

interactions provide an additional means of steering these reactions. For example, in 

2006, McNeil, Swager, and co-workers88 introduced a remarkably stereoselective and 

high-yielding Diels-Alder cycloaddition of anthracene with a substituted maleic 

anhydride in their synthesis of conjugated polymers incorporating π-stacking interactions 

along the polymer backbone (Figure II-2). In unpublished work, McNeil et al. found that 

substituents (X) modulated the stereoselectivity of this reaction, which was tentatively 

attributed to differences in π-stacking interactions in the transition states for the two 

possible cycloadditions. Building on this work, Wheeler, McNeil, et al.89 sought to 

quantify the role of π-stacking interactions in the stereoselectivity of these reactions, 
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and, ultimately, to use these reactions as an experimental probe of substituent effects in 

π-stacking interactions.  Unlike π-stacking interactions in most unconstrained systems, 

which tend to adopt parallel-displaced arrangements, the nature of these Diels-Alder 

transition state structures places two phenyl rings in almost idealized stacked sandwich 

dimer configurations (see Figure II-2b).  Thus, these reactions provided a unique 

opportunity to probe the impact of substituent effects on model sandwich benzene 

dimers.  

 

Figure II-2.  (a) Stereoselective Diels-Alder cycloaddition studied by Wheeler, McNeil, 

et al. in which π-stacking interactions in competing transition states modulate the 

stereoselectivity. (b) Computed TS structures from Ref. 89. Reprinted from American 

Chemical Society. 

 

 

Experimental and computational data confirmed that substituent effects in π-

stacking interactions could be used to control the stereoselectivity of this reaction,89 

guiding the addition of anthracene to one or the other face of the maleic anhydride.  

Ultimately, these data provided experimental confirmation of the importance of direct 
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interactions in substituent effects in π-stacking interactions.57, 60, 68  Moreover, this work 

provided one of the first confirmations of the utility of M05-2X as a suitable means of 

studying organic reactions in which π-stacking interactions play key roles.  

 

Figure II-3.  Macrocyclization scheme of Collins and co-workers.90 

 

In 2006, Collins and coworkers90 exploited attractive aromatic interactions to 

promote macrocyclizations via ring closing metathesis (Figure II-3). During preliminary 

studies, they noted that they could reduce the conformational flexibility of their acyclic 

diene precursor through stabilizing π-stacking interactions that favored a closed 

conformation, thereby increasing the probability of macrocyclization. This was 

supported by semi-empirical (AM1) and ab initio (MP2) computations that showed a 

clear preference for closed conformations featuring stacked aromatic rings over open 

conformations.  Moreover, this conformational preference was strongly impacted by the 

use of a perfluorophenyl group, which lead to even more favorable stacking interactions 

through perfluoroarene-arene interactions.  Subsequently, Collins et al.91 observed that 

replacing the pentafluorophenyl ring with a 3,5-(trifloromethyl)phenyl ring provided 

even better yields for macrocyclizations via an ene-yne metathesis reaction.  This can be 
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attributed to the enhanced π-stacking afforded by the two CF3 groups, in addition to 

possible lone-pair/π interactions in the low-lying conformers. In 2008, Collins et al.92 

found that replacing the ester linkage by an amide resulted in even greater 

macrocyclization yields (up to 27%), which was rationalized based on further enhanced 

π-stacking interactions based on computational studies. Finally, in 2010, Collins et al.93 

extended this concept to an intermolecular version where a quinolinium salt additive acts 

as a conformation controlling element through cation π-π+ interactions. 

2.4. Aromatic Interactions in Transition-Metal Catalyzed Reactions 

Transition-metal catalyzed processes have long dominated the field of 

homogeneous catalysis, and are often impacted by aromatic interactions.4  A seminal 

example of CH/π interactions in transition-metal catalyzed reactions was provided by 

Noyori and co-workers94-97 during their study of the transfer hydrogenation of aromatic 

carbonyl compounds using chiral RuIII complexes.94-97 Intriguingly, Noyori et al. found 

that there was preferential formation of the (S)-isomer, despite the expected greater steric 

repulsion in the corresponding transition state.  This was explained, based on 

computations at the MP2 level of theory, by the presence of favorable aromatic CH/π 

interactions (edge-to-face interactions) between the benzene complexed with the Ru and 

the pendant aryl group of the reacting ketone that preferentially stabilized the more 

sterically crowded (S)-transition state. This same trend persisted even after replacing the 

phenyl ring on Ru with a hexamethylphenyl ring. In this case, a favorable aliphatic CH/π 

interaction between one of the methyl groups of the hexamethylbenzene and the aryl 
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group of the ketone still managed to outweigh the increasing unfavorable steric 

interactions in the TS leading to (S)-isomer. 

 

Figure II-4.  (a) TiIV mediated enantioselective sulfoxidation reaction of Santoni et al.,98 

along with their  TS model (b), in which the stereoselectivity depends on the competition 

between edge-to-face and stacked aryl-aryl interactions. 

 

During their study of C3‐symmetric TiIV amino trialkolate mediated 

enantioselective sulfoxidation reaction (Figure II-4a), Santoni et al.99 observed enhanced 

selectivity with catalysts containing aromatic rings. They used B3LYP to study the 

intermediate alkyl peroxo TiIV complex to unravel the origin of the selectivity for (S)-

sulfoxides in this reaction.. They identified two possible approaches of the substrate (see 

Figure II-4b), which lead to formation of the two enantiomeric sulfoxides. In these 

competing reaction pathways, the pro-S configuration features an edge-to-face 
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interaction between phenyl rings on the substrate and catalyst; the pro-R configuration 

instead features π-stacking interactions between two rings.  Santoni et al.99 postulated 

that the former interaction is more favorable, explaining the preferential formation of the 

(S)-sulfoxide. This was corroborated by the fact that replacing one of the phenyl rings 

with either a perfluorophenyl ring or p-nitrobenzene, both of which should enhance the 

π-stacking interaction in the pro-R configuration, resulted in a drop in the observed 

stereoselectivity. 

2.5. Aromatic Interactions in Organocatalysis 

Aromatic interactions also play vital roles in myriad organocatalytic reactions, 

which often rely on subtle non-covalent interactions for both catalytic activity and 

stereoselectivity.  For instance, proline catalyzed aldol reactions form the foundation of 

modern organocatalysis, and there has been a long line of TS models explaining the 

stereoselectivity of these reactions in terms of various non-covalent interactions.100  

Intriguingly, even 13 years after the initial publication of the Houk-List model of 

proline-catalyzed intramolecular aldol reactions, computational studies continue to 

unveil additional subtleties regarding the non-covalent interactions responsible for the 

stereoselectivity of these transformations.101-102 

In related work on substituent effects in proline catalyzed aldol condensations in 

water (Figure II-5), Houk et al.103 identified π-stacking interactions as a key determinant 

of the catalytic activity of 1a. In particular, catalyst 1a was 43.5 times more reactive in 

water than 1f, while these catalysts have similar rates in non-polar solvents (e.g. 

toluene). M06-2X computed activation energies were in general agreement. For instance, 
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the energy difference between the rate-limiting transition states in vacuum was very 

small (0.2 kcal/mol).  Accounting for solvent led to a 2.6 kcal/mol difference in the 

predicted activation energies for catalysis by 1f vs 1a in water. Ultimately, this 

difference in catalytic activity was attributed to a stabilizing edge-to-face interaction 

between the benzyl group of catalyst 1a and the phenyl ring of the acceptor aldehyde 

(see Figure II-5). Clearly, this stabilizing interaction is not possible in the analogous 

transition state with 1f. 

 

Figure II-5.  . Proline-catalyzed aldol reaction of Houk et al. in water, along with their 

computed TS structures for the rate-limiting TS for catalysts 1a and 1f. Reprinted from 

American Chemical Society. 
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Asymmetric Diels-Alder reactions of -unsaturated aldehydes in the presence 

of chiral imidazolidinones constitute another class of reactions in which aromatic 

interactions can play key roles. Pioneering work by Houk et al.,104-105 as well as studies 

from Platts et al.106 and Singleton et al.,107 showed that stereoselectivity in these 

reactions is governed by the formation of a reactive iminium species for which the 

lowest energy conformer is stabilized by a CH/π interaction.  More recently, Krenske et 

al.108 offered insight into a similar enantioselective Diels-Alder reaction based on two 

camphor-derived catalysts developed by Ogilvie.109-111  These reactions displayed 

markedly different stereoselectivities depending on the substituent R (see Figure II-6). A 

detailed conformational search followed by TS optimization revealed a stabilizing CH/π 

interaction between hydrogens from the cyclopentadiene and the benzyl group in the 

case of catalyst 2a. A fragment based decomposition scheme was used to quantify the 

impact of this interaction on the stereoselectivity. Ultimately, it was shown that the (R)-

transition state enjoys an additional 1.3 kcal/mol stabilization compared the (S)-

transition state, which accounts for almost two thirds of the overall enantioselectivity.  



 

24 

 

 

Figure II-6.  Enantioselective Diels-Alder cycloaddition studied by Krenske et al., in 

which CH/π interactions help stabilize the TS structure leading to the favored 

stereoisomer.108 Reprinted from American Chemical Society. 

 

Further examples of the central role of non-covalent interactions in iminium 

catalysis have been presented by Gilmour et al.,112 who showed that the electronic 

modulation of the pendant aryl group controls the conformation and reactivity of 

unsaturated Macmillian type iminium salts. Similarly, Phiko and coworkers113 

ascribed the enantioselectivity of an iminium catalyzed Mukaiyama-Michael reaction to 

attractive CH/π interactions, rather than steric hindrance as initially conceived.  

However, we note that Mück-Lichtenfeld and coworkers114 recently presented a different 
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view regarding the positioning of the aryl side chain in iminium-catalyzed conjugated 

additions to unsaturated aldehydes and ketones. In particular, computational and 

crystallographic data indicate that the benzyl group in 2-benzyl-imidazolidinone 

iminium ions is freely rotating at ambient temperature due to the small rotational barriers 

between conformers. This free rotation effectively shields one particular face of the 

iminium-π system through an effect they termed the “windshield-wiper effect,” leading 

to the observed stereoselectivities.  

N-heterocyclic carbene (NHC) catalyzed cross-benzoin reactions have also been 

shown to involve stabilizing aromatic interactions.  For instance, Legault and Gravel115 

disclosed a strong π-stacking interaction in alkyl-aryl cross benzoin and aryl-aryl homo 

benzoin reactions. The enantioselectivity of these reactions was traced to π-stacking 

interactions between the triazole of the catalyst and the aromatic moiety of the aldehyde, 

which preferentially stabilized one particular transition state relative to its diastereomers.   

In 2012, Kozlowski et al.116 studied the highly stereoselective -unsaturated  

lactone formation by a NHC catalyzed [4+2] cycloaddition between an enolate derived 

from the -unsaturated ketone and an enone (Figure II-7). They found that a CH/π 

interaction between the terminal CH2 of the enolate and the mesitylene ring was a key 

stabilizing feature of the TS leading to the major isomer. This view was supported by the 

observation that replacing the mesitylene ring with a perfluorophenyl ring, which is not 

expected to engage in as strong of CH/π interactions, resulted in a significant drop in ee 

both experimentally and computationally.  
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Figure II-7.  NHC-catalyzed [4+2] cycloaddition of Kozlowski and co-workers, along 

with a depiction of a key CH/ interaction in one of the transition states (the enone and 

indane ring were removed for clarity).116  Adapted with permission from J. Am. Chem. 

Soc. 2012, 134, 12098-12103. Copyright 2012 American Chemical Society. 

 

Phosphoric acids derived from chiral diols have emerged as a powerful platform 

for organocatalyst development,117 and many chiral phosphoric acid catalyzed reactions 

benefit from stabilizing non-covalent interactions between the substrates and aryl 

substituents of these catalysts.  For example, Ess, Kürti, and coworkers112 identified 

CH/π and π-stacking interactions as key determinants of stereoselectivity in  their 

synthesis of axially chiral biaryls through a chiral phosphoric acid catalyzed 

atroposelective [3,3] rearrangement (Figure II-8). Computations corroborated the 

experimental finding of reduced stereoselectivity upon replacement of aryl CF3 
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substituents by CH3, supporting the involvement of π-stacking interactions in the 

stereocontrolling TS. 

Seguin et al.118 also recently presented a study of the first catalytic asymmetric 

Fischer indole reaction, from List and co-workers.119  Computations revealed that the 

stereoselectivity of this reaction hinged on the competition between π-stacking 

interactions, which preferentially stabilize the transition state leading to the (R)-isomer 

of product, and CH/π interactions, which provide greater stabilization of the TS leading 

to the (S)-product.  Ultimately, the CH/π interactions prevailed, and, when combined 

with hydrogen bonding interactions that also favor TS(S), the (S)-product was formed 

preferentially. 

 

Figure II-8.  Chiral phosphoric acid catalyzed [3,3] sigmatropic rearrangement of Ess, 

Kürti, et al.,120 along with their computed TS structures.120 Reprinted from American 

Chemical Society. 



 

28 

 

CH/π interactions have also proved pivotal in the realm of phase-transfer 

catalysis. In an elegant study of the phase-transfer catalyzed 5-endo-trig cyclization in 

the stereoselective synthesis of indanes, Paton, Smith, and co-workers121 observed the 

importance of CH/π interactions in determining enantioselectivity (Figure II-9). M06-2X 

computations revealed that the transition state leading to the major stereoisomer is 

preferentially stabilized by CH/π interactions in conjunction with an array of non-

classical CH…O interactions.  

 

Figure II-9.  Enantioselective synthesis of indanes via a cation-directed 5-endo-trig 

cyclization.121 

 

During their investigation of TADDOL catalyzed hetero-Diels-Alder reaction of 

benzaldehyde with 1-dimethylamino-3-tert-butyldimethylsiloxy butadiene, Houk et al.122 

identified CH/π interactions to be the key factor for stereoselectivity (Figure II-10). A 

Monte-Carlo conformational search followed by mixed QM/QM calculations 

[ONIOM(B3LYP/6-31(d): AM1)]  were employed to find the low lying TS. It was 

observed the lowest energy TS corresponding to si-facial endo addition (with respect to 

the aldehyde) is stabilized by a CH/π interaction between the aldehyde CH and the 
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pseudoequatorial naphthyl group of the TADDOL catalyst. Computations predicted that 

this TS is 1.5 kcal/mol more stable than the TS for re-facial attack, in reasonable 

agreement with the experimental ee. Notably, the TS for re-face attack lacks the CH/π 

interactions present in the competing TS, but instead features a π-stacking interaction.  

Thus, like the case of the phosphoric acid catalyzed Fischer indole reaction studied by 

Seguin et al.,118 this TADDOL catalyzed hetero-Diels-Alder reaction is an additional 

case in which CH/π interactions overwhelm the competing effects of π-stacking 

interactions in controlling stereoselectivity. 

 

Figure II-10.  TADDOL-catalyzed hetero-Diels-Alder reaction of Houk et al.,122 along 

with a key transition state stabilized by CH/π interactions.122  Reprinted from American 

Chemical Society. 

 

 Finally, we highlight a case where understanding the nature of π-stacking 

interactions enabled the design of a more effective metal-free catalyst for asymmetric 

borane reductions.  In particular, the oxazaborolidine from Quallich and Woodall123 

(Figure II-11) has been shown to catalyze the borane reduction of ketones with a high 

degree of enantioselectivity.  Quallich and Woodall123 attributed this to the steric 
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shielding of one face of the oxazaborolidine by the two stacked phenyl rings, which 

controls the coordination of BH3 to the nitrogen.  Sakai and coworkers124 exploited the 

tendency of perfluoroarene-arene interactions to adopt more sandwich-like 

configurations, compared to arene-arene stacking interactions, to design a more rigid 

chiral oxazaborolidine that provided an even more hindered approach of BH3 to one 

face. The more sandwich-like configuration of these stacked rings was confirmed by 

both ab initio computations and a 1H NMR study.  

 

Figure II-11.  Chiral  oxazaborolidines from Quallich et al.123 and Sakai et al.124 for 

asymmetric borane reductions of ketones  In the latter case, arene-perfluoroarene 

interactions are exploited to provide greater steric shielding of one face of the 

oxazaborolidine from complexation with BH3. 

 

2.6. Aromatic Interactions in Cooperative Catalysis 

There have been tremendous advances in our understanding of cooperative 

catalysis in recent years, and non-covalent interactions have been documented in many 

of these reactions. This topic was recently reviewed by Sunoj et al.;125 here we present 

two representative example in which aromatic interactions play key roles. The 

importance of non-covalent CH/π interactions in cooperative catalysis was highlighted 

by Xiao and coworkers126 in the context of the enantioselective hydrogenation of imines 



 

31 

 

using an achiral Ir-complex and a chiral phosphoric acid. Based on results from an 

extensive NMR study, they concluded that a ternary complex formed involving the 

achiral Ir-complex, phosphate anion, and iminium cation is responsible for stereocontrol. 

Comprehensive NOE, DFT, and semiempirical studies showed that the lowest-lying TS 

structure, which leads to the major product, is stabilized by multiple CH/π interactions. 

Another key example of asymmetric cooperative catalysis in which non-covalent 

interactions play a central role was reported by Jacobsen and coworkers127 during their 

study of an enantioselective Povarov reaction by the cooperative catalysis of a chiral 

bifunctional sulfamido urea with o-nitrobenzenesulfonic acid (Figure II-12). 

Computational studies using both DFT and ab initio methods predicted that the lowest-

lying TS, leading to the observed major product, is stabilized by both hydrogen-bonding 

and π-stacking interactions between the cationic aniline moiety of the substrate and the 

(CF3)2-C6H3N component of the catalyst. Notably, this stacking interaction is absent in 

the TS structures leading to the minor enantiomers, suggesting that it is important for the 

observed stereoselectivity.  
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Figure II-12.  (a) Enantiodetermining Povarov reaction studied by Jacobsen and co-

workers along with the favored TS structure and one of the disfavored TS structures.127 

Non-polar hydrogens omitted for clarity. 

 

2.7. Aromatic Interactions in Anion- π catalysis 

Matile and co-workers recently introduced the potentially transformative concept 

of anion-π catalysis—the acceleration of reactions through favorable anion-π 

interactions.128-129 During their initial study of the Kemp elimination of 5-

nitrobenzisoxazole, Matile et al. synthesized two naphthalene diimide (NDI) based 

catalysts (2 and 3, Figure II-13) with pendant carboxylates designed to stabilize the 

forming oxyanion in the rate-limited deprotonation of this base-catalyzed reaction. 

Matile et al.128-129 observed marked rate-accelerations using these NDI-based catalysts, 
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which are expected to interact favorably with anions, whereas pyrene butyrate (4, which 

is not expected to stabilize anions) showed no catalytic activity. Further demonstrations 

of the concept of anion-π catalysis came in later work, in which  they studied the 

deprotonation of a malonic acid covalently linked to an NDI, compared to free dimethyl 

malonic acid.130-131 Overall, they observed a two unit shift in pKa for the acid linked to 

the NDI, providing direct experimental evidence of the stabilization of an enolate 

through anion-π interactions. 

Lu and Wheeler attempted to quantify the impact of anion-π interaction in 

Matile’s anion-π catalyzed Kemp elimination reaction.132  Computations results revealed 

that even though anion-π interactions were indeed stabilizing the rate-limiting transition 

state, they were stabilizing the catalyst-substrate complex to a greater extent.  The result 

was that the net effect of anion-π interactions was to increase the overall reaction barrier.  

The problem was that with 2 and 3, the negatively charged catalytic carboxylate is 

stabilized to a greater extent than the partially anionic transition state.  This is shown in 

Figure II-13 for catalyst 2.  In this case, the electrostatic interactions of the substrate with 

the NDI are enhanced by 0.7 kcal/mol going from CS to TS.  However, this is 

overshadowed by the 1.3 kcal/mol loss of stabilization of the carboxylate going from CS 

to TS. To remedy this, Lu and Wheeler devised modified versions of Matile’s NDI-

based catalysts in which the catalytic carboxylate was prevented from engaging in 

stabilizing anion-π interactions through the introduction of a rigid ethynyl linker 

(catalysts 4-6 in Figure II-13).  With these newly designed catalysts, the net effect of 

anion-π interactions was shown to significantly reduce the overall reaction barrier. 
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Figure II-13.  Kemp elimination of 5-nitrobenzisoxazole studied by Matile and co-

workers,38 along with an analysis of the electrostatic interactions occurring in the 

catalyst-substrate complex (CS) and transition state (TS) for this reaction from Lu and 

Wheeler.132 

 

More recently, Matile and co-workers have showcased additional examples of 

anion-π catalysis. For instance, they exploited this strategy to selectively promote the 

conjugate addition of -keto thioesters to nitroolefines over a more favorable 

decarboxylation reaction.133 They observed that the extent to which these anion-π 

catalysts could accelerate the conjugate addition while suppressing the decarboxylation 

depended only on the π-acidity of the catalyst, not other external parameters. This further 

underscored the central role of anion-π interactions. In a similar vein, Matile et al.134 also 
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achieved stereoselective enamine addition to nitroolefins using a new NDI-based 

trifunctional organocatalyst. Ultimately, they concluded that while the enantioselectivity 

of this reaction is dependent on the π-acidity of the catalyst, the diastereoselectivity is 

determined primarily by the geometric matching of catalyst and substrate. 

2.8. Aromatic Interactions in π-π+ catalysis 

Yamada and coworkers135 have published extensively on the role of 

intramolecular non-covalent π-π+ interactions involving pyridinium ions as 

conformational control elements in stereoselective reactions. In particular, based on 

NMR, CD, and analyses of crystal structures, they showed that these attractive π-π+ 

interactions are able to conformationally lock fluxional systems into a single conformer 

that dictates the outcome of a number of enantioselective cyclopropanations,136-137 

kinetic resolutions,138-140 and desymmetrizations.141  

Intermolecular π-π+ interactions, in which a cationic arene stacks with a neutral 

arene, are also prevalent in the literature. One of the most popular examples involves 

DMAP mediated nucleophilic catalysis. For instance, Zipse and coworkers142 showed 

that π-π+ interactions serve as guiding elements in various acyl transfer catalyzed 

reactions. In a similar vein, Birman, Houk, et al.143 reported stabilizing π-π+ attractions 

between phenyl and pyridinium rings in a parallel-displaced geometry as the key factor 

in CF3-PIP-catalyzed linetic resolution of alcohols and enatioselective N-acylation of 

lactams and thiolactams.144 π-π+ interactions have also been identified as 

enantiocontrolling elements in recent work from Jacobsen et al, including the 

enantioselective acylation of silyl ketene acetals through fluoride anion binding 
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catalysis,145 the enantioselective addition of indoles to pyrenes,146 and enantioselective 

oxidopyrylium based cycloadditions.147   

2.9. Conclusions 

Aromatic interactions are potentially powerful control elements in organic 

reactions.  Our ability to exploit these interactions has grown with our increased 

understanding of the factors that impact the strength and geometry of these non-covalent 

interactions.  Above, we tried to survey a wide range of organic transformations in 

which aromatic interactions play key roles, demonstrating the breadth of systems for 

which such interactions have been identified to be pivotal for either reactivity of 

selectivity.  Ultimately, the combination of experimental data and computation studies 

has proved invaluable in elucidating the role of these interactions, and will help drive the 

development of more efficient and selective organic reactions moving forward. 
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CHAPTER III  

WEAK INTERMOLECULAR INTERACTIONS* 

3.1. Introduction 

                The Weak non-covalent interactions are prevalent in organic systems and 

accurately capturing their impact is vital for the reliable description of myriad chemical 

phenomena.  These interactions impact everything from molecular conformations and 

stability to the outcome of stereoselective organic reactions and the function of 

biological macromolecules.  These non-covalent interactions have long posed a 

challenge to popular quantum chemical methods, hampering efforts to provide reliable 

computational predictions for many problems in organic chemistry.148  However, recent 

years have witnessed tremendous advances in efficient computational methods suitable 

for the description of these non-covalent interactions, which is enabling reliable 

computational studies of many problems in organic chemistry that would not have been 

feasible a decade ago.  

There have been a number of excellent reviews in recent years covering non-

covalent interactions relevant to organic systems.  For instance, Diederich et al.149 have 

provided general reviews of non-covalent interactions involving aromatic rings, while 

recent reviews of Nishio et al.150-151 have focused on weak hydrogen bonds and CH/π 

interactions. There have also been more focused reviews on non-covalent interactions in 

the context of organic chemistry, including the reviews by Krenske and Houk108 on non-

                                                 

*Adapted with permission from “Weak Intermolecular Interaction” by R.Maji and S. E. Wheeler, 2018. 

Applied Theoretical Organic Chemistry. 289. Copyright 2018 Edited by Dean Tantillo. 
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covalent interactions as control elements in chemical reactions, Johnston and Cheong152 

on non-classical CH…O interactions, Singh and Das153 on lone-pair/π interactions, Matile 

and co-workers38 on anion-π interactions, and Jacobsen et al. on cation-π interactions.154 

Herein, we proceed by first discussing the general classes of non-covalent interactions 

and their physical nature, followed by discussions of the many challenges and pitfalls 

associated with capturing weak non-covalent interactions computationally. This is 

followed by representative examples of non-covalent drawn from across the spectrum of 

organic systems. 

3.2. Nature of Non-Covalent Interactions 

   The Weak Favorable non-covalent interactions can occur between diverse 

functional groups, and there is a plethora of ‘named’ non-covalent interactions in the 

literature.  However, all of these interactions arise from some combination of the same 

fundamental physical interactions.  Non-covalent interactions can be classified based on 

the relative importance of different physical effects, including electrostatic interactions 

(i.e. Coulombic interactions between fixed partial charges), induction or polarization 

effects (i.e. interactions arising from the polarization of one molecule due to its 

proximity to another), dispersion interactions (i.e. interaction of an instantaneous dipole 

in one molecule with the induced dipole in another), and exchange repulsion or Pauli 

repulsion (interaction due to overlapping electron distributions).  Among these, 

dispersion interactions and induction/polarization interactions are always stabilizing, 

while exchange repulsions are always unfavorable.   
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Electrostatic interactions can be either repulsive or attractive, and are often 

discussed in terms of charge-charge, charge-dipole, dipole-dipole, charge-quadrupole, 

etc. interactions.  Often, the first non-zero term of such multipole expansions dominates, 

and the contribution of the higher-order contributions is generally small. For instance, 

the interaction of two neutral, dipolar molecules can often be understood in terms of the 

leading dipole-dipole term based on the favorable orientation of the two molecular 

dipoles.  However, for complexes of larger molecular systems the use of such multipole 

expansions is often on shaky physical ground.  The multipole expansion of an 

electrostatic interaction is always convergent for large intermolecular distances.  That is, 

the interaction of two molecules at large separation (i.e. where the distance between 

molecules is much larger than the dimension of either molecule) can be written exactly 

as a sum of multipolar interaction terms.  As molecules move closer together, this 

expansion becomes more protracted.  Ultimately, when the distance between molecular 

centers is smaller than the radius of either molecule, the multipole expansion of the 

electrostatic interaction diverges!  While the leading term in such divergent multipole 

expansions can still be qualitatively correct, one must be cognizant of the fact that this is 

the first term in a divergent mathematical expression. Thus, while simple concepts such 

as the favorable alignment of molecular dipole moments can often serve as a qualitative 

guide to intermolecular interactions, such simple pictures become more unreliable as the 

sizes of the interacting systems grow larger. 

As noted above, interactions between molecules can also be classified based on 

the identity of the interacting groups, and tremendous efforts have been expended in 
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recent years to understand the origin of these different named interactions.  Many of the 

key classes of interactions are discussed below, with a particular emphasis on those 

involving aromatic rings.  These interactions include π-stacking interactions, ion-π 

interactions, and XH/π interactions, among others.44, 155-156 

 

Figure III-1. Prototypical non-covalent interactions involving aromatic rings. 

 

π-stacking interactions are generally defined as attractive interactions between 

aromatic rings.  However, there has been some recent debate regarding the role of 

aromaticity in these interactions and even the utility of the name “π-stacking interaction” 

itself.43, 56, 61  For instance, Grimme61 showed that for aromatic systems smaller than 

anthracene there does not appear to be anything special about π-stacking interactions 

involving aromatic systems.  That is, saturated cyclic systems (e.g. cyclohexane) interact 

just as strongly as their comparably sized aromatic counterparts.  Bloom and Wheeler56 



 

41 

 

examined the impacts of aromaticity more directly, showing that the π-electron 

delocalization associated with aromaticity actually hinders π-stacking interactions!  That 

is, non-aromatic cyclic conjugated species can actually engage in stronger π-stacking 

interactions than their aromatic counterparts.  Finally, Martinez and Iverson43 reviewed 

both experimental and computational literature on diverse π-stacking interactions, 

coming to the conclusion that the name itself is highly misleading, since the attractive 

nature of these interactions is unrelated to the π-electron systems.  Following Grimme,61 

we elect to use the term π-stacking purely as a geometric descriptor.  That is, we 

consider two π-systems to be “stacked” if they are in a roughly parallel arrangement with 

significant overlap. 

For the simplest system the exhibits π-stacking interactions, the benzene dimer, 

one generally considers three prototypical configurations: sandwich, parallel-displaced, 

and T-shaped (see Figure III-1).  Among these, the sandwich dimer is a saddle point on 

the potential energy surface, and lies about 1 kcal/mol higher in energy than the parallel-

displaced and T-shaped configurations.  Among these, we consider the sandwich and 

parallel displaced configurations to be stacked; the T-shaped dimer is an example of an 

aromatic CH/π interaction (vide infra).  This distinction between the sandwich and 

parallel displaced interactions on the one hand and the T-shaped configuration on the 

other is justified not only on geometric grounds but also on physical grounds; whereas 

the first two configurations are driven primarily by dispersion interactions in the gas 

phase, the T-shaped interaction is primarily electrostatic in origin.157  The strength of π-

stacking interactions can vary considerably across systems, and depends strongly on the 
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incorporation of substituents and heteroatoms as well as the size of the interacting rings.  

Generally, π-stacking interactions increase with increasing size of the arenes.  For 

instance, the π-stacking interaction of two stacked naphthalenes is much stronger than 

two stacked benzenes.61 

There has been considerable effort aimed at understanding the impact of 

substituents on the strength of π-stacking interactions, which can be substantial.54, 155-156, 

158-172 Since the early 1990s, the prevailing model of substituent effects in π-stacking 

interactions was that championed by Hunter and co-workers.167-170  In this electrostatic 

model, π-stacking interactions are maximized when the two interacting arenes have 

complementary electrostatic character.  That is, strong stacking interactions arise when 

an ‘electron-rich’ ring interacts with an ‘electron-poor’ ring.  This view was based on the 

underlying idea that substituents modulate the strength of π-stacking interactions by 

altering the π-electron density of the rings.  However, computational work over the last 

decades, as well as mounting experimental examples of strong π-stacking interactions 

between electron-poor rings, has upended this widely entrenched view.54, 158-163  Wheeler 

et al.155-156, 171-172 have introduced an alternative view, dubbed the local, direct 

interaction model of substituent effects in π-stacking interactions.  In this conceptual 

model, the impact of substituents is primarily a result of direct, through space 

electrostatic interactions between the substituents on one ring and the electric field of the 

other ring.  The practical ramification is that the overall electronic character of the 

interacting arenes is unimportant; instead, the relative strength of π-stacking interactions 
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depends on the presence of favorable or unfavorable local interactions around the 

periphery of the interactions rings.155-156, 171-172 

Ion-π interactions include cation-π and anion-π interactions, in which an atomic 

or polyatomic ion interactions with the face of an aromatic ring.  The former interaction 

has been known for decades, popularized in large part by Dougherty and co-workers77-78, 

173-174 in the mid-1990s.  Cation-π interactions are predominantly electrostatic in origin, 

although cation-induced polarization of the arene by the cation also contributes to 

binding.175  Anion-π interactions are also largely electrostatic, although dispersion and 

induction effects are more important to binding in these systems than in cation-π 

interactions. For instance, Kim et al.176 demonstrated that favorable anion-π interactions 

can arise even in systems in which the electrostatic component of the interaction is 

slightly repulsive.   

Both anion-π and cation-π interactions are widely discussed in terms of charge-

quadrupole interactions, which will be the leading term in the multipolar expansion of 

the electrostatic interaction between an ion and a symmetric (non-dipolar) arene.  

However, the interaction distances in these complexes is often smaller than the radius of 

the arene, rendering such multipole expansions divergent.  Regardless, the strength of 

these interactions across similar arenes is generally well-correlated with the Qzz 

component of the arene quadrupole moment; potential pitfalls arise when considering 

particularly large arenes, in which case the charge-quadrupole model becomes notably 

worse. Electrostatic potentials (ESPs), which implicitly account for all order multipoles 

of the arene, provide a more reliable predictor of the strength of both cation-π and anion-
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π interactions.177-179 For instance, Dougherty and co-workers demonstrated the predictive 

power of ESP plots in the context of cation-π interactions two decades ago.177  More 

recently, Wheeler and Houk178-179 reported very strong correlations between computed 

ESP values at the position of the ion and the interaction energy in model anion-π and 

cation-π interactions (see Figure III-2).  This correlation can break down, however, when 

arenes with drastically different polarizabilities are considered.  In such cases, variations 

in the contribution of induction effects interfere with the correlation of the total 

interaction energies with the electrostatic component predicted by the ESP.  In general, 

the addition of electron-withdrawing substituents to an arene enhances anion-π 

interaction and hinders cation-π interactions; the incorporation of nitrogens into the 

arene has similar impact. 

 

Figure III-2. Interaction energies (kcal/mol) of model cation-π and anion-π interactions 

vs the electrostatic potential (ESP) at the position of ion above the center of substituted 

benzenes.  Data are adapted from Refs 178 and 179 and were computed at the M05-2X/6-

31+G(d) and M06-2X/6-31+G(d) levels of theory for the cation-π and anion-π 

interactions, respectively. 
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XH/π interactions can describe any interaction between any X-H bond and the 

face of an arene.  Common examples include CH/π and OH/π interactions, although 

Cremer et al. recently reported the first examples of BH/π interactions.180  The nature of 

these interactions depends largely on the nature of the X-atom.  For instance, Bloom et 

al.74 showed that as one progresses from BH/π to FH/π interactions, there is a shift from 

largely dispersion-driven interactions (in BH/π and CH/π interactions) to almost entirely 

electrostatic for FH/π interactions.  Similarly, for a given type of XH/π interaction there 

can be variation in the electrostatic component with changes in hybridization.  For 

instance, whereas sp3-hybridized CH/π interactions (e.g. CH4
…benzene) are largely 

dispersion-driven, there is a significant contribution from electrostatic effects in sp-

hybridized CH/π interactions (e.g. acetylene…benzene). 

One final, less well-appreciated non-covalent interaction that has emerged as a 

key factor in a surprising number of organic systems is the CH…O interaction.  These 

non-classical hydrogen bonds were recently reviewed by Johnston and Cheong152 and 

have been shown to be key stereocontrolling elements in a wide range of 

organocatalyzed reactions. 

The presence of a formal charge on one or more interacting species can 

significant impact the strength and geometry of these non-covalent interactions.  For 

instance, in 2002, Cannizzaro and Houk181 reported remarkably strong CH…O 

interactions in R3N
+C–H…O=C complexes, which are important in the context of 

molecular recognition and stereoselective catalysis.  Moreover, this enhanced interaction 

was predicted to persist even in water. Subsequent work by Scheiner et al.182-183 has 
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examined the impact of ionic charge more broadly, considering a number of model non-

covalent interactions.  In 2014, Nepal and Scheiner182 examined the impact of ionic 

charge on CH/π interactions in model complexes of tetraalkylammonium cations with 

benzene (see Figure III-3), finding that such complexes are considerably more strongly 

bound than their neutral counterparts. Similarly, computations revealed that complexes 

of methylamines and thioethers with N-methyaetamide (NMA) are strengthened 

considerably by adding an additional methyl group to the proton donor. These effects are 

tempered somewhat by polar solvents, but the ionic complexes were predicted to retain 

their favored status even in water.  

 

Figure III-3. Model complexes studied by Nepal and Scheiner182 to understand the 

impact of charge on CH/π interactions. Reprinted from American Chemical Society. 

 

In cases where both interacting molecules bear formal charges, one must be 

careful not to convolute the strength of a specific non-covalent interaction with the 

overall intermolecular Coulombic interaction between two charged species.  For 

instance, in 2011, D’Oria and Novoa184 introduced the concept of cation-anion hydrogen 
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bonds, which exhibit binding energies sometimes exceeding 200 kcal/mol! However, 

these complexes are cases in which the interacting species bear complementary ionic 

charges, and the vast majority of the reported gas-phase interaction energies are simply 

the result of the Coulombic interactions between two species.  The hydrogen bonding 

interactions themselves are likely not much stronger than conventional hydrogen bonds 

(see Figure III-4). 

 

Figure III-4. Example of a cation-anion hydrogen bond from D’Oria and Novoa.184 

 

3.3. Methods to Study Non-Covalent Interactions 

   Much of our understanding of non-covalent interactions involving aromatic 

rings stems from experimental probes of these interactions.  In particular, a number of 

groups have devised molecular balances and various supramolecular complexes that 

enable the experimental quantitation of non-covalent interactions.185-193  For instance, 

Shimizu and co-workers185 recently designed a molecular balance to probe the deuterium 

isotope effect on CH/π interactions, finding that this effect is either very small or non-
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existent.  Many other torsional balance systems have provided unprecedented insight 

into the nature of non-covalent interactions, including the effects of solvents.191-193 Much 

of the work in this area was reviewed in 2010 by Cockroft and co-workers.194 

Complementary information has been gleaned from gas-phase computational 

studies of both model non-covalent complexes and more realistic systems.   However, 

the application of popular electronic structure methods to systems in which non-covalent 

interactions play key roles is rife with pitfalls.148 For more than a decade, the venerable 

B3LYP functional was the workhorse of computational quantum chemistry.  By 

providing relatively reliable structures, thermochemistry, and reaction barrier heights at 

a modest computational cost, B3LYP was the obvious choice for the vast majority of 

computational studies of medium-sized organic molecules.  However, significant 

weaknesses in B3LYP became apparent as attention turned to larger molecular systems.  

The major weakness stemmed from the inability of B3LYP and other conventional DFT 

to functionals to capture dispersion effects. 

For instance, B3LYP and other conventional functionals predict purely repulsive 

interaction potentials for the benzene sandwich dimer, whereas reliable ab initio 

methods indicate a binding energy of nearly 2 kcal/mol (see Figure III-5).  Until about a 

decade ago, capturing dispersion-driven non-covalent interactions required the use of 

computationally demanding ab initio methods.  In particular, coupled cluster theory [e.g. 

CCSD(T)] with large basis sets has been applied to many model non-covalent complexes 

to provide benchmark-quality interaction potentials.  Conventional second-order Møller-

Plesset perturbation theory (MP2), which is considerably cheaper and can be applied to 
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relatively large molecular systems, tends to overestimate dispersion interactions.  

However, the spin-component-scaled variant, SCS-MP2,195 largely corrects this 

deficiency and has been used to provide reliable interaction energies for many non-

covalent complexes.  

 

Figure III-5. Interaction potentials for the benzene sandwich dimer computed using 

popular DFT functionals compared to benchmark CCSD(T) data from Sherrill and co-

workers.196 All DFT computations utilized the 6-311+G(d,p) basis set. 

 

Fortunately, there have been a number of advances in DFT methods in the last 

decade, and many functionals are now available for reliable studies of non-covalent 

interactions in organic systems.  The most popular approaches employ the semi-

empirical dispersion corrections of Grimme and co-workers (so-called –D functionals, 

e.g. B97-D, ωB97X-D, etc.)19, 21 and the M05 and M06 suites of functionals from 
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Truhlar and co-workers (e.g. M05-2X and M06-2X).85, 87, 197-200  Such methods provide 

varying degrees of accuracy when applied to model stacked systems (see Figure III-5) 

and have proved reliable when applied to large organic systems in which dispersion-

driven non-covalent interactions play key roles. Consequently, these methods are now 

widely used in the computational organic chemistry community.  However, it should be 

noted that the M06 family of functionals is particularly sensitive to the choice of 

integration grid, and the use of the default integration grid in many popular electronic 

structure packages can lead to substantial errors in both predicted reaction energies and 

interaction energies.201-204 Other computational tools available for quantifying individual 

non-covalent interactions in organic systems including Bader’s quantum theory of 

atoms-in-molecules (QTAIM) and the natural bond orbital (NBO) approach of Weinhold 

et al.205-206  

There are also a number of qualitative tools that are widely used to understand 

non-covalent interactions in organic systems. Chief among these are molecular 

electrostatic potential plots (ESPs, see Figure III-6).  Unfortunately, these ESP plots are 

often misinterpreted and misused.  The primarily problem arises from the connections 

between the electron density and the ESP.  Many organic chemists conflate the 

electrostatic potential in a region with the local electron density. Common descriptions 

such as “electron-rich” and “electron-poor” only serve to exacerbate this problem.   

However, electrostatic potentials and electron densities are distinct, and, while they often 

track each other, there are countless examples where they do not.  Most importantly, a 

change in the ESP in some region of space does not necessarily indicate a change in the 



 

51 

 

electron density in the corresponding region. This can be seen most clearly for aromatic 

molecules; in 2009, Wheeler and Houk207 showed that substituent effects on the ESPs of 

substituted arenes are dominated by the through-space effects of the substituents, not any 

substantial changes in the π-electron density of the arene.  For instance, the drastic 

differences among the ESPs over the centroids of the rings shown in Figure III-6 are due 

almost entirely to the through-space electrostatic effects of the substituents; any small 

differences in the π-electron densities of these rings have an almost negligible impact.  

Similarly, Wheeler and Bloom208 showed that changes in the ESPs above the centroids 

of many N-heterocycles are not due to changes in the π-electron density, as is commonly 

assumed. 

 

Figure III-6. Molecular electrostatic potentials (ESPs) of several monosubstited 

benzenes. Reprinted from American Chemical Society. 

 

Finally, Yang et al. introduced the now widely-used NCI method,29, 209 which 

provides a graphical representation of repulsive and attractive inter- and intramolecular 

interactions based on an analysis of the electron density and its gradient. The resulting 

“NCI plots” provide a useful guide for comparing weak inter- and intramolecular 

interactions among different organic systems. 
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3.4. Examples of Non-Covalent Interactions in Organic Synthesis 

Having established the broad range of computational tools that are now available 

to study non-covalent interactions in the context of organic systems, we next discuss 

representative examples in which insight into non-covalent interactions has can be 

gleaned from careful computational studies. 

3.4.1 Non-Covalent Interaction as a Conformational Controlling Elements  

Intramolecular non-covalent interactions can have considerable impact on the 

conformations of organic molecules.  For instance, Nishio and co-workers151 have 

provided intriguing examples of the impact of non-covalent interactions on molecular 

conformations, even suggesting that some well-established phenomena like the alkyl 

ketone effect and anomeric effect are artifacts of stabilizing non-covalent interactions. 

Similarly, work by Nishio et al.150, 210-211 also suggested that the relatively small energy 

difference between axial and equatorial conformers of halogenated cyclohexanes, as 

compared to alkyl cyclohexanes, may be ascribed to stabilizing 1,3-diaxial X….H non-

covalent interactions.  

Nishio et al.212 have also shown that non-covalent interactions play key roles in 

the conformations of larger molecules. For instance, levopimaric acid adopts in folded 

conformation, as opposed to the more sterically relieved extended conformation one 

might expect (see Figure III-7). Nishio et al.213 showed computationally that for model 

compounds, the folded conformer benefits from stabilizing CH/π interactions between 

the conjugated diene ring and nearby methyl group.  
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Figure III-7. Folded and extended conformers of levopimaric acid studied by Nishio et 

al., who showed computationally that CH/π interaction stabilize the folded conformer. 

 

Scheiner, Smith et al.214 have also presented a compelling study in which they 

demonstrated the switching of conformational preference in flouroamides through non-

covalent CH…O interactions. α-flouroamides are known to have a strong tendency to 

adopt trans-planar conformations in which the fluorine is anti to the carbonyl, 

minimizing electrostatic repulsion (see Figure III-8a).215  However Smith et al.214 

envisioned that  gradually increasing fourine substitution, along with the incorporation 

of a suitable proton acceptor, could  override this inharent conformational bias. A 

computed torsional potential energy scan for model fluoroamides confirmed that the 

conformer with a trans-planar OCCF dihedral angle is favored by 6 kcal/mol over the 

corresponding cis-planar conformation in the case of CH3NHCOCH2F; for 

CH3NHCOCHF2 this energy difference is reduced to 4 kcal/mol.   A more elaborate 

system was then devised in which a carbamate group was installed that could interact 
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with the CHXF group through CH…O interactions (see Figure III-8b).  Ultiumately, 

extensive computational analyses demonstrated that this CH…O interaction was 

sufficient to overcome the inherent bias for trans-planar configurations of fluoramides 

and render the two planar conformations roughly isoenergetic (See Figure III-8c).  

 

Figure III-8. (a) Strongly preferred trans-planar conformer of α-fluoroamides; (b) 

modified system devised by Scheiner, Smith et al.214 to prove the ability of CH…O 

interactions to impact conformations; (c) lowest-lying computed conformers, in which 

the cis-planar conformer is nearly isoenergetic  with the trans-planar conformer due to 

favorable CH…O interactions in the former.  

 

3.4.2 Non-Covalent Interaction in Supramolecular Systems 

Non-covalent interactions play vital roles in supramolecular chemistry, and non-

covalent interactions involving aromatic rings have proved particular useful in sensing 
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applications.  For instance, Johnson et al.216 reported a tripodal urea based receptors that 

shows excellent selectivity towards nitrates. They observed that anion-binding by this 

receptor followed the general trend NO3
– > Cl–  > Br– > I–. However, this substrate 

specificity is lost in the absence of the three fluorines of the central phenyl ring. This 

suggested that an anion-π interaction between the bound anion and central phenyl ring, 

which would only be favorable in the case of the trifluorophenyl case, is important for 

selectivity (see Figure III-9). 

 

Figure III-9. Tripodal urea based anion receptor of Johnson et al.216 

 

Other anion-binding receptors have been designed that rely on anion-π 

interactions, including the anion receptor cage based on triazine linked by trialkylamines 

pioneered by Mascal et al.,217 the naphthalene diimide (NDI) based fluoride sensor by 
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Saha et al.,218 the NDI based prism and macrobicyclic cyclophane derivative of Stoddart 

et al.,219-220 and the NDI based “anion-π slides” of Matile and coworkers.221 

3.4.3 Non-Covalent Interactions in Organic Reactions 

Non-covalent interactions have also emerged as a powerful strategy for 

controlling the outcomes of organic reactions, with applications across both catalytic and 

non-catalytic transformations.  A number of groups have reviewed this area;38, 108, 152-154 

here, we present several selective examples of organic reactions in which various non-

covalent interactions play vital roles.  

Tambar, Tantillo, and coworkers documented the key roles of various weak 

interaction in the enantioselectivity of a phosphoric acid catalyzed aromatic aza-Claisen 

rearrangement.222 Through computations, they showed that the catalyst engages with the 

substrate via NH…O and CH…O interactions; the 9-anthracenyl group of the catalyst 

blocks the bottom Si face, forcing the reaction to take place on the less crowded Re face. 

Moreover, it was shown that the higher selectivity in the case of aromatic substituents, 

compared to aliphatic substituents, can be attributed to additional stabilizing edge-to-

face CH/π interactions in former cases (see Figure III-10). 



 

57 

 

 

Figure III-10. Phosphoric acid catalyzed aromatic aza-Claisen of Tantillo, Tambar, and 

co-workers, along with their computed TS structure featuring a number of pivotal non-

covalent interactions. Reprinted from American Chemical Society. 

 

Nagasawa and co-workers223 examined the role of non-covalent interactions in 

the stereoselectivity of an oxidative kinetic resolution of a tetralone derived β-ketoester 

using a guanidine-bisurea organocatalyst.  In addition to hydrogen bonding interactions, 

dispersion-driven  CH /π  and π-stacking interactions played a crucial role in stabililizing 

the TS leading to the favored isomer (see Figure III-11).  Although they did not quantify 

the impact of individual non-covalent interactions, their overall predicted free energy 
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differences between diastereomeric TS structures were in perfect agreement with 

experimental stereoselectivities. 

 

Figure III-11. Oxidative kinetic resolution of Nagasawa and co-workers, along with a 

key TS structure featuring non-conventional CF…H,  π-stacking, and CH/π interactions. 

 

Finally, we note that a thorough understanding of non-covalent interactions can 

pave the way for the design improved catalysts. Cheong, Schedt and co-workers224 used 

their understanding of non-classical hydrogen bonds (NCHBs) to design an 

imidazolium-derived N-heterocyclic carbine catalyst for asymmetric homoenolate 

additions to acyl phosphonates.  They envisioned that formation of the major (S,S) and 

minor (R,R) enantiomeric products stem from the nucleophilic attack of the acyl 
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phosphonate carbonyl by the homoenol, whereby differential stabilization of the 

phosphonyl oxygen by the aryl protons of the catalyst through NCHBs is mainly 

responsible for the observed stereoselectivity. A careful computational analysis of 

competing transition states revealed a number of important non-covalent contacts 

stabilizing the TS structures leading to both the major and minor products.  This analysis 

suggested that methyl substitutions at the meta positions of the terminal phenyl would 

further destabilize the TS structure leading to minor enantiomer, which was then 

demonstrated experimentally (see Figure III-12).  Replacing these methyl groups with 

even bulkier ethyl groups further increased the er to 94:6. 

 

Figure III-12. NHC-catalyzed asymmetric homoenolate additions to acyl phosphonates, 

along with the computationally-derived strategy for enhancing stereoselectivity. 

 

3.4.3 Non-Covalent Interactions in Biology Systems 

Non-covalent interactions play vital roles in myriad biological systems,225 

impacting everything from the structure and stability of DNA and proteins to the binding 
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of ligands by proteins.   As such, understanding these non-covalent interactions is 

important for understanding biological function and for the design of pharmaceuticals. 

Understanding π-stacking interactions is particularly important within the context of 

drug design.  For instance, Klebe and co-workers226 developed a potent inhibitor for 

aldol reductase featuring a m-nitrophenyl ring. X-Ray data revealed that the binding of 

this inhibitor is driven in large part by the stacking interaction of this m-nitrohphenyl 

ring with Trp111 chain in the binding pocket (see Figure III-13).  Moreover, removal of 

the nitro group eroded the binding affinity by almost an order of magnitude, 

demonstrating the importance of substituent effects on π-stacking interactions and their 

subsequent impact on ligand binding.  

 

Figure III-13. Aldol reductase inhibitor from Klebe and co-workers226 whose binding is 

driven in part by a π-stacking interaction between a nitrophenyl ring and Trp111 (PDB 

code: 2IKG).  
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π-stacking interactions are also important in DNA-intercalation phenomena, 

which have been widely studied using computational quantum chemistry.227-230  For 

example, Hobza and co-workers228 studied π-stacking interactions of four intercalators 

used in antitumor chemotherapy, showing that the binding is driven by a combination of 

electrostatic and dispersion interactions. Hargis et al.230 studied the stacking interactions 

of DNA-base pairs  with benzo[a]pyrene diol epoxide, (+)BaP-DE2, which the major 

carcinogenic component of tobacco smoke and soot (see Figure III-14).  DFT 

optimizations showed that in some of the most favorable non-covalent complexes with 

the GC base pair, the epoxide is positioned for nucleophilic attack by the exocyclic 

amine of guanine.  This provided a potential explanation for the strong tendency of this 

carcinogen to form covalent adducts to GC-rich regions of double stranded DNA. 

 

Figure III-14. Stacked complex of benzo[a]pyrene diol epoxide with the GC base pair in 

which the exocyclic amino group of guanine is ideally positioned for backside 

nucleophilic attack of the epoxide, from Hargis et al.230 

 

Other non-covalent interactions abound in biological systems. For instance, 

Tantillo and coworkers231 have probed the role of CH/π interactions as modulators of 

carbocation structure, with important implications in the panoply of cation-
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rearrangements operative terpene biosynthesis.  Efficacy of inhibition of the peroxisome 

proliferator activated receptors(PPAR) with its selective inhibitor partly reasoned due to 

favorable SH….π interaction232 while the inhibitor binding to Chk1 kinase is operative 

via the putative involvement of CH….O and NH….π interactions233.  CH….O interaction 

known to be involve catalytic mechanisms of numerous enzymes including serine 

proteases and methyltransferases.234 

Finally, we note rapidly growing interest in anion–π interactions in biological 

systems, driven in large part by computational analyses of the PDB that have revealed 

many close contacts between anions and aromatic rings. Such structural studies are often 

accompanied by DFT or MP2 studies of the underlying non-covalent interactions. In 

2013, Frontera and coworkers deciphered the key involvement of anion- π interactions 

Flavin dependent oxidoreductases.235  X-ray crystal structure analysis along with DFT 

computations indicates that π-system of flavin adenine dinucleotide plays a key role to 

stabilize the anionic intermediate via an anion-π interaction. Similarly, the inhibition of 

ureate oxidate by cyanide has been explained based on attractive anion-π interactions 

between the CN– anion and uric acid moiety.236   

3.5. Practical Considerations 

Modern DFT methods have opened the door for reliable studies of a broad range 

of organic systems in which non-covalent interactions play key roles. However, such 

studies must be carried out with due caution, since the description of these dispersion-

driven interactions are not well-described by many once-popular methods.  Although the 

impact of dispersion interactions might fortuitously cancel for a given system, 
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explaining the surprisingly good results derived from many older functionals such as 

B3LYP in many cases, in general it is mandatory to account for dispersion effects in any 

organic systems beyond a few dozen atoms.  Luckily, there are now many widely-

available DFT functionals that provide good descriptions of these interactions.  In 

general, the 2nd and 3rd generation empirical dispersion corrections from Grimme et al. 

(the so-called -D2 and –D3 methods)19, 21 are the simplest to employ, and can be paired 

with any well-behaved DFT functional.  We have found that the B97-D functional,19, 237 

when paired with a triple-ζ basis set (such as def2-TZVP),238 provides reliable 

predictions across many different non-covalent interactions and organic systems. 

Moreover, when paired with density fitting techniques, B97-D computations are 

inexpensive and can be routinely applied to systems with 100s of atoms or to 1000s of 

systems with dozens of atoms. However, as always, one must be careful to reliably 

capture all properties of interest.  In this regard, it should be noted that B97-D provides 

reaction barrier heights and overall reaction thermochemistry that are often in significant 

error relative to experiment or more robust computational methods.  More sophisticated 

functionals, including ωB97X-D,239 ameliorate many of these problems, providing 

accurate predictions for non-covalent interactions, kinetics, and reaction 

thermochemistry.  Of course, this comes with some increase in computational cost.  

 



 

64 

 

CHAPTER IV  

CHIRAL PHOSPHORIC ACID CATALYSIS: FROM NUMBERS TO INSIGHTS* 

4.1. Introduction 

Chiral phosphoric acid (CPA) catalysed reactions, interest in which has grown 

considerably over the last dozen years (see Figure IV-1A),11 have opened up previously 

inaccessible enantioselective synthetic routes and now constitute a key area of growth in 

the field of organocatalysis. Despite this progress, considerable gaps in our 

understanding of the modes of activation and stereoinduction in these reactions remain. 

In recent years, computational studies have unravelled key aspects of these reactions, 

providing insight into their often high degrees of activity and stereoselectivity and 

paving the way for more effective CPA catalysed transformations. 

Paton and co-workers240 recently provided a tutorial review on the computational 

modelling of stereoselective organic reactions, covering both computational methods as 

well as fundamental concepts important for understanding stereoselectivity (kinetic vs. 

thermodynamic stereoselectivity, the Curtin-Hammett principle, etc). Here we provide a 

detailed account by delving more deeply into computational studies of CPA catalysed 

reactions in particular, showing how careful analyses of computed transition state (TS) 

structures can help turn numbers into insights. We commence with an outline of the 

computational tools that can be used to understand CPA catalysed reactions. 

                                                 

* Adapted with permission from “Chiral Phosphoric Acid Catalysis: from numbers to insights” by R.Maji, 

S.C. Mallojalla and S. E. Wheeler, 2018. Chem. Soc. Rev.. 47, 1142. Copyright 2018 Royal Chemical 

Society. 
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Subsequently, we describe various factors impacting stereoselectivity followed by 

qualitative models that have been developed to predict the stereochemical outcomes of 

these reactions. Next, we discuss the primary activation modes operative in these 

reactions as well as important categories of CPA catalysed reactions in which 

computational studies have proved vital to understanding stereoselectivity. This is 

followed by examples in which computations have provided a deeper understanding of 

other mechanistic aspects of these reactions. We conclude by highlighting outstanding 

challenges and areas that deserve special attention. Although this review is focused 

primarily on CPAs, selected examples of similar axially chiral phosphoramidites and 

phosphoramides are also included (see Figure IV-1B), since computational chemistry 

has also provided important insights into these related transformations. 

 

Figure IV-1 (A) Growth in the number of papers on CPA-catalysed reactions; (B) Chiral 

phosphoric acids (CPAs) and similar catalysts discussed in this work. 
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4.2. Theoretical methods and tools to analyze reactivities and selectivities 

4.2.1 Computational Methods 

Quantum chemical methods applicable to large organic systems have matured 

considerably in recent years, and the relative free energies of transition states for 

complex organic reactions can be computed with remarkable accuracy. Such methods 

include combined quantum mechanics/molecular mechanics (QM/MM) and QM/QM 

methods as well as Kohn-Sham density functional theory (DFT), which is well-suited for 

systems with 50-100 atoms. In QM/MM-based methods, such as ONIOM, parts of the 

system are treated quantum mechanically whereas other components (typically those not 

directly involved in the reaction) are treated using classical MM methods. A decade ago, 

such methods were widely employed to study CPA-catalysed reactions out of necessity. 

In these studies, the phosphoric acid moiety of the catalyst and the reactants were 

typically treated at the DFT level while the remaining components of the catalyst were 

treated at the MM level. However, with continued advances in computational hardware 

(following Moore’s Law) and algorithms, reactions catalysed by large CPAs can now be 

treated entirely with DFT.  

Such applications of DFT need to be done with care, however, to ensure that the 

many dispersion-driven noncovalent interactions operative in these systems (vide infra) 

are treated accurately. For example, the B3LYP functional, which for many years was 

the workhorse of computational organic chemistry, fails to account for dispersion-like 

interactions and can subsequently provide inaccurate results for CPA catalysed reactions. 

Luckily, the last decade has witnessed tremendous advancements in DFT methods that 
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capture dispersion-driven interactions.  Chief among these are the empirical dispersion 

corrections from Grimme et al. (the so-called –D methods), which can be coupled with 

any well-behaved DFT functional (B3LYP, B97, TPSS, etc.).  The continuum solvent 

models PCM and SMD have proved sufficient (and necessary!) for many of these 

reactions, although inclusion of explicit solvent is sometimes required. 

In general, stereoselectivity depends on the difference in free energy between 

competing transition states, ΔΔG‡. However, we note that many authors utilize 

enthalpies (or even electronic energies) due to errors associated with computing the 

entropic contributions to ΔΔG‡. Once structures of key TS structures have been 

optimized, the battle has only begun, and one must turn to other computational tools in 

order to understand the origin of the energy difference between stereocontrolling 

transition states. Such tools are described in the following sections. 

4.2.2 Distortion-interaction and fragmentation studies 

Distortion-interaction analysis (or the activation-strain model), was introduced to 

explain trends in barrier heights of bimolecular reactions.241 In such analyses, the 

reaction barrier (ΔE‡) is decomposed into the energy required to distort the reactants into 

the TS geometry (ΔEdist) and the interaction energy between these distorted fragments 

(ΔEint = ΔE‡ – ΔEdist).  Distortion-interaction has also proved useful in explaining the 

difference in energy between stereocontrolling TS structures in asymmetric reactions.  In 

such applications, the reaction barrier is decomposed into the energy required to distort 

the reacting substrates and catalyst into their TS geometries and the interaction energy 

between the distorted substrates and catalyst.  It is important to note that in contrast to 
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the original applications to bimolecular reactions, in which ΔEint reflected the extent of 

formation of the forming/breaking bonds, in applications to asymmetric reactions ΔEint 

reflects the noncovalent interactions between the substrate and catalyst; any differences 

in the extent of formation of forming/breaking bonds is included in the substrate 

distortion energy. 

 

Scheme IV-1. Reactions demonstrating the use of distortion-interaction analysis to 

explain stereoinduction.242-245 

 

Distortion-interaction analyses can be complemented by fragmentation studies, in 

which selected portions of optimized TS structures (e.g. aryl-substituents) are removed 

and replaced with hydrogens while holding the rest of the structure fixed.244, 246 This can 

help pinpoint differences in interaction energies between similar stereocontrolling 

structures by systematically eliminating sources of noncovalent interactions. It should be 

noted, however, that such fragmentations often lead to only qualitative predictions of the 

strengths of these interactions; that is, the act of severing covalent bonds can lead to 

significant changes in the resulting interaction energies. The result is that the sum of 
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individual interaction energies is not always in strict agreement with the interaction 

energies computed for the intact TS structures. 

Within the framework of distortion-interaction analyses, the stereoselectivity of 

CPA-catalysed reactions can be distortion-controlled, interaction-controlled, or 

controlled by both distortion and interaction energies.  Among distortion-controlled 

reactions, stereoselectivity can arise from differences in either catalyst or substrate 

distortion, or both. For instance, Champagne and Houk242 showed that distortion of the 

catalyst is mainly responsible for stereoselectivity in intermolecular oxetane ring-

openings by in situ generated HCl (Scheme IV-1, reaction I). By excising the flanking 

aryl groups on the catalyst, they further showed that the excess catalyst distortion in 

TSminor arises primarily from the phosphoric acid functionality of the catalyst. On the 

other hand, Duarte et al.243 showed that in chiral phosphate mediated desymmetrizations 

of aziridinium and episulfonium ions (Scheme IV-1, reaction II), the stereoselectivity is 

primarily a result of excess substrate distortion in the TS leading to the minor 

stereoisomer.  

With regard to interaction-controlled reactions, Maji et al.244 showed that the 

selectivity of reaction III (Scheme IV-1) is governed primarily by differences in 

interaction energies between the catalyst and substrates. Finally, Jindal et al.245 provided 

a recent example in which both distortion and interactions control selectivity (Scheme 1, 

reaction IV). In this Pd(II)-Brønsted acid catalysed migratory ring expansion of an 

indenylcyclobutanol, DFT computed structures for the stereodetermining step exhibit a 

nearly orthogonal arrangement of two chiral phosphates around Pd in TSmajor, while 
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TSminor shows a nearly coplanar arrangement. The square planer geometry around the Pd 

in the latter case leads to greater distortion than seen for TSmajor. Furthermore, TSmajor 

enjoys more C–H···π interactions compared to its counterpart and hence enjoys more 

favourable interactions.  

Despite its demonstrated utility, distortion-interaction analyses alone do not 

always provide a comprehensive understanding of the mode of stereoinduction in CPA-

catalysed reactions, since such analyses fail to quantify the separate contributions of 

steric interactions, dispersion interactions, and electrostatic interactions to the energy 

difference between stereocontrolling TSs.   

4.2.3 AIM analysis and NCI plots 

A number of computational tools have been developed to identify noncovalent 

interactions by analysing electron densities. In the atoms-in-molecules (AIM) 

framework, the presence of a bond path and bond critical point (BCP) along the bond 

path has been deemed an indicator of bonding interactions between two atoms. The 

stereoselectivity of several CPA-catalysed reactions has been attributed to differential 

noncovalent interaction based in part on the use of AIM to pinpoint crucial noncovalent 

contacts. For instance, Sunoj and co-workers247-248 used AIM to identify the weak 

interactions responsible for stereoinduction in several CPA-catalysed reactions. In the 

case of an asymmetric sulfoxidation reaction,247 preferential Re facial addition was 

explained by the greater number of favourable noncovalent contacts, as identified by 

AIM (Figure IV-2). 
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Figure IV-2. Stereocontrolling TS for CPA Catalysed asymmetric sulfoxidation reaction 

along with their relative free energies in kcal mol-1.247  

 

 

Figure IV-3. NCI analysis (blue, strong attraction; green, weak interaction; red, strong 

repulsion) of stereocontrolling TSs for CPA catalysed kinetic resolution of hydroxyl 

ester along with their relative free energies in kcal mol-1.249 Reprinted from American 

Chemical Society. 
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Noncovalent interactions can also be visualized by using the noncovalent 

interaction (NCI) index of Yang and co-workers,209 which is also based on analyses of 

the electron density. Plots of the NCI index provide a qualitative mapping of inter- and 

intramolecular noncovalent interactions, with colours differentiating attractive and 

repulsive interactions. This enables a quick comparison of the dominant interactions 

operative in competing TSs. For instance, Changotra et al.249 used NCI plots in their 

study of CPA catalysed kinetic resolutions of hydroxyl esters (Figure IV-3). Comparison 

of NCI plots for the major and minor TS structures reveals the presence of significantly 

more stabilizing dispersion-like interactions (green surfaces) in the former than in the 

latter.  

4.2.4 NBO and Electrostatic potentials 

Finally, natural bond orbital (NBO) analyses and analyses of ESPs provide 

means of quantifying specific noncovalent interactions in CPA-catalysed reactions.  

These approaches are particularly useful in unravelling the impact of competing 

noncovalent interactions in TS structures. For example, in their study of chiral phosphate 

mediated desymmetrizations (Scheme IV-1, reaction II), Duarte and Paton243 utilised 

NBO second-order perturbation theory to quantify a key CH…O interaction between the 

catalyst and substrate (Figure IV-4A). Similarly, Paton and co-workers250 also identified 

an important arene metal interaction in both the rate and stereodetermining oxidative 

coupling TS in the course of designing a chiral phosphoramadite ligand for a 

stereoselective Rh-catalysed [5+2] ynamide cycloaddition. In this case, NBO analysis 
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enabled the quantification of -d donation and d to * back-bonding in this reaction 

(Figure IV-4B), providing key insights that formed the basis for the design of a modified 

ligand that provided enhanced selectivity.  

 

Figure IV-4. NBO quantification of interactions in CPA catalysis243, 250 

 

An estimate of electrostatic interactions can be gleaned from computed ESPs of 

stereocontrolling TSs. The ESP is the electrostatic interaction that a positive test charge 

would experience at a point in space near a molecule, and reflects the balance between 

the repulsion of this test charge by the nuclei and the attraction by the molecular electron 

density. Since the ESP at a given point depends on the electron density everywhere in 

space, even a remote change in the electron density distribution can impact the ESP at a 

given point. As such, one should be cautious not to conflate changes in the ESP with 
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local changes in the electron density.  In general, the electrostatic interaction between 

two molecules or molecular fragments can be approximated as the product of the charges 

due to one molecule (or fragment) with the ESP arising from the other molecule (or 

fragment). In this way, the electrostatic contributions of interactions in competing 

stereocontrolling TS structures can be compared in a semi-quantitative fashion. 

 

Figure IV-5. Quantification of relative electrostatic stabilization (ΔΔE, in kcal mol-1) of 

a key proton in competing stereocontrolling TS structures.244 The NPA charge (e) of this 

proton and ESP (in kcal/mol) due to the phosphate at the position of this proton are also 

provided.  

 

For example, Maji et al.244 used ESPs to quantify the contribution of electrostatic 

interactions to the energy difference between stereocontrolling TS structures in 

intramolecular oxetane ring openings. They found that a key proton resides in a more 

favourable electrostatic environment in TSmajor than in TSminor (see Figure IV-5). More 

precisely, the ESP at the position of this in TSmajor and TSminor (Figure IV-5) is –122.3 
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and –108.1 kcal/mol, respectively.  Taking the product of these ESPs with the 

corresponding NPA charges reveals a 3.0 kcal/mol preferential electrostatic stabilization 

of the former. 

4.3. Key stereodetermining factors in CPA catalyzed reaction 

4.3.1 Steric environment 

The steric environment around the chiral phosphoric acid framework has long 

been considered the dominant determining factor for stereoselectivity of CPA catalysed 

reactions. The presence of aryl side chains in the 3,3’ positions of CPAs creates a well-

defined, tuneable chiral binding cavity for the reacting substrates. As such, many 

explanations of the stereoselectivity of CPA-catalysed reactions hinge on the 

destabilization of the disfavoured TS through steric interactions of the substrates with 

the flanking aryl groups of the catalyst. This is the basic presumption behind the 

“Quadrant Projection” and “Goodman Projection” models described below in Section 

4.4.  

Reid and Goodman251 have championed the idea that steric interactions between 

substrates and CPA catalysts can be broadly divided into proximal and remote steric 

effects (Figure IV-6A). Moreover, they showed that these effects can be quantified based 

on readily computed energetic and geometric parameters of CPA catalyst components. 

In particular, proximal steric effects are captured by two physical parameters: 1) A 

values for the distal substituents, which correspond to the thermodynamic difference 

between diaxial and diequitorial conformations of 1,3-disubstituted cyclohexanes; and 2) 

rotational barriers of the aryl side chains, which capture the energy required for rotation 
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around the central C-C bond to circumvent the destabilizing eclipsing interaction 

between attached R groups with the hydrogens of the opposing aryl ring. Remote steric 

interactions, on the other hand, can be described by the so-called AREA angle (A 

Remote Environmental Angle). AREA(θ) is defined as the smallest angle between the 

vector p (which goes from the midpoint of the naphthol oxygens to the Ph) and all 

possible c vectors (which extend from the Ph to each atom on the 3,3’-substituents).  

 

Figure IV-6. (A) Key steric parameters identified by Reid and Goodman251 or CPA 

catalysed reactions. (B) Key stereocontrolling TS for a CPA-catalysed aza-ene reaction 

between glyoxylate and ene-carbamates.252 

 

Steric interactions can impact stereoselectivity through two limiting mechanisms. 

Typically, these interactions destabilize one TS relative to competing TSs. In extreme 

cases, steric interactions can completely eliminate access to one prochiral face of a 

substrate in a pre-formed substrate/catalyst complex. The former category is widely 
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represented in the examples of CPA-catalysed reactions discussed in Section 6. As far as 

the second group, Terada et al.252 rationalised the enantioselectivity of a CPA-catalysed 

aza-ene reaction between glyoxylate and ene-carbamate based on DFT computations 

(see Figure IV-6B). They reported that the two H-bonds between the catalyst and 

glyoxolate in the pre-reaction complex forces a coplanar orientation of the substrate with 

the phosphoric acid moiety. Based on these results, they argued that the re face of the 

aldehyde is shielded by the aryl side chain of the catalyst, thereby promoting 

nucleophilic attack of the carbamate from the si face. 

Steric interactions can be difficult to quantify, since frequently it is distortion 

effects that arise to avoid steric interactions that drive selectivity, not the steric 

interactions themselves.  For instance, the confined size and shape of the binding cavity 

of CPAs often induces significant distortion of either the catalyst or substrates to avoid 

significant steric clashes; the two distortion-guided reactions242-243 described in Section 

2.2 are examples. This effect can be particularly pronounced for CPA’s that are 

relatively rigid (e.g. SPINOL derived CPAs). The excellent performance of axially chiral 

imidodiphosphoric acids,247 with respect to their monomeric counterparts, can also be 

attributed in part to the greater  ability of these more confined binding pockets to 

discriminate between stereoisomers via steric effects. 

4.3.2 Noncovalent Interactions 

The last decade has seen an increasing appreciation of the importance of 

attractive noncovalent interactions in organic systems in general and CPA catalysed 

reactions in particular.253-254 The presence of heteroatoms bearing significant partial 
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charges as well as aryl groups that flank the reacting centre in CPAs can lead to myriad 

stabilizing noncovalent interactions in the stereocontrolling TSs. These interactions 

include π-stacking, CH…π, C=O…H, C-H…O, and lone-pair…π interactions, among 

others. Recent advances in our understanding of these interactions have enabled their use 

as key design elements CPA-catalysed reactions.253  

Recently-reported reactions from the Toste and Sigman groups253 demonstrate 

the power of noncovalent interactions to dictate the stereochemical outcome of CPA-

catalysed reactions. For instance, they showed253 that a stacking interaction between a 

triazole on the catalyst and an aryl component of the substrate was pivotal in an 

enantioselective oxidative amination (Scheme IV-2, reaction I). They also 

demonstrated253 an enantiodivergent fluorination of allylic alcohols that exploits lone-

pair...π interactions (Scheme IV-2, reaction II).  

 

Scheme IV-2. Steric Exploitation of noncovalent interaction to design new 

stereoselective reaction.253  CPA dependent stereo reversal in asymmetric dearomative 

amination of β-naphthols.255 



 

79 

 

 

Noncovalent interactions can also lead to reversal of selectivity. For example, 

Changotra et al.255 demonstrated the potential for noncovalent interactions to dictate the 

stereochemical outcome of an asymmetric dearomative amination of β-naphthols 

(Scheme 2, reaction III). In this case, changing the aryl substituent on the CPA from 3,5-

(CF3)2-C6H3 (4) to 9-anthryl (2) lead to a reversal in selectivity.  This was explained in 

terms of the change in preferred orientation of the substrate within catalyst cavity. With 

4, the substrates were positioned perpendicular to the 3,3’ substituents while with 2 they 

adopt a nearly parallel orientation. This, in turn, changed the pattern of noncovalent 

interactions from predominantly C–H···F to C–H···π in the stereocontrolling transition 

states, leading to the observed stereoreversal. 

Often, the role of attractive noncovalent interactions in stereoinduction is obvious 

when examining the competing TS structures; a strongly stabilizing interaction might be 

present in the preferred TS but completely absent in the disfavoured TS. For instance, 

Tambar and co-workers222 documented the role of noncovalent interactions in the 

enantioselectivity of a CPA catalysed aza-Claisen rearrangement (Figure IV-7A). 

Through computations, they showed that the catalyst engages with the substrate via 

NH…O and CH…O interactions; the 9-anthracenyl group of the catalyst then blocks the 

bottom si face, forcing the reaction to take place on the less crowded re face. Moreover, 

it was shown that the higher selectivity in the case of aromatic substituents, compared to 

aliphatic ones, can be attributed to stabilizing edge-to-face CH…π interactions in the 

former case. 
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Figure IV-7. (A) CPA-catalysed aza-Claisen rearrangement.184.  (B) DFT computed 

stereodetermining TSs of CPA-catalysed Fischer Indolization along with the free 

energies in kcal mol-1.188 (C) CPA-catalysed intermolecular epoxide openings.   

 

However, in some cases the role of noncovalent interactions in stereoinduction is 

less clear, since many competing attractive interactions can be present in both the major 

and minor TSs. In such cases, one must quantify the individual interactions to pinpoint 

those primarily responsible for preferential stabilization of the favoured TS. For 

instance, Seguin and Wheeler118 recently studied the CPA catalysed Fischer indole 

reaction in Figure IV-7B, identifying the two lowest lying TSs for the stereocontrolling 

[3,3]-sigmatropic rearrangement. TSmajor was found to be 2.8 kcal/mol lower in free 

energy than TSminor, providing reasonable agreement with the observed selectivity. 

Distortion-interaction analysis of these TS structures provided an interaction energy 

difference of 4.8 kcal/mol, which was partitioned into contributions from different 

noncovalent interactions via fragmentation. It was observed that while H-bonding 

interactions favour TSmajor, π-stacking interactions between the substrate and anthryl 
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groups favour the minor TS. The dominant factor in this reaction turned out to be CH…π 

interactions, which favour the major TS by an overwhelming 5 kcal/mol. 

A relatively unexplored property of CPA catalysts is their ability to achieve 

stereodifferentiation by constraining the orientation of the reacting substrates within the 

highly heterogeneous electrostatic environment of the binding cavity and thereby 

preferentially stabilizing one transition state over others. Often, CPAs protonate the 

substrate, and the subsequent TS structures correspond to ion-pairs. In many cases, the 

3,3’-aryl groups of the CPA create a narrow cleft that restricts the orientation of the 

reacting substrates within the chiral electrostatic environment of the depronated catalyst. 

This can result in the preferential electrostatic stabilization of fleeting or permanent 

partial charges in the reacting substrates. Given the strength of electrostatic interactions 

compared to dispersion-driven interactions, for example, even small differences in the 

orientation of the substrate between two competing TS structures can have a substantial 

impact on enantioselectivity. Seguin et al.246 and Maji et al.244 have noted such examples 

in the context of CPA-catalysed epoxide and oxetane ring-openings, respectively. In 

both cases, examination of the ESPs of the competing TS structures proved informative 

(see Figure IV-7C), as did quantifying the electrostatic stabilization of key C-H groups 

in these structures (as described in Section 2.4). In the case of the asymmetric ring-

opening of epoxides (Figure IV-7C), the TS structure leading to the preferred isomer is 

preferentially stabilized by electrostatic interactions of the C-H undergoing nucleophilic 

attack (which bears a significant partial positive charge during the TS) by the phosphoryl 
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oxygen of the deprotonated catalyst.246 This electrostatic mode of stabilization in 

epoxide ring openings gained further support from a later study by List et al.256 

4.3.3 Phosphoric acid pKa 

The judicious tuning of catalyst acidity has also proved fruitful as a path to 

catalyst optimization. For instance, Houk et al.257 observed that the acidity of the 

Brønsted acid catalyst is crucial for the efficiency of (3+ + 2) cycloadditions of 

hydrazones with alkenes; lower acidic phosphoric acids are ineffective, while more 

acidic chiral N-triflylphosphoramides proved highly selective. They analysed257 these 

reactions using DFT, showing that the superior performance of N-triflylphosphoramidite 

based catalysts over CPAs can be attributed to distortion effects. That is, because of the 

higher acidity of the phosphoramidite, the cycloaddition TS requires little distortion of 

the ion pair complex. The inability of CPAs to protonate the hydrazones leads to greater 

distortion to achieve the TS geometry. Similarly, dithio-analogues of CPAs, whose pKa’s 

are generally lower than the corresponding CPAs, have proved effective in a number of 

transformations.  In general, both yield and selectivity often suffer when these various 

acid catalysts with pKa’s outside of an ideal window for a given reaction are used. 

Despite significant progress, a proper physical organic basis behind such pKa-

dependence remains elusive. One way to understand these effects would be to determine 

the acidity of these CPAs and correlate these with reactivity. However, the difficulty of 

experimentally determining reliable pKa’s of these catalysts hinders such studies. 

Gratifyingly, recent theoretical work by Cheng et al.258-259 has provided DFT-based 

predictions of pKa’s for CPA catalysts in DMSO to a precision of ~0.4 pKa units, 
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offering a possible route to more definitive studies of structure-activity relationship and 

rational tuning of CPA-like catalysts. Moreover, this computational approach is 

applicable to CPAs in presence of other catalysts, opening the door to tuning the CPA 

pKa’s in the context of cooperative catalysis. 

4.4. Models to predict stereochemical outcomes 

A primary aim of many computational studies is the development of a general, 

predictive model of the stereochemical outcome of reactions. One of the earliest such 

models was the Quadrant Projection of Himo260 and Terada,261 which has formed the 

foundation for explanations of a wide array of CPA-catalysed reactions. In Quadrant 

Projection, the catalyst is viewed along the C2-axis (Figure IV-8), resulting in the aryl 

substituents on the catalyst occupying two of four ‘quadrants’.  The preferred TS 

structure is generally the one in which the substrates are positioned in the unoccupied 

quadrants, providing a simple visual tool for a qualitative understanding of 

stereoselectivity. This quadrant model was modified by Goodman et al.,262 and has been 

used to develop a general predictive model of imine hydrogenation reactions. In the so-

called Goodman Projection (Figure IV-8), the catalyst is oriented such that the BINOL 

oxygens are in the plane of the page, leaving the phosphoryl group lying above and 

below the page along with the aryl substituents. This provides an alternative 

visualization of steric interactions between the substrates and catalyst. These quadrant 

models have formed the basis for more specific predictive models of the stereochemical 

outcome of particular reactions. Representative examples are discussed below.  
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Figure IV-8. Goodman Projection and Quadrant projection of a CPA catalyst.260, 262 

 

It is important to recognize that increasing steric demand does not always 

translate into greater selectivity; instead, it can stop the reaction altogether or even 

reverse the sense of stereoinduction. One case, from Reid and Goodman,251 involves the 

transfer hydrogenation of an imine (Figure IV-9), in which reversal of stereoselectivity is 

observed depending on the size of the 3,3’-substituents. Reid and Goodman251 proposed 

a model, based on their remote and proximal steric parameters (Figure IV-6), that can be 

used to predict the outcome of this complex CPA catalysed transformations. In this 

reaction, the imine can be oriented in two different ways with respect to the 3,3’ groups 

(Type 1 and Type 2). Moreover, the imine can be in either a cis (Z) or trans (E) 

conformation based on internal steric demand, leading to four unique TS arrangements 

for such reactions (two of which are shown in Figure IV-9). Among these, Type 1E and 

Type 2Z furnish the (S)-product while Type 1Z and Type 2E afford the (R)-product. 

ONIOM computations indicate that for catalysts 6 and 8, Type 1 is preferred. However, 

these computations also show that Type 1Z is preferred with catalyst 6 but Type 1E is 

preferred with 8.  This was explained in terms of the strikingly different steric 

parameters for these two catalysts. For 8, the catalyst cavity is of a medium size, and the 
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E conformation is preferred over Z in order to reduce internal steric interactions in the 

imine. For 6, on the other hand, the larger 3,3’-groups result in a much smaller catalyst 

cavity and the steric interactions between the R groups and the aryl side chains outweigh 

the energetic cost of internal steric repulsions. The result is a preference for Type 1Z and 

a reversal of stereoselectivity compared to 8. 

 

Figure IV-9. (A) Model to account for proximal and distal steric requirements in 

bifunctional CPA-catalysed reactions of imines.263 Reprinted from American Chemical 

Society. 

 

Goodman et al.264 and Houk and co-workers265 have both studied CPA catalysed 

allylation and propargylation reactions, showing that these reactions proceed via cyclic, 
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six membered chair-like transition states. Two distinct TS models have been proposed to 

explain the selectivity (see Figure IV-10). In both models, the Brønsted acidic 

functionality of the CPA activates the boronate ester through a hydrogen bond. While 

the pseudo-equatorial oxygen of the boronate is activated in Houk’s model, the pseudo-

axial oxygen of the boronate is activated in Goodman’s model. Furthermore, in 

Goodman’s model the formyl hydrogen interacts with the Lewis basic part of the CPA, 

while in Houk’s model electrostatic interactions are responsible for orienting the 

aldehyde. Further studies showed that transition states corresponding to these two 

models are of comparable energy for formation of the major isomer, indicating that both 

models are potentially relevant to formation of this stereoisomer. However, Houk’s 

model was found to be the dominant pathway for formation of the minor isomer. While 

steric interactions are primarily responsible for the stereoselectivity in Goodman’s 

model, stereoselectivity in Houk’s model is due to distortion of the catalyst to avoid 

steric interactions. 

 

Figure IV-10. CPA catalysed allylation and propargylation of aldehydes.264 

 

Champagne and Houk242 proposed a working model for intermolecular oxetane 

openings (Scheme IV-1, reaction I) based on Quadrant Projection.242 According to their 
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model (Figure IV-11), the nucleophile and the leaving group occupy the empty 

quadrants in TSs leading to both the major and minor products, which projects the larger 

substituent of the oxetane anti to the catalyst. From this projection, one can predict the 

preferred isomer considering the overall steric interaction. The TS that would suffer 

minimum steric repulsion between the substituent of the oxetane (blue sphere) and the 

substituents at the para position of the catalyst walls (black spheres) is predicted to be 

favoured. This simple model is remarkably successful at predicting the stereochemical 

outcome for other intermolecular oxetane openings and amination reactions without any 

further computations. 

 

Figure IV-11. Stereochemical model to predict the outcome of an intermolecular oxetane 

openings .242 Reprinted from American Chemical Society. 

 

Despite the success of this model, it failed to explain the outcome of 

intramolecular oxetane desymmetrizations. In light of this, Maji et al.244 recently 

proposed two new models (Figure IV-12) that explain the stereoselectivity of these 

reactions. The difference is that in these intramolecular reactions, the coordination of 
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both the electrophile and nucleophile with the acid and basic sites of the CPA requires 

significant substrate distortion.  The result is a qualitatively different activation mode in 

these intramolecular reactions (see below) and a qualitatively different origin of 

selectivity. Moreover, the presence or absence of a chelating group (e.g OH) leads to 

qualitatively different TS arrangements than seen for substrates without chelating 

groups. 

 

Figure IV-12. Two different models for intramolecular oxetane opening.244  

 

4.5. Overview of binding and activation modes 

Understanding the binding and activation mode is vital for designing new CPA 

catalysed reactions. In conventional CPA-catalysed reactions, activation occurs by the 



 

89 

 

lowering of the LUMO energy of the substrate through either hydrogen bonding or 

protonation by the phosphoric acid. This has traditionally been thought to occur via two 

primary modes, dual activation and bifunctional (either inter- or intramolecular) 

activation (Figure IV-13A).  

However, computations have revealed additional activation and binding modes, 

broadening the scope of CPA catalysed reactions. For example, while CPA activation 

typically involves two-point contact (which is generally thought to impart greater 

selectivity), Calleja et al.266 showed the feasibility of one point coordination in the 

context of an asymmetric Povarov reaction (Figure IV-13B). DFT computations 

indicated the favourability of an atypical one point coordination between the imine and 

the chiral phosphoric acid that maximizes π-stacking interactions while minimizing 

steric interactions in the transition state. In a similar spirit, Maji et al.244 recently 

reported (Figure IV-13C) a distortion-guided activation mode in the case of 

intramolecular oxetane openings (Scheme IV-1, reaction III). In the preferred TS, the 

phosphoric acid activates the oxetane through an OH…O hydrogen bonding interaction 

while the aryl substituent of the catalyst activates the nucleophilic oxygen via an 

OH…interaction. This “oxetane activation” mode was shown to be more favourable 

than more conventional activation modes, which can be understood in terms of the 

relative distortion energies of the substrates in the corresponding TS structures.  For the 

traditional bifunctional activation mode, the substrate distortion is substantial due to the 

ring strain required to engage in two OH…O interactions with the catalyst. This strain is 

largely alleviated in oxetane activation, in which one OH…O interaction is replaced with 
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a CH…O interaction. The lack of distortion in this mode more than compensates for the 

relative weakness of the CH…O interaction compared to an OH…O hydrogen bond.  

 

Figure IV-13. Various activation modes in CPA catalysis identified through 

computational studies. 

 

While CPA catalysis typically occurs via noncovalent activation of the 

substrates, computations have also identified examples of covalent activation. This is 

somewhat unexpected, as the formation of covalent bonds typically leads to the 

deactivation of CPA-based catalysts. However, Nagorny, et al.267 studied the CPA 

catalysed synthesis of piperidines through an intramolecular cyclization of unsaturated 
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acetals. They showed that an unexpected SN2’ pathway is favoured over the expected 

concerted or ionic mechanisms (Figure IV-13D). 

Recent computational and experimental work from Thiel, List, et al.256 has 

revealed that CPAs can also activate substrates by raising the HOMO energy. In contrast 

to the more common LUMO lowering pathway, computed FMO energies reveal that the 

HOMO energy of acetic acid is increased upon complexation with TRIP while the 

energy of the LUMO remains almost unchanged (Figure IV-13E). This represents a 

potentially powerful new mode of activation for CPA catalysed reactions. 

New binding modes of chiral phosphoramides have also been identified through 

computations. While the active form of chiral phosphoramides is typically thought to be 

the more stable amide tautomer (i.e. NHX and P═O),257 Krenske and co-workers268 

showed that the active form of a BINOL-N-triflylphosphoramide catalysed 

enantioselective Nazarov cyclization is the less-stable tautomer containing a 

P(═NTf)OH group (Figure IV-13F). This was attributed to the more facile protonation 

of the substrate from an OH compared to NH, which occurs concomitantly with ring 

closure. Interconversion between tautomers was predicted to be fast, relative to 

electrocyclization, making this process viable under Curtin-Hammett conditions. 

4.6. Reactions involving phosphoric acid 

Having discussed computational tools, qualitative models, and the major 

activation modes operative in CPA catalysis, we now turn to representative examples of 

CPA catalysed transformations that have been analysed computationally. Stereoselective 

CPA catalysed reactions can generally be grouped into five categories: Brønsted acid 
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catalysis, chiral counterion catalysis, chiral anion phase transfer catalysis, chiral 

cooperative catalysis, and chiral relay catalysis. While the literature on CPA catalysis is 

dominated by Brønsted-acid mediated reactions, computational studies have also been 

applied to these other categories. Below, we mainly focus on Brønsted-acid mediated 

catalysis (Sec. 4. 6.1), followed by a more abbreviated discussion of other modes (Sec. 

4.6.2). 

4.6.1 Brønsted acid catalysis 

4.6.1.1 Asymmetric hydrogenations 

DFT has been applied to a number of CPA-catalysed hydrogenations. For 

example, Simón and Goodman269 studied a Hantzsch ester mediated hydrogenation, 

revealing that the bifunctional activation mode is preferred. Based on this bifunctional 

activation, the selectivity of this reaction was explained in terms of a three-point model 

based on steric interactions. In the case of acyclic imines, E-Z interconversion is rapid 

and the reaction proceeds through the Z-conformer to avoid steric interactions between 

the incoming nucleophile and the catalyst. This model is supported by analyses of the 

Goodman Projection of the computed TS structures. Phenylimine forms a complex with 

the phosphoric acid through hydrogen bonding, leaving the bulky substituents oriented 

away from the 3,3’-substituents of the catalyst. The Brønsted acid functionality of the 

catalyst then activates the nucleophile, completing the three-point contact model. 

Because they cannot freely interconvert between E and Z conformations, the 

stereochemistry in the case of cyclic imines is dictated by the stereochemistry of the 

imine in order to minimize steric interactions (Figure IV-14).  
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Figure IV-14. Stereodetermining TSs of CPA catalysed Hantzsch ester mediated 

hydrogenation along with their free energies in kcal mol-1. 269 

 

4.6.1.2 Kinetic resolutions and dynamic kinetic resolutions 

Akiyama et al.270 utilized CPA-catalysed transfer hydrogenation for the oxidative 

kinetic resolution of indolines. DFT studies suggested a cyclic TS in which the Brønsted 

acidic proton activates the ketimine while the Lewis basic phosphoryl oxygen hydrogen 

bonds with the indoline N-H, thus activating both substrates. Examining the Quadrant 

Projection suggests that the syn ketimine is favoured over the anti ketimine due to steric 

factors (Figure IV-15), explaining the observed stereoselectivity. 

Nimmagadda et al.271 recently reported the synthesis of chiral oxime ethers via 

the dynamic kinetic resolution (DKR) of cyclohexanones catalysed by metal salts of 

CPAs. Computed structures for the stereocontrolling transition states revealed a shape 

complementarity between the reacting substrates and chiral binding pocket of the 
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catalyst in the case of the TS leading to the major stereoisomer.  This resulted in more 

favourable NH…O and CH…π interactions in this TS, which lead to the observed 

stereoselectivity (Figure IV-16). 

 

Figure IV-15. TS showing key interactions in the oxidative kinetic resolution of 

indolines along with their relative electronic energies in kcal mol-1.270 

 

4.6.1.3 Desymmetrization 

Intramolecular and intermolecular desymmetrizations of epoxides and oxetanes 

have been studied computationally by a number of groups.242, 244, 256, 272-273 Some aspects 

of these reactions have already been discussed in the sections above; below, we briefly 

summarize key findings along with two other desymmetrization reactions. Ajitha and 

Huang272 first studied the asymmetric ring-opening of meso epoxides using DFT. They 

reported that the reaction proceeds via a concerted bifunctional pathway where a C-H…O 

interaction combined with steric effects govern the enantioselectivity. Subsequently, 

Seguin and Wheeler246 performed a more extensive study of nine reactions/catalyst 
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combinations, arriving at a slightly different understanding of these reactions (Figure IV-

7C). They argued that the difference in CH…O distance observed by Ajitha and Huang272 

is a consequence of other noncovalent interactions, and does not account for the free 

energy difference between the stereocontrolling TSs. Instead, they explained the 

preferential nucleophilic attack of one carbon over the other to the different electrostatic 

environments of the two carbons of the epoxide within the heterogenous electrostatic 

environment of the deprotonated catalyst. This resulted in the preferential electrostatic 

stabilization of a transient positive charge in the major TS, which ultimately gave rise to 

the observed stereoselectivity. 

 

Figure IV-16. DFT optimized TS structures leading to the favoured and disfavoured 

stereoisomeric oxime ethers along with relative free energies in kcal mol-1.271 

 



 

96 

 

Seguin and Wheeler273 and Champagne and Houk242 independently studied the 

catalytic enantioselective intermolecular desymmetrizations of oxetanes, arriving at 

disparate conclusions regarding the origin of selectivity. Champagne and Houk242 

pinpointed catalyst distortion as the primary contributor to selectivity in intermolecular 

oxetane desymmetrizations by  HCl, proposing a general model for stereoinduction in 

such reactions. On the other hand, Seguin and Wheeler273 examined four examples of 

oxetane ring openings by mercaptobenzothaizoles (see a representative example in 

Figure IV-17), showing that the mode of stereoinduction and TS structures changed 

markedly with small variation in substrate and catalyst. Overall, they reported that 

stereoselectivity is governed by the interplay of many relatively modest noncovalent 

interactions, precluding the development of a general stereochemical model. Similarly, 

Maji et al.244 recently showed that the stereoselectivity of intramolecular oxetane 

desymmetrization (Scheme IV-1, reaction III) is controlled primarily by competing 

electrostatic and π-stacking interactions. Unlike the epoxide desymmetrizations studied 

by Seguin and Wheeler,246 the impact of electrostatic interactions in these oxetane 

desymmetrizations depends on nature of the chelating group.   
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Figure IV-17. Intramolecular oxetane openings by marcaptobenzothiazoles,273 in which 

the left structures leads to the major product. (Relative free energies in kcal mol-1)  

 

 

Figure IV-18. TSs showing major interactions involved in CPA catalysed FC alkylation 

along with their computed free energies in kcal mol-1.274 
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Garcia et al.274 studied the desymmetrization of cyclohexadiones via a Fridel-

Crafts alkylation experimentally (Figure IV-18), finding that the exclusion of water from 

the reaction decreased both the rate and enantioselectivity. DFT computations provided a 

compelling explanation for this intriguing experimental outcome.  First, the experimental 

data could be reproduced only if two explicit water molecules were included in the 

computations. The associated TS structures revealed two important roles of water. First, 

the presence of water results in a more compact catalyst cavity in the major TS.  Second, 

water preferentially stabilizes the major TS by engaging in an OH…π interaction with the 

anthracenyl substituent on the catalyst. TSmajor is further stabilized by an edge-to-face 

aryl-aryl interaction between the indole and the other anthracenyl group (Figure IV-18).  

Houk et al.275 studied the CPA catalysed oxidative desymmetrization of 

substituted diols via oxidative cleavage of benzylidineacetals (Figure IV-19).  To 

explore the origin of enantioselectivity, the authors used a model biphenol-derived CPA 

to study the key proton-transfer TS. The computed free energy of TSmajor was 2.0 

kcal/mol lower than that of TSminor, in good agreement with the 95% ee obtained 

experimentally. Given the lack of obvious steric interactions in these two competing TS 

structures, the authors argued that stereodifferentiation arises from the orientation of the 

p-methoxyphenyl (PMP) group of the substrate relative to the bulky aryl substituent on 

the catalyst. While these two aryl groups are distant in the minor TS, they engage in a 

stabilizing T-shaped interaction in TSmajor. This aryl–aryl interaction was shown to 

contribute the majority of the energetic preference for TSmajor. Given the importance of 

this interaction, the authors predicted that replacement of the PMP group in the original 



 

99 

 

substrate with methyl would significantly erode the enantioselectivity. This was 

validated experimentally. 

 

Figure IV-19. Stereodetermining TSs for oxidative desymmetrization of 

benzylidineacetals, along with their relative free energies in kcal mol-1.275 

 

4.6.1.4 Pericyclic reactions 

Bis-phosphoric acids have been shown to be more acidic than monophosphoric 

acids, and can form extensive hydrogen bonding networks. Terada et al.276 exploited 

these features to develop bis-phosphoric acid based catalysts (21 and 22 in Figure IV-1), 

demonstrating their efficacy in an asymmetric Diels-Alder cycloaddition (Figure IV-20). 

Computations suggest that the (S, R, S) atropodiasteriomer of the symmetric catalyst (21) 

is favoured and the chiral environment provided by this catalyst is distinct from that of 

the corresponding CPA due to the hydrogen bonding network. Steric interactions 

between the substrates and the aryl substituent on the catalyst were pinpointed as the 
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source of stereoselectivity. The impact of electron withdrawing groups on one of the aryl 

substituents was investigated by considering the C1-symmetric CPA catalyst 22. 

Computed TS structures showed that the introduction of this electron-deficient aryl 

group perturbs the chiral reacting space by altering the pKa of the adjacent phosphoric 

acid proton. This example not only demonstrates the use of computations to probe 

electronic effects and noncovalent interactions in CPA catalysis, but also demonstrates 

the importance of properly tuning pKa in CPA catalysed reactions. 

 

Figure IV-20. C2-symmetric bis-phosphoric acid catalysed Diels Alder reaction from 

Terada and co-worker’s along with their free energies in kcal mol-1.276 
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Figure IV-21. DFT optimized ion pair complexes and stereodetermining TSs of N-

Triflylphosphoramide catlaysed (3+ + 2) cycloaddition along with their free energies in 

kcal mol-1.257 

 

Houk and co-workers257 addressed several issues related to N-

triflylphosphoramide catalysed (3+ + 2) cycloadditions between hydrazine and alkenes 

(Figure IV-21), including the preferred protonation state and reaction pathway, the origin 

of stereoinduction, and the relatively poor selectivity in the case of ethyl vinyl thioethers. 

Initial protonation of the hydrazone by the N-triflylphosphoramide produces an ion pair 

that subsequently undergoes a (3+ + 2) cycloaddition with the alkene. This is preferred 
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over the alternative (3 + 2) cycloaddition involving the analogous azomethine imine due 

to greater stability of the hydrazine compared to the azomethine imine. The origin of 

enantioselectivity was ascribed to the steric demand of the bulky substituents of the 

catalyst, which leaves only one pro-chiral face of the hydrazonium available for alkene 

approach. Consistent with this model, the low enantioselectivity of ethyl vinyl 

thioethers, compared to -methyl styrene, can be explained by its smaller size; the large 

binding pocket of [H8]-BINOL-based triflylphosphoramide does not provide the same 

high degree of enantioselectivity as in the case of -methyl styrene.  

 

Figure IV-22. DFT-optimized CPA catalysed TSs of [3,3] sigmatropic rearrangement of 

N,N’-diaryl hydrazines along with their free energies in kcal mol-1 from Kürti et al.42 

 

The importance of electronic effects in CPA-catalysed pericyclic reactions was 

demonstrated by Kürti et al.120 in their enantioselective BINAM synthesis. They ascribed 

the stereoselectivity in the key [3,3]-sigmatropic shift transition states to both steric and 

electronic effects (Figure IV-22). The chiral counterion creates an asymmetric binding 
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pocket for the protonated substrate. In addition, the electron-withdrawing CF3 groups of 

the catalyst lead to enhanced CH…π and π–stacking interactions that favour TSmajor. 

Consistent with this model, replacing the CF3 groups in this catalyst with Me resulted in 

decreased stereoselectivity.  

 

Figure IV-23. DFT-optimized TSs of chiral phosphonamide catalysed Nazorov 

cyclization of dihydropyranyl vinyl ketones with relative free energies in kcal mol-1.268  

 

Krenske and co-workers268 recently reported on the enantioselectivities of 

Nazarov cyclizations of three classes of divinylketones by chiral phosphoramide based 

catalysts. They found that the selectivity is dependent on a combination of factors, 

including catalyst distortion, the degree of proton transfer, intramolecular substrate 

stabilization, and a wide range of intermolecular noncovalent interactions (CH…π, 

cation−π, CH…O, CH…F, and cation–lone pair interactions) between the substrate and 

catalyst in the transition state. All of these interactions depended on a tight fit of the 

cyclizing divinyl ketone into the chiral binding pocket of the catalyst, and the selectivity 
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was attributed to the greater catalyst distortion in TSminor due to widening of the P-O-H 

angle in order to accommodate the substrate within the catalyst cavity (Figure IV-23). 

4.6.2 Alternate Mode of Catalysis 

There are a number of other modes of catalysis open to CPAs and related 

catalysts.  For instance, the ability of these catalysts to work cooperatively with other 

catalysts has garnered significant interest in the last decade; computational studies can 

provide key insights that aid the development of such complex catalytic systems. Several 

examples in this area have recently been highlighted by Sunoj and co-workers125 so here 

we present two new examples where phosphoric acid or phosphoramide based catalysts 

work cooperatively to achieve high selectivity, as well as other novel modes of CPA 

catalysis.  

Grayson et al.277 studied Ru and CPA cooperativity in the context of the 

asymmetric hydroxyalkylation of butadienes (Scheme IV-3, reaction I). Based on DFT 

computations, they reasoned that the chiral phosphate dependent steroselectivity results 

from a CH…O interaction between the phosphoryl oxygen and the formyl proton of the 

aldehyde in the case of TADDOL derived catalysts. With this favourable CH…O 

interaction in place, the syn selectivity can be understood by the preferential reaction of 

(Z)-s-crotylruthenium with aldehydes in which the crotyl methyl group is placed in a 

pseudo-axial position to alleviate gauche interactions with the aldehyde. On the contrary, 

for BINOL-derived catalysts this CH…O interaction is not present, since its formation 

would lead to a steric clash between the chiral phosphine and the chiral phosphate 
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ligand. Consequently, with these catalysts nucleophilic attack occurs on the opposite 

prochiral face of the aldehyde, leading to anti selectivity. 

 

Scheme IV-3. Stereodivergence in hydroxy alkylation of butadienes using cooperative 

catalysis (reaction I)277 and cooperative dual catalytic asymmetric α-allylation (reaction 

II).248 

 

Bhaskararao and Sunoj248 studied the stereodivergence in an asymmetric 

allylation reaction under the cooperative action of a chiral Ir-phosphoramidite and 

cinchona amine (Scheme IV-3, reaction II). One intriguing aspect of this reaction is the 

ability to alter the chirality of each stereocentre of the product by employing the 

enantiomer of the corresponding catalyst. For instance, when the (R,R)-cinchona is used 
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with (R)-phosphoramidite, the major product has a (2R,3R) configuration at the the  

and centres. These configurations can be inverted simply by using the (S,S)-cinchona 

and (S)-phosphoramidite.  Computational analysis indicates that the configuration of the 

 carbon is determined during the formation of an Ir--allyl intermediate. Consistent 

with experiment, the lowest energy TS leading to the (2R,3R) product involves re facial 

addition of (R,R)-cinchona-enamine to the si face of the Ir-(R)-phosphoramidite 

intermediate. Transition states corresponding to si-si and si-re additions were 

significantly higher in energy, which is consistent with the experimentally observed high 

enantio- and diastereoselectivity. These energy differences were attributed to the 

preferential stabilization of one TS through π-stacking and CH…π interactions. 

 

Figure IV-24. Stereodetermining TSs for the three component orthogonal relay catalysis 

along with the relative free energies in kcal mol-1.266 
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Rodriguez and co-workers266 recently highlighted the importance of π-stacking 

and steric interactions in Au and CPA mediated orthogonal relay catalysis in the 

enantioselective synthesis of hexahydrofuro[3,2-c] quinolones via a Pavarov reaction. 

The authors showed that the reaction follows a stepwise pathway rather than the 

commonly assumed concerted pathway. Computations further showed that the TS 

leading to the major exo product is stabilized by π-stacking interactions while also 

minimizing steric interactions (Figure IV-24). The reduced selectivity in toluene was 

attributed to the destabilization of a key π−π−π interaction in TSmajor due to competitive 

stacking interactions with the solvent. 

Jindal and Sunoj278 studied a multicatalytic allylation reaction, showing that the 

chiral phosphate serves as a counterion rather than a ligand for Pd. In particular, they 

demonstrated that Pd-bis-phosphine was the active species and, due to its larger volume, 

the chiral phosphoric acid can only interact as a counterion. Consequently, chirality 

transfer takes place through an outer sphere effect. 

Finally, Paton and co-workers243 recently performed the first theoretical study of 

asymmetric chiral anion phase transfer (CAPT) catalysis for meso aziridinium and 

episulfonium ring openings using both QM and Molecular dynamics (MD)  simulations. 

Their study offers valuable insights into ion-pairing, ring-opening, and catalyst 

deactivation pathways. Explicitly solvated classical MD simulations and QM 

computations were used to explore possible ion-pairing geometries and to compute 

reliable interaction energies. Their results showed that the formation and stability of the 

ion pair is dramatically reduced with increased solvent polarity. TS computations further 
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indicated that the stereoselectivity of the ring opening is mainly controlled by distortion 

of the substrate. Computed pathways for catalyst deactivation showed that under normal 

stoichiometric condition catalyst deactivation can be competitive with ring opening, 

thereby necessitated the use of excess alcohol. 

4.7 Other mechanistic insights 

Computational chemistry has also provided mechanistic insights into CPA 

catalysis beyond stereoselectivity. For instance, computations have been used to identify 

and explain preferred reaction pathways, to identify the nature of intermediates among 

several possibilities, and to uncover new, unexpected pathways. 

For example, Jindal and Sunoj279 found that ligand exchange was critical to 

determine the low-energy pathway for a Pd(II))-Brønsted acid catalysed migratory 

asymmetric ring expansion of an indenylcyclobutanol to a spirocyclic indane. Of the two 

mechanistic possibilities examined, a Wacker-type pathway (involving a semi-pinacol 

ring expansion followed by reductive elimination) was found to be energetically 

favoured over the alternative allylic pathway (in which ring expansion of a Pd-allyl 

intermediate occurs after the initial allylic C-H activation). Computations further 

indicated that the replacement of the native acetate ligands on Pd by phosphate and 

water stabilized a crucial TS structure. Remarkably, the authors showed that a phosphate 

mediated C-H activation pathway is more favourable than the widely accepted acetate-

assisted activation. The phosphoric acid was shown to play a dual role in this process; 

during the first step, it is bound to the Pd as a ligand, lowering the energy, while in the 
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second step it remains in the outer sphere and relays the indenyl -proton to the Pd 

bound phosphate. 

Similarly, Paton et al.250 studied two potential mechanisms for a Rh-catalysed 

stereoselective [5+2]-cycloisomerization of ynamide vinyl cyclopropanes. In contrast to 

previous studies, their computations supported a revised mechanistic sequence in which 

an irreversible, stereodetermining C-C coupling between the reactants takes place before 

the metal insertion into the vinyl cyclopropane. 

Thiel and co-workers280 offered a revised view of the Brønsted acid-catalysed 

cyclization of an α,β-unsaturated hydrazine. Although this reaction had previously been 

classified as a 6π electrocyclization, computations suggest a non-pericyclic nature. In 

view of the computational results, they argued that this reaction can either be classified 

as a pseudo-pericyclic reaction or a 5 endo-polar mechanism in which the lone pair of 

nitrogen attacks the allylic group. 

MD simulations have also provided key insights into the dynamics of CPA 

catalysed reactions. For instance, Houk et al.281 used MD simulations to characterize C-

H…O interactions in CPA catalysed allylborations, corroborating their previous model 

(Figure IV-10). In the gas phase, they showed that there is a significant enhancement of 

C-H…O and O-H…O interactions moving from the reactant to the TS; this effect is 

present but much weaker in toluene due to solvent caging. This was attributed to the 

build-up of partial charge during the transition state due to the forming B…O bond. This 

charge separation leads to an increase in the acidity of the benzaldehyde H and basicity 

of the allylboronate oxygen, which in turn enhances the C-H…O and O-H…O interactions 
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in the TS relative to reactants and products. Finally, Zimmerman and co-workers282 

recently used MD simulations to probe the potential of a short-lived oxocarbenium 

intermediate along the concerted path in a (6,6)-spiroketalization. MD trajectories 

starting at the concerted TS structure revealed a short overall reaction time, which is 

consistent with a concerted asynchronous mechanism that avoids this oxocarbenium 

intermediate. These MD trajectories also indicated that alcohol deprotonation and ring 

closure occur simultaneously. 

4.8 Future directions 

As documented above, our understanding of CPA catalysed reactions has 

witnessed tremendous growth over the last decade, driven in part by computational 

studies. Despite these advancements, some aspects of these reactions remain relatively 

unexplored and we wish to point out a few areas where computational studies can 

provide a foundation for future development. 

First, modern quantum chemistry can aid in the design of reactions that are still 

relatively underdeveloped. For instance, it has been observed that highly reactive 

electrophiles are incompatible with CPA catalysis, presumably due to background 

decomposition pathways in which the catalyst is engaged in an undesired nucleophilic 

attack to form an inactive alkylated species. List et al.256  recently circumvented this 

problem in the CPA-catalysed conversion of epoxides to thiiranes through the formation 

of a heterodimer that prevents catalyst deactivation. Computational studies can 

potentially generalize this approach to other, related systems. On the other hand, 

reactions of inert substrates (e.g. C-H functionalization, or activation of inert C-C bonds) 
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still pose a formidable challenge in CPA catalysed reactions, representing an area in 

which computations can play a leading role. Although there have been promising 

examples of cooperative catalysts in recent years, there is still a lack of mechanistic 

understanding of these transformations.  Rigorous computational analyses of such 

reactions are likely to pave the way for further developments.  Along these lines, the 

predictions of pKa’s of CPA catalysts from Cheng et al.,23,24 either as an independent 

catalysts or in presence of another catalyst, could prove fruitful in the development of 

new reactions. 

Secondly, a proper understanding of stereodetermining TS structures can 

facilitate the de novo design of CPA catalysts.  Sunoj and co-workers283 provided a 

pioneering example of the power of such design efforts in which they predicted 

stereoselectivities for new catalysts for an asymmetric diamination reaction. Going a 

step further, Anderson et al.250 recently demonstrated the computationally-guided 

improvement of selectivity in enantio- and diastereoselective ynamide [5+2] 

cycloisomerizations. Our hope is that continued developments will open up the doors for 

the more routine use of computational chemistry in the design of CPA-based catalysts. 

Finally, recent studies have shown that stereoselectivity sometimes arises from 

the complex interplay of a number of factors. Often in such cases, application of 

conventional computational tools alone is insufficient to untangle the many contributing 

factors. Sigman and co-workers284 have demonstrated the power of combining 

experimental and computational data through the identification of multi-parameter linear 

free energy relationships as a means of identifying the many factors that impact 
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stereoselectivity in complex CPA catalysed reactions. Such studies represent the 

forefront of combined experimental/computational studies of CPA-catalysed reactions. 

4.9 Conclusions 

Computational chemistry has made enormous strides in the last few years 

explaining the origin of activity and selectivity of CPA catalysed reactions, which in turn 

can inform the design of new reactions. We hope this tutorial review will not only 

provide an overview of the methods and techniques at the disposal of the computational 

organic chemist, but will also help guide both synthetic chemists and budding 

computational organic chemists hoping to make maximal use of computational data in 

research into CPA catalysed reactions. Together, this will aid future studies of chiral 

phosphoric acid catalysed reactions. 
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CHAPTER V  

IMPORTANCE OF ELECTROSTATIC EFFECTS IN THE STEREOSELECTIVITY 

OF NHC CATALYZED KINETIC RESOLUTIONS* 

5.1. Introduction 

N-heterocyclic carbenes (NHCs) have emerged as powerful organocatalysts in a 

number of enantioselective transformations,9, 285-289 including kinetic resolutions (KR)290-

291 and dynamic kinetic resolutions (DKR).292-298 While the appeal of NHCs alone 

continues to expand, their use in cooperative catalysis125, 299-301 involving 

organocatalysts, Lewis acids, and metals,258, 302-315 and as additives,316-320 provides 

further incentive to their theoretical study.11, 116, 321-335 A molecular level understanding 

of these processes holds the key for the improvement of existing protocols and the 

design of new reactions.224, 336 

NHC-catalyzed kinetic resolutions of alcohols and amines remain at the forefront 

of catalytic applications, and three strategies have emerged in recent years (see Scheme 

1).  In 2013, Yamada et al.337 demonstrated the KR of cyclic diols catalyzed by 1 

(reaction I), which requires the presence of an achiral co-catalyst (4-

dimethylaminobenzoic acid, 1a).  Work by Bode, et al.338-340 used an achiral NHC (2) 

paired with a chiral co-catalyst (2a, Scheme V-1) to achieve the KR of cyclic amines 

(reaction II). Finally, in 2014 Zhao et al.341 demonstrated the KR of axially-chiral 

                                                 

* Adapted with permission from “Importance of Electrostatic Effects in the Stereoselectivity of NHC-

Catalyzed Kinetic Resolution” by R.Maji and S. E. Wheeler, 2017. J. Am. Chem. Soc. 139, 12441. 

Copyright 2017 American Chemical Society. 
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BINOL-derivatives catalyzed by chiral NHC 3 (reaction III).  Catalyst 3, derived from 1 

by the removal of the nitro group and replacement of Ph with a mesityl group, proved 

highly selected in the KR of a number of BINOL-derivatives (see Table V-1), with 

selectivity factors (S) of 52 and 116 for (±)-4 and (±)-5, respectively.341 Unlike reactions 

I and II, reaction III does not require an added co-catalyst. Instead, by using BzO as a 

leaving group on the acylating agent, instead of Br as in reaction I, the requisite benzoic-

acid co-catalyst is generated as a byproduct of the reaction.  Moreover, whereas reaction 

I does not proceed in the case of trans-2-methoxycyclohexanol,337 reaction III does 

proceed with methylated substrates [e.g. (±)-6], albeit with reversed and drastically 

reduced selectivity (see Table V-1). 

Previous computational studies337, 342 have provided some insights into the role of 

additives and the origin of selectivity in reactions I and II. For instance, Yamada et al.337 

used density functional theory (DFT) to study reaction I. They reported that additive 1a 

forms crucial hydrogen bonding interactions with the diol during the acylation step.  The 

importance of these two hydrogen bonds was corroborated by the experimental finding 

that for methylated substrates the KR does not proceed. However, the role of this 

additive in other aspects of this reaction, including the stereoselectivity and overall 

reaction rate, was not addressed.   Kozlowski, et al.342 examined reaction II 

computationally, reporting a novel concerted pathway for amide bond formation and 

attributing the stereoselectivity to a gearing effect driven by steric interactions.  The 

origin of activity and selectivity in reaction III has not previously been addressed. 
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Scheme V-1. Three strategies for the kinetic resolution of chiral alcohols and amines 

catalyzed by NHCs from Yamada et al. (reaction I),337,343 Bode, et al. (reaction II),338-340 

and Zhao et al. (reaction III).341 

 

Despite these previous computational studies,9,12 a number of important 

questions about these three NHC-catalyzed kinetic resolutions remain.  First, what roles 

does BzO– (used as an additive in reaction I and generated in situ in reaction III) play in 
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reactions I and III?  Second, what is the origin of stereoselectivity in reaction III, and 

why is the selectivity reversed in the case of (±)-6? Third, what role do the additives play 

in all three reactions with regard to both catalytic activity and selectivity? Finally, is 

there a common unifying feature of these three NHC catalyzed kinetic resolutions that 

can point toward a more general understanding of these powerful transformations? To 

address these questions, we explored the catalytic cycle for the KR of (±)-4, (±)-5, and 

(±)-6 catalyzed by 3 computationally, and re-examined key aspects of reactions I and II. 

The results reveal a shared electrostatic mode of stereoinduction in all three 

transformations, as well as by-product mediated co-catalysis in the case of reaction III. 

 

5.2. Results and Discussion 

Table V-1.  Experimental and M06-2X/6-311+G(d,p)//B3LYP/6-31+G(d) predicted 

selectivity factors (S) and relative free energy barriers for the KR of (±)-4, (±)-5, and 

(±)-6 catalyzed by 3.a 

 

Diol Exptl. S Exptl. ΔΔGǂ Theor. S Theor. ΔΔGǂ 

(±)-4 52 2.3 42 2.2 

(±)-5 116 2.8 >200 4.5 

(±)-6 1.5b -0.2 2.8b -0.6 

a(S)-isomer favored except where noted.  The theoretical ΔΔGǂ values are Boltzmann-

weighted relative free energy barriers. 
b(R)-isomer favored 
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Scheme V-2. Catalytic cycle for the KR of (±)-4catalyzed by 3. 

 

The free energy profile (see Figure V-1) for the KR of (±)-4 catalyzed by 3 (see 

Scheme V-2) was computed at the M06-2X/6-311+G(d,p)//B97-D/TZV(2d,2p) level of 

theory based on a simplified version of 3 (Ar = Ph).344  The catalytic cycle commences 

with the nucleophilic addition of the deprotonated NHC (3-) to the aldehyde (7), leading 

to a zwitterionic intermediate (8) via TS1. We considered several possibilities for TS1 : 

addition to the si face of the aldehyde is slightly favored over the re face (10.8 vs 11.3 

kcal/mol, relative to separated reactants). The resulting zwitterionic intermediate can 

then undergo a direct proton shift via TS2 (Figure V-2a) to form the Breslow 

intermediate (9); however, the associated barrier is a prohibitive 53.4 kcal/mol, relative 

to separated starting materials.345 Consequently, we considered proton transfers 

facilitated by species present in the reaction mixture, including BzOH (which is 
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generated during the reaction) and the deprotonated BINOL-derived substrate (i.e., 4-), 

in addition to stepwise mechanisms. Ultimately, we found that the BzOH-assisted proton 

transfer has the lowest barrier (13.4 kcal/mol, relative to starting materials).  This 

proceeds by a barrierless protonation of the alkoxide in 8 by BzOH followed by the 

deprotonation of the adjacent carbon via TS2…BzOH (see Figure V-2a). Thus, in 

reaction III the benzoic acid by-product plays a key catalytic role, similar to that of 

catechol additives reported by Rovis et al.317 and the in situ generated phenol byproducts 

reported by Sunoj et al.322, 324 

 

Figure V-1. M06-2X/6-311G+(d,p)//B97-D/TZV(2d,2p) computed free energy profile 

for the KR of (±)-4catalyzed by 3 along BzOH assisted (gray) and unassisted (black) 

pathways.  The TOF determining TS (TDTS) and TOF determining intermediate (TDI) 

for both pathways are marked in the corresponding colors.  Key free energy values are 

provided in kcal/mol. 

 

 Subsequently, 10b is stereoselectively intercepted by the BINOL-derivative, 

resulting in kinetic resolution via TS4. Depending on the protonation state of the 

incoming nucleophile, two distinct mechanisms are viable: a cationic pathway (in the 

case of a neutral diol) or a zwitterionic pathway (if the diol is deprotonated). Considering 
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the pKa of the species present in the medium, and given the previous precedence that 

phenols can be deprotonated by an NHC,346 a zwitterionic pathway is more likely. The 

associated TS for formation of the major stereoisomer is 24.5 kcal/mol higher in free 

energy than the starting materials.  

 

Figure V-2. B97-D/TZV(2d,2p)optimized unassisted and BzOH assisted structures for 

(a) TS2 and (b) TS3 for reaction III. 
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We have analyzed the Gibbs free energy profile for reaction III (Figure V-1) 

using the energetic span model.347 In the absence of any explicit participation of BzOH, 

3- + 7 is the TOF determining intermediate (TDI) while the TOF determining TS 

(TDTS) is TS2.  This leads to an overall free energy span of 53.4 kcal/mol. In the 

presence of BzOH, however, the stereoselective acylation by the deprotonated BINOL 

(TS4) is the TDTS and 10a the TDI. The effective span in this case is 29.4 kcal/mol (for 

formation of the major stereoisomer).  Consequently, the participation of the BzOH by-

product as a co-catalyst not only lowers the activation energy of the proton transfer, 

reducing the energetic span by 24.0 kcal/mol, but also renders the acyl transfer step 

(TS4) both rate determining and stereoselectivity determining. 

As noted above, reactions I and II require the addition of a co-catalyst. For 

reaction II, the chiral hydroxamic acid co-catalyst (2a) is the active acylating agent and 

Kozlowski et al.342 clearly delineated its impact on rate. In particular, they reported that 

in the rate-limiting acyl transfer step, 2a is involved in a concerted, seven membered 

transition state. This results in an overall activation energy of 22.7 kcal/mol; the next 

lowest-lying pathway identified involves water relay catalysis, which is almost 11 

kcal/mol higher in energy. 

In the case of reaction I, the role of the benzoic acid co-catalyst (1a) has not been 

fully explored. Overall, the mechanism for reaction I is similar to that shown in Scheme 

2.  Furthermore, in view of our present finding regarding the role of BzOH in reaction 

III, as well as previous reports,11, 329 we anticipated that 1a facilitates the key proton 

transfer to generate the active acylating agent in this reaction (analogous to TS2 in 
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Scheme V-2).  Indeed, computations indicate a step-wise proton transfer in which 1a 

first protonates the alkoxide and the conjugate base of 1a then deprotonates the adjacent 

carbon (see Figure V-3).348  Overall, the explicit participation of 1a in this proton shift 

lowers the predicted free energy barrier by 40.1 kcal/mol, compared to the direct, 

unassisted proton transfer (52.4 kcal/mol).  Thus, the viability of both reactions I and III 

depends on a co-catalyst assisted proton transfer.  The difference, of course, is that in 

reaction I this co-catalyst must be added, whereas the BzOH byproduct serves this role 

in reaction III. 

 
 

 

Figure V-3. B97-D/TZV(2d,2p)optimized unassisted (left) and assisted proton shift to 

form the active acylating agent in reaction I. In the computed TS structures, X = Cl (X = 

Br in the experiment). 
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We next set out to unravel the mode of stereoinduction in the acyl transfer step 

for the KR of (±)-4, (±)-5, and (±)-6 catalyzed by 3, and to compare this with the origin 

of selectivity in reactions I and II. For this, we considered the full catalyst 3 (Ar = 

mesityl). Four distinct conformers were considered349 for the KR of (±)-4 using various 

level of theory (see Appendix A additional details). All of the methods considered 

provided qualitatively similar results; however, M06-2X/6-311+G(d,p)//B3LYP/6-

31+G(d) provided slightly better agreement with the experimental selectivity factors so 

will be discussed exclusively below. 

Theoretical S values and Boltzmann weighted relative free energy barriers, 

ΔΔGǂ,350 are provided in Table 1 for the KR of (±)-4, (±)-5, and(±)-6 catalyzed by 3.  

Overall, the theoretical S values are in very good agreement with experiment,341 

correctly capturing the enhanced selectivity for (±)-5 and reduced and reversed of 

selectivity for (±)-6, compared to (±)-4.351 
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Figure V-4. B3LYP/6-31+G(d) optimized primary stereocontrolling TS structures for the 

KR of (a) (±)-4, (b)(±)-5, and (c)(±)-6 catalyzed by 3(i.e. TS4 in Scheme V-2).  Key 

bond distances shown in Angstroms; relative free energies and electronic energies (in 

parentheses) are provided in kcal/mol. Note that the selectivity in (c) is opposite that in 

(a) and (b). 
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For the KR of (±)-4, the stereoselectivity is primarily controlled by two transition 

states, one leading to the major stereoisomer (TSmajor) and one leading to the minor 

stereoisomer(TSminor).  These TS structures differ by 2.2 kcal/mol in free energy, which 

is dominated by the energetic component (ΔΔEǂ = 1.5 kcal/mol).  Topological analyses 

by AIM30, 352-353 reveal a number of crucial non-covalent contacts, including CH…π, 

C=O…H, C-H…O, and lone-pair…π interactions. However, the most glaring difference 

between TSminor and TSmajor is the presence of a strong, charge-assisted OH…O 

hydrogen bond in the latter but not the former (see Figure V-4).  This leads to substantial 

stabilization of TSmajor over TSminor.  Notably, were the diol not deprotonted, one would 

not expect this H-bonding interaction to be present.354  The impact of this interaction can 

be seen more clearly from distortion-interaction analysis by considering the relative 

energies of the BINOL substrate in the geometries of the two TS structures; in TSmajor, 

the substrate is 4.4 kcal/mol lower in energy than in TSminor. Other, compensative 

effects, including non-covalent interactions that preferentially stabilize TSminor, lead to 

the net energy difference of 1.5 kcal/mol. 

The drastically reduced selectivity in the case of the KR of (±)-6 provides further 

corroboration of the importance of this hydrogen bonding interaction in the 

stereoselectivity of reaction III, since the presence of an Me group in 6 precludes 

formation of this key O…H-O interaction (Figure V-4c).  The result is that non-covalent 

interactions are balanced in the two primary stereocontrolling TS structures. The 

balancing of non-covalent interactions, combined with the similar steric environments of 

these TS structures (See Appendix A more details), lead to TSmajor and TSminor being 
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nearly isoenergetic (ΔΔEǂ = 0.1 kcal/mol), and reaction III being unselective in the KR 

of 6. 

 

Figure V-5. Comparison of NCI plots for the two primary stereo controlling TS 

structures for the KR of (±)-5 catalyzed by 3[isosurface generated (-0.03- 0.03)]. 

 

The stereocontrolling TS structures for the KR of (±)-5 are depicted in Figure V-

4b.  Both the energy and free energy difference between TSminor and TSmajor are larger 

than for 4, in agreement with the experimentally observed enhanced selectivity.  As with 

4, the formation of a critical hydrogen bond in TSmajor provides substantial preferential 

stabilization as gleaned from distortion-interaction analysis.  Moreover, for 5 there are 

additional, dispersion-driven non-covalent interactions that provide further stabilization 

of TSmajor, compared to TSminor. This is captured by AIM analysis (see Appendix A 

more details), as well as the NCI analysis of Yang and co-workers.29, 209 For instance, 

Figure V-5 shows substantially greater dispersion-driven π-stacking and CH/π 

interactions between the substrate and catalyst in TSmajor than in TSminor, which nicely 
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mirrors the result of the AIM analysis. Overall, the exceptional selectivity in the KR of 

(±)-5 catalyzed by 3 adds to the growing list of examples of NHC-catalyzed reactions in 

which sundry non-covalent interactions (π-stacking, CH/π, hydrogen-bonding, etc.) work 

in concert to preferentially stabilize a given TS structure.321-325, 329 

 

Figure V-6. (a) Primary stereocontrolling TS structures for reaction I from Yamada et 

al.337 [computed at the B3LYP/6-31G(d,p) level of theory] along with relative energies 

in kcal/mol. (b) Model TS structures derived from those in (a), along with the 

corresponding relative energies in kcal/mol. (c) Electrostatic  potential in due to the 

structures in (b) in the absence of the protons involved in hydrogen bonding(red = -375 

kcal/mol; blue = 0 kcal/mol) along with values of the ESP at the positions of the protons 
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(in kcal/mol), atomic charges on the protons (q), and the total difference in electrostatic 

stabilization (ΔEelec) in kcal/mol. 

 

Figure V-7. (a) Primary stereocontrolling TS structures for reaction II from Kozlowski et 

al.342 [computed at the M06-2X/6-311G(d,p) level of theory] along with relative energies 

in kcal/mol. (b) Model TS structures derived from those in (a), along with the 

corresponding relative energies in kcal/mol. (c) Electrostatic  potential in the N-H-O 

plane arising from the model structures in (b) in the absence of the proton being 

transferred (red = -200 kcal/mol; blue = +400 kcal/mol). Values of the ESP at the 

positions of the protons are given in kcal/mol, along with the atomic charge (q) on the 

protons, and the total difference in electrostatic stabilization (ΔEelec) in kcal/mol. 

In light of the above results for reaction III, we re-examined the previously 

reported stereocontrolling TS structures reported by Yamada et al.337 (Figure V-6) and 
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by Kozlowski, et al.342 (Figure V-7) for reactions I and II, respectively. For reaction III, 

the lack of an OH…O hydrogen bonding interaction in TSminor provided a clear driver of 

stereoselectivity.  For reaction I, the origin of the 2.5 kcal/mol energy difference is less 

obvious, since the TS structures leading to both the major and minor stereoisomers 

exhibit 8-membered, charge-assisted hydrogen bond networks (see Figure V-6).  

However, closer examination of these structures reveals slightly more favorable 

geometries for the hydrogen bonding interactions in TSmajor.  Indeed, consideration of 

truncated models in which these hydrogen bond networks are isolated from the 

remainder of the TS structures reveals that 2.0 kcal/mol of the energy difference between 

TSminor and TSmajor arises from differences in these hydrogen bonding interactions (See 

Figure V-6b).  The large energetic impact of these subtle geometrical differences stems 

from the charged-assisted nature of these hydrogen bond networks, whose strengths vary 

much more strongly than their neutral counterparts.183, 355-360 

The energetic difference in these H-bond interactions was quantified using NBO-

based second order perturbation analysis361 and AIM,362 providing qualitatively similar 

results (2.2 kcal/mol for NBO and 1.7 kcal/mol for AIM), further supporting the above 

analysis. However, the differences in these hydrogen bond networks can also be 

examined from an electrostatic perspective.  The electrostatic potential (ESP) due to the 

model hydrogen-bonding networks in Figure V-6b, without the two protons, are plotted 

in Figure V-6c. The presence of heteroatoms and the charged nature of these hydrogen-

bond networks result in highly heterogeneous electrostatic environments for the two 

shared protons. The small differences in proton positions leads to both protons being in 
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more favorable electrostatic environments in TSmajor than in TSminor. The resulting 

difference in electrostatic stabilization is 2.1 kcal/mol, favoring TSmajor, providing a 

third, independent confirmation of the importance of these hydrogen bonding 

interactions on the stereoselectivity of reaction I.  Moreover, this electrostatic view gives 

a simple physical understanding of this energy differences in terms of the preferential 

electrostatic stabilization of TSmajor, compared to TSminor. 

Similar to reaction I, there are subtle differences in the position of the 

transferring proton in the stereocontrolling TS structures for reaction II. Furthermore, the 

electrostatic environment arising from the numerous heteroatoms and charged nature of 

this H-bond network result in the transferring proton being in a more favorable 

electrostatic environment in TSmajor than in TSminor (see Figure V-7c). Quantifying In 

reaction II, the origin of stereoselectivity is also somewhat enigmatic. Kozlowski et al.342 

attributed the 2.2 kcal/mol enthalpy difference between the lowest-lying TS structures 

leading to the minor and major stereoisomers to transannular steric interactions between 

the NHC ring hydrogen and terminal hydrogen of ethyl group (see Figure V-7).  

However, Cheong et al.363 have quantified the energetic consequences of similar 

interactions, finding that an H…H contact of 2.3 Å only imparts an energetic cost of 

~0.25 kcal/mol. This is well short of the 2.2 kcal/mol enthalpy difference reported by 

Kozlowski et al.342  Consistent with this, consideration of the model systems in Figure 

V-7b, in which this putative steric clash has been removed, the energy difference 

between TSmajor and TSminor is only reduced to 2.0 kcal/mol. This suggests that there is 

another source of energetic separation between these key TS structures.  
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Similar to reaction I, there are subtle differences in the position of the 

transferring proton in the stereocontrolling TS structures for reaction II. Furthermore, the 

electrostatic environment arising from the numerous heteroatoms and charged nature of 

this H-bond network result in the transferring proton being in a more favorable 

electrostatic environment in TSmajor than in TSminor (see Figure V-7c).   Quantifying 

the difference in electrostatic stabilization of the proton results in an energy difference of 

2.0 kcal/mol, favoring TSmajor. Thus, the bulk of the 2.2 kcal/mol difference in enthalpy 

between TSmajor and TSminor, which underlies the stereoselectivity of reaction II, can be 

attributed to the preferential electrostatic stabilization of the transferring proton in the 

favored transition state.  

After addressing the origin of stereoselectivity in these three NHC catalyzed 

KRs, we wondered whether similar effects are also operative in any examples of NHC-

catalyzed DKRs. Chi and co-workers297 recently reported a NHC-catalyzed DKR of 

carboxylic esters (see Scheme V-2). Based on DFT computations, Chi et al.297 proposed 

that the TS leading to the minor stereoisomer was destabilized by steric interactions (see 

Figure V-8a). Once again, considering model TS structures in which this steric 

interaction has been removed, along with other peripherial groups, leaves the energy 

difference largely intact (3.6 kcal/mol; see Figure V-8b). That is, steric interactions 

account for relatively little of the 5 kcal/mol energy difference.  Instead, there is a 

network of CH…O interactions152 that all favor TSmajor, which are ultimately responsible 

for the stereoselectivity of this NHC-catalyzed DKR. 
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Scheme V-3. DKR of α,α-disubstituted esters from Chi et al.297 

 

The nature of the key hydrogen bonding interactions are different in reactions I 

and II and IV. For instance, reaction I features a cyclic hydrogen bond network that is 

distant from the key bond forming reactions, whereas for reaction II the key hydrogen 

bond network is directly involved in the bond forming/breaking step. Reaction IV, on the 

other hand, relies on the collective effects of three hydrogen-bonding interactions that 

are again somewhat distant from the key bond forming/breaking events in the transition 

state.  Moreover, these reactions involve different types of hydrogen bonds: an NH…O 

interaction, a charge assisted OH…O interaction, and CH…O interactions152 for reactions 

I, II, and IV, respectively. These three examples are also distinct from the kinetic 

resolution reported by Cheong et al.296 in which the stereoselectivity was attributed to 

the electrostatic stabilization of a fleeting charge in the TS by the catalyst. 
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Figure V-8. (a) Primary stereocontrolling TS structures for reaction IV computed at the 

B3LYP/6-31G(d) level of theory, from Chi et al.,297 along with relative gas-phase 

energies in kcal/mol.  Key CH…O interaction distances are shown in Angstroms. (b) 

Model TS structures derived from those in (a), along with the corresponding relative 

energies in kcal/mol. 

 

Despite these differences, by considering the electrostatic environment of the 

protons involved in these hydrogen-bond networks, we arrive at a consistent, 

electrostatically-driven understanding of the stereoselectivity of these three reactions.  In 

all cases, the TS structure leading to the major stereoisomer is preferentially stabilized 

because key protons are located in more favorable electrostatic environments.  One can 
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view the stereoselectivity of reaction III in a similar light—the presence of a charge-

assisted OH…O interaction in TSmajor and its absence in TSminor is simply an extreme 

case of a single proton being in a more favorable electrostatic environment in the 

favored TS compared to the disfavored TS.  Indeed, quantifying the electrostatic 

stabilization of that proton in TSmajor and TSminor for the KR of (±)-4 catalyzed by 3, one 

finds an energy difference of 1.0 kcal/mol favoring TSmajor. This is in reasonable 

agreement with the electronic energy difference of 1.5 kcal/mol. 

Examples of electrostatically-driven selectivity of NHC-catalyzed 

transformations have been previously documented,296, 332, 364-367 which stem from the 

unique electronic character of NHCs. For instance, Bode, Schoenebeck, et al.364 

explained the selectivity of an NHC-catalyzed Claisen rearrangement by the electrostatic 

stabilization of the favored TS structure. Houk, Rovis, et al.332, 367 reasoned the improved 

reactivity and selectivity of flourinated NHC catalysts in an asymmetric Setter reaction 

due to preferential electrostatic interactions between catalyst and substrates. Similarly, 

Studer et al.365-366 explained chemoselective acylation of an alcohol in the presence of an 

amine by the more electrostatic nature of hydrogen bonding. Finally, Cheong, Scheidt, et 

al.336 very recently showed the importance of electrostatic stabilization in an NHC-

catalyzed annulation. Furthermore, the importance of charge-assisted hydrogen bonds in 

Brønsted-acid catalyzed reactions have recently been demonstrated experimentally by 

Gschwind et al.368 Taken together, these findings point toward a much greater role of 

electrostatic effects in the selectivity of NHC catalyzed transformations than is widely 

assumed. 
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5.3. Conclusions 

N-heterocyclic carbenes have emerged as powerful organocatalysts for kinetic 

resolutions and dynamic kinetic resolutions.290-298, 337-341  However, a number of key 

questions regarding the origin of catalytic activity and selectivity of several recently 

reported KRs of diols and amines had not been fully resolved.  We used modern 

computational tools to examine three NHC-catalyzed kinetic resolutions (Scheme 1).  

First, we unveiled the full role of BzO– in the KR of BINOL-derivatives catalyzed by a 

chiral NHC (reaction III), which is an in situ-generated additive that obviates the need 

for an added co-catalyst as in other, similar transformations.  Furthermore, in this 

reaction the BINOL-derived substrate is deprotonated, enabling the formation of a key 

intramolecular hydrogen bond in the favored TS structure and leading to high degrees of 

selectivity; when the substrate is methylated, this hydrogen bonding interaction is absent 

and selectivity is lost. In the case of VANOL-derived substrates, additional non-covalent 

interactions work in concert with this hydrogen bonding interaction, leading to further 

enhanced selectivity. Zhao et al.369 recently reported an NHC-catalyzed acylative 

desymmetrization in which the stereoselectivity depended on a combination of a similar 

intramolecular H-bond combined with steric effects. In all three KRs examined here, the 

co-catalyst plays key roles; it facilitates a key proton transfer in both reactions I and III, 

substantially lowering the activation energies.  

A reexamination of previously reported9,12 stereocontrolling TS structures for 

reactions I, II and IV also revealed a new view of the origin of their selectivities.  In each 

case, there are cyclic hydrogen bond networks in both the favored and disfavored TS 
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structures; however, these hydrogen bonds are more favorable in the TS structure 

leading to the major isomer. These disparate examples were all explained based on a 

simple electrostatic model—the protons involved in these charge-assisted hydrogen bond 

networks are in more favorable electrostatic environments in the TS structures leading to 

the major stereoisomer. 

The importance of such subtle, electrostatically-driven non-covalent interactions 

in these four reactions exemplifies the similarities between many organocatalysts and 

enzymes, as envisioned by Jacobsen and others,13, 253, 370-371 since many enzymes induce 

selectivity through the interaction of reacting substrates within a chiral, heterogeneous 

electrostatic environment.372-374 These four NHC-catalyzed reactions join the growing 

list of organocatalysts that achieve selectivity through stabilizing electrostatic 

interactions,112, 152, 246, 332, 336, 357, 364-367, 375-387 and emphasize the power of using favorable 

non-covalent interactions, rather than steric effects, to simultaneously achieve high 

degrees of activity and selectivity. Hopefully, the insights uncovered in this study will 

not only have implications for the design of more effective NHC catalysts, but can also 

help to guide judicious choice of protic additives388 and exploitation of favorable 

electrostatic interactions.  

5.4. Theoretical Methods 

We considered several levels of theory, including B97-D/TZV(2d,2p), B3LYP/6-

31+G(d), B3LYP-D3/6-31+G(d),  ωB97XD/6-31+G(d), and M06-2X/6-31+G(d). 

Solvent effects (dichloromethane) were accounted with CPCM unless specified 

otherwise.389-390 Transition state structures were verified by the presence of a single 
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imaginary vibrational frequency. The presented theoretical free energy differences 

(ΔΔG‡) correspond to the difference in free energy between the lowest-lying  transition 

state structures for each reaction/catalyst combination based on an extensive search of 

possible conformations of the catalyst and substrates (see Appendix A more details). It is 

assumed that these reactions are under Curtin-Hammett control, and that the 

enantioselectivity is dictated by ΔΔG‡ for the stereocontrolling step (vide infra). In view 

of multiple reactive conformers for each isomer, presented free energy differences are 

based on a Boltzmann weighting of conformations of each TS structure. Thermal free 

energy corrections were based on the quasi-rigid rotor/harmonic oscillator (quasi-

RRHO) approximation of Grimme.391 The overall energetic profile of the catalytic cycle 

was analyzed by applying energetic span model.347 Distortion-interaction analysis was 

performed on B3LYP/6-31G(d)optimized geometries following the protocol of Ess and 

Houk31, 392 (or equivalently, the activation-strain model of Bickelhauptet al.393-394). We 

also performed AIM analyses to identify important non-covalent interactions.30, 352-353  

Topological analysis of the electron density distribution is performed using electron 

densities computed at the CPCM-B3LYP/6-31G(d) level of theory. NCI plots were also 

used to visualize dispersion-driven non-covalent interactions.29, 209 The electrostatic 

stabilization of key protons in stereocontrolling TS structures was quantified by taking 

the product of the electrostatic potential (ESP) due to all other atoms evaluated at the 

position of the proton with the NPA atomic charge of the proton in the intact TS 

structure, as done previously by Lu and Wheeler.395 Molecular structure figures were 

generated using CYLview.396 All computations were performed using Gaussian 09397 
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and the B97-D computations employed density fitting techniques.  For the analyses of 

previously reported TS structures,297, 337, 342 we used the same levels of theory as found 

in the corresponding references, for consistency. 
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CHAPTER VI  

ACTIVATION MODE AND ORIGIN OF SELECTIVITY OF SELECTIVITY IN 

CHIRAL PHOSPHORIC ACID CATALYZED OXACYCLE FORMATION BY 

INTRAMOLECULAR OXETANE DESYMMETRIZATION* 

6.1. Introduction 

                    The desymmetrization of achiral and meso compounds is a powerful route to 

enantiopure molecules, and has consequently received significant attention.5, 398 While 

intermolecular oxetane openings provide access to 2,3-disubstituted propan-1-ols,399 

intramolecular variants of this reaction can incorporate these scaffolds into cyclic 

structures. Numerous strategies for enantioselective oxetane openings have been 

developed, involving organocatalysts,400-402 Lewis acids,403  and metals.404-406 A more 

complete understanding of key stereocontrolling factors in such reactions, as well as 

deeper mechanistic insights, will help to expand the scope of these synthetic protocols. 

Computational quantum chemistry has emerged as a powerful means of achieving such 

insights across many classes of organocatalyzed reactions,224 including those catalyzed 

by chiral phosphoric acids (CPAs).407 The last decade has witnessed significant progress 

in our understanding of CPA-catalyzed reactions,247, 260, 408-412 particularly in terms of 

their preferred activation mode and origins of stereoselectivity.11 Complemented by 

experimental work by Gschwind et al.,413-415 theoretical studies have provided key 

                                                 

*Adapted with permission from “Activation Mode and Origin of Selectivity in Chiral Phosphoric Acid 

Catalyzed Oxacycle Formation by Intramolecular Oxetane Desymmetrization” by R.Maji, P.A. 

Champagne, K.N.Houk and S. E. Wheeler,  ACS Catal. 7, 7332. Copyright 2017 American Chemical 

Society. 
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insights into the binding modes of these catalysts and the development of intuitive 

models that enable the prediction and rationalization of stereochemical outcomes for 

many of these reactions.260, 263, 416 The general consensus is that CPA-catalyzed reactions 

typically operate via a ‘bifunctional’ activation mode247, 249, 262, 417 in which the 

electrophile and nucleophile are simultaneously activated through interactions with the 

Brønsted acidic and basic sites of the catalyst.11 Concurrently, the understanding of the 

origin of stereoselectivity of these reactions has gradually shifted from a view anchored 

in repulsive steric interaction to more nuanced models based on the interplay of 

numerous attractive and repulsive non-covalent interactions between the catalyst and 

substrates.36, 118, 222, 246, 275, 418-424 

Recently, Seguin and Wheeler273 and Champagne and Houk242 presented theoretical 

studies of CPA-catalyzed intermolecular oxetane ring openings, reaching disparate 

conclusions regarding the relative importance of distortion effects and non-covalent 

interactions. In particular, Seguin and Wheeler273 found that electrostatic interactions 

guided the selectivity of oxetane ring openings in the case of mercaptobenzothiazole 

nucleophiles,425 while Champagne and Houk242 reported a distortion-guided steric 

outcome for HCl mediated oxetane ring openings.426 The latter study provided a general 

model of selectivity for oxetane desymmetrizations, which correctly explains the major 

enantiomer observed in various published reactions of oxetanes, including the one 

studied by Seguin and Wheeler.273 
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Scheme VI-1. Organocatalytic cascade Intramolecular oxetane ring opening reactions 

from Sun et al.427 (substrates 1-4), along with a model intermolecular oxetane ring 

opening (substrate 5). 

 

However, this general model of selectivity was not directly applicable to Sun’s 

intramolecular openings of 3,3-disubstituted oxetanes (Scheme VI-1).427 Intrigued by 

this limitation of the model, and in line with our overlapping interests in CPA-catalyzed 

reactions,118, 246, 265, 271, 275, 428 we pursued a joint theoretical study of the intramolecular 

oxetane desymmetrizations in Scheme 1.427 These reactions provide direct access to 

enantioenriched 1,4-dioxanes and other related oxacycles that are abundant in natural 

products and pharmaceuticals. For these reactions, (R)-SPINOL-derived catalyst PA-2 

was the most selective, and good yields of the desired products were usually obtained at 
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room temperature. To explain the experimental selectivity, Sun et al.427 assumed the 

conventional bifunctional activation mode, where the stereochemical outcome could be 

predicted through consideration of steric interactions. However, since our recently-

developed steric model could not account for the observed selectivity242 we expected to 

find some caveat to this explanation. 

6.2. Methods 

All DFT computations were carried out using Gaussian 09.429 Geometry 

optimizations and vibrational frequency computations were conducted at the 

B97D/TZV(2d,2p) level of theory, with single point energy refinements at the M06-

2X/6-311+G(d,p) level. Solvent effects (dichloroethane) were accounted for with SMD 

for all geometry optimizations, vibrational frequency computations, and single-point 

energies unless specified otherwise.430 Stereoselectivities were based on the relative free 

energies of the lowest-lying transition state (TS) structures leading to the minor and 

major stereoisomers (ΔΔG‡), under the assumption that these reactions are under Curtin-

Hammett control. Transition state structures were verified by the presence of a single 

imaginary vibrational frequency. The theoretical free energy differences for each 

reaction/catalyst combination are based on an extensive search of possible 

conformations of the catalyst and substrates (see Appendix B more details). Thermal free 

energy corrections were based on the quasi-rigid rotor/harmonic oscillator (quasi-

RRHO) approximation of Grimme.431 The overall energetic profile of the catalytic cycle 

was analyzed by applying the energetic span model.347 Distortion/interaction analysis 

was performed on the B97-D/TZV(2d,2p) optimized geometries following the protocol 
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of Ess and Houk31, 392 (or equivalently, the activation-strain model of Bickelhaupt et 

al.393-394). AIM analyses have been employed to identify important non-covalent 

interactions,30, 352-353 and the strength of various hydrogen bonding interactions were 

quantified using the method by Espinosa and coworkers.362 NCI plots were also used to 

visualize dispersion-driven non-covalent interactions as proposed by Yang and 

coworkers.29, 209 Atomic charges were computed using natural population analysis 

(NPA).361 The electrostatic stabilization was quantified by taking the product of the 

electrostatic potential (ESP) due to all other atoms evaluated at the position of a proton 

with the NPA atomic charge of the proton in the intact TS structure, as done previously 

by Lu and Wheeler.395 Molecular structure figures were generated using CYLview.396 

6.3. Results and Discussion 

To evaluate the possible activation modes in CPA-catalyzed intramolecular 

oxetane desymmetrizations, we first considered the reaction of substrate 1 catalyzed by 

phosphoric acid dimethyl ester (PA-1) as a model catalyst.432 Three low-energy binding 

modes were identified, and the most stable conformations for each mode are shown in 

Figure VI-1 in a rotated Goodman263 and Terada-Himo quadrant260, 433 projections. 

These projections are related by a 90° rotation along the x-axis. A nearly linear 

arrangement of the leaving group, substituted carbon, and nucleophile is observed in all 

three cases, as expected for an SN2-like opening of the oxetane. In these transition states, 

proton transfer to the oxetane oxygen is complete, while the nucleophilic alcohol is still 

almost intact (both O–H bonds are between 0.97 – 1.03 Å), an effect related to the weak 

acidity of alcohols. The result is that these TSs are essentially ion-pairs of the protonated 
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substrate and deprotonated catalyst.414-415, 434-435 Notably, the chair-like conformation of 

the forming 6-membered ring is always the most favorable. After the TS, IRC analysis 

shows that the cationic product is deprotonated by the catalyst phosphate to form a 

neutral product-complex spontaneously. In addition to the expected “bifunctional 

activation” (BA) mode,242, 246, 273 we found two unprecedented modes where the catalyst 

interacts with only one of the two OH groups. In the “nucleophile activation” (NA) 

mode, only the nucleophile OH is bound to the phosphate, while in the “oxetane 

activation” (OA) mode, the oxetane OH is bound to the phosphate. In both cases 

however, the second oxygen of the catalyst engages in a CH…O interaction with the 

carbon undergoing substitution. Surprisingly, in this intramolecular system, OA is the 

most favorable activation mode, with an activation free energy of 32.7 kcal/mol 

compared to separated reactants. This is 0.9 and 1.1 kcal/mol smaller than the activation 

free energy for the BA and NA modes, respectively. Although the OA mode is preferred 

for this reaction, due to the lack of a substantial energy difference we were unable to 

eliminate the other possible activation modes at this stage.  
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Figure VI-1.Three activation modes of substrate 1 catalyzed by PA-1, shown in their 

rotated Goodman (middle row) and quadrant (bottom row) projections, with their 

(relative) free energies of activation (in kcal/mol). Non-critical hydrogens are omitted 

for clarity (note that in the Goodman projection for the OA mode, a proton is obscured 

by the nucleophilic oxygen). The TSs shown lead to the (S)-product.The 3,3′-aryl groups 

(Ar) serve primarily to create a restrictive binding groove that orients the substrates 

within the electrostatic environment of the catalyst. 

 

The BA mode has two strong OH…O hydrogen bonds between the catalyst 

oxygens and the substrate, yet has similar energies to NA or OA. To understand this 

effect, we conducted a distortion/interaction analysis at the SMD-M06-2X/6-311+G(d,p) 

level of theory (Table VI-1). We compared the relative energies of distortion of the 
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catalyst (
cat
distΔΔE ) and substrate (

sub
distΔΔE ) components, as well as the actual (ΔEint) and 

relative (ΔΔEint) interaction energies between these two parts, setting the BA mode as 

our standard (0.0 kcal/mol). 

Table VI-1. Relative distortion/interaction analysis (in kcal/mol). 

TS ΔΔE‡ ΔΔEdist
cat ΔΔEdist

Sub ΔEint ΔΔEint 

BA 0.0 0.0 0.0 38.0 0.0 

NA 0.4 -0.3 -14.4 -22.9 15.1 

OA -0.6 0.0 -9.9 -28.7 9.3 

 

No difference in the catalyst distortion was identified by this analysis, but 

drastically different substrate distortion energies were found. Interestingly, the BA mode 

requires the most substrate distortion, whereas the NA and OA modes require 14.4 and 

9.9 kcal/mol less substrate distortion, respectively. However, this reduced distortion for 

NA and OA comes at the cost of reduced interaction energies with the catalyst, as 

expected from the different binding patterns exhibited by these activation modes (Figure 

VI-1). For OA, the reduction in interaction energy is only slightly smaller (9.3) than the 

savings from distortion (-9.9), making it the best activation mode by a mere 0.6 

kcal/mol.  

The distortion required for the intramolecular ring system of 1 can be explained 

by the nature of the forming 6-membered ring, which involves all sp3-hybridized atoms. 

This precludes the alignment of the oxetane and nucleophile O–H bonds required to 

simultaneously engage in strong hydrogen bonding interactions with the phosphate 

catalyst in the BA mode (Figure VI-2). Instead, significant distortions of the oxetane 

and chair-like rings are required for these hydrogen bonds to align. To prove this, we 

computed TS structures for the reaction of substrate 5 with methanol, again catalyzed by 
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model catalyst PA-1 (Figure VI-3). In this case, easy alignment of both OH groups was 

expected (Figure VI-2). 

Indeed, for this model system, the BA mode is at least 3.2 kcal/mol more 

favorable than either NA or OA. When these intermolecular TS structures are compared 

to those of Figure VI-1, the NA and OA modes have identical alignments of the 

nucleophilic and electrophilic parts of the reaction, relative to the catalyst structure. 

Therefore, for these modes, the intra- or intermolecular nature of the TS has no effect. 

However, the BA TS is organized in a strikingly different way in Figures 1 and 3, which 

indicates that it is arranged differently, depending on whether the reaction is 

intramolecular (distorted) or intermolecular (not distorted). Therefore, in the absence of 

unfavorable distortion, the conventional bifunctional mode is the preferred mode of 

activation for the opening of oxetanes catalyzed by phosphoric acids. 

 

Figure VI-2. Different alignments of the OH groups for intra- and intermolecular 

oxetane desymmetrizations. 

 

Having established the plausibility of several potential binding modes for 

intramolecular oxetane ring openings, we next considered four examples using the full 

catalyst PA-2. Theoretical ee’s are presented in Table 2; we are pleased to observe 
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remarkable agreement with the experimental stereoselectivities,427 capturing not only the 

reduced stereoselectivity for substrates 3 and 4 but also reasonable reproduction of 

experimental values in all cases. Computed ee values are 1-16% lower than 

experimental, representing a maximum error of 0.6 kcal/mol. 

 

Figure VI-3. Rotated Goodman and quadrant projections of the three activation modes, 

for the reaction of 5 with MeOH, catalyzed by PA-1. Non-critical hydrogens are 

removed for clarity. (Relative) free energies of activation are displayed below the 

structures, in kcal/mol. 

 

For the reaction of substrate 1 catalyzed by the real catalyst PA-2, the same three 

activation modes can be located, but their relative energies are significantly different 

from those computed for PA-1 (Figure VI-4). Notably, OA is even more strongly 

favored over the other activation modes for the real catalyst than for the model catalyst, 
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indicating that the flanking pyrenyl groups provide greater stabilization to the TS for the 

OA mode. We find that in both NA and OA, the OH group that is not bound to the PA 

moiety is engaged in an OH…π interaction with one of the flanking pyrenyl groups of the 

catalyst, partially offsetting the decreased interaction energy inherent to these two 

activation modes (see above). Of interest, the arrangement of the substrate relative to the 

catalyst structure is almost identical, whether the real or model catalyst is used, except 

for slight variations that allow a more efficient OH…π overlap. 

 

Table VI-2. Experimental427 and theoretical ee’s and corresponding relative free energies 

(in kcal/mol) for substrates 1-4 catalyzed by PA-2.a  

Substrate ee ΔΔG‡ ee ΔΔG‡
 

1 98 2.7 94 2.1 

2 91 1.8 90 1.8 

3 86 1.5 78 1.3 

4 67 1.1 51 0.7 
aAll reactions at 298K except for substrate 4 (333K). 

Additional insights regarding this preferred binding mode can be gleaned from 

distortion/interaction analysis. As in the model TS structures, interaction energies favor 

the BA mode, in large part because of the presence of two OH…O hydrogen bonds; 

however, this comes at the expense of distortion of the substrate in order to align these 

two hydrogen bonds with the phosphate oxygens. In the OA mode, the less favorable 

hydrogen bonding interactions are compensated by the lack of distortion. Moreover, in 

this mode there is an additional stabilization afforded by the OH…π interaction between  

the nucleophilic OH and one of the pyrenyl substituents on the catalyst. The net result is 

that for reactions catalyzed by PA-2, the TS structures corresponding to the BA mode 

are thermodynamically unimportant and these reactions proceed almost entirely via OA. 
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We note that these trends are consistent regardless of the DFT method employed (see 

Appendix B more details). 

 

Figure VI-4. Lowest-energy TSs for reaction of substrate 1 catalyzed by PA-2 for the 

three activation modes, shown in their rotated Goodman (top row) and quadrant (bottom 

row) projections. The structures shown lead to the major (S) product found 

experimentally. (Relative) free energies of activation are given below the structures, in 

kcal/mol. Key bond lengths are highlighted. Non-critical hydrogen atoms are omitted for 

clarity. 

 

Considering the overall free energy profile for reaction of 1, the energetic span347 

for the catalyzed reaction is 23.9 kcal/mol and the reaction is exergonic by 20.7 kcal/mol 

(see Appendix B more details). This relatively low energetic span can be contrasted with 

the uncatalyzed reaction (47.3 kcal/mol), or the span resulting from the model catalyst 

PA-1 (32.7 kcal/mol). In other words, the non-covalent stabilization of the rate-limiting 

TS provided by the aryl substituents on the catalyst is a vital component of the catalytic 

activation of this reaction; the phosphoric acid functionality alone does not lower the 
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barrier enough to render this intramolecular oxetane ring opening viable at room 

temperature. 

Finally, we turn to understanding the mode of stereoinduction for the reaction of 

substrates 1-4 catalyzed by PA-2. The lowest-lying TS structures leading to the major 

(S) and minor (R) stereoisomers are shown in Figures 5 and 6 for substrates 1 and 3, 

respectively (see Appendix B for TS structures for 2 and 4). First, these favored TS 

structures correspond to the OA mode, in which the oxetane interacts with the catalyst 

via OH…O and C–H…O interactions with the phosphate. It is instructive to compare the 

substrate orientations in these TS structures for PA-2 with the corresponding structures 

for the model catalyst PA-1 (see Figure VI-5). For 1, in the TS leading to the major (S) 

product, the reacting substrate adopts an arrangement that is almost identical to that seen 

for the model catalyst (Figure VI-5a). A slight shift of the substrate and rotation of the 

nucleophilic OH orient this hydroxyl group towards the nearby pyrene, leading to a more 

stabilizing OH…π interaction. However, in the TS leading to the minor (R) product the 

substrate is oriented differently in the model and real catalysts (Figure VI-5b). To 

achieve a moderately good OH…π overlap, the substrate is rotated within the pocket, 

which has the effect of elongating and thus weakening the CH…O interaction that is 

characteristic of the OA mode [2.42 Å in TS(R) vs 2.06 Å in TS(S)]. Furthermore, if the 

substrate were to adopt the orientation seen with the model catalyst in the pocket of PA-

2, the methyl substituent would be in close contact with the wall of the catalyst. This 

further incentivizes the above-mentioned rotation. 
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Overall, due to the two-point binding of the TSs in OA, which imposes a 

predictable arrangement of the substrate, the TS leading to the major stereoisomer 

positions the nucleophilic OH group in an arrangement favorable for OH…π interaction, 

while the TS leading to the minor enantiomer has to rotate to engage in such an 

interaction. Based on the importance of these stabilizing OH…π interactions in these TS 

structures (see above), a model can be developed to qualitatively explain the sense of the 

observed enantioselectivity. This model is shown in Figure VI-7a. 

 

Figure VI-5. Lowest-lying stereocontrolling TS structures for the reaction of 1 catalyzed 

by PA-2. a) Quadrant projection of the TS structures leading to the major (S)-product. 

Inset: Lowest-energy (S) TS structure with model catalyst PA-1. b) Quadrant (left) and 

rotated Goodman (right) projections of the TS structures leading to the minor (R) 

product. Inset: Lowest-energy (R) TS structure with the model catalyst. Non-critical 

hydrogens are omitted for clarity.  

 

As the OA mode uses a relatively weak CH…O interaction to bind the substrate 

to the catalyst, any possibly stronger interaction has the potential to displace this CH…O 

interaction and alter the substrate orientation. For instance, substrates 3 and 4 feature an 

OH group at the 3-position, which is capable of hydrogen bonding with the catalyst. 

Figure VI-6 shows that in the lowest-energy TS structures of 3 with PA-2, the substrate 
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is oriented to allow the protonated oxetane and 3-OH groups to interact with the 

phosphate moiety. However, as this new binding mode is governed by these two non-

covalent interactions, the expected arrangements of the TSs are predictable. This allows 

us to draw another model to explain the observed selectivity for these substrates (Figure 

VI-7b). This model is once again based on the fact that the OH…π interaction is crucial 

to stabilize the TSs, such that the minor TSs will have to rearrange in the catalyst pocket 

to maximize this interaction. 

 

Figure VI-6. Most favorable TS structures leading to each enantiomer for the reaction of 

3 catalyzed by PA-2. Structures are shown in their rotated Goodman (middle row) and 

quadrant (bottom row) projections, with non-critical hydrogens removed for clarity. 
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Distortion/interaction analyses31, 392-393 provide further quantitative insight into 

the mode of stereoinduction in these reactions, adding to the above discussion and the 

associated models in Figure VI-7. Gas-phase energy differences between the lowest-

lying TS structures leading to the minor and major stereoisomers, ΔΔE‡ (Table VI-3), 

follow a similar trend to the ΔΔG‡ values from Table 2, indicating only a small impact of 

solvent and entropic effects on stereoselectivity. To understand the origin of these gas-

phase energy differences, they were decomposed into the difference in energy required 

to distort the catalyst (
cat
distΔΔE ) and substrates (

sub
distΔΔE ) into the corresponding TS 

geometries, and the difference in interaction energies between these distorted species 

(see Table VI-3). For substrates 1-3, substrate distortion favors formation of the minor 

stereoisomer (for 4, substrate distortion has no significant effect); however, these effects 

are overshadowed by the catalyst distortion, which favors the TS structures leading to 

the major stereoisomer. In all cases, the largest driver of stereoselectivity is differences 

in interaction energies between the substrates and catalyst, which favor the TS structures 

leading to the major stereoisomer.  
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Figure VI-7. Models depicting the expected arrangements of substrates 1 (a) and 3 (b) 

relative to the binding pocket of a CPA catalyst. Comparison of these structures allow a 

qualitative understanding of which enantiomer will be favored. 

 

Table VI-3. Differences in gas-phase energies (ΔΔE‡) between the stereocontrolling TS 

structures, decomposition of ΔΔE‡ into distortion (
cat
distΔΔE  and 

sub
distΔΔE ) and interaction 

(ΔΔEint) energies, and approximate decomposition of ΔΔEint into contributions from 

non-covalent interactions of the substrates with the aryl (
Ar
intΔΔE ) and phosphoric acid (

Phos
intΔΔE ) components of the catalyst. 

Substrate ΔΔE‡ ΔΔEdist
cat ΔΔEdist

Sub ΔΔEint ΔEint
Ar ΔΔEint

Phos 

1 4.8 2.9 -1.0 2.9 -0.1 4.1 

2 5.5 2.1 -0.9 4.4 3.2 1.2 

3 1.1 0.5 -0.5 1.1 2.9 -1.3 

4 1.6 0.6 0.2 0.8 2.6 -2.5 

 

These interaction energy contributions to ΔΔE‡ were further probed by 

considering truncated model systems in which the substrate interacts with either the 



 

155 

 

pyrenyl groups (
Ar
intΔΔE ) or phosphoric acid functionality (

Phos
intΔΔE ), in the geometries of the 

stereocontrolling TS structures (see Table 3). These models provide a rough separation 

of the contribution of non-covalent interactions with the aryl substituents and phosphoric 

acid functionality to ΔΔEint, respectively. For substrate 1, non-covalent interactions 

between the substrate and pyrenyl groups have no net impact on stereoselectivity; 

instead, the energy difference between the stereocontrolling TS structures arises from 

differences in non-covalent interactions with the phosphoric acid component of the 

catalyst. This is consistent with the model in Figure VI-7a. For substrate 1, both 

stereocontrolling TSs feature similar OH…π interactions with the aryl walls of the 

catalyst, but in the minor TS the CH…O interaction is elongated to afford the proper 

geometry. This is reflected in 
Phos
intΔΔE . Substrates 2-4 are more complicated, since non-

covalent interactions with the aryl substituents and phosphoric acid functionality both 

impact the stereoselectivity. While interactions with the aryl groups favor the major TS 

for all three of these substrates, interactions with the phosphate favor the major TS for 2 

but the minor TS for substrates 3 and 4. Analyses by AIM26b,33 and NCI29, 209 support the 

finding that non-covalent interactions of the substrate with the aryl walls of the catalyst 

preferentially stabilize the major TS and enhance the stereoselectivity. In particular, 

while non-covalent interactions abound in both the major and minor TS, AIM and NCI 

indicated that the major TS features stronger CH…π, OH…π, and (in the case of 

substrates 3 and 4) lone pair…π interactions than the minor TS. Differences in the 

interactions of the substrate with the phosphoric acid functionality, which favor 

formation of the major stereoisomer for 1 and 2 but the minor stereoisomer for 3 and 4, 



 

156 

 

can be understood by considering the partial atomic charges and geometries of the 

corresponding TS structures. In the OA mode, the early protonation of the substrate by 

the catalyst leads to substantial partial positive charges on the hydrogens of the carbon 

being attacked; these charges will interact with the chiral electrostatic environment 

created by the deprotonated catalyst, as observed recently by Seguin and Wheeler246 and 

List et al.256 for CPA catalyzed epoxide desymmetrizations. These electrostatic 

contributions are associated with the CH…O interactions between the substrate and 

catalysts in the major and minor TS structures. For substrates 1 and 2, there is a greater 

positive charge and a shorter CH…O distance in the TS leading to the major 

stereoisomer, compared to the minor product (see Figure VI-8). This trend is reversed 

for substrates 3 and 4, for which the TS leading to the minor stereoisomer exhibits a 

geometry more compatible with electrostatic stabilization via this CH…O interaction. 

These electrostatic effects can be quantified approximately by considering the 

interaction of these atomic charges with the electrostatic potential arising from the 

deprotonated catalyst (see Figure VI-8). The resulting difference in electrostatic 

interactions for substrate 1, accounting for the CH…O and OH…O interactions, is +2.8 

kcal/mol (favoring the major stereoisomer); for substrate 3 (accounting for both OH…O 

interactions and the CH…O), the difference in electrostatic stabilization is -1.9 kcal/mol 

(favoring the minor stereoisomer). This can be contrasted with the aforementioned 

work246, 256 on CPA-catalyzed epoxide ring openings, where the stereoselectivity was 

uniformly enhanced by the electrostatic stabilization of the TS structure leading to the 

major stereoisomer. 
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Figure VI-7. Electrostatic potentials due to the deprotonated catalyst in the plane of key 

hydrogens (red = -150.0 kcal/mol; blue = 0.0 kcal/mol). The difference in electrostatic 

stabilization for substrate 1 (a) and 3 (b) of the key CH and OH group(s) (Eelec) is also 

shown in kcal/mol. 

 

6.4. Conclusions 

We have shown that the activation mode for chiral phosphoric acid-catalyzed 

intramolecular oxetane ring openings differs qualitatively from that for intermolecular 

oxetane ring openings, and is contrary to popular reactivity models for CPA-catalyzed 

reactions in general. The origin of this is straightforward: intramolecular oxetane 

desymmetrizations with all-sp3 rings require significant substrate distortion in order for 

both the electrophile and nucleophile to engage in OH…O hydrogen bonds with the 
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Brønsted acidic and basic sites of the catalyst. Instead, the favored activation mode for a 

series of intramolecular oxetane ring openings involves activation of only the oxetane by 

the phosphoric acid functionality; the nucleophile is mildly activated by OH…π 

interactions with a flanking pyrenyl group of the catalyst. This is corroborated by studies 

of a model intermolecular oxetane ring opening, for which the conventional bifunctional 

activation mode is favored.  

From a mechanistic point of view, the intramolecular oxetane desymmetrization 

involves general acid catalysis. We have developed two models that qualitatively explain 

and predict which enantiomer will be favored for each type of substrate. 

Stereoselectivity of these reactions is driven primarily by differences in non-covalent 

interactions of the substrates with both the aryl substituents and phosphoric acid 

functionality of the catalysts. We showed that depending on the nature of groups 

attached, electrostatic interactions of the reacting oxetane with the chiral electrostatic 

environment of the deprotonated catalyst can either enhance or decrease the 

stereoselectivity. These intramolecular oxetane openings add to the growing list of 

organocatalysts that achieve selectivity through stabilizing non-covalent14, 101, 112, 121, 248, 

254, 322, 436-440 and electrostatic interactions.152, 246, 357, 364-365, 375-383, 441-442 We envision that 

the insights into the mode of stereoinduction in these reactions will prove useful in 

improving the scope and efficiency of related reactions. 
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CHAPTER VII  

UNDESTANDING THE REACTIVITY AND SELECTIVITY OF FLUXIONAL 

CHIRAL DMAP CATALYZED KINETIC RESOLUTIONS 

7.1. Introduction 

The biological relevance of chiral alcohols has driven the development of many 

methods for their kinetic resolution (KR), which have been subjected to numerous 

experimental and theoretical studies.443-445 Among available strategies for the KR of 

alcohols, chiral 4-dimethylaminopyridine (DMAP) catalyzed KRs are particularly 

appealing due to their operational simplicity, high turnover, and environmental 

friendliness.10, 446 Studying such reactions computationally not only enriches our 

understanding of these processes but also creates opportunities to improve their 

efficiency. 

In continuation of our efforts to understand the stereoselectivity of 

organocatalyzed reactions,14 particularly in the context of KRs,271, 447 we have examined 

the KR of axially chiral biaryls reported by Sibi and co-workers in 2014 (Scheme VII-

1).448 In this reaction, chiral DMAP catalyst A serves as a highly selective catalyst when 

paired with isobutyric anhydride as the acylating agent. Although there have been 

previous computational studies of other KRs of alcohols,143, 449-452 the reaction in 

Scheme VII-1 presents a number of unique features. First, it is the seminal example of an 

organocatalyzed KR that provides excellent selectivity for axially chiral alcohols, yet has 

not been explored computationally. Second, it exhibits high degrees of selectivity despite 

the use of a highly-fluxional chiral catalyst. This is contrary to the conventional wisdom 
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that more rigid catalysts should provide better selectivity, raising key questions 

regarding the interplay of catalyst flexibility and selectivity. Finally, Sibi et al.448 

observed that biaryl alcohols with electron-rich substituents at the β’-position exhibit 

much higher selectivities than those with electron-poor ones. Although this was 

explained in terms of a possible non-covalent interaction between these substituents and 

the N-acyl group, the established precedent of π…π+ interactions in similar acylation 

reactions143, 449, 452 raises the possibility that these substituent effects are due to the 

modulation of π…π+ interactions in the stereocontrolling transition state (TS).  

7.2. Theoretical Methods 

Computations were performed using Gaussian 09.453 Free energies were computed 

within the quasi-RRHO approximation of Grimme.454 Additional computational details 

can be found in Appendix C. 

7.3. Results and Discussion 

First, we tackle one of the most perplexing aspects of this reaction, the ability of 

an apparently fluxional catalyst to impart high degrees of stereoselectivity. The 

conformations of catalyst A were explored initially using molecular mechanics (MM), 

identifying 15 potential low-lying conformers. Subsequent geometry optimization using 

five different DFT functionals  identified three distinct low-lying conformations; two of 

these are predicted to be present in solution at room temperature and rapidly inter-

converting; this supports Sibi’s characterization of this catalyst as highly fluxional.  The 

energetic ordering of the three lowest lying conformations is dependent on the DFT 

employed due to differences in the ability of these methods to capture dispersion-like 
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interactions (two these key conformers are depicted in Figure VII-1). To assess the 

performance of these different DFT methods, the low-lying conformers were compared 

with the crystal structure of DMAP catalyst A.455 Overall, B97D/TZV(2d,2p) and M06-

2X/6-31G(d) provided structures with the smallest root mean squared deviation 

(RMSD). Of the three low-lying conformations, conformer Y, which features a 

stabilizing π-stacking interaction (Figure VII-1a), is higher in energy than the 

conformers X (Figure VII-1a) and Z (see Appendix C). The lowest-lying conformation 

(X) is stabilized by a CHπinteraction. 

 

 

 

Scheme VII-1.  (a) DMAP-catalysed kinetic resolution of chiral biaryls from Sibi et 

al.448 as well as Sibi’s original TS model (bottom left) and our revised TS model (bottom 

right).  
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Figure VII-1.  a) Key conformations of catalyst A before and after acylation. b) 

Torsional potential of the catalyst before and after the reaction 

 

Given the literature precedent,10, 143 we presumed that in situ generated acylated 

DMAP (A′) is the active catalyst in the reaction in Scheme VII-1. Therefore, we 

identified 15 low-lying conformers of A′ using MM which were further subjected to 
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geometry optimizations using different DFT methods. The energetic ordering of the low-

lying conformations changes dramatically going from A to A′ (See Appendix C). 

Conformer Y′, which is the acylated analogue of Y, is considerably lower in energy than 

the other conformers and will be the only conformation present in solution. This can be 

attributed to the highly-favorable π-π+-stacking interaction between the N-acyl 

pyridinium and naphthyl group in this conformation.  This electrostatically-enhanced 

stacking interaction is far more stabilizing than the CH…π interactions present in 

conformer X′. Thus, even though the catalyst itself (A) is highly fluxional, π-π+ stacking 

interactions lock the activated catalyst (A′) into a single conformation (Y′).  

To further understand these conformational preferences and the reduction in 

fluxionality upon acylation, we quantified the two primary non-covalent interactions 

operative in conformers X and Y. These two conformations can be interconverted by 

rotating around the highlighted C–N bond in Figure VII-1. The energy of catalyst A as a 

function of the CNCH dihedral angle both before and after acylation is plotted in Figure 

VII-1b. Conformers X and X′ are stabilized in part by CH-π interactions between the 

tert-butyl and napthyl groups. Conformers Y and Y′, on the other hand, exhibit π-π 

interactions between the napthyl group and the pyridine and pyridinium rings, 

respectively (Figure VII-1). In the latter case, this interaction is expected to be 

significantly stronger due to the formal charge on the pyridinium. Symmetry adapted 

perturbation theory (SAPT) was employed at the SAPT0/jun-cc-pVDZ level to quantify 

these non-covalent interactions between individual components of A and A′ in these two 

conformations (see Table C3 in Appendix C).  Before acylation, the stacking interaction 
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between the pyridine and naphthalene groups in Y is 2.3 kcal more favorable than the 

CH-π interaction in X. Given that conformation X is ~4 kcal/mol lower in energy than 

Y, there must be ~6 kcal/mol of torsional destabilization of Y due to the eclipsed 

conformation around the C–N bond.  Upon acylation, the strength of the resulting π-π+ 

interaction in Y′ is now 9.9 kcal/mol more favorable than the CH-π interaction in X′, 

overcoming the torsional destabilization. These data show that the bulk of this 

enhancement is due to electrostatic effects. In other words, the electrostatically-driven π-

π+ interaction in Y′ controls the conformation of the activated catalyst,141, 456-460 

overriding the intrinsic conformational preference for X/X′. 214, 461 

Next, we turn to the mode of catalysis. Previous work by Zipse et al.462-463 and 

Bourissou et al.464 showed that both nucleophilic and base catalyzed pathways can be 

viable for these reactions depending on nature of the alcohol. In this case, there are two 

distinct base-catalyzed mechanisms (involving either four or six membered cyclic 

transition states) as well as a nucleophilic pathway (the acylation TS for each path is 

depicted in Figure VII-2b). We have explored these three mechanistic possibilities for 

the DMAP catalyzed acylation of (±)-1 at the M06-2X/6-311+G(d,p)//CPCM-B97-

D/TZV(2d,2p) level of theory,465 modeling the isobutyrate as acetate. In contrast to the 

work of Sibi and co-workers,448 in which it was assumed that the isobutyrate acts solely 

by deprotonating the alcohol, we find that this counterion plays a much more central role 

in all three mechanisms considered by taking part in key hydrogen-bonding networks. 

For formation of both the major and minor enantiomer, the base-catalyzed pathways are 

8-10 kcal/mol higher in free energy than the nucleophilic pathway (see Figure VII-2a). 



 

165 

 

Notably, for the nucleophilic pathway the acylation of DMAP (TS1) is rate determining 

while the subsequent nucleophilic acyl transfer step (TS2) determines the 

stereoselectivity.  This is contrary to other alcohols, for which the acyl transfer step has 

been found to be rate determining.462-463, 466  In line with the previous work from Zipse 

and coworkers,463 we find that DMAP acylation via a ternary complex is even higher in 

free energy than the two base catalyzed pathways.467 

The favorability of the acyl transfer step in the nucleophilic pathway over the 

base-catalyzed pathways can be understood in terms of competing non-covalent 

interactions. There are two main non-covalent interactions at play in these TS structures 

(Figure VII-2b), which were quantified through both a fragment-based disconnection 

approach as well as by AIM analysis.30, 468 First, in all three TS structures there is a 

stacking interaction between a naphthyl group of the substrate and the pyridinium.  This 

stacking interaction is more stabilizing in the base-catalyzed TSs than the nucleophilic 

TS. This can be explained the full formal positive charge on the pyridinium in the base-

catalyzed pathways, compared to the partial positive charge in the nucleophilic pathway 

due to the breaking N-acyl bond. This leads to enhanced π…π+ interactions in the former 

cases. However, this effect is overshadowed by the presence of a more favorable 

network of hydrogen bonds involving the counteranion.  In the nucleophilic TS there are 

a greater number of homonuclear charged assisted hydrogen bonds (CAHB) compared to 

the less favorable heteronuclear charge assisted hydrogen bonds operative in the base-

catalyzed TSs.359  This is corroborated by AIM-based analyses.362, 469  
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Figure VII-2.  (a) M06-2X/6-311+G(d,p)//B97-D/TZV(2d,2p) computed free energy 

profiles for the KR of (±)-1 catalysed by A via three mechanisms (formation of major 

enantiomer).  (b) transition states for acylation steps in each mechanism (c) possible 

orientations of the N-acyl group and relative positions of alcohol and isobutyrate 

counter-ion (modeled here as acetate); (d) NCI plot showing the greater number of 

dispersion-driven non-covalent interactions in the lower-lying Trans(re) configuration; 

(e) Stereocontrolling TS structures for the KR of (±)-6 catalyzed by A. 

 

For the preferred nucleophilic pathway, there are four distinct relative 

orientations of the catalyst, alcohol, isoburyrate, and N-acyl group (See Figure VII-

2c).463 In each case, the counterion (modeled here as acetate) engages on a hydrogen 

bond with the alcohol and a CH…O interaction with DMAP. An extensive 

conformational search for both atropisomers of alcohol 1 revealed that the Trans(re) 

orientation is strongly favored. This can be attributed to the presence of additional 

stabilizing non-covalent interactions compared to the other conformations, as seen by 

comparing the corresponding NCI plots29, 209 in Figure VII-2d  and through AIM 

analysis (See Appendix C).   
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The resulting TS model is depicted in Scheme VII-1, and can be contrasted with 

the previously reported model from Sibi and coworkers.448 There are three marked 

differences.  First, Sibi et al.448 proposed that the fluxional napthylmethyl group of the 

catalyst blocks both the back and side of the pyridinium ring. This was based on the 

crystal structure of the unactivated catalyst, for which conformation X is preferred (see 

Figure VII-1).  However, as noted above, in the preferred conformation of the acylated 

catalyst (Y) the napthyl component of the catalyst engaged in a strong π…π+ interaction 

with the pyridinium that renders this group immobile.  Furthermore, Sibi et al.448 

proposed that naphthalene ring A from the substrate, which bears the hydroxyl group 

(see Scheme VII-1), lies atop the pyridinium. Instead, we find a three-layer π…π+…π 

stacking interaction involving the naphthyl and pyridinium components of the catalyst 

and naphthyl ring B of the substrate.  While this interaction is present in both the major 

and minor TS (see Scheme VII-1), the location of the OR′ substituent on ring B differs 

between these two transition states. This suggests that the observed substituent effects 

could arise from substituent-induced modulation of this π-π+ stacking interaction.39, 470-

471 Second, while Sibi et al. proposed that the isobutyrate acts solely as a base, we find 

that it not only abstracts the alcohol proton to facilitate the acylation step but is 

simultaneously engaged in a cyclic hydrogen-bonding interaction. In these transition 

states, the proton of the reacting alcohol has been completely transferred to the 

isobutyrate counterion. The resulting acid plays a crucial role in the TS by engaging in 

two distinct hydrogen bonding interactions (one ionic and one C-H…O interaction, 

forming a nine-membered cyclic H-bonding network) with the substrate and the core of 
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the catalyst along with other, weaker non-covalent interactions.  In many ways, this 

arrangement is reminiscent of carboxylate assisted C-H activation in transition metal 

catalysis.472 Third, while Sibi proposed that the OR′ group potentially coordinates with 

the N-acyl group, we find no such interaction. The net result is a highly-constrained TS 

geometry in which there are myriad intra- and intermolecular non-covalent contacts SI 

for detailed discussion).  Thus, even though the unactivated catalyst is highly fluxional, 

in the stereocontrolling TS the entire system becomes rigid. 

 

Table VII-1. Experimental and theoretical selectivity favors (S) and relative free energy 

barriers computed at  the M06-2X/6-311+G(d,p)//B97-D/TZV(2d,2p) level of theory 

(223 K) for the KR of substrates (±)1-6 catalyzed by A.a 
Axial biaryl Exp. S Exp. ΔΔGǂ Theor. S Theor. ΔΔGǂ 

(±)-1 10 1.0 10 1.0 

(±)-2 18 1.3 14 1.2 

(±)-3 23 1.4 18 1.3 
(±)-4 25 1.4 26 1.4 

(±)-5 36 1.6 34 1.6 

(±)-6 51 1.8 >100 3.1 
a(S)-isomer favoured.  

 

Having established the key reactive conformer for the stereoselectivity 

determining step, we next consider the stereoselectivities for six substrates using catalyst 

A (see Table VII-1). These six substrates show marked changes in selectivities stemming 

from minor changes in substituent. We used isobutyrate as the acylating group, but still 

used acetate as the counteranion. TS structures were computed using several DFT 

methods for substrate 1 (S = 10) to explore which method provides the best agreement 

with experiment.  Ultimately, we found that M06-2X/6-311+G(d,p)//CPCM-B97-

D/TZV(2d,2p) performs best and was applied to the five other substrates. We observe 
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excellent agreement between the computed and experimental selectivities for all but one 

substrate (6); in this last case, although we overestimate the selectivity we still capture 

the overall trend (see Table VII-1).  The stereocontrolling TS structures for the KR of 

(±)-6 are depicted in Figure VII-2e. 

Previous work by Houk, Birman and co-workers143, 449, 452 have established 

cation-π interactions as the drivers of selectivity in similar acylative KRs.  To understand 

the origin of stereoselectivity for the KR of 1-6 catalyzed by A, and to probe the role of 

different non-covalent interactions, we analyzed truncated models of the 

stereochemistry-determining acyl transfer TS structures. In particular, we considered 

structures in which the π-π+ interaction involving the B ring of the substrate was 

eliminated and in which the acetate counterion was removed (see Table 2). First, we note 

that the energy difference between the stereocontrolling TS structures follows the same 

trend as the free energy difference.  The computed energy differences with the π-π+ 

interaction removed show that while this interaction plays a significant role in the 

selectivity for most of the substrates (2, 3, 4, and 6) it plays no role in others (1 and 5).  

At the same time, non-covalent interactions with the acetate counterion, which include 

H…O interactions with the alcohol and the CH…O interactions with the catalyst as well 

as more subtle dispersion-driven interactions with the B naphthyl group of the substrate, 

enhance the stereoselectivity for some of the substrates (1 and 5, and to some extent 6) 

but not others (2 and 4).  For 3, the non-covalent interactions with the acetate hinder the 

selectivity, reducing the energy difference between the major and minor TS from 2.7 to 

1.1 kcal/mol. Overall, these data indicate that the selectivity of the KR of 1-6 catalyzed 
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by A depends on both π-π+ interactions between the substrate and catalyst and the 

various non-covalent interactions involving the counteranion. For instance, for 1, non-

covalent interactions with the acetate favor the major stereoisomer while the  

interactions favor the minor stereoisomer, leading to the overall low selectivity favor of 

10.  This can be contrasted with 6, for which both the  interactions and interactions 

with the acetate favor the major isomer, leading to the high selectivity favor of 51. 

The changes in the  interactions in these stereocontrolling TS structures do 

not appear to arise from effects of the substituents on the stacking interactions 

themselves.  Instead, the substituents engage in other non-covalent interactions with the 

catalyst.  For instance, in TSmajor for 6 (see Figure VII-2e) there is a stabilizing CH…O 

interaction between the methoxy group and the carbonyl oxygen of the catalyst. Similar 

interactions are present in TSmajor for the other substrates.  In the minor TS, on the other 

hand, the oxygen of this methoxy group is positioned over acetatic acid, which 

presumably destabilizes TSminor.  

 

Table VII-2. Computed energy difference between the minor and major stereocontrolling 

TS structures (ΔΔEǂ), in structures with the B ring of the substrate removed (ΔΔEǂ 

without stacking), and in structures with the acetate counterion removed (ΔΔEǂ without 

acetate). 
Axial biaryl ΔΔEǂ ΔΔEǂ without stacking ΔΔEǂ without acetate 

(±)-1 0.2 0.4 -0.7 

(±)-2 0.4 -0.7 0.5 
(±)-3 1.1 -0.1 2.7 

(±)-4 1.8 0.4 1.9 

(±)-5 2.5 2.4 1.6 
(±)-6 3.1 1.5 2.7 
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This new view of the role of substituents in this reaction can be used to 

understand the selectivities of other substrates. For example, Sibi et al.448 noted that the 

selectivity is lower for substrates with a BOC substituent. This can be explained by the 

disruption of the CH…O interaction between the α-hydrogen of the substituent and the 

carbonyl group of the catalyst, which helps stabilize the major TS structures for the other 

substrates. Similarly, the computed TS structures suggest that b-substituents will also 

disrupt this CH…O interaction, which would lead to reduced selectivity for β-substituted 

biaryls.  Indeed, the computed selectivity for a hypothetical substrate featuring a β-

methyl group (S1, predicted S = 13) is reduced compared to the analogous structure 

without a β-substituent (5, for which the predicted S is 34). 

7.4. Conclusions 

In conclusion, we have presented the first theoretical study of the KR of axially 

chiral biaryls catalyzed by fluxionally chiral DMAP. Overall, the data reveal a rich 

interplay of non-covalent interactions that underlie nearly all aspects of this reaction. 

First, even though the catalyst itself is highly fluxional, exhibiting two interconverting 

conformations at room temperature, the active, acylated form of the catalyst is 

conformationally rigid due to electrostatically-driven + interactions. This rigidity, 

combined with a network of other non-covalent interactions, underlie the high degrees of 

stereoselectivity. Our data also support a nucleophilic mode of catalysis, which is 

rendered more favourable than alternative, base-catalyzed mechanisms due to the 

impacts of non-covalent interactions.  Finally, we showed near quantitative reproduction 

of experimental selectivities for six substrates and developed a stereochemical model of 
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this reaction in which + interactions, a hydrogen-bonding network involving the 

counteranion, and a key CH…O interaction between the a-hydrogens of substituents 

independently control the stereoselectivity. These latter interactions can be used to 

explain the selectivity of other substrates, including those that have not yet been tested 

experimentally.  Overall, the competition of many non-covalent interactions operative in 

this reaction underscore the resemblance of many small organocatalysts to enzymes in 

which selectivity and reactivity are modulated through the subtle effects of myriad 

stabilizing non-covalent interactions.438  
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CHAPTER VIII 

CONCLUSIONS 

 The case studies in this dissertation underscore the importance of non-covalent 

interactions in stereoselectivity of asymmetric organocatalytic reactions. These studies 

serve as a testament to the failure of the popular view of stereoselectivity, which places 

an undue emphasis on steric factors. An overriding message of this dissertation is that 

non-covalent interactions can be harnessed more often in asymmetric catalysis. Given 

the widespread availability of new computational tools that can reliably capture 

dispersion-driven non-covalent interactions, which have been extensively reviewed in 

Chapters II, III and IV, the time is long overdue that the origins of selectivity be 

subjected to more rigorous analyses.  

By combining key insights provided by computational chemistry with 

experimental investigations, tremendous advances can be made in the design of more 

effective catalysts. With a desire to help make that bridge, in the first few chapters we 

have provided a synopsis of the many computational and conceptual tools at the disposal 

of the computational organic chemist to encourage such collaborative interactions. 

Throughout, the emphasis is on moving from the numbers provided by computations to 

the insights valued by chemists working on the development of new catalytic reactions. 

These Chapters should not only foster cooperation between computational and 

experimental chemists, but will also help advanced undergraduates and those just 

entering the field, as well researchers seeking an introduction to the latest computational 

techniques that can add value to their own research.  
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 In Chapter V, we examined three N-heterocyclic carbene (NHC) catalyzed 

kinetic resolutions (KR) and one dynamic kinetic resolution (DKR) using modern 

density functional theory methods to identify the origin of catalytic activity and 

selectivity and the role of co-catalysts in these reactions.  The results reveal electrostatic 

interactions as the common driver of selectivity. Furthermore, in the case of a recently 

described KR of BINOL-derivatives, a computational examination of the full catalytic 

cycle reveals that a benzoic acid by-product changes the turnover limiting transition 

state, obviating the need for an added co-catalyst.  Together, these data provide key 

insights into the activity and selectivity of NHC-catalyzed kinetic resolutions, 

underscoring the importance of electrostatic interactions as a driver of selectivity 

 Next, we employed DFT methods to elucidate the activation mode and origin of 

stereoselectivity in chiral phosphoric acid-catalyzed intramolecular oxetane 

desymmetrizations. Computed enantioselectivities are in excellent agreement with 

experiment. An unexpected, distortion-driven activation mode was observed, instead of 

the usual “bifunctional activation.” This mode is only favored for some intramolecular 

oxetane openings, highlighting an exception to known models. Stereoselectivity in these 

reactions can be explained by the balance of favorable non-covalent interactions of the 

substrates with both the aryl substituents and phosphoric acid functionality of the 

catalysts.  

 Finally, we studied the first KR of axially chiral biaryls reported by Sibi and co-

workers using a fluxional chiral DMAP catalysis. Computational analyses reveal that the 

intrinsic fluxionality of the catalyst is lost after acylation due to electrostatically-driven 
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interactions, while the mode of catalysis is governed by competing non-covalent 

interactions. We propose a revised transition state model in which both the conformation 

and stereoselectivity are governed by non-covalent interactions. 

  Overall, this work emphasizes the importance of electrostatically governed non-

covalent interactions in asymmetric catalysis. These studies have filled some of the gaps 

in our understanding of the means by which these interactions can be modulated, 

allowing us to more fully harness their power in organic reactions. These insights will 

contribute to ongoing efforts to exploit electrostatic based effects in the design of new 

catalysts, including via in silico catalyst design. 

Another intriguing aspect of these reactions that was revealed in this work is the 

parallel between enzymes and small molecular catalysis: in both cases reactivity has 

been shown to be modulated by subtle interactions with minute precisions. It is well 

documented that Nature exploits electrostatic based TS organization and stabilizations in 

enzyme catalysis like serine proteases (oxyanion holes) and acetyl choline esterase. 

Much to our delight, we showed that a number of small-molecule organocatalysts also 

demonstrate an uncanny ability to control mechanism and selectivity through the subtle 

interplay of non-covalent interactions. 

Although the computational studies described in this dissertation were inspired 

by previous experiments, our hope is that the detailed molecular insights that emerged 

from them will guide future experiments. We believe that increasing the synergy 

between theory and experiments will usher a new era in asymmetric catalysis in years 

ahead.  
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APPENDIX A 

 

Computational Details 

Table A-1. Free energy corrections (hartrees), absolute energies (hartrees), total absolute 

free energies (hartrees), and relative free energies (kcal/mol) for the main configurations 

of TS4(zwitterionic pathway) for the KR of 4 catalyzed by 3 computed at five levels of 

theory (all using CPCM to model the solvent, DCM). 

Configuration Quasi-RRHO 

Free Energy 

Correction 

Energy Total Free 

Energy 

Relative Free 

Energy 

(kcal/mol) 

M06-2X/6-311+G(d,p)//B97-D/TZV(2d,2p) 

S(si) 0.643215 -2165.0206 -

2164.377385 

0 

S(re) 0.641604 -2165.018027 -

2164.376423 

0.60 

R(si) 0.642713 -2165.014681 -

2164.371968 

3.39 

R(re) 0.643263 -2165.018687 -

2164.375424 

1.23 

M06-2X/6-311+G(d,p)//B3LYP/6-31+G(d) 

S(si) 0.660928 -2165.015281 -

2164.35435

3 

0 

S(re) 0.661384 -2165.014052 -

2164.35266

8 

1.05 

R(si) 0.660792 -2165.005616 -

2164.34482

4 

5.97 

R(re) 0.661886 -2165.012868 -

2164.35098

2 

2.11 

M06-2X/6-311+G(d,p)//B3LYP-D3/6-31+G(d) 

S(si) 0.666331 -2165.022565 -

2164.356234 

0 

S(re) 0.665738 -2165.019277 -

2164.353539 

1.69 

R(si) 0.665382 -2165.016901 -

2164.351519 

2.95 

R(re) 0.666477 -2165.02126 -

2164.354783 

0.91 



 

243 

 

M06-2X/6-311+G(d,p)//wB97X-D/6-31+G(d) 

S(si) 0.676567 -2165.025826 -

2164.349259 

0 

S(re) 0.675567 -2165.022611 -

2164.347044 

1.38 

R(si) 0.675554 -2165.01916 -

2164.343606 

3.54 

R(re) 0.676561 -2165.024725 -

2164.348164 

0.86 

M06-2X/6-311+G(d,p)//M06-2X/6-31+G(d) 

S(si) 0.673979 -2165.026055 -

2164.352076 

0 

S(re) 0.674033 -2165.022432 -

2164.348399 

2.30 

R(si) 0.673478 -2165.019839 -

2164.346361 

3.58 

R(re) 0.675274 -2165.025207 -

2164.349933 

1.34 

 

Table A-2. Relative free energies, Boltzmann-weighted free energy differences for 

formation of the major and minor stereoisomers, and theoretical S values in the KR of 4 

catalyzed by 3 at five levels of theory. 

Method S(si) S(re) R(si) R(re) ΔΔGǂ Theoretical 

S 

M06-2X/6-311+G(d,p)//B97-

D/TZV(2d,2p) 

0 0.60 3.39 1.23 1.40 10.7 

M06-2X/6-

311+G(d,p)//B3LYP/6-31+G(d) 

0 1.05 5.97 2.11 2.20 41.6 

M06-2X/6-311+G(d,p)//B3LYP-

D3/6-31+G(d) 

0 1.69 2.95 0.91 0.92 4.8 

M06-2X/6-

311+G(d,p)//wB97xD/6-31+G(d) 

0 1.38 3.54 0.86 0.91 4.7 

M06-2X/6-311+G(d,p)//M06-

2X/6-31+G(d)  

0 2.30 3.58 1.34 1.34 9.7 
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Analyzing Steric environment around two key TS of Substrate 6 

 

 

Figure A1. Analyzing Steric environment around two key TS of Substrate 6 

Unfavorable steric interactions in the stereocontrolling TS structures for the KR of 6 

catalyzed by 3 has shown in the figure above. It is clearly evident from this analysis that 

both TS have similar steric environment.  

 

Identification of Non-Covalent Interactions using AIM for Substrate 5 

The presence of a bond critical point between a pair of atoms is generally regarded as an 

indicator of interatomic non-covalent interaction in the AIM formalism and the value of 

electron densities (at such bond critical points correlates with the strength of interaction.  
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Table A-3. Electron densities at the bond critical points for the S(si) in the KR of 5. 

BCP 

index 
Non covalent Interactions 

S(si) 
x 10

-2 
(a.u) 

 
 V K 

1 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.5101 1.326 -0.2298 -0.0509 

2 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.2942 0.7725 -0.1258 -0.0337 

3 (C=O)
 …

C-H(NHC cat) 1.4651 5.3378 -0.9941 -0.1702 

4 (C=O)
 …

C-H(NHC cat) 0.732 2.5538 -0.4563 -0.0911 

5 CH
3
 of Mesityl

…
 (OME_BINOL) 0.5177 1.3874 -0.2419 -0.0525 

6 CH
3
 of Mesityl

…
O

-
 (OME_BINOL) 0.3946 1.3284 -0.2251 -0.0535 

7 C-H(Ethyl)
 …
 (of  Mesityl) 0.8431 2.3393 -0.4143 -0.0852 

8 CH
3
  (OME_BINOL) 

…
 (OME_BINOL) 1.1358 4.0054 -0.7069 -0.1472 
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Table A-4. Electron densities at the bond critical points for the R(si) in the KR of 5. 

BCP 

index 
Non covalent Interactions 

R(si) 
x 10

-2 
(a.u) 

 
 V K 

1 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.2772 0.7642 -0.1266 -0.0322 

2 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.2568 0.7106 -0.1213 -0.0282 

3 lp (O)
 …
 (of  OME_BINOL) 0.5666 1.7622 -0.3146 -0.063 

4 (C=O)
 …

C-H(NHC cat) 1.3319 4.7195 -0.877 -0.1515 

5 (C=O)
 …

C-H(NHC cat) 0.5389 1.8447 -0.3185 -0.0713 

6 CH
3
 of Mesityl

…
O

-
 (OME_BINOL) 0.9663 3.116 -0.5983 -0.0903 

7 C-H(Ethyl)
 …
 (of  Mesityl) 0.6288 1.7131 -0.3043 -0.062 
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Table A-5. Electron densities at the bond critical points for the S(re) in the KR of 5. 

BCP 

index 
Non covalent Interactions 

S(re) 
x 10

-2 
(a.u) 

 
 V K 

1 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.7378 2.0271 -0.3481 -0.0793 

2 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.1641 0.5274 -0.0731 -0.0294 

3 C-H(NHC cat)
 …

O
-
 (OME_BINOL) 0.5115 1.7897 -0.3279 -0.0598 

4 CH
3
 of Mesityl

…
OMe of Substrate 0.4478 1.5224 -0.2699 -0.0553 

5 (C=O)
 …
 (of  Mesityl) 0.9684 3.1884 -0.6308 -0.0832 
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Table A-6. Electron densities at the bond critical points for the R(re) in the KR of 5. 

BCP 

index 
Non covalent Interactions 

R(re) 
x 10

-2 
(a.u) 

 
 V K 

1 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.7657 2.0896 -0.3583 -0.082 

2 C-H(NHC cat)
 …
 (of  OME_BINOL) 0.1844 0.5585 -0.0819 -0.0289 

3 C-H(NHC cat)
 …

O
-
 (OME_BINOL) 0.5307 1.8252 -0.3371 -0.0596 

      4 (C=O)
 …
 (of  Mesityl) 0.9569 3.1482 -0.6214 -0.0828 

 

 

Conformations 

For all computations, special care has been taken to systematically search for all accessible 

conformations.  In particular, we considered three main conformations generated by 

rotations about the bond to the  chiral center of the aldehyde. Denoted by A, B, and C. 

For each of these main conformations, additional conformers were considered arising from 

other rotations about single bonds; only the lowest conformation from each classis 

reported. 
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A B C 

Major conformations of the activated catalyst both with (bottom row) and without (top 

row) BzOH (Ar = Ph). 
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APPENDIX B 

Computational Details 

Conformations 

For all computations, special care has been taken to systematically search for all 

accessible conformations.  In particular, we considered four main conformations 

generated by rotations about the bond of the Aryl side chain ( pyrenyl groups) of the 

phosphoric acid moiety which is denoted by A, B, C and D.

 

            A                                 B                            C                              D 

 

Figure B1: Different Conformations (A-D) of prenyl groups considered in this study. 

Conformer A-D originates from rotation around the C-C bond between the SPINOL core 

and the Aryl side chain (pyrenyl). These are the four low lying conformers of the 

catalyst.  
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Table B-1. Comparison between BA and OA activation mode using different DFT 

methods 

Method ΔΔE‡ (Mode BA) ΔΔE‡ (Mode OA) 

Single point energy difference between two different activation mode using different 

levels of theory for Reaction 1 catalyzed by PA-2.(Only Major isomer shown) 

M06-2X/6-311+G(d,p) 3.3 0.0 

wB97XD/6-311+G(d,p) 3.2 0.0 

B3LYP-D3/6-311+G(d,p) 2.2 0.0 

Single point energy difference between two different activation mode using different 

levels of theory for Reaction 1 catalyzed by PA-3.(Only Major isomer shown) 

M06-2X/6-311+G(d,p) 2.9 0.0 

wB97XD/6-311+G(d,p) 3.1 0.0 

B3LYP-D3/6-311+G(d,p) 1.7 0.0 

 

Conclusion: For both PA-2 and PA-3, Mode-OA is favored over Mode-BA regardless 

of the DFT method employed. 
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Table B-2. Overall Energy Diagram for Substrate-1 

  
B97D-Quasi RRHO 

corrections to Gibbs 

Free Energy 

M06-2X/6-

311+G(d,p) 

single_pt 

(In solution) 

G(TS) 

Final 

Relative 

Energy wrt. 

Free 

Reactant 

( kcal/mol) 

Individual 

Fragment 

Model PA catalyst (PA-1) 
0.068638 -722.7243513 -722.6557133  

SPINOL based PA (PA-2) 
0.581969 -2528.079878 -2527.497909  

BINOL based PA (PA-3) 
0.575191 -2641.191211 -2640.61602  

Oxetane 1 
0.140746 -461.4259246 -461.2851786  

Uncatalyzed pathway 

Uncatalyz

ed 

Pathway 

TS for desymmetrization for 

Oxetane 1 

0.141473 -461.3511559 -461.2096829 47.3 

Model PA catalyzed(PA-1) pathway 

 Model 

PA 

catalyst(P

A-1) 

Most stable TS for 

desymmetrization for Oxetane 1 

( corresponds to Mode OA)  

0.235526 

 

-1184.127599 

 

-1183.892073 

 

30.6 

SPINOL based PA catalyzed(PA-2) pathway 

Reference 

Point 

Reactant(Oxetane 1 + PA-2) 
0.140746 -461.4259246 -461.2851786 0 

Product (Dioxane + PA-2) 
0.144438 -461.4626791 -461.3182411 -20.74 

  
    

Major 

Isomer 

Rct. Complex for 

desymmetrization (PRC) 

0.751693 -2989.536193 -2988.7845 -0.9 

TS desymmetrization for Oxetane 

1( corresponds to Mode OA) 

0.75416 -2989.500504 -2988.746344 23.0 

Pdt. Complex after 

desymmetrization (PC) 

0.756655 -2989.529334 -2988.772679 -20.50 
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Representative Energy Diagram for PA-2 catalyzed transformation of Substrate 1 

 

 

 

Figure B2. Relative Gibbs free energies (in kcal/mol) of different activation modes for  

PA-2 catalyzed ring opening of oxetane 1 
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Entry Major Minor 

 

 

 

 

2 

  

 

 

 

 

 

4 
  

 

Figure B3. Conformational searches for lowest-lying transition states 
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APPENDIX C 

Computational Details 

Conformational searches for lowest-lying transition states 

For each reaction/catalyst combination, we considered all reasonable 

conformations in order to identify the lowest-lying (R,R) and (S,S) transition states. 

Similarly, the 5-OMe substituent of the nucleophile in equation 3.1 can exist in two 

conformations, both of which were considered for each transition state for each catalyst. 

Finally, there are a number of ways of orientating the nucleophile and electrophile 

within the binding site of the catalyst. That is, in addition to the most favorable 

orientation depicted in Figure III-2 of Chapter III, additional TS(S,S) configurations 

were considered in which the substrates were rotated 90 degrees to take advantage of the 

same electrostatic stabilization discussed in the paper. However, these orientations were 

always less favorable. 

Comparison of predicted er values from different DFT methods 

Data presented in Chapter III were computed at the B97-D3/def2-TZVP//PCM-

B97-D/def2-TZVP level of theory using quasi-RRHO free energy corrections. However, 

for comparisons, we also predicted er values for the reaction/catalyst combinations for 

which experimental data are available using wB97X-D/6-311+G(d,p)//wB97X-D/6-

31G(d) and M06-2X/6-311+G(d,p)//M06-2X/6-31G(d) using both RRHO and quasi-

RRHO free energy corrections.  The corresponding data is listed below, where “B97D” 

denotes B97-D3/def2-TZVP//PCM-B97-D/def2-TZVP, “wB97XD” denotes wB97X-

D/6-311+G(d,p)//wB97X-D/6-31G(d), and “M06-2X” denotes M06-2X/6-



 

256 

 

311+G(d,p)//M06-2X/6-31G(d).  All computations used PCM to account for solvent 

effects. 

 

 

Figure C1. Key Lowest lying catalyst conformers obtained after MM search. 
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Table C-1. Energetic Ordering of key conformers using DFT methods. 

 

Method Conformers 

( Before Acylation) 

Relative 

Population 

X :Y: ZZ 

Conformers 

( After Acylation) 

Relative 

Population 

X′ :Y′: ZZ′ X Y ZZ X′ Y′ ZZ′ 

M06-2X 0.0 3.0 0.68 82 :0: 18 3.37 6.05 0.0 0 :0: 100 

MO6-2X/B97D 0.0 3.34 0.79 86: 0: 14 3.64 6.93 0.0 0 :0: 100 

wB97XD 1.47 2.25 0.0 3:1: 96 2.95 3.72 0.0 0 :0: 100 

B3LYP-D3 0.2 1.42 0.0 38: 2: 60  2.26 4.59 0.0 1 :0: 99 

B3LYP 0.38 3.85 0.0 30: 0: 70 0.0 2.25 3.07 99 : 1 : 0 

 

Table C-2. AIM details of Trans(Re) and Cis(Si) Transition States 

BCP 

index 

Non covalent Interactions 

Trans(Re) 

x 10
-2 

(a.u) 

 
V K 

1 C-H(N-Methyl) …O (cat.) 1.2426 4.2712 -0.7878 -0.14 

2  C-H(Substrate )…O (cat.) 0.7019 2.3177 -0.4227 -0.0784 

3  C-H(Napthayl Substrate) …O (cat) 
 0.3589 

1.3504 -0.2068 -0.0654 

4 lp (N-Methyl) …    Napthyl (cat.) 0.9611 2.7555 -0.5449 -0.072 

5 C-H(N-Methyl) … Napthyl (cat) 0.721 2.1175 -0.3613 -0.084 

6  (of  Substrate) …(of  cat.) 0.5631 1.5904 -0.2761 -0.0608 

7 (of  Substrate) … (of  cat.) 0.807 2.3726 -0.387 -0.1031 

8 CH3 of Methyl…  Napthyl (cat.) 0.7543 2.1948 -0.3486 -0.1001 

9 C-H (cat.) …O (acetate) 1.0229 3.4251 -0.5949 -0.1307 
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10 OH (alcohol Substrate) … O (acetate) 4.5735 14.548 -4.5494 0.4562 

11 C-H( Methyl) …O (acetate) 0.937 2.8014 -0.5628 -0.0688 

12 C-H( Napthyl Substrate) …O (acetate) 0.6223 2.0847 -0.3621 -0.0795 

 

BCP 

index 

Non covalent Interactions 

Cis(Si) 

x 10
-2 

(a.u) 

 
V K 

1  (of  Substrate) …(of  cat.) 0.6696 1.9291 -0.3039 -0.0892 

2 (of  Substrate) … (of  cat.) 0.3903 0.9645 -0.1745 -0.0333 

3 lp (N-Methyl)-    Napthyl (catalyst) 
0.967 

2.7903 -0.5496 -0.074 

4 C-H(N-Methyl)-    Napthyl (substrate) 0.8276 2.4954 -0.4244 -0.0997 

5 C-H(CH3 of acetate)-    Napthyl 

(catalyst) 

0.7613 2.3031 -0.3674 -0.1042 

6  C-H(Catalyst )-O (acetate) 0.8456 2.9023 -0.5138 -0.1059 

7 CH3 of isopropyl-O (acetate) 0.9174 2.7213 -0.5439 -0.0682 

8 OH (alcohol)- O (acetate) 4.725 14.6557 -4.7364 0.5362 

 

Table C-3. Quantification of individual non-covalent interactions (kcal/mol) in key 

conformations of A and A′ based on SAPT0 and M06-2X computations. 

Conf. Int. Elec. Exch. Ind. Disp E(SAPT) M06-2X 

X CH… -2.1 6.6 -0.70 -5.8 -1.9 -2.4 

Y π…π -6.0 19.8 -2.2 -15.8 -4.2 -4.8 

X’ CH… -1.2 3.4 -0.3 -4.1 -2.3 -2.5 

Y’ π…π+ -12.9 25.5 -4.8 -20.0 -12.2 -13.1 

 


