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ABSTRACT 

This research aims to understand flushing of byproducts between the anodic workpiece 

and the cathodic electrode in the electrochemical machining (ECM) process. The ion 

transport mechanism between the inter-electrode gaps under low vibration frequency 

applied on the workpiece has been theoretically analyzed and simulated. A series of holes 

have been machined on a 1018 steel plate by the presented device to evaluate the effects 

of vibration on machining depth and taper angle. Mathematical model and simulation 

model for ion transport between the anodic workpiece and the cathodic electrode were 

developed to illustrate the effects of vibration frequency on by-products’ average flushing 

speed between the inter-electrode gaps. The results showed that the maximum machining 

depth (1584 µm) and the minimum taper angle (16.57°) achieved at 40 Hz vibration 

frequency and 10 µm vibration amplitude. Meanwhile, the simulation results showed that 

the maximum average flushing speed (0.3968 m/s) were obtained at this vibration 

frequency and vibration amplitude. There is a positive/negative correlation between the 

average flushing speed and machining depth/taper angle. 
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NOMENCLATURE AND ACRONYMS 

Symbols 

𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3 Constants that apply over several ranges of 𝑅𝑅𝑒𝑒 

𝑎𝑎𝑟𝑟 Particle acceleration along the radial direction (m/s2) 

𝐴𝐴 Effective electrode area (mm2) 

𝐴𝐴(𝑡𝑡),𝐴𝐴′(𝑡𝑡) Workpiece vibration travel distance (µm) 

𝐴𝐴0 Gap between particle and workpiece surface at 𝑡𝑡 = 0 (mm) 

𝐴𝐴𝐶𝐶 Cross-section area of conductor (mm2) 

𝐴𝐴𝑝𝑝 Projected particle surface area (mm2) 

𝐴𝐴𝑣𝑣 Anodic workpiece vibration amplitude (µm) 

𝐵𝐵 Magnetic flux density (WB/m2) 

𝑐𝑐𝑏𝑏 Concentration of dissolved metal ions in the bulk (mole/L) 

𝑐𝑐𝑠𝑠 Concentration of dissolved metal ions at the anodic workpiece (mole/L) 

𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠 Saturation concentration of dissolved metal ions (mole/L) 

𝐶𝐶 Specific removal rate of workpiece (m3/A/s) 
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𝐶𝐶1,𝐶𝐶2,𝐶𝐶′1,𝐶𝐶′2 Coefficient 

𝐶𝐶1018 Cumulative specific removal rate for 1018 steel 

𝐶𝐶𝑑𝑑 Particle-fluid drag coefficient 

𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 Cumulative specific removal rate for Domex steel 

𝐶𝐶𝐸𝐸 = 𝑀𝑀𝜅𝜅𝑒𝑒/𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎 is machining parameter 

𝐶𝐶𝑝𝑝 Specific heat of electrolyte (J/kg/℃) 

𝐶𝐶𝑅𝑅𝑅𝑅 Rotational lift coefficient 

𝐶𝐶𝑣𝑣𝑣𝑣 Virtual mass coefficient which typically has a value of 0.5 

𝑑𝑑 Workpiece density (𝑘𝑘𝑘𝑘/m3) 

𝑑𝑑𝑝𝑝 Particle diameter (m) 

𝑑𝑑𝑔𝑔 Gap between particle center and workpiece 

𝐷𝐷 Graham’s diffusion coefficient 

𝐷𝐷1, 𝐷𝐷2 Hole dimeter at level 1 and level 2 (mm) 

𝑒𝑒𝑎𝑎 = 𝑀𝑀/𝑧𝑧𝑧𝑧 is the electrochemical equivalent for the anodic material 

𝐸𝐸 Applied voltage (Volt) 
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𝑓𝑓 Vibration frequency (Hz) 

𝑓𝑓𝑒𝑒 Cathode electrode feed rate (µm/s) 

𝐹𝐹 Faraday’s constant = 96,500 coulomb/mole 

𝐹𝐹′ Force (N) 

𝐹𝐹𝑏𝑏 Buoyance force (N) 

𝐹𝐹𝐵𝐵 Basset force (N) 

𝐹𝐹𝑐𝑐 Force generated in the armature coil (N) 

𝐹𝐹𝑑𝑑 Drag force (N) 

𝐹𝐹𝑑𝑑𝑑𝑑 Driven force for vibration system (N) 

𝐹𝐹𝚤𝚤𝚤𝚤𝑐𝑐����⃗  Contact force acting on particle 𝑖𝑖 by particle 𝑗𝑗 (N) 

𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗  Particle-fluid interaction force on particle 𝑖𝑖 (N) 

𝐹𝐹𝚤𝚤
𝑔𝑔�����⃗  Gravitation force of particle 𝑖𝑖 (N) 

𝐹𝐹𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛������⃗  Noncontact force acting on particle 𝑖𝑖 by particle 𝑘𝑘 or other sources (N) 

𝐹𝐹𝑝𝑝 Pressure gradient force (N) 

𝐹𝐹𝑝𝑝−𝐹𝐹 Force of particle act on fluid (N) 
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𝐹𝐹𝐹𝐹−𝑝𝑝 Force of fluid act on particle (N) 

𝐹𝐹𝑟𝑟 Total force along the radial direction (N) 

𝐹𝐹𝑅𝑅𝑅𝑅 Magnus lift force (N) 

𝐹𝐹𝑆𝑆 Saffman lift force (N) 

𝐹𝐹𝑣𝑣𝑣𝑣 Virtual mass force (N) 

𝐹𝐹𝑥𝑥,𝐹𝐹𝑦𝑦,𝐹𝐹𝑧𝑧 Body force along the 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (N) 

𝑔𝑔 Inter-electrode gap (µm) 

𝑔𝑔0,𝑔𝑔′0 Inter-electrode gap at time 𝑡𝑡 = 0 (µm) 

𝑔𝑔𝑒𝑒 = 𝑀𝑀𝜅𝜅𝑒𝑒𝐸𝐸
𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎𝑓𝑓𝑒𝑒

 is the equilibrium inter-electrode gap (µm) 

𝐺𝐺 Gravity force (N) 

ℎ Machining depth (mm) 

ℎ𝑐𝑐 Conductor length (mm) 

𝐻𝐻 Height between level 1 and level 2 (mm)  

𝑖𝑖𝑝𝑝 Peak current density (A) 

𝑖𝑖𝑎𝑎 Average current density (A) 
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𝐼𝐼 Current (A) 

𝐼𝐼0 Initial current for PoweerTIG 255 EXT DC power supply (A) 

𝐼𝐼𝑏𝑏 Minimum current for PoweerTIG 255 EXT DC power supply (A) 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 Maximum driven current for armature coil (A) 

𝐼𝐼𝑝𝑝 Maximum current for PoweerTIG 255 EXT DC power supply (A) 

𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 Driven current for vibration table (A) 

𝐽𝐽 Current density (A/mm2) 

𝐽𝐽𝑎𝑎 Average current density (A/mm2) 

𝐽𝐽𝑙𝑙 Anodic limiting current density (A/mm2) 

𝐽𝐽𝑝𝑝 Peak current density (A/mm2) 

𝐾𝐾1 Physical constant 

𝐾𝐾𝑣𝑣 Effective volumetric electrochemical equivalent (mm3/A/s) 

𝐿𝐿 Gap distance in the electrolyte flow direction (µm) 

𝐿𝐿𝑎𝑎 Arc length of a simulation domain (µm) 

𝐿𝐿𝑐𝑐 Length of conductor in the gap (mm) 
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𝑚𝑚 Mass dissolved from the anode (𝑔𝑔) 

𝑚̇𝑚 Mass removal rate (𝑔𝑔/s) 

𝑚𝑚𝐴𝐴 Mass attached on armature coil (k𝑔𝑔) 

𝑚𝑚𝑖𝑖 Mass of particle 𝑖𝑖 (𝑔𝑔) 

𝑚𝑚𝑝𝑝 Mass of particle (𝑔𝑔) 

𝑀𝑀 Molecular mass of anodic workpiece (𝑔𝑔/mole) 

𝑀𝑀′ Momentum (k𝑔𝑔 ∙ m/s)  

𝑁𝑁��⃗  Total flux of ion (mole/m2s) 

𝑝𝑝 Pressure (Pa) 

𝑄𝑄′ Energy (J)  

𝑟𝑟 Resistivity of electrolyte (Ω 𝑚𝑚m) 

𝑟𝑟𝑝𝑝 Particle radius (µm) 

𝑟𝑟𝑝𝑝𝑝𝑝 Particle injection rate (times/s) 

𝑅𝑅 Resistance of the conductor (Ohms) 

𝑅𝑅𝑒𝑒 Reynold’s number 
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𝑅𝑅𝑒𝑒𝑒𝑒 Rotational Reynold’s number 

𝑅𝑅𝑒𝑒𝑒𝑒 Particle Reynold’s number 

𝑅𝑅𝑔𝑔 Gas constant 

𝑆𝑆 Effective electrode area (mm2) 

𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 Spin parameter 

𝑆𝑆∗ Minimum gap size in PECM (m) 

𝑡𝑡, 𝑡𝑡′ Time (s) 

𝑡𝑡𝑜𝑜𝑜𝑜 Pulse on-time (s) 

𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 Pulse off-time (s) 

𝑡𝑡𝑝𝑝 Pulsed period time equals 𝑡𝑡𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 (s) 

𝑇𝑇 Electrolyte temperature (℃) 

𝑇𝑇0 Initial temperature of electrolyte (℃) 

𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 Boiling temperature of the Electrolyte (℃) 

𝑇𝑇𝑣𝑣 Vibration period time (s) 

𝑢𝑢, 𝑣𝑣,𝑤𝑤 Electrolyte flow speed at 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (m/s) 
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𝑢𝑢′, 𝑣𝑣′,𝑤𝑤′ Electrolyte flow speed at 𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′ direction respectively (m/s) 

𝑈𝑈0 Amplitude of voltage pulse (V) 

∆𝑈𝑈 Overpotential (V) 

𝑣𝑣𝚤𝚤���⃗  Translations velocity of particle 𝑖𝑖 respectively (m/s) 

𝑉𝑉 Removed anode material volume (mm3) 

𝑉̇𝑉 Volumetric material rate (m3/s) 

𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 Average particle flushing speed (m/s) 

𝑉𝑉𝑒𝑒 Electrolyte flow speed (m/s) 

𝑉𝑉𝐹𝐹����⃗  Fluid phase flow velocity (m/s) 

𝑉𝑉𝑝𝑝,𝑉𝑉′𝑝𝑝 Average particle flow speed (m/s) 

𝑉𝑉𝑤𝑤 Workpiece moving speed (µm/s) 

𝑤𝑤𝑡𝑡 Electrode tube thickness (µm) 

𝑥𝑥 Location of workpiece relative to the fixed origin (µm) 

𝑥𝑥𝑝𝑝, 𝑥𝑥′𝑝𝑝 Particle center location (µm) 

𝑧𝑧 Valence electrons of anode 
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α Under-relaxation factor for particles 

𝛼𝛼𝑇𝑇 Temperature coefficient of the conductivity at 𝑇𝑇0 

𝛿𝛿 Diffusion layer thickness (µm) 

𝛿𝛿𝑐𝑐 Conicity (%) 

𝛿𝛿𝑝𝑝 Pulsating diffusion layer thickness 

𝜂𝜂𝐼𝐼 Current efficiency (%) 

𝜂𝜂𝑙𝑙 Current efficiency of metal dissolution 𝐽𝐽𝑙𝑙 (%) 

𝜂𝜂𝑝𝑝 Current efficiency of metal dissolution at peak current density (%) 

θ Average temperature increment equals 𝑇𝑇 − 𝑇𝑇0  (℃) 

θ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 Temperature increment from 𝑇𝑇0 to 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  (℃) 

𝜌𝜌𝑒𝑒 Electrolyte density (𝑔𝑔/mm3) 

𝜅𝜅 Specific conductivity (S/mm) 

𝜅𝜅0 Electrolyte conductivity at 𝑇𝑇0 (S/mm) 

𝜅𝜅𝑒𝑒 Electrolyte conductivity (S/mm) 

𝜇𝜇 Viscosity of the fluid (Pa∙s) 
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𝜌𝜌 Specific resistance or resistivity of the conductor (Ω ∙mm) 

𝜌𝜌𝑎𝑎 Anode material density (𝑔𝑔/mm3) 

𝜌𝜌𝑒𝑒 Electrolyte density (𝑔𝑔/mm3) 

𝜌𝜌𝐹𝐹 Fluid density (𝑔𝑔/mm3) 

𝜌𝜌𝑝𝑝 Particle density (𝑔𝑔/mm3) 

𝜏𝜏𝑟𝑟 Particle relaxation time 

𝜑𝜑 Angle between particle and horizontal reference (°) 

Ω Relative fluid-particle angular velocity (rad/s) 
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Acronyms 

CBN Cubic Boron Nitride 

CFD Computation Fluid Dynamics 

DC Direct Current 

DEM Discrete Element Model 

DNS Direct Numerical Simulation 

ECM Electro-chemical Machining 

EDM Electro-discharged Machining 

FEM Finite Element Method 

HSLA High strength low alloy 

IEG Inter-electrode gap 

JECM Jet Electrochemical Machining 

MRR Material removal rate 

PECM Pulsed Electrochemical Machining 

PECMM Pulsed Electrochemical Micromachining 
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TFM Two Fluid Model 

WECM Wire-type Electrochemical Machining 
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1 INTRODUCTION 

The emphasis on fuel economy and passenger safety has led to a remarkable increase in 

the usage of high strength low alloy (HSLA) steel in automobile application due to their 

high strength-to-weight ratio, higher fatigue resistance and better corrosion resistance as 

compared to carbon steel. Engineering components using HSLA steels usually have 

complex geometries and are manufactured by various metal forming or machining 

techniques.  Fabrication of holes and slots on HSLA steel, for example, is a common work 

procedure when designing engineering components. Drilling, milling, punching, laser 

cutting and electro-discharged machining (EDM) are general processes that are applied to 

shape a component. However, microstructural damages, expensive deburring and time-

consuming residual stress relieving treatments prompt researchers to consider alternative 

manufacturing techniques [1]. 

Cubic boron nitride (CBN) and coated carbide tools are required when machining HSLA 

steels due to its high strength and poor machinability. High energy is required to shear 

chips which results in thermal-induced defects in the materials and costly tool wear. When 

punching/stamping HSLA steels, it requires high energy, very tough yet hard cutting tool 

material, high stiffness of tool holder, are pre-requisites for successful punching holes on 

HSLA steels due to work-hardening property of HSLA steels. Besides, impurities, such as 

rust spots and non-metallic inclusion, leave on the grooves of machined surfaces [2], 

which are unacceptable for some applications. Although laser cutting has the advantages 

of no mechanical cutting forces and tool wear, its high energy-consumption, low material 
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removal rate (MRR), tapering cutting profile, thermally induced residual stress on laser 

cut surfaces are inherent drawbacks of this process. In the EDM process, a conductive 

material can be removed without mechanical contact forces and independent of material 

hardness. Although EDM can be used to form features on HSLA steels, but a defective 

EDM'ed subsurface and a relatively slow MRR limit the application of EDM for 

demanding and high-volume applications. A recast layer after EDM'ing is under high 

residual stress and may contain voids or micro-cracks; heat affected zone beneath recast 

layer undergoes microstructure morphing; insufficient flushing leads to abnormal 

discharging and resulting in extensive electrode wear. In all traditional and nontraditional 

processes, inevitable burrs are formed and must be removed in subsequent operations that 

further drives up the lead time and manufacturing cost. 

Electrochemical machining (ECM), introduced in early 1960s in defense and aerospace 

industries, has been extended to many other industries, such as automobile, tools and dies, 

medical, and, recently, in micro manufacturing. This technique, based on the principle of 

controlled atomic-level anodic dissolution, has been used to fabricate complex shapes 

from any electrically conductive components. This is particularly useful to shape 

engineering alloys that are difficult to be machined, such as HSLA steels, tool steels, 

tungsten carbides and super alloys.  Moreover, ECM does not induce any thermal or 

mechanical stresses/surface effects on the workpiece, generates no burr, has no tool wear, 

yet can achieve excellent surface quality as in electrochemical polishing. Eliminating 

secondary processes for deburring and stress relieving, the ECM is a promising technique 

to machine/polish HSLA steels if a decent MRR can be achieved. 
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Ion transport movement is the basic mechanism that controls the MRR in the ECM. When 

two electrically conductive materials are closely placed in the presence of an electrolytic 

fluid that conducts ions, the anodic workpiece releases ions towards the cathodic electrode. 

If the cathodic electrode (tool) moves at a controlled feed rate and motion toward anode, 

a desirable shape can be formed on the anodic workpiece. An electrolyte flows between 

the anodic workpiece and the cathodic electrode to enhance ion transport, maintain the 

temperature, and flush the resulted debris. If the newly formed by-products in the inter-

electrode gap (IEG) are not effectively flushed away from an anode surface, cumulative 

ions would be stagnant and inhibits further ion dissolution, therefore, affecting the MRR 

and the quality of ECM’ed profile. Thus, increasing the ion transport rate and effective 

flushing of by-products are keys to improve the MRR. The movement of ions is controlled 

by three processes [3]:  

i) Migration, i.e. movement under the influence of the electric field;  

ii) Diffusion, i.e. movement due to the ion concentration gradients in the solution;  

iii) Convection, i.e. bodily movement of the electrolyte solution; this is mainly 

affected by force agitation of the electrolyte in the ECM.  

Therefore, a high MRR requires fast ion and by-products moving rates (i.e. migration rate, 

diffusion rate and convection rate). Researchers have attempted to utilize different 

techniques to improve these transport rates: by applying a high voltage to increase 

migration rate, by increasing high electrolyte flow rate to increase diffusion rate, by 

vibrating either the anodic workpiece or the cathodic electrode to increase the MRR. In 
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this study, we propose to study the flushing of by-products in the ECM while enhance the 

MRR with pulsed current and low frequency workpiece vibration. 
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2 OBJECTIVES AND SCOPES 

Faraday’s law and experimental data from literature showed that a higher voltage/current 

resulted in high MRR. However, more by-products and heat which required a higher 

electrolyte flow rate to be removed. An elaborate pumping system was needed to provide 

higher electrolyte flow rate, and a heavy machining frame was also required to maintain 

rigidity, which led to installing and operating costs increasing and presented a major 

limitation to the wide application of the ECM. This study incorporates the vibration into 

ECM to improve the electrolyte flow and avoid the installing and operating cost when 

compared with the high electrolyte flow.   

The theoretical model studied the basis of the by-products traveling speed under the 

influence of low frequency vibration and the mechanism of the MRR increase when 

applied pulsed current. The simulation model aims to accurately predict the change of by-

products’ flushing speed under varied vibration amplitudes and vibration frequencies. The 

experiments verify the simulation model and theoretical hypothesis by linking the MRR 

and the ECM part quality with input parameters, such as peak current, current frequency, 

vibration frequency, vibration amplitude and feed rate.  

The following sections detail the theoretical analysis, simulation modelling and 

experimental procedure. The specific tasks will be achieved as follows: 

i) Investigating the ECM process theoretically, analyzing the influence of pulsed 

current and low frequency vibration on the MRR.  
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ii) Developing a simulation model to investigate the influence of vibration 

amplitude and vibration frequency on by-products’ average convection rate.  

iii) Constructing the experimental ECM system including workpiece vibration 

system, tool feeding system, pulsed DC power supply system and electrolyte 

circulation system. Horizontal feeding is developed.  

iv) Comparing the theoretical results, the simulation results and the experiment 

results to reveal the influence of pulsed current, low frequency vibration on the 

by-products’ convection rate and MRR. 

The scope of this study is limited to:  

i) Simulation using Star CCM+ and ANSYS Fluent software 

ii) Select and justify using 1018 steel rather than the 550MC HSLA steel. 

iii) Keep constant electrolyte concentration. 

iv) Keep constant current frequency, but vary the vibration frequency in the range 

of 0-80 Hz. 

 

 

 

. 
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3 BACKGROUND 

3.1 Process Selection for Energy Efficiency 

Engineers often specify joined components to achieve a complex shape or specific 

function. Precision holes are required for close fit between joining parts, and quality holes 

are required for reliability when a component is used in dynamic and/or harsh 

environments. It is desired to select a manufacturing process to produce a quality hole in 

HSLA steel (for the automobile industry). Both traditional and non-traditional processes 

can be used to produce holes and similar features on a metal plate. Mechanical stamping 

or drilling can quickly fabricate holes on a metal plate, but excessive burr, significant 

plastic deformation, and microcracks may occur below the sheared surface. Laser and 

plasma cutting produce rough holes with severe thermal damage to the microstructure; the 

slow MRR of chemical etching limits its application on thin metallic sheets. Both the EDM 

and ECM can be used on conductive materials regardless of material strength or hardness. 

This is the key advantage over other traditional processes like drilling or punching. 

Although a variety of processes are available to fabricate features on a metallic plate, an 

ideal process should (i) consume minimal energy, and (ii) ensure maximum reliability and 

quality of the product. 

To compare the energy consumption of punching, EDM and ECM, a 𝜙𝜙8mm through hole 

was fabricated on 300 × 100 × 4.86 mm aluminum and Domex HSLA steel by using 

punching, EDM and ECM, as shown in the Figure 3.1. The energies that are consumed 

were calculated with the assumption that all processes operated at ideal conditions [4]. 
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Figure 3.1 Illustration of punching with solid punch and EDM/ECM with a hollow 
electrode. 

Mechanical punching requires a minimum cycle time. Punching force sheared the 

workpiece material partially, then generated a circular crack that propagated through the 

rest of the plate thickness, as shown in Figure 3.1. Figure 3.2 shows the surface 

microstructure after punching, EDM, and ECM. Since the hole size and hole shape were 

not uniform, honing was proposed to true the hole diameter while residual stress resulting 

from plastic deformation (Figure 3.2a) was removed by an annealing process. Energy 

consumed by the mechanical punching process was the highest since it included (i) 

shearing and honing, (ii) deburring by countersinking and (iii) annealing. The annealing 

energy dominated other terms.   

 
(a)                                             (b)                                              (c) 

Figure 3.2 Microstructure of machining aluminum holes, reprinted from [4]. 
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The EDM process removed material with a series of high energy sparks. The molten 

material from both the anodic workpiece and the cathodic electrode were redeposited onto 

the machined surface to form a defective recast layer. Non-uniform thermal contraction 

caused micro-cracks that even penetrated the parent material (Figure 3.2b). Energy for the 

EDM process included (i) discharging energy for the process and (ii) energy to remove 

the recast layer by honing. The energy for honing, however, was insignificant when 

compared to that for EDM.  

The ECM process removed material by complex ion transport mechanisms in 

electrochemical reactions and ion diffusion. No microstructure damage was found at the 

optimal operating parameters (Figure 3.2c) and no secondary process was required. 

Energy for the ECM process was the lowest and depended solely on electrical energy for 

the process (Figure 3.3).  

 

Figure 3.3 Comparing processing energy for different methods to fabricate a quality 
𝜙𝜙8mm through hole on a 300 × 100 × 4.86 mm plate, reprinted from [5]. 
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Although shearing and honing energy were low, annealing energy was high for the 

mechanical punching process. The EDM required a secondary process to remove the 

recast layer. The ECM required the lowest processing energy, and manufactured best hole 

quality, and was hence the optimal choice to fabricate holes on HSLA steels.  

3.2 Principal of ECM 

Define: 

𝐴𝐴 Effective electrode area (mm2) 

𝑐𝑐𝑏𝑏 Concentration of dissolved metal ions in the bulk (mole/L) 

𝑐𝑐𝑠𝑠 Concentration of dissolved metal ions at the anodic workpiece (mole/L) 

𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠 Saturation concentration of dissolved metal ions (mole/L) 

𝐶𝐶𝐸𝐸 = 𝑀𝑀𝜅𝜅𝑒𝑒/𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎 is machining parameter 

𝐷𝐷 Graham’s diffusion coefficient 

𝑒𝑒𝑎𝑎 = 𝑀𝑀/𝑧𝑧𝑧𝑧 is the electrochemical equivalent for the anodic material 

𝐸𝐸 Applied voltage (Volt) 

𝑓𝑓𝑒𝑒 Cathodic electrode feed rate (µm/s) 

𝐹𝐹 Faraday’s constant = 96,500 coulomb/mole 

𝑔𝑔 Inter-electrode gap (µm) 

𝑔𝑔0 Inter-electrode gap at time 𝑡𝑡 = 0 (µm) 

𝑔𝑔𝑒𝑒 = 𝑀𝑀𝜅𝜅𝑒𝑒𝐸𝐸
𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎𝑓𝑓𝑒𝑒

 is the equilibrium inter-electrode gap (µm) 

ℎ𝑐𝑐 Conductor length (mm) 
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𝐼𝐼 Current (A) 

𝐽𝐽 Current density (A/mm2) 

𝐽𝐽𝑙𝑙 Anodic limiting current density (A/mm2) 

𝑚𝑚 Mass dissolved from the anodic workpiece (𝑔𝑔) 

𝑚̇𝑚 Mass removal rate (𝑔𝑔/s) 

𝑀𝑀 Molecular mass of anodic workpiece (𝑔𝑔/mole) 

𝑅𝑅 Resistance of the conductor (Ohms) 

𝑡𝑡 Time (s) 

𝑉𝑉 Removed anode material volume (mm3) 

𝑧𝑧 Valence electrons of anode 

𝛿𝛿 Diffusion layer thickness (µm) 

𝜂𝜂𝐼𝐼 Current efficiency (%) 

𝜂𝜂𝑙𝑙 Current efficiency of metal dissolution 𝐽𝐽𝑙𝑙 (%) 

𝜅𝜅 Specific conductivity (S/mm) 

𝜅𝜅𝑒𝑒 Electrolyte conductivity (S/mm) 

𝜌𝜌 Specific resistance or resistivity of the conductor (Ω ∙mm) 

𝜌𝜌𝑎𝑎 Anode material density (𝑔𝑔/mm3) 

When two electrically conductive materials are placed close in the presence of an 

electrolytic fluid that conducts ions, a high current is passed through this electrochemical 

circuit, the anodic workpiece releases ions toward the cathodic electrode, meanwhile the 

cathodic electrode moves at a controlled feed rate and motions toward the anode to shape 
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an anodic workpiece, as shown in  Figure 3.4. An electrolytic fluid flows between the 

cathodic electrode and the anodic workpiece to maintain their temperature while flushing 

the dissolved debris.  

 

Figure 3.4 Schematic illustration of electrochemical cell. 

The dissolved materials (cations) will carry positive charges and move through the 

electrolyte in the direction of the positive current, that is, towards the cathode. Similarly, 

the negatively charged ions travel towards the anode and are called anions. The movement 

of the ions is accompanied by the flow of electrons in the opposite sense outside the cell, 

and both actions are a consequence of the applied potential difference from the electric 

source [3].   

Since the major composition of HSLA steel is iron (77-79%), during the ECM process 

several possible reactions may occur at the anodic workpiece and the cathodic electrode. 

The anodic reaction is the dissolution of iron at the anodic workpiece: 
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 𝐹𝐹𝐹𝐹 → 𝐹𝐹𝐹𝐹2+ + 2𝑒𝑒− (3.1) 

At the cathodic electrode, hydrogen and hydroxyl ions are produced: 

 2𝐻𝐻2𝑂𝑂 + 2𝑒𝑒− → 𝐻𝐻2 ↑ +2𝑂𝑂𝑂𝑂− (3.2) 

Thus, the overall reaction of iron in the ECM process is: 

 𝐹𝐹𝐹𝐹 + 2𝐻𝐻2𝑂𝑂 → 𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)2 + 𝐻𝐻2 ↑ (3.3) 

The ferrous hydroxide 𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)2 may react further with water and oxygen to form ferric 

hydroxide 𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)3: 

 4𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)2 + 2𝐻𝐻2𝑂𝑂 + 𝑂𝑂2 → 4𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)3 (3.4) 

The removed ferrous hydroxide 𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)2 and ferric hydroxide 𝐹𝐹𝐹𝐹(𝑂𝑂𝑂𝑂)3 precipitate as 

sludges and some of the sludges deposit on the anode to form a barrier layer [6]. To make 

the process continue, a high-pressure electrolyte is pumped through the IEG to flush away 

the by-products. Meanwhile, the cathode moves toward the anode at a controlled feed rate 

and finally the anode will form an opposite shape of the cathode.  

3.2.1 Theoretical Removal Rates 

The iron dissolution rate (or MRR) is governed by the Faraday’s two laws of electrolysis: 

i) The amount of any substance dissolved or deposited is directly proportional to 

the amount of electricity which has flowed. 
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ii) The amounts of different substances deposited or dissolved by the same 

quantity of electricity are proportional to their chemical equivalent weights. 

The Faraday’s two laws of electrolysis are combined to give the theoretical material 

removal equation: 

 𝑚𝑚 =
𝑀𝑀𝑀𝑀𝑀𝑀
𝑧𝑧𝑧𝑧

 (3.5) 

Then the volumetric removal rate of the anode material MRR is: 

 MRR =
𝑀𝑀𝑀𝑀
𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎

 (3.6) 

The electrolyte between the anodic workpiece and the cathodic electrode can be simplified 

to a conductor. According to Ohm’s law, the current 𝐼𝐼 flowing in a conductor, i.e. volume 

of electrolyte between the cathodic electrode and the anodic workpiece, is directly 

proportional to the applied voltage 𝐸𝐸: 

 𝐸𝐸 = 𝐼𝐼𝐼𝐼 (3.7) 

 𝑅𝑅 =
ℎ𝑐𝑐𝜌𝜌
𝐴𝐴

=
ℎ𝑐𝑐
𝐴𝐴𝐴𝐴

 (3.8) 

Combine Equations (3.7) and (3.8), the current density can be derived: 

 𝐽𝐽 =
𝐼𝐼
𝐴𝐴

=
𝐸𝐸
𝑅𝑅𝑅𝑅

=
𝐸𝐸𝐸𝐸
𝐴𝐴ℎ𝜌𝜌

=
𝜅𝜅𝑒𝑒𝐸𝐸
ℎ𝑐𝑐

 (3.9) 

Consider two parallel electrodes with a constant voltage 𝐸𝐸 applied across them, as shown 

in Figure 3.5(a). Assuming constant conductivity and neglecting overpotential, the width 
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of the gap between two electrodes depends only on machining time. Let the gap be 𝑔𝑔(𝑡𝑡) 

and at beginning be 𝑔𝑔0. From the Faraday’s law, the machining speed of this traditional 

ECM is: 

  𝑔̇𝑔(𝑡𝑡) =
𝑉̇𝑉
𝐴𝐴

=
𝑀𝑀𝑀𝑀

𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎𝐴𝐴
=

𝑀𝑀𝑀𝑀
𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎

 (3.10) 

      
                                   (a)                                                              (b) 

Figure 3.5 Set of plane parallel electrodes. 

3.2.2 Current Efficiency 

The current efficiency, 𝜂𝜂𝐼𝐼, is defined as the ratio of the observed amount of metal dissolved 

to the theoretical amount predicted from the Faraday’s law, for the same specified 

conditions of electrochemical equivalent, current, etc. 

If the metal ions dissolve in one valency form 𝑧𝑧, at current 𝐼𝐼, we can write: 
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 𝜂𝜂𝐼𝐼 =  
𝑚̇𝑚

(𝑀𝑀/𝑧𝑧𝑧𝑧)𝐼𝐼
× 100% (3.11) 

3.2.3 Variation of Gap Width with Machining Time 

For an actual ECM, the cathode moves toward the anode at a constant feed rate 𝑓𝑓𝑒𝑒, as 

shown in Figure 3.5(b).  If 100% current efficiency is also assumed, the rate of change of 

gap relative to the cathode surface is: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝑀𝑀𝑀𝑀
𝑧𝑧𝜌𝜌𝑎𝑎𝐹𝐹

− 𝑓𝑓𝑒𝑒 (3.12) 

Substitution Equation (3.9) into (3.12), then: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝐶𝐶𝐸𝐸𝐸𝐸
𝑔𝑔

− 𝑓𝑓𝑒𝑒 (3.13) 

where 

  𝐶𝐶𝐸𝐸 = 𝑀𝑀𝜅𝜅𝑒𝑒/𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎 (3.14) 

is a machining parameter and: 

   𝑔𝑔 = ℎ𝑐𝑐 (3.15) 

Equation (3.13) has the solution [3]: 

 𝑡𝑡 =
1
𝑓𝑓𝑒𝑒
�𝑔𝑔(0) − 𝑔𝑔(𝑡𝑡) + 𝑔𝑔𝑒𝑒 ln

𝑔𝑔(0) − 𝑔𝑔𝑒𝑒
𝑔𝑔(𝑡𝑡) − 𝑔𝑔𝑒𝑒

� (3.16) 



 

17 
 

where 

 𝑔𝑔𝑒𝑒 =
𝐶𝐶𝐸𝐸𝐸𝐸
𝑓𝑓𝑒𝑒

=
𝑀𝑀𝜅𝜅𝑒𝑒𝐸𝐸
𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎𝑓𝑓𝑒𝑒

 (3.17) 

The gap 𝑔𝑔𝑒𝑒  is the equilibrium gap, or the steady-state solution to Equation (3.13) for 

𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 = 0.  

A useful relationship for determining the equilibrium feed-rates can also be obtained from 

Equation (3.17): 

 𝑓𝑓𝑒𝑒 =
𝑒𝑒𝑎𝑎𝐽𝐽
𝜌𝜌𝑎𝑎

 (3.18) 

where 

  𝑒𝑒𝑎𝑎 = 𝑀𝑀/𝑧𝑧𝑧𝑧 (3.19) 

is the electrochemical equivalent for the anodic material. 

Three practical cases are now of interest: 

i) When 𝑓𝑓𝑒𝑒 = 0, that is, no cathode movement, Equation (3.13) has the solution: 

 𝑔𝑔2(𝑡𝑡) = 𝑔𝑔02 + 2𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸 (3.20) 

The gap then increases indefinitely with the square root of the machining time, 

as shown in Figure 3.6. 
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Figure 3.6 Indefinite increase of gap with machining time (zero feed-rate), reprinted 
from [3]. 

 

Figure 3.7 Variation of gap width with machining time (constant feed-rate), reprinted 
from [3]. 

ii) An increasing gap is not usually desired in the ECM, particularly when an 

accurate shape must be produced on the anode. Accordingly, fixed mechanical 

movement of the cathode is much more common. Thus, when Equation (3.16) 

is used to compare the gap with the machining time, and if the initial gap is 



 

19 
 

greater than the final gap, the gap width is seen to decrease with time to its 

equilibrium value. When the gap is initially smaller than the steady-state value, 

it increases to equilibrium width. This dependence of the gap width on 

machining time is illustrated in Figure 3.7. 

iii) Finally, the condition 𝑔𝑔(𝑡𝑡) = 0  implies a short circuit between the cathodic 

electrode and the anodic workpiece; and values of 𝑔𝑔(𝑡𝑡)  less than zero are 

physically impossible.  

3.2.4 Double Layer Diffusion Layer Model 

For steady state metal dissolution process, the anode current density can be written as [7]: 

 𝐽𝐽 =
𝑧𝑧𝑧𝑧𝑧𝑧
𝜂𝜂𝐼𝐼

𝑐𝑐𝑠𝑠 − 𝑐𝑐𝑏𝑏
𝛿𝛿

 (3.21) 

In the ECM, 𝑐𝑐𝑏𝑏  usually is 0 and 𝛿𝛿  is determined by the prevailing hydrodynamic 

conditions. Upon increasing current density under otherwise constant conditions, 𝑐𝑐𝑠𝑠 

increases and eventually reaches the value of the saturation concentration 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠 leading to 

precipitation of anodic salt film. The anodic limiting current density is thus defined by 

Equation (3.22): 

 𝐽𝐽𝑙𝑙 =
𝑧𝑧𝑧𝑧𝑧𝑧
𝜂𝜂𝑙𝑙

𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑐𝑐𝑏𝑏
𝛿𝛿

 (3.22) 
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𝐽𝐽𝑙𝑙 is an important quantity in the ECM since surface finish, anode potential and reaction 

stoichiometry may differ drastically depending on whether dissolution is carried out above 

or below the limiting current density.  

A duplex diffusion layer model is used to describe mass transport in PECM [7] which is 

similar to that originally proposed for pulse plating. According to this model, at the anode, 

there is a Nernst diffusion layer with the thickness 𝛿𝛿 and the value of 𝛿𝛿 is determined by 

hydrodynamic conditions, as shown in Figure 3.8. The diffusion layer may be divided into 

two parts, a pulsating diffusion layer and outer diffusion layer. The thickness of pulsating 

diffusion layer is 𝛿𝛿𝑝𝑝. The dissolved metal ion concentration in pulsating diffusion layer is 

a periodic function of time. In addition, the thickness of the outer diffusion layer is 𝛿𝛿𝑝𝑝′ =

𝛿𝛿 − 𝛿𝛿𝑝𝑝 in which the concentration of dissolved metal ion is constant. The proposed duplex 

diffusion layer model is a gross simplification of real behavior. However, the results 

obtained by this approximate model are close to those obtained by other more complex 

models. In addition, it has the benefits of yielding simple expressions and providing a 

good physical insight into the mass transport processes in PECM [7].  
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Figure 3.8 Schematic representation of duplex diffusion layer model, reprinted from [7]. 

3.3 Literature Review 

Advantages of the ECM are plenty. However, the main advantages of the ECM are offset 

by: 

i) The challenge of accuracy and process stability resulting from the complex and 

stochastic nature of the IEG [8-11]. Varying electrolyte conductivity [6] in the 

IEG caused by hydrogen gas bubbles generation and electrolyte heating [3, 6, 

8, 12-14]. Electrolyte flow field distribution significantly affects the machining 

accuracy in the ECM. Some flow field disrupting phenomena, such as 

cavitation [3, 6, 13], striations [3, 15], slug formation [6, 8, 14, 16], can result 

in abnormal dissolution and uneven sparking [12, 14, 17]. The stray current in 

the side gap region due to the electric potential and conductive electrolyte 

existed between the anodic workpiece and the cathodic electrode. 

Consequently, the remarkable overcut caused by the persistent metal removal 
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at the side wall [18] adversely affects the dimension accuracy of machined 

component [3, 12-15, 19]. 

ii) Low MRR, lack of prediction of the MRR and optimization machining 

parameters theory [20] due to its complex nature, along with the need of proper 

tool design [3, 8, 13, 21, 22] especially for complicated component, are major 

challenges encountered by the ECM investigators. 

iii) Surface quality control is another concern when using the ECM technique to 

manufacture alloys due to the non-uniform MRR, non-conductive inclusions 

and high grain boundary etching rates.  

To improve the MRR and machining quality in the ECM, numerous techniques are 

proposed: variation of ECM, high current/voltage, pulsed current/voltage, electrolyte 

flow, electrode feed rate, mechanical vibration either on the anodic workpiece or the 

cathodic electrode, ultrasonic vibration either on the cathodic electrode or the electrolyte. 

The following sections review the effect of these factors on the MRR and the machining 

qualities.  

3.3.1 ECM Techniques 

Jet electrochemical machining (JECM), as shown in Figure 3.9,  is a variation of the ECM 

where the electrolyte is pumped through a nozzle to form a jet. A potential difference was 

applied between the nozzle and workpiece and the current transferred by the jet electrolyte. 

Complicated shapes, as shown in Figure 3.10, were machined with the motion of the 

nozzle [23, 24].  
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Figure 3.9 Schematic illustration of electrolyte jet machining, reprinted from [24]. 

    
                                     (a)                                                             (b) 

    
                                     (c)                                                             (d) 

Figure 3.10 Complicated shapes machined by JECM, reprinted from [23]. 
(a) Pit array on plate; (b) pit array on cylinder; (c) groove on plate; (d) grove on cylinder 
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Figure 3.11 Schematic diagram of micro wire ECM with electrolyte flushing, reprinted 
from [25]  

The WECM (wire type ECM), is shown in Figure 3.11, has been developed to machine 

high aspect ratio micro structures [25-32]. The wire electrode used in WECM must be 

rigid enough to withstand the forces due to generated bubbles and inadvertent physical 

contact between the tool and workpiece.  

A hybrid machining center consisting of EDM, ECM and mechanical milling was 

developed by Kurita [33, 34], as shown in Figure 3.12. The EDM surface was improved 

to 0.06 µm Ra by applying ECM lapping. Similarly, a hybrid process of grinding and ECM 

to machine precise small holes on hard-to-machine materials was developed by Zhu [35], 

as shown in Figure 3.13. Precision holes of diameters of 0.6 mm with sharp edges and 

without burrs had been produced. The hybrid processes were developed to enhance the 

machining advantages and to minimize the potential disadvantages that were usually 

accompanied with the individual techniques. 
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Figure 3.12 A desktop-size hybrid ECM set-up, reprinted from [34]. 

 

Figure 3.13 Schematic illustration of grinding and ECM hybrid system, reprinted from 
[35]. 

In laser assisted ECM, as shown in Figure 3.14, a laser beam was focused on an area 

exposed to the electrolyte jet, which dissolved a specific region and improved precision 

and surface roughness [36, 37]. Due to increased temperature in the region affected by the 
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laser beam, this process improved the volumetric MRR of 20%, 25%, 33%, and 54% for 

Hasteloy, titanium alloy, stainless steel and aluminum alloy, respectively. 

 

Figure 3.14 Schematic illustration laser assisted ECM, reprinted from [37].   

A novel process for the ECM of metal using masking layer was proposed by Shin [38] and 

Qian [39]. In the masking step, a patterned layer on an anode surface was formed by laser 

marking or other masking techniques. This patterned surface was selectively dissolved 

during the ECM process because masked areas temporarily acted as an insulation layer, 

as shown in Figure 3.15. The anodic workpiece can only be machined at selected area. 

However, undercut was observed.  

 

Figure 3.15 ECM with masking insulation layer, reprinted from [39]. 
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Ultrasonic assisted ECM, involves vibrating either the tool electrode or electrolyte which 

agitates the abrasives suspended in the electrolyte for a good surface finish [40]. A study 

of the geometry and type of electrode which gave a well-polished surface (0.7 µm Ra) was 

reported and the effect of ultrasonic energy was acknowledged [41]. This energy was also 

responsible for the removal of debris from the machining zone and creation of optimal 

hydrodynamic conditions affecting the surface layers [42].  

Hybridization ECM with low frequency tool vibration provides a positive and beneficial 

effect by changing the physical conditions in the inter-electrode gap. The variation of the 

gap pressure leads to the removal of the sludge products and allowed renewal of the 

electrolyte in the machining gap. The reciprocal motion between the tool and the 

workpiece surface enhanced the circulation of the electrolyte through the interface to 

permit the use of higher current densities in order to improve the quality of the resultant 

surface. In traditional vibration assisted ECM, anode/cathode vibrated in the vertical 

direction, the by-products precipitated at the bottom of machining zone due to gravity, 

which hindered the flushing away process. A horizontal vibration assisted ECM was 

proposed by Feng [1, 4, 5, 11, 40],  workpiece vibrated in the horizontal direction instead 

of the vertical direction which facilitated the by-products flush away process. 

3.3.2 Numerical Simulation of ECM 

For ECM and its variant processes, it is essential to estimate the volume of anode material 

removal for a specific time increment. The MRR is a function of current density 

distribution in the IEG where varying electrical conductivity of the electrolyte exists. 
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Electrolyte velocity and pressure field in the IEG affect the gas bubble formation and 

temperature distribution, hence affect the properties of electrolyte properties  and current 

density [43].  Therefore, numerical simulation model involves mass, momentum, heat, 

electric charge and energy balance equations [44, 45]. 

Due to the non-contact nature of the ECM process, it is crucial to develop a simulation 

model to predict the anodic profile. The first electrode shape change simulation model was 

based on analytical techniques. McGeough [3] solved the ECM tool design using the “sine 

rule”. This rule can be used to obtain an approximate shape but it failed when the tools 

have sharp discontinuities due to the neglection of stray current effects and the assumption 

of parallel flux lines. Alder et al. [46] used an analytical direct computation for 2D ECM, 

represented the workpiece by Fourier’s series. In addition, an experimental validation of 

the model was given. Prentice and Tobias [47] used the FEM for the 2D computation of 

the metal removal rate. Their model took the effects of simultaneous changes in the 

electrolyte flow speed and temperature rise into consideration. Another similar method 

also reported by Ali [48]. Marius et al. [49] proposed a general applicable numerical 

method for the simulation of 3D electrode shape changes obtained during the ECM 

processes based on the “marker” method. Kozak [50] reported a study of pulse 

electrochemical micromachining (PECMM) using ultrashort pulse for generating complex 

3-D microstructures. The effect of unsteady phenomena in electrical double layer on final 

anode shape also included in this study. Numerical simulation of the ECM process 

included the temperature effects was studied in [44, 45] and the temperature distribution 

was found to have an influence on the shape of the anode.  For better accuracy and 
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simplification of tool design, a small yet stable IEG (by reducing the nonuniformity of the 

electrolyte conductivity) was required. Commercial software package was also used to 

predict the final anode shape [51].  

A review of mass transfer issues in the ECM with the problems associated with the ECM 

process was given by Volgin [52]. Numerical modeling of the ECM process considering 

the hydrodynamics involved in the process was studied by Minazetdinov [53, 54]. The 

final anode shapes resulting after the ECM using a triangular shaped cathode and curved 

surface were modeled in these studies.  

A model was developed by Ma [55] to predict the variation of gap in the ECM process 

and the pulsed current was taken into account. The model was for a stationary electrode 

and rotating workpiece. In addition to predict the gap, the model also predicted the surface 

roughness value after the finishing process was completed. 

Simulation of heat generation during the ECM process and its effective dissipation using 

electrolyte flow was studied by Kozak [56]. It was found that a hollow cathode and pulse 

voltages help in the effective control of the heat generation.  

In addition to simulation methods, experiment techniques were also used to reveal the 

nature of the ECM process. To improve the MRR in the ECM, numerous techniques are 

proposed: changing high current/voltage, pulsed current/voltage, electrolyte flow rate, 

electrode feed rate, mechanical vibration either on the anodic workpiece or the cathodic 

electrode, ultrasonic vibration either on the cathodic electrode or electrolyte. The 
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following sections review the effect of these machining parameters on the ECM 

performances. 

3.3.3 Effect of Voltage/Current 

In subtractive processes, the productivity is measured quantitatively as the MRR. 

Common practice for the ECM is to measure the removed volume or weight loss within a 

specific time. Based on the Faraday's law for electrochemical reaction, the MRR for the 

ECM can be shown in Equation (3.6) [3]. This equation demonstrates that there is a linear 

relationship between the MRR and the applied voltage.   

In Bhattacharyya’s investigation [57], sets of experiments had been conducted to 

investigate the effect of the ECM process parameters, such as applied voltage, electrolyte 

concentration, pulse on time and frequency of power supply on the MRR. In this 

investigation, copper plate with 0.4 mm thickness anode, 𝜙𝜙200 µm platinum wire cathode, 

25 g/L sodium nitrite electrolyte and the power supply with 15 ms on-time and 5 ms off-

time were used. As shown in Figure 3.16, the MRR increased from 0.5 mg/min to 2.6 

mg/min when the applied voltage changed from 4 V to 10 V. There was a linear 

relationship between the applied voltage and the MRR, as shown in Figure 3.16.  
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  Figure 3.16 Variation of the MRR with machining voltage, reprinted from [57]. 

In another investigation carried out by Bhattacharyya [58],  a 𝜙𝜙16mm solid brass cathode, 

𝜙𝜙19 mm EN-8 steel anode and varied concentration NaCl solutions electrolyte were used. 

The experiment results indicated that for a preset electrolyte flow and concentration, the 

MRR increased with applied voltage at a quadratic manner for various IEG thicknesses. 

For a fixed electrolyte concentration and flow rate and for a constant IEG, the increase in 

applied voltage resulted in greater current available in the machining zone, hence causing 

the enhancement of MRR, as shown in Figure 3.17.  
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Figure 3.17 Effect of the applied voltage on the MRR for various IEG, reprinted from 
[58]. 

In Munda’s investigation [12], a 𝜙𝜙335 µm stainless steel wire with coating layer was 

chosen as the micro-tool, 0.15 mm thickness bare copper plate used as the anode and 

sodium nitrate was chosen as the electrolyte. The MRR increased with an increase of 

machining voltage for all levels of electrolyte concentration and for all levels of vibrations 

while other process parameters remain constant, as shown in Figure 3.18 and Figure 3.19.  
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Figure 3.18 Influence of machining and electrolyte concentration on the MRR, reprinted 
from [12]. 

 

Figure 3.19 Influence of machining voltage and tool vibration frequency on the MRR, 
reprinted from [12]. 

Dhobe [59] investigated the relationship between the MRR and the applied voltage at 

different electrolyte flow speeds, as shown in Figure 3.20. In this investigation, 𝜙𝜙16𝑚𝑚𝑚𝑚 

copper cathode, 𝜙𝜙 25 𝑚𝑚𝑚𝑚 ×  4 𝑚𝑚𝑚𝑚 titanium anode, 20 g/L NaBr electrolyte, 20, 22, 24, 

26 V applied voltages and 13, 15, 17, 19 m/s electrolyte flow speeds were used. 
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Experiment results indicated that the maximum MRR of 116.732 mg/min was obtained at 

17 m/s flow speed and 26 V applied voltage during the ECM process. The relationship 

between the MRR and the machining voltage was almost linear.  

 

Figure 3.20 Histogram plot showing the effect of applied voltage on the MRR, reprinted 
from [59]. 

In Ayyappan’s investigation [60],  5 g/L potassium dichromate (K2Cr2O7) of water mixed 

with aqueous NaCl electrolyte, brass cathode, 8 L/min electrolyte flow rate and 0.1 

mm/min cathodic electrode feed rate were used.  At every level of the IEG and electrolyte 

concentration, the MRR increased with an applied voltage increase, as shown in Figure 

3.21.  
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Figure 3.21 Parametric influence on the MRR, reprinted from [60]. 

In Senthilkumar’s investigations [61-63],  applied voltages ranged from 12-16V, the 

cathode was copper with square cross-section, the anodes were LM25Al/10%SiCp, Al/15% 

SiCp and Al/20%SiCp, the electrolyte was 20 g/L NaNO3, the electrolyte flow rate was 7 

L/min and the feed rates were 0.2, 0.4, 0.6, 0.8, 1 mm/min. As the applied voltage 

increased from 12 V to 16V, the MRR increased from 0.0514 g/min to 0.0634 g/min for 

LM25Al/10%SiCp (Figure 3.22), from 0.0227 g/min to 0.0462 g/min for Al/15% SiCp 

(Figure 3.23) and from  0.0112 g/min 0.0397 g/min for Al/20% SiCp (Figure 3.24), as 

shown in Figure 3.22 to Figure 3.24.  

High applied voltage and current lead to an added MRR due to the following factors [61]: 

i) Break down the passive films on active material surface. 

ii) Facilitate the electrochemical reactions between the cathodic electrode and the 

anodic workpiece. 

iii) Improve the migrating rate which also enhanced the MRR due to accelerating 

ion transport. 
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Figure 3.22 Influence of applied voltage on the MRR when machining 
LM25Al/10%SiCp, reprinted from [63]. 

 

Figure 3.23 Influence of applied voltage on the MRR when machining Al/15% SiCp , 
reprinted from [62]. 
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Figure 3.24 Influence of applied voltage on the MRR when machining Al/20% SiCp, 
reprinted from [61]. 

3.3.4 Effect of Pulsed Current 

In the conventional ECM, a DC power was generally applied. The MRR increased with 

an increase of applied voltage/current. The electrolyte between the IEG was easily boiled 

due to energy dissipation of high current density, which resulted in a varying local 

distribution of electrolyte conductivity and hence led to poor machining accuracy [55]. In 

addition, a higher voltage/current also resulted in more undesired products and heat which 

required a higher electrolyte flow rate to be removed. An elaborate pumping system was 

needed to provide higher electrolyte flow rate, and a heavy machining frame was also 

required to maintain rigidity, which led to installing and operating costs increasing and 

presented a major limitation to the wide application of the ECM. Pulsed current (as shown 
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in Figure 3.25), instead of direct current, was applied in the ECM to enhance the process 

[8, 55]. In this figure, 𝑖𝑖𝑝𝑝 is the peak current, 𝑖𝑖𝑎𝑎 is the average current, 𝑡𝑡𝑜𝑜𝑜𝑜 is the pulse on 

time, 𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 is the pulse off time and 𝑡𝑡𝑝𝑝 = 𝑡𝑡𝑜𝑜𝑜𝑜 + 𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 is the pulse period time. 

 

Figure 3.25 Schematic illustration of pulsed current 

In principle, pulsed ECM (PECM) allowed one to apply a high instantaneous 

voltage/current without the need of high electrolyte flow rate since each current pulse was 

followed by an off-time such that the system relaxed between two consecutive pulses [6, 

7]. The improved electrolyte flow condition in the IEG, enhanced localization of anodic 

dissolution [64] and small yet stable gaps [6, 65] benefits introduced by PECM led to 

higher machining accuracy [66], better process stability and suitability for control [8, 43, 

67]. These technical advantages combined with the inherent benefits of the traditional 

ECM using DC (such as burr free, stress free, independent of workpiece hardness and no 

tool wear) made PECM effective and economical for machining high strength, heat-
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resistant material into complex shapes, such as turbine blades of titanium alloys and 

nickel-based super alloys [9]. Hence, the usage of pulsed power generated a major 

breakthrough in improving the ECM process [8, 9, 55]. 

When applying pulsed voltage/current in the ECM, the combination of peak current, 

voltage frequency and duty cycle exerted influence on the MRR and the dimension 

accuracy.  

An ECM study [11] was conducted using 𝜙𝜙9.5  mm bare stainless steel cathodic 

electrodes, 60 mm × 50 mm × 6.3 mm 1018 steel workpiece, 1 mol/L KBr electrolyte, 13 

A average current. When the current frequency increased from 0 to 60 Hz, the MRR 

increased slightly from 34.3 mm3/min to 34.9 mm3/min. When the current frequency 

increased to 100 Hz, the MRR increased to 36.4 mm3/min, as shown in Figure 3.26. 

Bhattacharyya studied the effect of pulse on time on the MRR and overcut using 𝜙𝜙200 

µm platinum wire cathodic electrode, 6 mm × 4 mm × 0.4 mm copper plate workpiece, 

15 g/L NaNO3 electrolyte, 10 V peak voltage and 50 Hz voltage frequency [57]. When the 

duty cycle increased from 25% to 75% (pulse on-time increased from 5 ms to 15 ms), the 

MRR increased from 0.2 mg/min to 1.2 mg/min but the overcut also increased from 0.04 

mm to 0.07 mm [9], as shown in Figure 3.27. For a fixed voltage frequency, the MRR 

increased with an increase of pulse on time, since more time had been allowed to remove 

the anode material. In other words, average current density increased with an increase of 

pulse on time, which led to an increase of anode dissolution efficiency. The MRR 

increased rapidly at the range of pulse on time 5-10 ms due to rapid increment of 
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dissolution efficiency. Pulse on time further increased in the range of 10-15 ms, the MRR 

did not increase quickly due to dissolution efficiency reached its maximum value because 

the by-products were not flushed away from machining zone.  

 

Figure 3.26 MMR for DC and pulsed DC current, reprinted from  [11].  

  
                                        (a)                                                                   (b) 
Figure 3.27 Variation of the MRR and overcut with pulse on time, reprinted from [57]. 

Munda examined the effect of pulse on/off ratio on the MRR using 𝜙𝜙335 µm stainless 

steel wire cathodic electrode with coating layer, 15 mm × 10 mm × 0.15 mm bare copper 
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plate workpiece, 20 g/L sodium nitrate electrolyte and 3.5V peak voltage [12, 14]. For a 

specific value voltage frequency, i.e. at 35 Hz, as shown in Figure 3.28, the MRR initially 

increased with an increase of duty cycle to the maximum value, but the MRR then 

decreased with further increasing in duty cycle at a preset machining parameter. The paper 

cited that the MRR increased with an increase of duty cycle due to more machining time. 

With further increased in duty cycle, the MRR decreased in small span of off time due to 

inefficient removing of the by-products from the machining zone that led to improper 

dissolution of workpiece material. In addition, radial over cut increased with increasing 

duty cycle. Since the by-products were inefficiently flushed away from machining zone 

during shorter off-time (i.e. higher duty cycle), the presence of the by-products 

microparticles between the anodic workpiece and the cathodic electrode would increase 

the chance of micro-sparking when high voltage applied and hence increased the radial 

over cut. Moreover, localization effect diminished with an increasing in duty cycle. For a 

specific duty cycle, i.e. 60%, when voltage frequency increased from 35 Hz to 55 Hz, the 

MRR increased from 821.948 mg/min to 919.980 mg/min and the radial overcut increased 

from 161.389 µm to 203.190 µm [10]. 

Pulsed ECM leads to a higher dimension accuracy, better surface quality, better process 

stability, and suitability to online process control. These benefits are obtainable due to 

several factors [67]: 

i) Enhancing localized anodic dissolution,  

ii) Improving electrolyte hydrodynamic uniformity in the IEG by removing the 

undesired by-products and reducing heat during off-time,  



 

42 
 

iii) Reducing and stabilizing IEG, and  

iv) Reducing required electrolyte flow rate.  

 

Figure 3.28 Influence of pulse on/off ratio and voltage frequency on the MRR, reprinted 
from [12]. 

3.3.5 Effect of Electrolyte Flow 

Diffusion rate is another major factor that affects the ion transport and the MRR. Although 

an electrolyte can be static in theory, it is commonly pumped at high flow rate to flush 

away the by-products, reduce electrolyte temperature and replenish fresh electrolyte in the 

IEG. 

An ECM with copper cathodic electrode with square cross section, 𝜙𝜙30 × 6 mm alloy 

steel workpiece, 20 g/L NaNO3 electrolyte, 0.6 mm/min cathodic electrode feed rate and 

14 V applied voltage was investigated [62]. When the flow rate increased from 5 L/min to 
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9 L/min, the MRR increased from 0.0242 g/min to 0.0478 g/min, and the surface 

roughness reduced from 3.241 µm to 2.785 µm.  

Other authors [58] used 𝜙𝜙16 mm solid brass cathodic electrode, 𝜙𝜙19 mm EN-8 steel 

workpiece, 45 g/L NaCl electrolyte, 20 V applied voltage and 0.8 mm IEG. When the 

electrolyte flow rate increased from 10 L/min to 14 L/min, the MRR increased from 

552.60 mg/min to 840.95 g/min and overcut reduced from 0.275 mm to 0.250 mm. 

However, a high electrolyte flow rate requires an elaborate pumping system and a heavy 

machine frame to maintain rigidity. A very high flow rate may introduce two drawbacks: 

i) Non-uniform electrolyte hydrodynamic condition in the IEG result in a poor 

machining dimensional accuracy. 

ii) Cavitation results in poor surface quality. 

3.3.6 Effect of cathodic electrode Feed Rate 

Senthilkumar investigated the effect of feed rate on the MRR using a square cross-section 

copper cathodic electrode, 20 g/L NaNO3 electrolyte, 14 V applied voltage, 

LM25Al/10%SiCp, Al/15% SiCp and Al/20%SiCp workpieces [61-63]. For 

LM25Al/10%SiCp workpiece, when the cathodic electrode feed rate increased from 0.2 

mm/min to 1 mm/min, the MRR increased from 0.0101 g/min to 0.0464 g/min and surface 

roughness reduced from 10.814 µm to 8.217 µm, as shown in Figure 3.22. Similarly results 

also found for Al/15% SiCp and Al/20%SiCp. For Al/15% SiCp, when the cathodic 

electrode feed rate increased from 0.2 mm/min to 1 mm/min, the MRR increased from 
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0.0274 g/min to 0.0452 g/min and surface roughness reduced from 5.249 µm to 3.204 µm, 

as shown in Figure 3.23. For Al/20%SiCp, the MRR increased from increased from 0.0521 

g/min to 0.0562 g/min and surface roughness reduced from 3.637 µm to 1.819 µm, as 

shown in Figure 3.24. 

The author cited that the MRR was less at low tool feed rate. This was because current 

density in the IEG was low due to increasing gap size. A higher MRR achieved at high 

feed rate (0.8-1 mm/min). This was because an increase in the cathode feed rate increased 

the current density thus resulted in a higher MRR, as shown in previous Figures 3.22 - 

3.24. However, there was an upper limit of feed rate. If the feed rate was larger than its 

upper limit, the cathodic electrode would contact the workpiece and sparks occurred in the 

ECM which damage both the cathodic electrode and electrical system. Thus, it is crucial 

to find the optimal value of feed rate at the preset machining parameters combination.  

3.3.7 Effect of Cathodic Electrode Side-Insulation 

A non-conductive layer was coated on the cathodic electrode circumference to increase 

current density in the frontal area and reduce the stray current, hence to increase the current 

density in the IEG. A proper coating must overcome technical challenges, such as chose 

the appropriate coating material that strongly adhered to the substrate, was nonconductive, 

robust, and uniformly thin with minimum porosity while had superior chemical and 

thermal resistance. A conductive ECM cathodic electrode had been successfully coated 

with polyethylene terephthalate (PET) powder by electrostatic spraying [68], synthetic 
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material [14], Parylene by vapor deposition polymerization under vacuum [69], epoxy 

resin [15], Teflon [11],  and silicon nitride /silicon carbide [57]. 

To compare the effect of the cathodic electrode insulation layer on the MRR in the ECM, 

Feng [11] experimented with 𝜙𝜙9.5 mm stainless steel cathodic electrode with Teflon 

coated on both outside and inside and another set without coating layer, 60 mm × 50 mm 

× 6.3 mm 1018 steel workpiece, 1 mol/L KBr electrolyte, 13 A average current. Compared 

with the uncoated cathodic electrode, using DC current (voltage frequency is zero), the 

The MRR increased from 34.3 mm3/min to 35.4 mm3/min when using coated cathodic 

electrode and other machining parameters remain constant. In addition, at 60 Hz voltage 

frequency, the MRR increased from 34.9 mm3/min to 37.1 mm3/min; at 100 Hz voltage 

frequency, the MRR increased from 36.4 mm3/min to 39.8 mm3/min, as shown in Figure 

3.29. 

  
                                       (a)                                                                (b) 

Figure 3.29 MRR using (a) uncoated cathodic electrode and (b) coated electrode, 
reprinted from [11].  



 

46 
 

3.3.8 Effect of Ultrasonic Vibration 

Some researchers explored the effect of ultrasonic vibration on the ECM process. Ruszaj 

[70] used brass cathodic electrode, NC6 steel workpiece, 20-120 W ultrasonic vibration 

power with 10 µm maximum vibration amplitude at 20 kHz. They found a slight 

improvement in surface finish 𝑅𝑅𝑎𝑎 from 1.5 µm to 1.0 µm, and concluded that specific 

ultrasonic amplitude for each combination of machining parameters would result in an 

optimal surface finish. Instead of applied ultrasonic vibration on the cathodic electrode or 

the anodic workpiece, some researchers set up an ECM cell in ultrasonic baths at either 

20 kHz or 56 kHz [13]. The effect of ultrasonic waves was expected by the transmission 

of high frequency waves through the glass walls of the electrochemical cell. Using 10 A 

current and changing vibration frequencies from 0 to 20 kHz, the authors found the MRR 

increased slightly from 0.194 g/min to 0.197 g/min. When increasing vibration frequency 

to 50 kHz, the MRR increased to 0.207 g/min. The study concluded that insignificant 

improvement was due to the ineffective transmission of ultrasonic wave through glass wall 

into the IEG gap of the ECM cell.  

Patel et al. [40] used ultrasonic probe to send 20 kHz ultrasonic wave to workpiece surface 

via flowing electrolyte. The authors used 60 mm × 50 mm × 6.3 mm 6061-T6 aluminum 

workpiece, Teflon coated stainless steel tubular cathodic electrode with 𝜙𝜙9.5 mm outer 

diameter, and  𝜙𝜙8.9 mm inner diameter, 1 mol/L KBr electrolyte, 22 A peak current. When 

applying 275 Hz current frequency and increasing ultrasonic amplitudes from 0 to 15 µm, 

the authors found improvement of surface roughness from 2.5 µm to 1.1 µm but at the 
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expense of MRR. They concluded that the generation and implosion of micro bubbles due 

to cavitation at the workpiece surface interfered with ionization mechanism at anode. 

3.3.9 Effect of Mechanical Vibration 

Convection is the most significant factor that affects ion transport mechanism. To improve 

the convection rate, researchers have attempted to vibration either the cathodic electrode 

or the anodic workpiece at varied vibration frequencies and amplitudes to enhance the 

process. Low-frequency vibration of either the anodic workpiece or the cathodic electrode 

cyclically alter the IEG to enhance flushing of debris while refreshing the anode surface 

with new electrolyte.  

In the traditional vertical vibration assisted ECM, assuming perfect synchronization of 

pulsed current and mechanical vibration, a single vibration cycle can be divided into two 

individual movements. For example, a downward movement and an upward movement. 

The downward movement during the reciprocal motion cycle results in the minimum gap 

size, hence it reduces the resistance between the IEG, increases the current passing through 

the cathodic electrode, and removes more material on the anode. The upward movement 

during the reciprocal motion results in a maximum IEG, which enables enhanced flushing 

conditions, and hence, a better removal of the by-products as compared to the conditions 

at minimum gap size [71], as shown in Figure 3.30.  
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Figure 3.30 Schematic illustration of mechanical vibration in the ECM, reprinted from 
[71]. 

Ghoshal [72] pointed out that longitudinal vibration of vibration in the ECM enhanced the 

circulation of electrolyte. At the maximum IEG, as shown in Figure 3.31(a), the decreased 

pressure in the IEG generated transient cavitation or micro bubbles of electrolyte vapor. 

During the next half vibration cycle, the tool moved towards to the workpiece. While in 

the minimum IEG, as shown in Figure 3.31(b), pressure inside the IEG increased and 

micro bubbles collapsed rapidly. This phenomenon generated electrolyte turbulence, 

which drove out the by-products from the machining zone. A fresh electrolyte was forced 

in the IEG when tool moved away from the workpiece in the next oscillate cycle. 

Consequently, diffusivity and convective mass transport was enhanced inside the IEG, 

which played an important role in the case of high aspect ratio machining since it lacked 

fresh electrolyte at high depth and challenge in removal of the reaction by-products in the 
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extremely small gap. Figure 3.31(c) illustrated the relationship of displacement-time and 

velocity-time of tool during vibration. Kept vibration frequency constant and increased 

vibration amplitude led to tool velocity increased since the cycle time remained the same, 

which resulted in more energetic bubble collapsed, enhanced mass transport rate and 

improved diffusivity. 

 

              (a) Tool in up position      (b) Tool in down position (c) Displacement versus time 

Figure 3.31 Formation and collapse of bubbles during oscillating motion of tool, 
reprinted from  [72]. 

Ebeid investigated the effect of vibration amplitude on machining performances using 

brass tube cathodic electrode with 𝜙𝜙8 mm outer diameter and 𝜙𝜙3.5 mm inner diameter, 

20 g/L NaCl electrolyte, 6 L/min electrolyte flow rate, 1 mm/min cathodic electrode feed 

rate, 18 V applied voltage and 50 Hz vibration frequency  [15]. The cathodic electrode 

was externally insulated with a thin layer using epoxy resin to avoid undesired side cutting. 

Experimental results illustrated that significant effects of the tool vibration amplitude on 

the overcut value was pronounced at the lowest tool amplitude values (20 µm peak-to-
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peak). The value of the overcut decreased with a ratio of 15% at tool amplitude of 20 µm 

(peak-to-peak) more than that with zero tool amplitude. The phenomenon was resulted 

from a higher tool amplitude value which caused a greater stray current during the tool 

motion, which led to an increase of MRR on the side of workpiece. Conicity, defined as:  

 𝛿𝛿𝑐𝑐 =
𝐷𝐷1 − 𝐷𝐷2

2𝐻𝐻
× 100 (3.23) 

where 

𝛿𝛿𝑐𝑐: Conicity (%) 

𝐷𝐷1: Hole diameter at level 1 (mm) 

𝐷𝐷2: Hole diameter at level 2 (mm) 

𝐻𝐻: Height between the two levels (mm) 

The conicity decreased with increasing vibration amplitude at every level of the cathodic 

electrode feed rate, as shown in Figure 3.32. The application of low-frequency vibration 

to the ECM tool reduced workpiece conicity with a ratio about 23% lower than that 

without vibration. This effect was due to the success of the pumping action at the frontal 

zone, intense flushing of the IEG with fresh electrolyte and evacuation of the by-products, 

which resulted in the decrease of lateral material removal and conicity improvement.  
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Figure 3.32 Effect of feed rate on conicity at various amplitude, reprinted from [15]. 

Liu  [69] investigated the effects of vibration frequency and vibration amplitude on the 

MRR with 𝜙𝜙160 µm tungsten cathodic electrode with 5 µm insulate layer, 321 stainless 

steel workpiece with 0.5 mm thickness, 5 wt% NaNO3 + 0.8 wt% EDTA-Na2 electrolyte, 

6 V voltage with 50% duty cycle, 2 KHz pulsed voltage and 15.6 µm IEG, 3-14 µm 

vibration amplitude, and 50-200 Hz vibration frequency. The author applied low 

frequency vibration on the anodic workpiece instead of the cathodic electrode, and pointed 

out that a low frequency vibration would help the overall process efficiency by:  

i) Ejecting the by-products away from the electrode faces, and 

ii) Maintaining a stable electrolyte field within the IEG, therefore enhancing the 

MRR.   
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As shown in Figure 3.33, at a low vibration frequency of 50 Hz, the MRR increased about 

5 times to 0.0388 mg/min (when vibration at 12 µm amplitude) from 0.0062 mg/min 

(without vibration). A peak value of MRR existed at certain amplitude for each vibration 

frequency, i.e., at 50 Hz, 12 µm vibration amplitude generated the maximum MRR.  On 

the contrary, at higher vibration frequency of 200 Hz, the vibration amplitude had 

negligible influence on the MRR: 0.0066 mg/min at 8 µm vibration amplitude, compared 

with 0.0062 mg/min without vibration. At constant vibration amplitude, as shown in  

Figure 3.34, the MRR initially increased then decreased with increasing vibration 

frequency. For a preset vibration amplitude (4 µm, 6 µm and 8 µm), the resulted MRR 

initially increased with increasing of vibration frequency, but after obtaining the maximum 

MRR at 50 Hz, then the MRR decreased with increasing of vibration frequency. 

 

Figure 3.33 Effect of vibration amplitude on the MRR, reprinted from [69]. 
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Figure 3.34 Effect of vibration frequency on the MRR, reprinted from [69]. 

Munda studied the effect of tool frequency on the MRR with 𝜙𝜙335µm stainless steel wire 

cathodic electrode with coating layer, 15 mm × 10 mm × 0.15 mm bare copper plate 

workpiece, 20 g/L sodium nitrate electrolyte and 3.5V peak voltage with 45 Hz voltage 

frequency and 60% duty cycle [12, 14]. The influence of vibration frequency on the MRR 

was shown in previous Figure 3.19, keeping the other machining parameters constant, the 

MRR increased with an increase of vibration frequency. The author cited that vibration 

cycle help flushing away the sludge material from machining zone. At lower tool vibration 

frequency, the amount of flushing away sludge materials were fewer, which caused 

improper dissolution of anode material and led to a low MRR. When the tool vibration 

frequency increased, the MRR increased due to proper dissolution of anode material and 

greater amount of sludge material were flushed away from the IEG.  

Effect of large range vibration frequency was also studied by Bhattacharyya [21]. The 

author used stainless steel cathodic electrode, 15 mm ×10 mm × 0.15 mm bare copper 

plate workpiece, varied concentration of sodium nitrate electrolyte (15 g/L, 20 g/L and 25 
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g/L), 3 V voltage, 55 Hz voltage frequency, 33% duty cycle and 0.144 mm/min cathodic 

electrode feed rate. A wide range of frequency from 50-23,000 Hz was selected for 

cathodic electrode vibration. Vibration amplitudes were 4.5 V-RMS an 8 V-RMS. 

Experimental results showed that the cathodic electrode vibration at kHz ranges had no 

significant influence on the MRR (~0.6 mg/min for 15 g/L electrolyte concentration and 

~1.1 mg/min for 20 g/L electrolyte concentration), as shown in Figure 3.35. However, at 

lower ranges of cathodic electrode vibration, a higher MRR (~0.8 mg/min for 15 g/L 

electrolyte concentration and ~1.75 mg/min for 20 g/L electrolyte concentration) were 

obtained, as shown in Figure 3.36. The enhanced MRR and dimension accuracy attributed 

to the introduction of the cathodic electrode tool vibration in Hz range during the ECM 

process which eliminated the passive layer from the effective machining area of workpiece 

surface, and thereby improved the ECM actions.  

To continue improve the MRR in the vibration-assisted ECM, synchronization of 

mechanical vibration with pulsed current was introduced. During this process, the cathodic 

electrode feeding toward the anode was overlaid with cathode vibration, which resulted in 

two different process phases (refer to Figure 3.30). During minimize gaps size, a pulse 

current with a pulse duration applied. The resistance between the IEG would decreased 

due to the tool vibration, which led to more efficient material dissolution. The maximum 

gap size achieved when the cathodic electrode moved away from the anodic workpiece, 

which improved the flushing conditions and hence a better removal of the by-products as 

compared to the minimum gap size condition [71].  
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Figure 3.35 Influence of high tool vibration on the MRR, reprinted from [21]. 

 

Figure 3.36 Influence of tool vibration frequency on the MRR at different electrolyte 
concentration, reprinted from [21]. 

Liu [73] introduced a tool electrode jump motion in the ECM, as shown in Figure 3.37. 

The author used 0.05 mm thickness stainless steel (1Cr/18Ni/9Ti) workpiece, 𝜙𝜙145 µm 

and  𝜙𝜙340  tungsten shaft cathodic electrode, H2SO4 electrolyte, 0.78 µm/s cathodic 
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electrode feed rate, 4.5 V applied voltage and 10.16 µm IEG. As shown in Figure 3.38, 

the tool jump height kept at 4 mm, the average machining side gap decreased as the tool 

jump acceleration increased. The reason can be attributed by the pumping force caused by 

the toll jump acceleration. Higher jump acceleration would cause higher pumping force to 

pull electrolyte outwards the IEG. Hence, the refreshing volume of electrolyte was 

increased as tool jump acceleration increased in each cycle.  The consequence of that was 

improved machining accuracy. In addition, as shown in Figure 3.39, average machining 

gap also decreased as the tool jump height increased while kept the tool jump acceleration 

as 3.5 m/s2. It was because that pumping time during the tool jump up period. Refer to the 

tool jump speed mode shown in Figure 3.37, the pumping time on the electrolyte was 

prolonged when tool jump height was extended. The benefit of this was more volume 

refreshed electrolyte and improved process precision.  

 

Figure 3.37 Schematic of ECM with tool electrode jump motion, reprinted from [73]. 
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Figure 3.38 Effect of tool jump acceleration on machining side gap, reprinted from [73]. 

 

Figure 3.39 Effect of jump height on machining side gap, reprinted from [73]. 
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4 THEORY 

The machining speed of PECM with the boundary condition of electrolyte boiling is 

developed in this section. In the traditional direct current ECM, the electrolyte between 

the IEG is easily boiled due to the energy dissipation of high current density, which results 

in a varying electrolyte conductivity and hence leads to a poor dimension accuracy [55]. 

Pulsed current (as shown in previous Figure 3.25), instead of direct current, has been 

applied in the ECM to achieve the goal of better machining accuracy [8, 55], since it helps 

to i) maintain a smaller yet stable IEG size and ii) improve the flushing condition in the 

IEG due to the beneficial off-time during machining process to flushing away any by-

products that were produced during on-time pulse.  

A theoretical flushing speed of the by-products between the IEG is also developed for the 

vibration assisted ECM in this section. The removed materials, must be removed from the 

IEG by electrolyte flow since they will precipitate on anode surface and hinder further 

chemical reactions. To improve the flushing conditions, mechanical vibration is usually 

incorporated in the ECM to improve the by-products’ flushing speed since it alters the 

distance between the anodic workpiece and the cathodic electrode.  

4.1 Pulsed Current ECM 

In principal, either current or voltage pulse waveform of any shape can be applied across 

the anodic workpiece and the cathodic electrode. For simplicity, this discussion will be 

restricted to rectangular constant current pulses separated by intervals of zero current (see 
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previous Figure 3.25). The ratio 𝑡𝑡𝑜𝑜𝑜𝑜 𝑡𝑡𝑝𝑝⁄  is called the duty cycle. PECM then takes place at 

an average current given by 

 𝑖𝑖𝑎𝑎 = 𝑖𝑖𝑝𝑝�𝑡𝑡𝑜𝑜𝑜𝑜 𝑡𝑡𝑝𝑝⁄ � (4.1) 

A small gap is essential for better ECM machining accuracy. However, Joule heat 

increases significantly when a small gap is used since the current passing between the IEG 

is inversely proportional to the gap size in the ECM. The resulting electrolyte boiling 

introduces local variation distribution of electrolyte conductivity and process stability.  

Consider two parallel plane electrodes with rectangular pulsed voltage applied across 

them, as shown in Figure 4.1. Voltage pulse off-time is long enough to ensure a complete 

flushing of the electrolyte in the gap. Under this condition, pulse off-time 𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 is larger 

than 𝐿𝐿/𝑉𝑉𝑒𝑒  (where 𝐿𝐿  is the gap distance in the electrolyte flow direction and 𝑉𝑉𝑒𝑒  is the 

average electrolyte flow speed). Thus, the analysis of the process for a single pulse is valid 

for a series of pulses.  
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Figure 4.1 Schematic illustration of PECM. 

Additional assumptions are made for the model to simplify the analysis which include [9]: 

i) No heat transfers through the electrodes into or out of the IEG region. 

ii) The temperature in the IEG is constant and equals the temperature averaged 

over the cross-section. 

iii) Current efficiency of the anodic dissolution is constant during pulse on-time. 

iv) Neglect the gas generation. 

Define: 

𝐶𝐶𝑝𝑝 Specific heat of electrolyte (J/kg/℃) 

𝑓𝑓𝑒𝑒 Cathodic electrode feed rate (µm/s) 

𝑔𝑔 Inter-electrode gap (µm) 

𝐽𝐽 Current density (A/mm2) 

𝐾𝐾𝑣𝑣 = 𝑀𝑀
𝑧𝑧𝜌𝜌𝑎𝑎𝐹𝐹

  is the effective volumetric electrochemical equivalent (mm3/A/s) 
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𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 Boiling temperature of the Electrolyte (℃) 

𝑇𝑇0 Initial temperature of electrolyte (℃) 

𝑈𝑈0 Amplitude of voltage pulse (V) 

∆𝑈𝑈 Overpotential (V) 

𝛼𝛼𝑇𝑇 Temperature coefficient of the conductivity at 𝑇𝑇0 

θ Average temperature increment is 𝑇𝑇 − 𝑇𝑇0  (℃) 

θ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 Temperature increment from 𝑇𝑇0 to 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  (℃) 

𝜅𝜅0 Electrolyte conductivity at 𝑇𝑇0 (S/mm) 

𝜌𝜌𝑒𝑒 Electrolyte density (𝑔𝑔/mm3) 

Under these assumptions, the variation of electrolyte properties is dominated by Joule 

heating. According to the Bruggeman equation, the electrolyte conductivity 𝜅𝜅𝑒𝑒  can be 

expressed as [74]: 

 𝜅𝜅𝑒𝑒 = 𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃) (4.2) 

Based on the Faraday’s law, the MRR during the pulse on-time 𝑡𝑡𝑜𝑜𝑜𝑜 is: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐾𝐾𝑣𝑣 ∙ 𝐽𝐽 =  
𝑀𝑀

𝑧𝑧𝜌𝜌𝑎𝑎𝐹𝐹
∙ 𝐽𝐽 (4.3) 

The current density, 𝐽𝐽, can be expressed by Ohm’s law: 
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𝐽𝐽 =
𝐼𝐼
𝐴𝐴

=
𝑈𝑈0 − ∆𝑈𝑈
𝑅𝑅𝑅𝑅

=
𝑈𝑈0 − ∆𝑈𝑈
𝑔𝑔
𝜅𝜅𝑒𝑒𝐴𝐴

𝐴𝐴
=
𝜅𝜅𝑒𝑒(𝑈𝑈0 − ∆𝑈𝑈)

𝑔𝑔

= 𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃)
𝑈𝑈0 − ∆𝑈𝑈

𝑔𝑔
 

(4.4) 

In an ECM system, the heat generation rate per unit area 𝐽𝐽𝑈𝑈0 is equal to the sum of the 

electrolyte internal energy changing rate and the heat convection  [9], that is, 

  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 (4.5) 

Substituting the respective terms to get: 

 𝜕𝜕�𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝑔𝑔 ∙ 𝜃𝜃�
𝜕𝜕𝜕𝜕

+
𝜕𝜕�𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝑉𝑉𝑒𝑒𝜃𝜃 ∙ 𝑔𝑔�

𝜕𝜕𝜕𝜕
= 𝐽𝐽𝑈𝑈0 (4.6) 

The convection term in this equation, 𝜕𝜕�𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝑉𝑉𝑒𝑒𝜃𝜃∙𝑔𝑔�
𝜕𝜕𝜕𝜕

, can be neglected for the PECM with a 

short on-time pulse 𝑡𝑡𝑜𝑜𝑜𝑜. Neglecting the convection term also implies that, in this particular 

case, 𝑔𝑔 and 𝜃𝜃 are dependent only on time. Therefore, Equation (4.6) becomes: 

 
𝑑𝑑(𝑔𝑔𝑔𝑔)
𝑑𝑑𝑑𝑑

=
𝐽𝐽𝑈𝑈0
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

 (4.7) 

Then, Equation (4.7) can be written as: 

 
𝑑𝑑(𝑔𝑔𝑔𝑔)
𝑑𝑑𝑑𝑑

= 𝑔𝑔
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

+ 𝜃𝜃
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝐽𝐽𝑈𝑈0
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

 (4.8) 

By combining Equations (4.3) and (4.8) , the following equation is obtained: 
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 𝑔𝑔
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝐽𝐽𝑈𝑈0
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

�1 −
𝐾𝐾𝑣𝑣𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝜃𝜃

𝑈𝑈0
� (4.9) 

In this investigation, the voltage pulse amplitude 𝑈𝑈0 is 26V, the density of an electrolyte 

(1mol /L KBr) is 1070 kg/m3, and the specific heat capacity of solution, 𝐶𝐶𝑝𝑝, is proximately 

equal to that of water, 4200 J/kg/°C. Thus: 

  𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝 = 1070 𝑘𝑘𝑘𝑘/𝑚𝑚3 × 4200 𝐽𝐽/𝑘𝑘𝑘𝑘/℃ = 4.5 × 106𝐽𝐽/𝑚𝑚3 ∙ 𝐾𝐾 (4.10) 

𝜃𝜃  is the average temperature increment and is equal to 𝑇𝑇 − 𝑇𝑇0   (℃), and 𝑇𝑇 ≤ 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =

100℃,  then: 

  𝜃𝜃 < 80℃ (4.11) 

𝐾𝐾𝑣𝑣 is the effective volumetric electrochemical equivalent. For the 1018 steel that is used 

in this study [11]: 

  𝐾𝐾𝑣𝑣 = 3.7 × 10−11𝑚𝑚3/𝐴𝐴/𝑠𝑠 (4.12) 

Thus, the term 1 − 𝐾𝐾𝑣𝑣𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝜃𝜃
𝑈𝑈0

 in Equation (4.9) is: 

  1 −
𝐾𝐾𝑣𝑣𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝𝜃𝜃

𝑈𝑈0
= 1 −

3.7 × 10−11 × 4.5 × 106 × 80
26

= 0.9994 ≈ 1 (4.13) 

Therefore, Equation (4.9) becomes: 

  𝑔𝑔
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝐽𝐽𝑈𝑈0
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

 (4.14) 
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Substituting Equation (4.4) into Equation (4.14),  then Equation (4.15) can thus be 

established for describing the PECM process without electrolyte boiling: 

 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐽𝐽
𝑈𝑈0

𝑔𝑔𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝
= 𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃)

𝑈𝑈0 − ∆𝑈𝑈
𝑔𝑔

𝑈𝑈0
𝑔𝑔𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

= 𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃)
𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)
𝑔𝑔2𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

 
(4.15) 

Equation (4.15) can be written as: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

− 𝑀𝑀′𝛼𝛼𝑇𝑇𝜃𝜃 = 𝑀𝑀′ (4.16) 

where 

 𝑀𝑀′ = 𝜅𝜅0
𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)
𝑔𝑔02𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

 (4.17) 

Equation (4.16) is the first order differentiation equation with constant coefficient 𝑀𝑀′, its 

general solution follows: 

 

𝜃𝜃(𝑡𝑡) = 𝐶𝐶 exp�−�−𝑀𝑀′𝛼𝛼𝑇𝑇

𝑡𝑡

0

𝑑𝑑𝑑𝑑� + exp�−�−𝑀𝑀′𝛼𝛼𝑇𝑇

𝑡𝑡

0

𝑑𝑑𝑑𝑑�

× �𝑀𝑀′
𝑡𝑡

0

exp��−𝑀𝑀′𝛼𝛼𝑇𝑇

𝑡𝑡

0

𝑑𝑑𝑑𝑑�𝑑𝑑𝑑𝑑 

(4.18) 
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Then, 

  

𝜃𝜃(𝑡𝑡) = 𝐶𝐶 exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) + exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) × �𝑀𝑀′

𝑡𝑡

0

exp(−𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡)𝑑𝑑𝑑𝑑 

          = 𝐶𝐶 exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) −
1
𝛼𝛼𝑇𝑇

exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡)� exp(−𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡)
𝑡𝑡

0

𝑑𝑑(−𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) 

          = 𝐶𝐶 exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) −
1
𝛼𝛼𝑇𝑇

exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) exp(−𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) 

          = 𝐶𝐶 exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) −
1
𝛼𝛼𝑇𝑇

 
(4.19) 

with initial condition 𝜃𝜃 = 0 at 𝑡𝑡 = 0, then 𝐶𝐶 = 1 𝛼𝛼𝑇𝑇⁄ . The temperature increment 𝜃𝜃  is 

obtained as： 

 𝜃𝜃 =
1
𝛼𝛼𝑇𝑇

exp(𝑀𝑀′𝛼𝛼𝑇𝑇𝑡𝑡) −
1
𝛼𝛼𝑇𝑇

=
1
𝛼𝛼𝑇𝑇

�exp�𝛼𝛼𝑇𝑇
𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)𝜅𝜅0

𝑔𝑔02𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝
𝑡𝑡� − 1� (4.20) 

When electrolyte boiling is considered as the limit for maintaining a stable small gap, this 

minimum gap size, denoted as 𝑆𝑆∗：  

 𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =
1
𝛼𝛼𝑇𝑇

�exp�𝛼𝛼𝑇𝑇
𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)𝜅𝜅0

𝑆𝑆∗2𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝
𝑡𝑡𝑜𝑜𝑜𝑜� − 1� (4.21) 

Equation (4.21) can be rearranged to be: 

  exp�𝛼𝛼𝑇𝑇
𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)𝜅𝜅0

𝑆𝑆∗2𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝
𝑡𝑡𝑜𝑜𝑜𝑜� = 1 + 𝛼𝛼𝑇𝑇𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (4.22) 
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Solve for 𝑆𝑆∗: 

  
1
𝑆𝑆∗2

=
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝

𝛼𝛼𝑇𝑇𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)𝜅𝜅0𝑡𝑡𝑜𝑜𝑜𝑜
ln(1 + 𝛼𝛼𝑇𝑇𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) (4.23) 

 𝑆𝑆∗ = �
𝛼𝛼𝑇𝑇𝜅𝜅0𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝 ln(1 + 𝛼𝛼𝑇𝑇𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)

𝑡𝑡𝑜𝑜𝑜𝑜 (4.24) 

Thus, to obtain a small yet stable gap size in the PECM, a short on-time pulse (high voltage 

frequency) should be selected. For the minimum gap size 𝑆𝑆∗, combining with Equations 

(4.3) and  (4.4) to obtain： 

  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐾𝐾𝑣𝑣𝐽𝐽 =
𝑀𝑀

𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎
𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃)(𝑈𝑈0 − ∆𝑈𝑈)

𝑔𝑔
 (4.25) 

where 𝑔𝑔 = 𝑆𝑆∗, then: 

 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝑀𝑀

𝑧𝑧𝑧𝑧𝜌𝜌𝑎𝑎
𝜅𝜅0(1 + 𝛼𝛼𝑇𝑇𝜃𝜃)(𝑈𝑈0 − ∆𝑈𝑈)

� 𝛼𝛼𝑇𝑇𝜅𝜅0𝑈𝑈0(𝑈𝑈0 − ∆𝑈𝑈)
𝜌𝜌𝑒𝑒𝐶𝐶𝑝𝑝 ln(1 + 𝛼𝛼𝑇𝑇𝜃𝜃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)

𝑡𝑡𝑜𝑜𝑜𝑜

 
(4.26) 

Therefore, to achieve a larger machining speed, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

, a smaller pulse on time 𝑡𝑡𝑜𝑜𝑜𝑜 should be 

chosen. However, the electrolyte volume between two electrodes acts as a R-C (resistor 

and capacitor) circuit in reality, the term 𝑡𝑡𝑜𝑜𝑜𝑜 cannot approaches to 0 due to the charging 

time. Therefore, the term 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 cannot approach to infinite.   
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4.2 Vibration Assisted PECM 

4.2.1 Basic Fluid Dynamics for Incompressible Flow 

Define: 

𝐴𝐴(𝑡𝑡),𝐴𝐴′(𝑡𝑡) Workpiece vibration travel distance (µm) 

𝐴𝐴𝑣𝑣 Anodic workpiece vibration amplitude (µm) 

𝐶𝐶1,𝐶𝐶2,𝐶𝐶′1,𝐶𝐶′2 Coefficients 

𝑓𝑓 Vibration frequency (Hz) 

𝐹𝐹𝑥𝑥,𝐹𝐹𝑦𝑦,𝐹𝐹𝑧𝑧 Body force along the 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (N) 

𝑔𝑔0,𝑔𝑔′0 Inter-electrode gap at time 𝑡𝑡 = 0 (µm) 

𝑝𝑝 Pressure (Pa) 

𝑅𝑅𝑅𝑅 Reynold Number 

𝑡𝑡, 𝑡𝑡′ Machining time (s) 

𝑢𝑢, 𝑣𝑣,𝑤𝑤 Electrolyte flow speed at 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (m/s) 

𝑢𝑢′, 𝑣𝑣′,𝑤𝑤′ Electrolyte flow speed at 𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′ direction respectively (m/s) 

𝑉𝑉𝐹𝐹 Electrolyte flow speed (m/s) 

𝑉𝑉𝑝𝑝,𝑉𝑉′𝑝𝑝 Average particle flow speed (m/s) 

𝑥𝑥𝑝𝑝, 𝑥𝑥′𝑝𝑝 Particle center location (µm) 

𝜈𝜈: Electrolyte kinematic viscosity (m2/s) = 1 × 10−6 m2/s 

𝜌𝜌𝑒𝑒 Electrolyte density (𝑔𝑔/mm3) 
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The governing equations of motion for incompressible flow are Navier-Stoke equations: 

 𝜌𝜌𝑒𝑒 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑢𝑢
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑣𝑣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑤𝑤
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�

= 𝐹𝐹𝑥𝑥 −
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜇𝜇 �
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑦𝑦2

+
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑧𝑧2

� (4.27) 

 𝜌𝜌𝑒𝑒 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑢𝑢
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑣𝑣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑤𝑤
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�

= 𝐹𝐹𝑦𝑦 −
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜇𝜇 �
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑦𝑦2

+
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑧𝑧2

� (4.28) 

 𝜌𝜌𝑒𝑒 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑣𝑣

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑤𝑤

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 � = 𝐹𝐹𝑧𝑧 −

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜇𝜇 �

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑥𝑥2 +

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑦𝑦2 +

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑧𝑧2 � (4.29) 

The continuity condition gives: 

 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0 (4.30) 

 

Figure 4.2 Illustration of laminar flow between parallel plates. 
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Since the Reynold Number of electrolyte is [3]: 

  Re =
𝑉𝑉𝐹𝐹𝑔𝑔0
𝜈𝜈

=
4𝑚𝑚/𝑠𝑠 × 0.0003𝑚𝑚

1 × 10−6𝑚𝑚2/𝑠𝑠
= 1200 < 2320 (4.31) 

The electrolyte flow between two parallel planes follows a laminar flow. In addition, to 

simplify the analysis process, following assumptions are made: 

i) The fluid between two parallel planes is Newtonian flow; 

ii) The fluid is incompressible; 

iii) The fluid flow follows a laminar flow. 

Consider a two-dimensional, steady, laminar flow along a straight channel with parallel 

flat walls, spaced at distance 𝑔𝑔  apart, as shown in Figure 4.2. Neglect the effect of 

electrode vibration on electrolyte flown in the 𝑥𝑥 direction, that is, assume the 𝑢𝑢 = 0 and 

𝑤𝑤 = 0. The continuity Equation (4.30) yields: 

 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0 (4.32) 

Then: 

 𝑣𝑣 = 𝑣𝑣(𝑦𝑦) (4.33) 

 
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑦𝑦2

= 0 (4.34) 

From Equations (4.27) and (4.29) for the 𝑥𝑥 and 𝑧𝑧 direction: 
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 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0 (4.35) 

 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (4.36) 

The Navier-Stokes equations for the 𝑦𝑦 direction then becomes: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝜇𝜇
𝑑𝑑2𝑣𝑣
𝑑𝑑𝑥𝑥2

 (4.37) 

4.2.2 Anode Moves Away from Cathode 

In this section, the flow speed of a particle which located between two parallel plates is 

calculated. Fluid flows inside the parallel plates at a constant speed, and one plate vibrates 

following a sine wave at varied vibration frequencies and amplitudes, as shown in Figure 

4.3.   
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                                   (a)                                                                              (b) 

Figure 4.3 Coordinate system in vibration assisted PECM. 
(a) the anodic workpiece moves away from the cathodic electrode; (b) the anodic 

workpiece moves toward to the cathodic electrode. 

As shown in Figure 4.3a, for vibration cycle 𝑖𝑖 (𝑖𝑖 = 1,2,3, … ,𝑛𝑛), the segments from 𝑏𝑏𝑖𝑖 to 

𝑐𝑐𝑖𝑖   and from 𝑐𝑐𝑖𝑖  to 𝑑𝑑𝑖𝑖  mean that the anodic workpiece moves away from the cathodic 
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electrode. During the 1st cycle with period 𝑇𝑇𝑣𝑣, segment from 𝑏𝑏1 to 𝑑𝑑1 can be interpreted 

as: 

  𝑇𝑇𝑣𝑣
4
≤ 𝑡𝑡 ≤

3𝑇𝑇𝑣𝑣
4

⇒
(4 × 1) − 3

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡 ≤

(4 × 1) − 1
4

𝑇𝑇𝑣𝑣 (4.38) 

During the 2nd cycle, segment from 𝑏𝑏2 to 𝑑𝑑2 can be interpreted as: 

  5𝑇𝑇𝑣𝑣
4

≤ 𝑡𝑡 ≤
7𝑇𝑇𝑣𝑣

4
⇒

(4 × 2) − 3
4

𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡 ≤
(4 × 2) − 1

4
𝑇𝑇𝑣𝑣 (4.39) 

 Similarly, during the 𝑖𝑖th cycle, the segment from 𝑏𝑏𝑖𝑖 to 𝑑𝑑𝑖𝑖 can be interpreted as: 

  
4𝑖𝑖 − 3

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡 ≤

4𝑖𝑖 − 1
4

𝑇𝑇𝑣𝑣 (4.40) 

The vibration period and frequency relate by: 

  𝑇𝑇𝑣𝑣 =
1
𝑓𝑓

 (4.41) 

Thus, segments from 𝑏𝑏𝑖𝑖 to 𝑑𝑑𝑖𝑖 can be labeled as: 

  �
4𝑖𝑖 − 3

4 �
1
𝑓𝑓
≤ 𝑡𝑡 ≤ �

4𝑖𝑖 − 1
4 �

1
𝑓𝑓

    𝑖𝑖 = 1,2,3,⋯ (4.42) 

When anodic workpiece moves away from the cathodic electrode, the gap between the 

anode and the cathode is increasing. The origin of the 𝑥𝑥𝑥𝑥 coordinate system locates at the 

cathodic electrode’s surface. At 𝑡𝑡 = 0, the location of the anodic surface is illustrated as 

the dotted line, and the gap between the anode and the cathode is 𝑔𝑔0.  At time 𝑡𝑡 (4𝑖𝑖−3
4𝑓𝑓

≤
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𝑡𝑡 ≤ 4𝑖𝑖−1
4𝑓𝑓

    𝑖𝑖 = 1,2,3,⋯ ) , the anodic workpiece moves at a distance of 𝐴𝐴(𝑡𝑡)  with the 

reference of its initial location, and 𝐴𝐴(𝑡𝑡) is defined as: 

 𝐴𝐴(𝑡𝑡) = 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (4.43) 

For segment from 𝑏𝑏𝑖𝑖 to 𝑐𝑐𝑖𝑖, 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) > 0, that is, the anodic workpiece moves from 

the minimum gap location to its initial location, the gap between the anode surface and 

cathode surface is increasing but it is smaller than its initial gap 𝑔𝑔0,  and can be written as: 

  𝑔𝑔(𝑡𝑡) = 𝑔𝑔0 − |𝐴𝐴(𝑡𝑡)| = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (4.44) 

For segment from 𝑐𝑐𝑖𝑖 to 𝑑𝑑𝑖𝑖, 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) < 0, that is, the anodic workpiece moves from 

its initial location to the maximum gap location, the gap between the anode surface and 

cathode surface is increasing and it is larger than its initial gap 𝑔𝑔0, and can be written as: 

  𝑔𝑔(𝑡𝑡) = 𝑔𝑔0 + |𝐴𝐴(𝑡𝑡)| = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (4.45) 

Therefore, combine Equations (4.44) and (4.45), for segments from 𝑏𝑏𝑖𝑖  to 𝑑𝑑𝑖𝑖 , the gap 

between the anode surface and cathode surface 𝑔𝑔(𝑡𝑡) is defined as: 

 𝑔𝑔(𝑡𝑡) = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (4.46) 

Assume at every time, the electrolyte flow follows laminar flow pattern, that is, the 

electrolyte flow speed equals zero at both the cathodic electrode and the anodic workpiece 

surfaces. Then, the boundary conditions for Equation (4.37) are: 
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  𝑣𝑣 = 0 at  𝑥𝑥 = 0 (Cathode surface) and  (4.47) 

  𝑣𝑣 = 0 at 𝑥𝑥 = −|𝑔𝑔(𝑡𝑡)| = −𝑔𝑔0 + 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) at anode surface (4.48) 

The 2nd order differentiation Equation (4.37) has the general solution form: 

  𝑣𝑣(𝑥𝑥, 𝑡𝑡) =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝑥𝑥2 + 𝐶𝐶1𝑥𝑥 + 𝐶𝐶2 (4.49) 

By substituting the boundary conditions from Equations (4.47) and (4.48) into Equation 

(4.49), the constants 𝐶𝐶1 and 𝐶𝐶2 are: 

  𝐶𝐶1 =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝑔𝑔(𝑡𝑡) =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

[𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝑓𝑓𝑓𝑓)] (4.50) 

  𝐶𝐶2 = 0 (4.51) 

Then, Equation (4.49) becomes: 

 𝑣𝑣(𝑥𝑥, 𝑡𝑡) =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

[𝑥𝑥2 + |𝑔𝑔(𝑡𝑡)|𝑥𝑥] =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

{𝑥𝑥[𝑥𝑥 + 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋)]} (4.52) 

Since a particle with a radius 𝑟𝑟𝑝𝑝 releases at the anode surface at time 𝑡𝑡1,  

 
4𝑖𝑖 − 3

4𝑓𝑓
≤ 𝑡𝑡1 < 𝑡𝑡 ≤

4𝑖𝑖 − 1
4𝑓𝑓

    𝑖𝑖 = 1,2,3,⋯ (4.53) 

where 𝑖𝑖 is the number of vibration cycle. 
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Figure 4.3 shows the particle center location is: 

 𝑥𝑥𝑝𝑝 = −|𝑔𝑔(𝑡𝑡1)| + 𝑟𝑟𝑝𝑝 = −𝑔𝑔0 + 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1) + 𝑟𝑟𝑝𝑝 (4.54) 

Assuming the particle’s flow speed is equal to the electrolyte flow speed at the particle 

center, then the particle’s flow speed 𝑉𝑉𝑝𝑝 becomes: 

 𝑉𝑉𝑝𝑝(𝑡𝑡) = 𝑣𝑣�𝑥𝑥𝑝𝑝, 𝑡𝑡� = 𝑣𝑣(−|𝑔𝑔(𝑡𝑡1)| + 𝑟𝑟𝑝𝑝, 𝑡𝑡) (4.55) 

Combine Equations (4.52) and (4.55), then Equation (4.55) becomes: 

 

𝑉𝑉𝑝𝑝(𝑡𝑡) = 𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 𝑣𝑣�−|𝑔𝑔(𝑡𝑡1)| + 𝑟𝑟𝑝𝑝, 𝑡𝑡� 

=
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

{𝑥𝑥[𝑥𝑥 + |𝑔𝑔(𝑡𝑡)|]} 

=
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

�−|𝑔𝑔(𝑡𝑡1)| + 𝑟𝑟𝑝𝑝��−|𝑔𝑔(𝑡𝑡1)| + 𝑟𝑟𝑝𝑝 + 𝑔𝑔(𝑡𝑡)� 

=
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

�|𝑔𝑔(𝑡𝑡1)| − 𝑟𝑟𝑝𝑝��𝑟𝑟𝑝𝑝 + |𝑔𝑔(𝑡𝑡)| − |𝑔𝑔(𝑡𝑡1)|� 

=
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

�𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1) − 𝑟𝑟𝑝𝑝��𝑟𝑟𝑝𝑝 + 𝑔𝑔0

− 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) − 𝑔𝑔0 + 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1)� 

=
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

�𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1) − 𝑟𝑟𝑝𝑝��𝑟𝑟𝑝𝑝 + 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1)

− 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋)� (4.56) 
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In this study, 𝑔𝑔0 ≈ 300  µm, 𝐴𝐴𝑣𝑣 ≤ 10  µm, 𝑟𝑟𝑝𝑝  range from 2~10 µm, �𝑟𝑟𝑝𝑝 +

𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1)� ≪ 𝑔𝑔0, then: 

 𝑔𝑔0 ≈ 𝑔𝑔0 − 𝑟𝑟𝑝𝑝 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1) (4.57) 

Equation (4.56) becomes: 

 𝑉𝑉𝑝𝑝(𝑡𝑡) =
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

𝑔𝑔0�𝑟𝑟𝑝𝑝 + 𝐴𝐴𝑣𝑣[sin(2𝜋𝜋𝜋𝜋𝑡𝑡1) − sin(2𝜋𝜋𝜋𝜋𝜋𝜋)]� (4.58) 

Consider two vibrations with same vibration amplitude 𝐴𝐴𝑣𝑣  and different vibration 

frequencies 𝑓𝑓1 and 𝑓𝑓2 with 𝑓𝑓2 > 𝑓𝑓1, as shown in Figure 4.4. At time 𝑡𝑡1 (particle release 

from the anodic workpiece), both vibrations away from its initial location with a distance 

𝑑𝑑0. At time 𝑡𝑡, vibration 1 with 𝑓𝑓1 vibration frequency moves away from its initial location 

with a distance 𝑑𝑑𝑓𝑓1, and vibration 2 with 𝑓𝑓2 vibration frequency moves away from its 

initial location with a distance 𝑑𝑑𝑓𝑓2. Clearly: 

  �𝑑𝑑0 − 𝑑𝑑𝑓𝑓2� > �𝑑𝑑0 − 𝑑𝑑𝑓𝑓1�, or (4.59) 

 |sin(2𝜋𝜋𝑓𝑓2𝑡𝑡) − sin(2𝜋𝜋𝑓𝑓2𝑡𝑡1)| > |sin(2𝜋𝜋𝑓𝑓1𝑡𝑡) − sin(2𝜋𝜋𝑓𝑓1𝑡𝑡1)| (4.60) 
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Figure 4.4 Comparison of vibration with different vibration frequencies. 

For a vibration assisted PECM, with increasing of the vibration amplitude 𝐴𝐴𝑣𝑣 or vibration 

frequency 𝑓𝑓, the particle flushing speed 𝑉𝑉𝑝𝑝  in Equation (4.58) increases, therefore, the 

convection rate increases. In addition, since the particle flushing away speed is larger than 

that without vibration (𝐴𝐴𝑣𝑣 = 0), the concentration of particles in the double-diffusion layer 

also decreases which also improves the diffusion rate.  

4.2.3 Anode Moves Toward Cathode 

As shown in Figure 4.3b, for vibration cycle 𝑖𝑖 (𝑖𝑖 = 1,2,3, … ,𝑛𝑛), the segments from 𝑎𝑎′𝑖𝑖 to 

𝑏𝑏′𝑖𝑖  and from 𝑑𝑑′𝑖𝑖  to 𝑒𝑒′𝑖𝑖 mean that the anodic workpiece moves toward the cathodic 

electrode. During the 1st cycle with period 𝑇𝑇𝑣𝑣 , the segment from 𝑎𝑎′1  to 𝑏𝑏′1  can be 

interpreted as: 

  0 ≤ 𝑡𝑡 ≤
𝑇𝑇𝑣𝑣
4
⇒

(4 × 1) − 4
4

𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡 ≤
(4 × 1) − 3

4
𝑇𝑇𝑣𝑣 (4.61) 

and the segment from 𝑑𝑑′1 to 𝑒𝑒′1 can be interpreted as: 
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  3𝑇𝑇𝑣𝑣
4

≤ 𝑡𝑡̅ ≤ 𝑇𝑇𝑣𝑣 ⇒
(4 × 1) − 1

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

(4 × 1)
4

𝑇𝑇𝑣𝑣 (4.62) 

During the 2nd cycle, the segment from 𝑎𝑎′2 to 𝑏𝑏′2 can be interpreted as: 

  𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤
5𝑇𝑇𝑣𝑣

4
⇒

(4 × 2) − 4
4

𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤
(4 × 2) − 3

4
𝑇𝑇𝑣𝑣 (4.63) 

and the segment from 𝑑𝑑′2 to 𝑒𝑒′2 can be interpreted as: 

  7𝑇𝑇𝑣𝑣
4

≤ 𝑡𝑡̅ ≤ 2𝑇𝑇𝑣𝑣 ⇒
(4 × 2) − 1

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

(4 × 2)
4

𝑇𝑇𝑣𝑣 (4.64) 

Similarly, during the 𝑖𝑖th cycle, the segment from 𝑎𝑎′𝑖𝑖 to 𝑏𝑏′𝑖𝑖 can be interpreted as: 

  
4𝑖𝑖 − 4

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

4𝑖𝑖 − 3
4

𝑇𝑇𝑣𝑣 (4.65) 

and the segment from 𝑑𝑑′𝑖𝑖 to 𝑒𝑒′𝑖𝑖 can be interpreted as: 

  
4𝑖𝑖 − 1

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

4𝑖𝑖
4
𝑇𝑇𝑣𝑣 (4.66) 

Therefore, at 𝑖𝑖th cycle, the segments from 𝑎𝑎′𝑖𝑖 to 𝑏𝑏′𝑖𝑖 and from 𝑑𝑑′𝑖𝑖 to 𝑒𝑒′𝑖𝑖 can be interpreted 

as: 

  
4𝑖𝑖 − 4

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

4𝑖𝑖 − 3
4

𝑇𝑇𝑣𝑣;       
4𝑖𝑖 − 1

4
𝑇𝑇𝑣𝑣 ≤ 𝑡𝑡̅ ≤

4𝑖𝑖
4
𝑇𝑇𝑣𝑣;       𝑖𝑖 = 1,2,3, … (4.67) 

Since, 𝑇𝑇𝑣𝑣 = 1 𝑓𝑓⁄ , thus, the time for the anodic workpiece moves toward the cathodic 

electrode can be written as: 
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4𝑖𝑖 − 4

4𝑓𝑓
≤ 𝑡𝑡̅ ≤

4𝑖𝑖 − 3
4𝑓𝑓

;       
4𝑖𝑖 − 1

4𝑓𝑓
≤ 𝑡𝑡̅ ≤

𝑖𝑖
𝑓𝑓

;        𝑖𝑖 = 1,2,3,⋯ (4.68) 

When the anodic workpiece moves toward the cathodic electrode, the gap between the 

anode and cathode is decreasing (segments from 𝑎𝑎′𝑖𝑖 to 𝑏𝑏′𝑖𝑖 and from 𝑑𝑑′𝑖𝑖 to 𝑒𝑒′𝑖𝑖, as in Figure 

4.3b). For segments from 𝑎𝑎′𝑖𝑖  to 𝑏𝑏′𝑖𝑖 , 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅) > 0 , that is, the anodic workpiece 

moves from its initial location to the minimum gap location, the gap between the anode 

surface and cathode surface is decreasing and it is smaller than its initial gap 𝑔𝑔0,  and can 

be written as: 

  𝑔𝑔(𝑡𝑡̅) = 𝑔𝑔0 − |𝐴̅𝐴(𝑡𝑡̅)| = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅) (4.69) 

For segments from 𝑑𝑑′𝑖𝑖 to 𝑒𝑒′𝑖𝑖, 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅) < 0, that is, the anodic workpiece moves from 

the maximum gap location to its initial location, the gap between the anode surface and 

cathode surface is decreasing but it is larger than its initial gap 𝑔𝑔0,  and can be written as: 

  𝑔𝑔(𝑡𝑡̅) = 𝑔𝑔0 + |𝐴̅𝐴(𝑡𝑡̅)| = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅) (4.70) 

Therefore, at time 𝑡𝑡̅  (from Equation (4.68)), the gap between the anode surface and 

cathode surface 𝑔̅𝑔(𝑡𝑡̅) can be expressed as: 

 𝑔𝑔(𝑡𝑡̅) = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅) (4.71) 

Similarly, Equation (4.37) for the anodic workpiece moves away from the cathodic 

electrode is rewritten for the anodic workpiece moves toward the cathodic electrode: 
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𝑑𝑑𝑑𝑑
𝑑𝑑𝑦𝑦�

= 𝜇𝜇
𝑑𝑑2𝑣̅𝑣
𝑑𝑑𝑥̅𝑥2

 (4.72) 

Another local coordinate system 𝑥𝑥′𝑦𝑦′  located at the surface of the anodic workpiece 

surface is constructed (Figure 4.3b). Equation (4.72) is also valid in the 𝑥𝑥′𝑦𝑦′ coordinate 

system, that is: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑′

= 𝜇𝜇
𝑑𝑑2𝑣𝑣′
𝑑𝑑𝑥𝑥′2

 (4.73) 

Assume at every time, the electrolyte flow follows laminar flow pattern, that is, electrolyte 

flow speed is equal to zero at both the cathodic electrode and the anodic workpiece 

surfaces. Then, the boundary condition for Equation (4.73) at anode surface: 

  𝑣𝑣′ = 0 at  𝑥𝑥′ = 0 (4.74) 

Since changing coordinate system does not change the distance between the cathode 

surface and anode surface (|𝑔𝑔′(𝑡𝑡′)| = |𝑔̅𝑔(𝑡𝑡̅)|), then the boundary condition for Equation 

(4.73) at cathode surface in the 𝑥𝑥′𝑦𝑦′ coordinate system is: 

  
𝑣𝑣′ = 0 at 𝑥𝑥′ = |𝑔𝑔′(𝑡𝑡′)| = |𝑔̅𝑔(𝑡𝑡̅)| = 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡̅)

= 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡′) 
(4.75) 

Follow previous derivation, the differential Equation (4.73) has the general solution form: 

  𝑣𝑣′(𝑥𝑥′, 𝑡𝑡′) =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑦𝑦′

𝑥𝑥′2 + 𝐶𝐶′1𝑥𝑥′ + 𝐶𝐶′2 (4.76) 
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Combine with new boundary condition Equations (4.74) and (4.75) to obtain the following 

expressions for 𝐶𝐶′1 and 𝐶𝐶′2: 

  𝐶𝐶′1 = −
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑦𝑦′

|𝑔𝑔′(𝑡𝑡′)| = −
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑦𝑦′

[𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′)] (4.77) 

  𝐶𝐶′2 = 0 (4.78) 

Then, Equation (4.76) becomes: 

 𝑣𝑣′(𝑥𝑥′, 𝑡𝑡) =
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

{𝑥𝑥′2 − [𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′)]𝑥𝑥′} (4.79) 

The vibration of the anodic workpiece in this case pushes the particle along the 𝑥𝑥′ direction 

while keeping particle in contact with the anodic workpiece. Let the particle radius to be 

𝑟𝑟𝑝𝑝, then the particle center location is always: 

 𝑥𝑥′𝑝𝑝 = 𝑟𝑟𝑝𝑝 (4.80) 

Assuming the particle’s flow speed is equal to the electrolyte flow speed at the particle 

center, then the particle’s flow speed 𝑉𝑉′𝑝𝑝 becomes: 

 𝑉𝑉′𝑝𝑝(𝑡𝑡′) = 𝑣𝑣′�𝑥𝑥′𝑝𝑝, 𝑡𝑡′� = 𝑣𝑣′�𝑟𝑟𝑝𝑝, 𝑡𝑡′� (4.81) 

and  

 
4𝑖𝑖 − 4

4𝑓𝑓
≤ 𝑡𝑡′ < 𝑡𝑡 ≤

4𝑖𝑖 − 3
4𝑓𝑓

;       
4𝑖𝑖 − 1

4𝑓𝑓
≤ 𝑡𝑡′ < 𝑡𝑡 ≤

𝑖𝑖
𝑓𝑓

;        𝑖𝑖 = 1,2,3,⋯ (4.82) 
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Combine Equations (4.79) and (4.81), Equation (4.81) becomes: 

 

𝑉𝑉′𝑝𝑝�𝑟𝑟𝑝𝑝, 𝑡𝑡′� = 𝑣𝑣′�𝑥𝑥′𝑝𝑝, 𝑡𝑡′� = 𝑣𝑣′�𝑟𝑟𝑝𝑝, 𝑡𝑡′� 

=
1

2𝜇𝜇
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

{𝑥𝑥′2 − [𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′)]𝑥𝑥′} 

=
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

{𝑥𝑥′[−𝑥𝑥′ + 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′)]} 

=
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

𝑟𝑟𝑝𝑝�−𝑟𝑟𝑝𝑝 + 𝑔𝑔0 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′)� 
(4.83) 

In this investigation, 𝑔𝑔0 ≈ 300  µm, 𝐴𝐴𝑣𝑣 ≤ 10  µm, 𝑟𝑟𝑝𝑝  ranges from 2~10 µm, thus 

�−𝑟𝑟𝑝𝑝 − 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝑡𝑡1)� ≪ 𝑔𝑔0, then: 

 𝑔𝑔0 − 𝑟𝑟𝑝𝑝 + 𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋′) ≈ 𝑔𝑔0 (4.84) 

 Then, Equation (4.83) becomes: 

 𝑉𝑉′𝑝𝑝(𝑡𝑡′) ≈
1

2𝜇𝜇 �
−
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑�

𝑟𝑟𝑝𝑝𝑔𝑔0 (4.85) 

Therefore, for a vibration assisted PECM, when the anode moves toward cathode, a 

particle always contacts with the anode surface, the effects of vibration amplitude and 

vibration frequency on the particle flushing speed are insignificant. However, since the 

resistance of electrolyte layer is reduced due to the smaller value of IEG, more anodic 

atoms are ionized.  
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5 SIMULATION MODEL DEVELOPMENT 

Referring to Equations (3.3) and (3.4), the ECM process for steel would form the iron 

hydroxide by-products that need to be flushed away. The by-products were assumed to be 

spherical particles with the dimensions to be measured experimentally. This section shows 

two simulations on how multiple particles and a single particle are being flushing away 

between a cathodic electrode and an anodic workpiece.  

i) The Star CCM+ software simulates how multiple particles dispersed in the 

continuous phase flow in a vibration assisted pulsed ECM. This software 

includes a discrete element model (DEM) that simulates and calculates the 

particle trajectory and their interactions with the environment. 

ii) The ANSYS Fluent software simulates how a single particle move in a 

vibration assisted pulsed ECM. This software calculates the discrete phase 

trajectory using a Lagrangian formulation that includes the discrete phase 

inertia, hydrodynamic drag and gravity force, for both steady and unsteady 

flow. In theoretical analysis, the particle flushing speed was approximately 

equal to the fluid flow speed for simplification. However, in Fluent simulation, 

average particle’s flushing speed will ultimately be calculated. Detailed 

modeling of a single particle flow is included in Appendix A. However, the 

Fluent software is incapable of dealing with the particle-particle interactions in 

a simulation domain.   

iii) The effects of vibration frequencies and vibration amplitudes on particle’s 

average flushing speed are also simulated using the ANSYS Fluent software. 
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Define: 

𝑎𝑎𝑟𝑟 Particle acceleration along the radial direction (m/s2) 

𝐴𝐴𝑣𝑣 Anodic workpiece vibration amplitude (µm) 

𝐵𝐵 Magnetic flux density (Wb/m2) 

𝑓𝑓 Vibration frequency (Hz) 

𝐹𝐹𝑏𝑏 Buoyance force (N) 

𝐹𝐹𝑐𝑐 Force generated in the armature coil (N) 

𝐹𝐹𝑑𝑑 Drag force (N) 

𝐹𝐹𝑟𝑟 Total force along the radial direction (N) 

𝑔𝑔 Inter-electrode gap (µm) 

𝑔𝑔0 Inter-electrode gap at time 𝑡𝑡 = 0 (µm) 

𝐺𝐺 Gravity force (N) 

𝐼𝐼 Current (A) 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 Maximum driven current for armature coil (A) 

𝐾𝐾1 Physical constant 

𝐿𝐿𝑎𝑎 Arc length of a simulation domain (µm) 

𝐿𝐿𝑐𝑐 Length of conductor in the gap (mm) 

𝑚𝑚𝐴𝐴 Mass attached on armature coil (k𝑔𝑔) 

𝑚𝑚𝑝𝑝 Mass of particle (𝑔𝑔) 

𝑟𝑟𝑝𝑝 Particle radius (µm) 

𝑟𝑟𝑝𝑝𝑝𝑝 Particle injection rate (times/s) 

𝑇𝑇 Electrolyte temperature (℃) 
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𝑇𝑇𝑣𝑣 Vibration period time (s) 

𝑉𝑉𝑒𝑒 Average electrolyte flow speed (m/s) 

𝑉𝑉𝐹𝐹 Fluid phase flow velocity (m/s) 

𝑉𝑉𝑤𝑤 Workpiece moving speed (µm/s) 

𝑤𝑤𝑡𝑡 Electrode tube thickness (µm) 

𝑥𝑥 Location of workpiece relative to the fixed origin (µm) 

𝜑𝜑 Angle between particle and horizontal reference (°) 

5.1 Multiple Particles Simulation 

A schematic illustration of a horizontal vibration ECM in the 𝑥𝑥0𝑦𝑦0 plane is shown in 

Figure 5.1. The tubular cathodic electrode outside diameter is 𝜙𝜙9.5 mm and the tube wall 

thickness is 300 µm. The electrolyte, which flowed inside the cathodic electrode, flushed 

away the by-products from the workpiece surface. A single by-product (represented as a 

particle), whose free body diagram in the 𝑦𝑦0𝑧𝑧0 plane is shown in Figure 5.2.  This particle, 

locates between the anodic workpiece and the tubular cathodic electrode and forms an 

angle 𝜑𝜑 with the horizontal axis, and is subjected to gravity force 𝐺𝐺, buoyance force 𝐹𝐹𝑏𝑏, 

and drag force 𝐹𝐹𝑑𝑑  in the flowing electrolyte. Due to the axisymmetric feature of the 

cathodic electrode, the drag force is in a radial direction away from the tube center. When 

projecting all forces in the radial direction:  

 𝐹𝐹𝑟𝑟 = 𝐹𝐹𝑑𝑑 − (𝐺𝐺 − 𝐹𝐹𝑏𝑏) sin𝜑𝜑 = 𝑚𝑚𝑝𝑝𝑎𝑎𝑟𝑟 (5.1) 
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Figure 5.1 Front view of the cathodic electrode and the anodic workpiece in the 𝑥𝑥0𝑦𝑦0 

plane. 

 

Figure 5.2 Free-body diagram of a particle in the 𝑦𝑦0𝑧𝑧0 plane. 

Since the solid particle density is higher than the density of the electrolyte, the buoyance 

force of this particle is always smaller than its gravity force, thus the minimum value of 
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the radial direction force is equal to 𝐹𝐹𝑑𝑑 − (𝐺𝐺 − 𝐹𝐹𝑏𝑏) when 𝜑𝜑 = 𝜋𝜋 2⁄ , and the maximum 

value of this force is equal to 𝐹𝐹𝑑𝑑 + (𝐺𝐺 − 𝐹𝐹𝑏𝑏) when 𝜑𝜑 = 3𝜋𝜋 2⁄ . The location at 𝜑𝜑 = 𝜋𝜋 2⁄  

is the hardest location for a reaction particle to be flushed away from and is chosen for the 

simulation domain, and is illustrated as A in Figure 5.1. The enlarged view of the location 

A in Figure 5.1 is illustrated in Figure 5.3. Define the 𝑥𝑥𝑥𝑥 coordinate system to be located 

at the bottom left corner of the simulation zone and translates along the anodic workpiece 

vibration.  

 

Figure 5.3 Enlarged view of simulation location in the 𝑥𝑥0𝑦𝑦0 plane. 

The Star CCM+ software simulates the process of capturing the particle-particle 

interaction in a multiple particles fluid-particle flow system. As shown in Figure 5.4 and 

Figure 5.5, in the Star CCM+ simulation, the flow domain is located at 𝜑𝜑 = 𝜋𝜋/2 and the 

interested simulation domain is a rectangular solid with the dimensions of 𝑔𝑔0 × 𝑤𝑤𝑡𝑡 × 𝐿𝐿𝑎𝑎. 
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During the simulation, particles with the radius of 𝑟𝑟𝑝𝑝 are continuously injected at four 

different locations (𝑥𝑥𝑖𝑖𝑖𝑖 ,𝑦𝑦𝑖𝑖𝑖𝑖 , 𝑧𝑧𝑖𝑖𝑖𝑖), where 𝑖𝑖 = I, II, III, IV, which are the injection location 

numbers, and 𝑗𝑗 is the sub-simulation step. The 𝑦𝑦 coordinate for location I & II is arbitrarily 

chosen to be 50 µm, and that for locations III & IV to be 0 µm. Similarly, the 𝑧𝑧 coordinate 

for locations I & III is 5 µm and that for II & IV is -5 µm. In addition, 𝑦𝑦 and 𝑧𝑧 coordinates 

are fixed but the 𝑥𝑥 coordinate will be changed as the simulation continues.   

 

Figure 5.4 Illustration of flow domain in the 𝑦𝑦0𝑧𝑧0 plane for the Star CCM+ software. 
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Figure 5.5 Particle injection locations in fluid domain. 

To include the workpiece vibration, an enlarged simulation domain is used in Star CCM+ 

software, as shown in Figure 5.6. A coarse grid domain is used to calculate the fluid flow, 

and an overset mesh domain with fine mesh and 𝐿𝐿𝑎𝑎 = 20 µm width is used to capture the 

movement of the workpiece. The calculated values from both coarse mesh and fine mesh 

are transmitted through a linear interpolation.  The electrolyte flows into the simulation 

domain through the “Inlet” surface at a speed of 𝑉𝑉𝐹𝐹. The workpiece vibration follows a 

sine wave (Figure 5.7a) and is estimated as a triangular wave (Figure 5.7b).  
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                                               (a)                                                                      (b) 

Figure 5.6 Illustration of the Star CCM+ simulation domain. 

 
                                    (a)                                                                 (b) 

Figure 5.7 (a) Sine wave (b) Approximation of sine wave in Star CCM+.  

Since the workpiece vibration frequency is 𝑓𝑓 and vibration amplitude is 𝐴𝐴𝑣𝑣, the workpiece 

moving speed is equal to the slope of the triangular wave: 



 

91 
 

 𝑉𝑉𝑤𝑤 =
𝐴𝐴𝑣𝑣
𝑇𝑇𝑣𝑣/4

=
𝐴𝐴𝑣𝑣

1 4𝑓𝑓⁄ = 4𝑓𝑓𝐴𝐴𝑣𝑣 (5.2) 

To observe the particle movement, the simulation zone (Figure 5.6b) is divided by equals 

segments with the length of 50 µm, as shown in Figure 5.8. Figure 5.8a is a color bar 

which demonstrates the particle residence time in the simulation domain. Figure 5.8b is 

the simulation domain. Four green points, I, II, III and IV, represent the particle injection 

locations. In the simulation, the particle injection rate is 𝑟𝑟𝑝𝑝𝑝𝑝 (times/s), vibration amplitude 

and vibration frequency are set to the highest value since this combination yields the best 

flushing speed, i.e., 40 Hz vibration frequency and 10 µm vibration amplitude. Other 

simulation parameters are identical to the experiment conditions. The summary of 

parameters used in the Star CCM+ multiple particles simulation is listed in Table 5.1. 

.     
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                                               (a)                             (b) 

Figure 5.8 Illustration of workpiece and particle injection locations in the Star CCM+ 
software simulation domain. 
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Table 5.1 Multiple particles simulation parameters 

Variables Values 

Vibration frequency 𝑓𝑓 (Hz) 40 

Vibration amplitude 𝐴𝐴𝑣𝑣 (µm) 10.0 

Electrolyte flow speed 𝑉𝑉𝑒𝑒 (m/s) 4.0 

Electrode wall thickness 𝑤𝑤𝑡𝑡 (µm) 300 

Flow domain arc length 𝐿𝐿𝑎𝑎 (µm) 20 

Particle injection rate 𝑟𝑟𝑝𝑝𝑝𝑝 (times/s) 106 

Initial electrode gap 𝑔𝑔0 (µm) 300 

 In the ECM, particles are always released from the workpiece surface, but the particle 

injection locations are changing continuously. To simplify the simulation, a vibration 

cycle is divided into 20 equal time intervals, as shown in Figure 5.9. At each time interval, 

injection locations in the 𝑦𝑦-direction are kept constant.  

When the anodic workpiece moves away from the cathodic electrode, during the time 

interval 0-1, the workpiece moves from 𝑥𝑥0 to −𝑥𝑥1, as shown in Figure 5.10a, the particles 

(represented as green circle “a” and green box “b”) are injected from its initial 𝑥𝑥 location 

(𝑥𝑥0). When the anodic workpiece reaches the −𝑥𝑥1 and continues move to −𝑥𝑥2 (segment 

from 1 to 2), the new particles (represented as red triangle “c” and red hexagon “d”) are 

injected at location −𝑥𝑥1. Similarly, for time interval 2-3, 3-4, 4-5, 15-16, 16-17, 17-18, 
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18-19 and 19-20, particles are injected at locations −𝑥𝑥2, −𝑥𝑥3, −𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥4, 𝑥𝑥3, 𝑥𝑥2 and 𝑥𝑥1 

respectively.  

After segment from 4 to 5, the anodic workpiece reverses move toward the cathodic 

electrode, during the time interval 5-6, the workpiece moves from −𝑥𝑥5 to −𝑥𝑥4, as shown 

in Figure 5.10b, the particles (represented as blue circle “e” and blue box “f”) are injected 

form its ending 𝑥𝑥 location (−𝑥𝑥4). When the workpiece reaches the −𝑥𝑥4 and continues 

move to −𝑥𝑥3 (segment from 6 to 7), the particles (represented purple triangle “g” and 

purple hexagon “h”) are injected at location −𝑥𝑥3. Similarly, for time intervals 7-8, 8-9, 9-

10, 10-11, 11-12, 12-13, 13-14 and 14-15, the particles are rejected at locations −𝑥𝑥2, −𝑥𝑥1, 

𝑥𝑥0, 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5, respectively.   

 

Figure 5.9 Illustration of simulation time intervals. 
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                                     (a)                                                            (b) 

Figure 5.10 Illustration of particle injection location in Star CCM+ simulation. 

For the time interval 0-1 in Figure 5.9, since vibration frequency is 40 Hz, the vibration 

period time is 𝑇𝑇𝑣𝑣 = 1/40 𝑠𝑠 = 0.025 s, and each time interval is 𝑇𝑇𝑣𝑣/20 = 0.00125 𝑠𝑠 =

1.25 𝑚𝑚s. In addition, due to the vibration amplitude of 10 µm, each increment in the 𝑥𝑥 

direction is 𝐴𝐴𝑣𝑣/5 = 2 µm . Moreover, the 2 µm particle diameter (shown latter in 

experiment section) is released from the anodic workpiece surface,  𝑥𝑥 coordinate is fixed 

at 1 µm for the time from 0-1.25 ms, as shown in Figure 5.11. 
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Figure 5.11 Illustration of 𝑥𝑥 − coordinate of particle injection location. 

The 𝑦𝑦 coordinates for particle injection locations I & II are 50 µm during vibration and 

that for III & IV locations are 0 µm. The 𝑧𝑧 coordinates for particle injection locations I & 

III are 5 µm during vibration and that for III & IV locations are -5 µm. Thus, for the time 

interval 0-1.25 ms, the location I coordinate is (𝑥𝑥,𝑦𝑦, 𝑧𝑧) = (1, 50, 5) µm, the location II 

coordinate is (1, 50, -5) µm, the location III coordinate is (1, 0, 5) µm, and the location IV 

coordinate is (1, 0, -5) µm, as shown in the first row in Table 5.2.  For time interval 1-2 

(Figure 5.9), that is, from 1.2-2.5 ms, the 𝑦𝑦𝑦𝑦 coordinates all the same and the 𝑥𝑥 coordinate 

is changed to -1, that is, the location I, II, III and IV coordinates are (-1, 50, 5) µm, (-1, 

50, -5) µm, (-1, 0, 5) µm and (-1, 0, -5) µm, as shown in second row in Table 5.2. The 

detailed particle rejection locations’ coordinates are listed in Table 5.2. 

The simulation results of Star CCM+ will be illustrated in later sections and they will be 

compared with the results simulated by ANSYS Fluent for a single particle flow.  
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Table 5.2 List of particle injection coordinates. 

Simulation 
Time (ms) 

Location I (µm) 
(𝑥𝑥1𝑗𝑗,𝑦𝑦1𝑗𝑗,𝑧𝑧1𝑗𝑗) 

Location II (µm) 
(𝑥𝑥2𝑗𝑗,𝑦𝑦2𝑗𝑗,𝑧𝑧2𝑗𝑗) 

Location III (µm) 
(𝑥𝑥3𝑗𝑗,𝑦𝑦3𝑗𝑗,𝑧𝑧3𝑗𝑗) 

Location IV (µm) 
(𝑥𝑥4𝑗𝑗,𝑦𝑦4𝑗𝑗,𝑧𝑧4𝑗𝑗) 

0 – 1.25 (1, 50, 5) (1, 50, -5) (1, 0, 5) (1, 0, -5) 

1.25 –2.50 (-1, 50, 5) (-1, 50, -5) (-1, 0, 5) (-1, 0, -5) 

2.50 – 3.75 (-3, 50, 5) (-3, 50, -5) (-3, 0, 5) (-3, 0, -5) 

3.75 – 5.00 (-5, 50, 5) (-5, 50, -5) (-5, 0, 5) (-5, 0, -5) 

5.00 – 6.25 (-7, 50, 5) (-7, 50, -5) (-7, 0, 5) (-7, 0, -5) 

6.25 – 7.50 (-7, 50, 5) (-7, 50, -5) (-7, 0, 5) (-7, 0, -5) 

7.50 – 8.75 (-5, 50, 5) (-5, 50, -5) (-5, 0, 5) (-5, 0, -5) 

8.75 – 10.00 (-3, 50, 5) (-3, 50, -5) (-3, 0, 5) (-3, 0, -5) 

10.00 – 11.25 (-1, 50, 5) (-1, 50, -5) (-1, 0, 5) (-1, 0, -5) 

11.25 – 12.50 (1, 50, 5) (1, 50, -5) (1, 0, 5) (1, 0, -5) 

12.50– 13.75 (3, 50, 5) (3, 50, -5) (3, 0, 5) (3, 0, -5) 

13.75 – 15.00 (5, 50, 5) (5, 50, -5) (5, 0, 5) (5, 0, -5) 

15.00 – 16.25 (7, 50, 5) (7, 50, -5) (7, 0, 5) (7, 0, -5) 

16.25 – 17.50 (9, 50, 5) (9, 50, -5) (9, 0, 5) (9, 0, -5) 

17.50 – 18.75 (11, 50, 5) (11, 50, -5) (11, 0, 5) (11, 0, -5) 

18.75 – 20.00 (11, 50, 5) (11, 50, -5) (11, 0, 5) (11, 0, -5) 

20.00 – 21.25 (9, 50, 5) (9, 50, -5) (9, 0, 5) (9, 0, -5) 

21.25 – 22.50 (7, 50, 5) (7, 50, -5) (7, 0, 5) (7, 0, -5) 

22.50 – 23.75 (5, 50, 5) (5, 50, -5) (5, 0, 5) (5, 0, -5) 

23.75 – 25.00 (3, 50, 5) (3, 50, -5) (3, 0, 5) (3, 0, -5) 
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5.2 Single Particle Simulation  

Referring to the previous Figure 5.3, the wall thickness of the cathodic electrode is 𝑤𝑤𝑡𝑡 and 

the initial distance between the cathodic electrode and the anodic workpiece is 𝑔𝑔0. Hence, 

the simulation zone is a rectangular domain with a dimension of 𝑤𝑤𝑡𝑡 × 𝑔𝑔0. The electrolyte 

inward flowing speed is 𝑉𝑉𝑒𝑒 in this simulation. In the simulation, the workpiece vibrates 

along the 𝑥𝑥 direction with the varied vibration amplitude 𝐴𝐴𝑣𝑣 and vibration frequency 𝑓𝑓. 

The workpiece vibration follows the sine wave:  

 𝑥𝑥 = −𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (5.3) 

In the beginning, the particle center is located at the lower left corner (Figure 5.3) with 

particle initial velocity of 0 m/s. Vibration frequencies are 20, 30 and 40 Hz and vibration 

amplitudes are 5, 7.5 and 10 µm as in experiments. Varied electrolyte flow rates are 2, 3 

and 4 m/s. Experiment conditions in the simulation are summarized in Table 5.3. A 

simulation procedure will be stopped when the 𝑦𝑦-coordinate of the particle center is larger 

than the electrode wall thickness 𝑤𝑤𝑡𝑡 , i.e.  when the particle is flushed away from the 

electrode surface.  
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Table 5.3 Boundary conditions in single particle simulation.  

Variables Values 

Vibration frequency 𝑓𝑓 (Hz) 20, 30, 40 

Vibration amplitude 𝐴𝐴𝑣𝑣 (µm) 5.0, 7.5, 10.0 

Electrolyte flow speed 𝑉𝑉𝑒𝑒 (m/s) 2.0, 3.0, 4.0 

Particle diameter (µm) 2, 3, 4, 5, 6, 7, 8, 9, 10  

Electrode wall thickness 𝑤𝑤𝑡𝑡 (µm) 300 

 

To investigate the influence of the vibration frequency, vibration amplitude, electrolyte 

flow speed, particle size and particle locations on the average flushing speed, a series of 

simulations are conducted: 

i) The first series of simulations are used to build a relationship between the 

experimental results and the simulation results. Three input levels for three 

variables are set (Table 5.3). Thus, the total number of simulation runs is 33 =

27. 

ii) The second series of simulations are used to theoretically investigate the 

maximum flushing speed for the experimental system. The electrolyte flow 

speed is fixed at 4 m/s, and input current for vibration table is fixed at its 

maximum value (7 A). Since the force generated in the armature coil is always 

defined by Equation (5.4) [75]:  
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  𝐹𝐹𝑐𝑐 = 𝐾𝐾1𝐵𝐵𝐿𝐿𝑐𝑐𝐼𝐼(2.54)2 (5.4) 

For a sine wave current, the transient current is: 

  𝐼𝐼 = 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (5.5) 

Then, the generated force is: 

  𝐹𝐹𝑐𝑐 = 𝐾𝐾1𝐵𝐵𝐿𝐿𝑐𝑐𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚(2.54)2 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (5.6) 

According to Newton’s second law, the driving force of the vibration is 

calculated by taking derivative of Equation (5.3): 

  𝐹𝐹𝑑𝑑𝑑𝑑 = 𝑚𝑚𝐴𝐴𝑥̈𝑥 = 𝑚𝑚𝐴𝐴𝐴𝐴𝑣𝑣4𝜋𝜋2𝑓𝑓2 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (5.7) 

  𝐹𝐹𝑐𝑐 = 𝐹𝐹𝑑𝑑𝑑𝑑 (5.8) 

Combining Equations (5.6) -(5.8), the relation between vibration frequency 

and vibration amplitude for given input current yields: 

  𝐴𝐴𝑣𝑣𝑓𝑓2 =
𝐾𝐾1𝐵𝐵𝐿𝐿𝑐𝑐(2.54)2

4𝜋𝜋2𝑓𝑓2𝑚𝑚𝐴𝐴
𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (5.9) 

The corresponding vibration frequency and vibration amplitude are listed in 

Table 5.4. 

iii) The third series of simulations are used to investigate the effect of particle size 

on the average flushing speed. The remain parameters are fixed at the 

combinations which yield maximum average flushing speed from second 
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series of simulations’ results, i.e. 𝑉𝑉𝑒𝑒 = 4  m/s, 𝐴𝐴𝑣𝑣 = 10  µm and 𝑓𝑓 = 40  Hz. 

Particle sizes are ranged from 2 µm to 10 µm. 

The discrete phase formulation used by ANSYS Fluent software is based on the 

assumption that the discrete phase is sufficiently dilute so that the particle-particle 

interactions and the effects of the particle volume fraction on the continuous phase are 

negligible [76]. In practice, these issues imply that the discrete phase must be present at a 

low volume fraction, namely, less than 10-12%. This limitation is also known as particle 

volume fraction limitation. 

In additions to volume fraction limitation, the following limitations are also apparent for 

the discrete-phase method [76]. 

i) Limitation on modeling continuous suspensions of particles; 

ii) Limitation on modeling particle rotation; 

iii) Limitation on using the DPM with other ANSYS Fluent models; 

iv) Limitation on using the hybrid parallel method; 

v) Limitation on using the Lagrangian Wall Film Model 
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Table 5.4 Corresponding vibration amplitude and frequency for maximum input power. 

Vibration 

Frequency 

(Hz) 

Vibration 

Amplitude 

(µm) 

10 160.00 

20 40.00 

30 17.80 

40 10.00 

50 6.40 

60 4.44 

70 3.26 

80 2.50 

90 1.98 

100 1.60 

110 1.32 

120 1.11 

130 0.95 

140 0.82 

150 0.71 

175 0.52 

200 0.40 

500 0.065 

1000 0.016 

5000 0.00064 

10000   0.00016 
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6 EXPERIMENTS 1 

6.1 Experiment set-up 

To carry out this investigation, a unique laboratory horizontal vibration-assisted pulsed 

ECM system was developed and shown in Figure 6.1. 

This ECM system has the abilities of controlled electrolyte flow, controlled vibration 

frequency and amplitude, controlled square pulsed DC output and programmable tool 

feeding. The developed system consists of various sub-components, e.g. micro workpiece 

vibration unit, controllable pulsed DC system, programmable feeding system, electrolyte 

circulation system, and ECM cell with flash guard, etc. The main sub-components of the 

ECM system (Figure 6.1) are listed in Table 6.1 and are detailed in Appendix B. 

Equipment used in this experiment detail are illustrated in Appendix B. 

 

 

 
 
 
 
 
 
 
 
 
 
 
1. Part of the data reported in this chapter is reprinted from “Flushing Enhancement with Vibration and 
Pulsed Current in Electrochemical Machining” by Zhujian Feng, Jesus Manuel Orona-Hinojos, Pedro Perez-
Villanueva, Paul Lomeli, and Wayne Nguyen Hung, 2017, International Journal of Engineering Materials 
and Manufacture, 2(4), 67-85, Copyright [2017] by Name of Deer Hill Publishing. 
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Figure 6.1 Front and top views of the horizontal ECM system.
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Table 6.1 ECM set-up components. 

1 Labworks electrodynamic shaker 10 Longer WT600-2J peristaltic pump 

2 Bearing housing 11 Positive electric wire (to workpiece) 

3 Linear bearing 12 Everlast 255EXT power supply 

4 Stainless steel shaft 12 Negative electric wire (to electrode) 

5 ECM cell with flash guard housing 14 Fresh-electrolyte tube 

6 3-axis Velmex positioner 15 Longer WT600-2J peristaltic pump 

7 Granite table 16 Fresh-electrolyte container 

8 Used-electrolyte container 17 Shaft coupling 

9 Used-electrolyte tube 18 Cathodic electrode holder 

6.2 Experiments 

Appendix B shows details of experimental equipment. In this study, the constant 

concentration of potassium bromide (KBr, 1mol/L) was selected as electrolyte. Each 

experimental run was started with electrolyte temperature in the range 21-29°C. 

Temperature of the electrolyte was measured and recorded by OMEGA HH374 4-channel 

data logger thermometer.  Electrolyte conductivity, measured before each run using the 

Hannah HI 8733 conductivity meter, was in the range of 111-121 mS/cm. During 

experimental, fresh electrolyte was pumped from fresh electrolyte container (#16, Figure 

6.1) and flowed inside the cathodic electrode (#4, Figure 6.1). After machining, used 

electrolyte in the ECM cell (#5, Figure 6.1) was pumped out and stored in used electrolyte 
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container (#8, Figure 6.1). Although the metallic by-products in used electrolyte could be 

filtered using centrifugal method in small quality, the settling method was used for a large 

quantity of used electrolyte. In the latter method the used electrolyte, mixed with metal 

debris and by-products, was stored overnight so that the heavy metallic and salt-byproduct 

would be settled at the contained bottom. The clear electrolyte at the top was pump back 

to the fresh electrolyte container (#16, Figure 6.1) using a Longer WT600-2J peristaltic 

pump (#15, Figure 6.1) and reused for subsequent experiment if its conductivity was still 

comparable with that of the fresh electrolyte.  

Stainless steel tubes (𝜙𝜙9.5 mm OD, 0.3 mm thick, #4 in Figure 6.1) were selected as 

cathodic electrode. About 13 mm ends were commercially coated with Teflon to form a 

nonconductive layer of 0.02 mm thick on both outside and inside diameters. The coated 

ends were carefully sanded off using 600-grit abrasive paper to make the cathodic 

electrode tube conductive. 

The emphasis on fuel economy and passenger safety had led to a remarkable increase in 

the usage of high strength low alloy (HSLA) steel in automobile application. The ECM 

was selected to machine holes on HSLA steels, such as Domex 550 steel. The chemical 

compositions of 1018 steel and Domex 550MC HSLA steel are slight different (Table 

6.2), but the cumulative specific removal rate for these alloys are almost the same, as listed 

in Equation (6.1) and (6.2). Physical and mechanical properties of the 2 steels are shown 

in Table 6.3. Therefore, in this investigation, the 1018 steel, instead expensive Domex 
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550MC HSLA steel, was milled to rectangular workpiece ( 50 × 60 × 3.5 mm) and 

substituted for the ECM experiments.  

Table 6.2 Chemical composition of 1018 steel and Domex 550MC HSLA steel. [77] 

Materials Mass % 

1018 steel 98.8-99.3 Fe, 0.14-0.2 C, 0.6-0.9 Mn 

Domex 550MC  97.5 Fe, 1.80 Mn, 0.12 C, 0.1 Si, 0.15 Ti, 0.2 V 

Table 6.3 Physical and mechanical properties of 1018 steel. 
*Estimated values from similar alloys [78] 

** Estimated values from similar alloys [77]  

Properties 1018 steel Domex 550MC 

Density (g/cm3) 7.87 8.13 

Hardness (Brinell) 126 550 

Melting temperature (°C) 1450-1510 1520 

Shear strength (MPa) 330 371 

Tensile strength (MPa) 440 660 

Specific heat (J/g/°C) 0.486 0.434 

*Thermal conductivity (W/m°K) 53.6 41 

*Thermal diffusivity (mm2/s) 14.7 1.6 

** Electrical resistivity (Ωm) 15.9 × 10−8 17 × 10−8 
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 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = �𝐶𝐶𝑖𝑖 × 𝑤𝑤𝑖𝑖

𝑛𝑛

𝑖𝑖=1

= 3.63 × 10−2
𝑚𝑚𝑚𝑚3

𝐴𝐴𝐴𝐴
 (6.1) 

 𝐶𝐶1018 = �𝐶𝐶𝑖𝑖 × 𝑤𝑤𝑖𝑖

𝑛𝑛

𝑖𝑖=1

= 3.67 × 10−2
𝑚𝑚𝑚𝑚3

𝐴𝐴𝐴𝐴
 (6.2) 

The higher peak current leads to a higher MRR but it also increases the possibility of 

sparks which can damage the cathodic electrode and the anodic workpiece. To avoid 

potential spark damage, peak current was limited to 26 A in this study and current 

frequency was set to 500 Hz since a high current frequency produced a high MRR [11]. 

Vibration frequency and vibration amplitude were chosen as variables to investigate their 

influence on flushing condition, listed in Table 6.4. 
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Table 6.4 Vibration frequency and vibration amplitude in experiments. 

# 
Vibration 
Frequency 
(Hz) 

Vibration 
Amplitude 
(µm) 

1 0 0 

2 20 5.00 

3 20 7.50 

4 20 10.00 

5 30 5.00 

6 30 7.50 

7 30 10.00 

8 40 5.00 

9 40 7.50 

10 40 10.00 

11 60 4.44 

12 80 2.50 

The TENMA 72-6202 multimeter was used to measure the conductivity between the 

cathodic electrode and the anodic workpiece. The Velmex computer controlled positioner 

was used to set the initial inter-electrode gap. At first, the multimeter was used to find the 

location of the cathodic electrode where in contact with the anodic workpiece since the 

resistance between the cathodic electrode and the anodic workpiece dropped to 0 (IEG = 

0). After that, the cathodic electrode moved back 0.3mm and controlled by the Velmex 
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positioner. In this investigation, a constant feed rate was set to 15µm/s and the cathodic 

electrode traveled a distance of 2.5 mm. 

After ECM’ed, all samples were rinsed and cleaned with water in an ultrasonic bath for 1 

minute and then dried with compressed air. All samples were positioned in a grass beaker 

in the bath with ECM’ed holes facing down to facilitate removal of residual particles from 

the hole. The Alicona Infinite Focus 3D profiler, was used to analyze the ECM’ed 

machined depth, surface finish and wall taper angle.  

The settled by-products, were collected and washed with distilled water 10 times to 

remove the dissolved potassium bromide. Two samples of by-products were prepared for 

SEM and EDX. The sample for SEM was one drop of by-products solution placed on the 

titanium plate and dried in air.  Thin Au-Pd layer was sputtered coated on the surface of 

the titanium and specimens. The Tescan Vega 3 SEM was used to capture the surface 

image of the by-products. The ECM sediment was washed, dried, and deposited on a 

carbon tape. The Zeiss EDX was used to analysis the by-products compositions.  
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7 RESULTS AND DISCUSSIONS1 

In this section, the effects of vibration amplitude and vibration frequency on average 

flushing speed are illustrated with simulation results. Identification of the ECM by-

products, hole profile, relationship between average flushing speed, and machining 

depth/taper angle are also demonstrated.  

7.1 By-products 

The SEM image of the ECM by-products is shown in Figure 7.1. Although the particles 

are coagulated to different shapes, the single particles have different sizes in the range 0.5-

4 µm. It is assumed for simplicity that the particle is spherical with average size of ~2 µm. 

An EDX spectrum on dried particles on carbon tape (Figure 7.2) suggests that the by-

products are iron hydroxide, since iron, carbon and oxygen are dominating elements. 

Elements of the KBr electrolyte are absent after the by-products are repeatedly rinsed in 

deionized water. 

 

 

 

 
 
 
1. Part of the data reported in this chapter is reprinted from “Flushing Enhancement with Vibration and 
Pulsed Current in Electrochemical Machining” by Zhujian Feng, Jesus Manuel Orona-Hinojos, Pedro Perez-
Villanueva, Paul Lomeli, and Wayne Nguyen Hung, 2017, International Journal of Engineering Materials 
and Manufacture, 2(4), 67-85, Copyright [2017] by Name of Deer Hill Publishing. 
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Figure 7.1 SEM image of the dried ECM by-products on a titanium plate. 

 

Figure 7.2 EDX spectrum of the ECM by-products on carbon tape. 
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7.2 Multiple Particles Interaction by Star CCM+ Simulations 

Figure 7.3 illustrates the initial conditions of the simulation. The color bar demonstrates 

the “Particle Residence Time”. Figure 7.3a shows the anodic workpiece in the 𝑦𝑦𝑦𝑦 plane. 

Four green points, I, II, III and IV, represent the particle injection locations (referring to 

the previous Figure 5.5 and Table 5.2). The enlarged view of location A is shown in Figure 

7.3b. Figure 7.3c is the side view of  Figure 7.3b in the 𝑥𝑥𝑥𝑥 plane.  
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                          (a)                                                       (b)                                        (c) 

Figure 7.3 The Star CCM+ simulation results at 𝑡𝑡0 = 0 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section A; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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In this section, 𝑃𝑃𝑋𝑋,𝑖𝑖(𝑡𝑡𝑗𝑗) is introduced to represent the particle’s location in simulation 

domain. 

where 

 𝑋𝑋 = 𝐼𝐼, 𝐼𝐼𝐼𝐼, 𝐼𝐼𝐼𝐼𝐼𝐼, 𝐼𝐼𝐼𝐼:  particle injection location 

𝑖𝑖 = 1,2,3, … ,𝑛𝑛: particle injection order 

𝑗𝑗 = 1,2,3, … ,𝑛𝑛: injection time.  

For example, 𝑃𝑃𝐼𝐼𝐼𝐼,1(𝑡𝑡1), represents the 1st particle released at location IV and its location 

at time 𝑡𝑡1. For simplification, only the right side (locations II & IV) is presented since 

there is no interaction of particles releasing from II and IV locations with these from I and 

III locations. At time 𝑡𝑡1 = 1 µs,  𝑃𝑃𝐼𝐼𝐼𝐼,1(𝑡𝑡1) is rejected and its location is illustrated in 

Figure 7.4. Figure 7.4 also demonstrates that the particle is contact with the anodic 

workpiece’s surface, since particle is released from the workpiece’s surface.  



 

116 
 

 
                         (a)                                                    (b)                                          (c) 

Figure 7.4 The Star CCM+ simulation results at 𝑡𝑡1 = 1 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section A; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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Particle 𝑃𝑃𝐼𝐼𝐼𝐼,2  is injected into simulation domain at time 𝑡𝑡2 = 71  µs, represented as 

𝑃𝑃𝐼𝐼𝐼𝐼,2(𝑡𝑡2) in Figure 7.5. At this time, particle 𝑃𝑃𝐼𝐼𝐼𝐼,1’s location is represented as 𝑃𝑃𝐼𝐼𝐼𝐼,1(𝑡𝑡2) 

and also illustrated in Figure 7.5. Similarly, particle 𝑃𝑃𝐼𝐼𝐼𝐼,3 is injected at location IV at time 

𝑡𝑡3 = 81 µs, represented as 𝑃𝑃𝐼𝐼𝐼𝐼,3(𝑡𝑡3) in Figure 7.6.  
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                         (a)                                                    (b)                                          (c) 

            Figure 7.5 The Star CCM+ simulation results at 𝑡𝑡2 = 71 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section A; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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                         (a)                                                    (b)                                          (c)               

Figure 7.6 The Star CCM+ simulation results at 𝑡𝑡3 =  81 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section A; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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The enlarged views of same location A (Figures 7.3 - 7.6) in the 𝑦𝑦𝑦𝑦 plane at time 𝑡𝑡4 = 91 

µs, 𝑡𝑡5 = 141 µs and 𝑡𝑡6 = 151 µs are shown in Figure 7.7. Particle 𝑃𝑃𝐼𝐼𝐼𝐼,4, 𝑃𝑃𝐼𝐼𝐼𝐼,5 and 𝑃𝑃𝐼𝐼𝐼𝐼,6 are 

injected from location II at 𝑡𝑡4 = 91 µs, 𝑡𝑡5 = 141 µs and 𝑡𝑡6 = 151 µs, respectively. 

 
            𝑡𝑡4 = 91 µs                                𝑡𝑡5 = 141 µs                            𝑡𝑡6 = 151 µs 

Figure 7.7 The Star CCM+ simulation results at 𝑡𝑡4 = 91 µs, 𝑡𝑡5 = 141 µs and 𝑡𝑡6 = 151 
µs. 
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At time 𝑡𝑡7 = 211 µs, the last interested particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 is injected at location II, as shown in 

Figure 7.8. Particles 𝑃𝑃𝑋𝑋,1−7’s location are represented as 𝑃𝑃𝐼𝐼𝐼𝐼,1(𝑡𝑡7), 𝑃𝑃𝐼𝐼𝐼𝐼,2(𝑡𝑡7), 𝑃𝑃𝐼𝐼𝐼𝐼,3(𝑡𝑡7), 

𝑃𝑃𝐼𝐼𝐼𝐼,4(𝑡𝑡7), 𝑃𝑃𝐼𝐼𝐼𝐼,5(𝑡𝑡7), 𝑃𝑃𝐼𝐼𝐼𝐼,6(𝑡𝑡7) and 𝑃𝑃𝐼𝐼𝐼𝐼,7(𝑡𝑡7) and are shown in Figure 7.8. 

 
                         (a)                                                    (b)                                          (c)               

 Figure 7.8 The Star CCM+ simulation results at 𝑡𝑡7 = 211 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section A; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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As simulation continues, at 𝑡𝑡8 = 272 µs, there is collision between the particles 𝑃𝑃𝐼𝐼𝐼𝐼,7 and 

𝑃𝑃𝐼𝐼𝐼𝐼,3, as shown in Figure 7.9. 

      
                         (a)                                                    (b)                                          (c)        

Figure 7.9 The Star CCM+ simulation results at 𝑡𝑡8 = 272 µs. 
(Collision of 𝑃𝑃𝐼𝐼𝐼𝐼,7(𝑡𝑡8) and 𝑃𝑃𝐼𝐼𝐼𝐼,3(𝑡𝑡8)) 

 (a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section B; and (c) side view of (b) in 
the 𝑦𝑦𝑦𝑦 plane 
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Figure 7.10 illustrates the particle collisions between particle 𝑃𝑃𝐼𝐼𝐼𝐼,2, 𝑃𝑃𝐼𝐼𝐼𝐼,3 and 𝑃𝑃𝐼𝐼𝐼𝐼,7 in the 

𝑥𝑥𝑥𝑥 plane at location B (in previous Figure 7.9).  

• At time 𝑡𝑡8 = 272 µs, the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 impacts the particle 𝑃𝑃𝐼𝐼𝐼𝐼,3. After the collision, 

the particle 𝑃𝑃𝐼𝐼𝐼𝐼,3 obtains an acceleration along the 𝑦𝑦-direction and the flow speed 

along 𝑦𝑦-direction is increased. The particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 obtains an acceleration along the 

𝑥𝑥-direction and it moves toward the cathodic electrode, while it continue moves 

along 𝑦𝑦-direction due to the drag effect of the fluid. 

• At time 𝑡𝑡9 = 280  µs, the particle 𝑃𝑃𝐼𝐼𝐼𝐼,3  impacts the particle 𝑃𝑃𝐼𝐼𝐼𝐼,2 . After the 

collision, particles 𝑃𝑃𝐼𝐼𝐼𝐼,3 and 𝑃𝑃𝐼𝐼𝐼𝐼,2 will combined and move together. The particle 

𝑃𝑃𝐼𝐼𝐼𝐼,7’s speed along the 𝑦𝑦-direction is increasing due high electrolyte flow speed.  

• At time 𝑡𝑡10 = 287 µs, there are collisions occur between particle 𝑃𝑃𝐼𝐼𝐼𝐼,2, 𝑃𝑃𝐼𝐼𝐼𝐼,3 and 

𝑃𝑃𝐼𝐼𝐼𝐼,7 and the particle  𝑃𝑃𝐼𝐼𝐼𝐼,7 passes the particle 𝑃𝑃𝐼𝐼𝐼𝐼,3.  

• At time 𝑡𝑡11 = 291  µs, the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7  passes the particle 𝑃𝑃𝐼𝐼𝐼𝐼,2 , and continue 

passes the particle 𝑃𝑃𝐼𝐼𝐼𝐼,6. 

• At time 𝑡𝑡12 = 322  µs, the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7  impacts the particle 𝑃𝑃𝐼𝐼𝐼𝐼,5  and continue 

moves along the 𝑦𝑦-direction.  

• At time 𝑡𝑡13 = 353 µs, the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 has already passed the particle 𝑃𝑃𝐼𝐼𝐼𝐼,4 and the 

simulation results are shown in Figure 7.11. 
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            𝑡𝑡8 = 272 µs          𝑡𝑡9 = 280 µs   𝑡𝑡10 =287 µs   𝑡𝑡11 = 291 µs  𝑡𝑡12 = 322 µs   𝑡𝑡13 = 353 µs 

 

Figure 7.10 Illustration of particle collisions at location B from 𝑡𝑡8 = 272 µs to 𝑡𝑡13 =
353 µs. 
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                         (a)                                                    (b)                                          (c)        

Figure 7.11 The Star CCM+ Simulation results at 𝑡𝑡13 = 353 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section C; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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Figure 7.12 demonstrates the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 flushing process in the domain of location C (in 

previous Figure 7.11) from 𝑡𝑡13 = 353 µs to 𝑡𝑡15 = 430 µs. Clearly, the flushing speed of 

particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 is greater than the particle 𝑃𝑃𝐼𝐼𝐼𝐼,1’s flushing speed since the distance between 

the particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 and the anodic workpiece is larger than the distance between the particle 

𝑃𝑃𝐼𝐼𝐼𝐼,1 and the anodic workpiece. The locations of the particles 𝑃𝑃𝑋𝑋,1−7 at 𝑡𝑡13 = 353 µs are 

represented as 𝑃𝑃𝑋𝑋,1−7(𝑡𝑡13)  respectively and are illustrated in Figure 7.12.  
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                𝑡𝑡13 = 353 µs                         𝑡𝑡14 = 390 µs                             𝑡𝑡15 = 430 µs 

 
    

Figure 7.12 Particle 𝑃𝑃𝐼𝐼𝐼𝐼,7 flow process in location C from 𝑡𝑡13 = 353 µs to 𝑡𝑡15 = 430 µs 

At time 𝑡𝑡16 = 512 µs, the 𝑦𝑦 coordinate of 𝑃𝑃𝐼𝐼𝐼𝐼,7 is larger than 300 µm, which means that 

the particle is flushed away from the interested simulation domain. The simulation results 

are shown in Figure 7.13. 
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                         (a)                                        (b)                                                 (c)       

Figure 7.13 The Star CCM+ simulation results at 𝑡𝑡16 = 512 µs. 
(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section C; and (c) side view of (b) in 

the 𝑦𝑦𝑦𝑦 plane 
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Figure 7.14 illustrates the particles 𝑃𝑃𝑋𝑋,1−6 flushing process from 𝑡𝑡16 = 512 µs to 𝑡𝑡19 =

850 µs at location D.  

• At time  𝑡𝑡16 = 512 µs, particle 𝑃𝑃𝐼𝐼𝐼𝐼,2 obtains an acceleration along the 𝑥𝑥 - direction 

due to a collision and then its speed is larger than the particle 𝑃𝑃𝐼𝐼𝐼𝐼,3’s speed. Hence, 

these two particles are separated and move independently.  

• At time 𝑡𝑡19 = 940  µs, the particle 𝑃𝑃1 ’s 𝑦𝑦  - coordinate is larger than 300 µs, as 

shown in Figure 7.15. There is no interaction of particles releasing from II and IV 

locations with these from I and III locations. Thus, it is reasonable to use the right 

side of the workpiece to analysis the multiple particles flushing process. 

The average flushing speed of the particle 𝑃𝑃𝐼𝐼𝐼𝐼,1 is: 

  𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 =
300 𝜇𝜇𝜇𝜇
940 𝜇𝜇𝜇𝜇

= 0.319 𝑚𝑚/𝑠𝑠 (7.1) 

In the following section, a single particle flushing away process will be simulated using 

the ANSYS Fluent software. This Star CCM+ simulation results will be compared with 

the Fluent simulation results.  
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           𝑡𝑡16 = 512 µs              𝑡𝑡17 = 660 µs                𝑡𝑡18 = 810 µs               𝑡𝑡19 = 940 µs 

        
                    

Figure 7.14 The Star CCM+ simulation results from 𝑡𝑡16 = 512 µs to 𝑡𝑡19 = 940 µs 
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                         (a)                                        (b)                                                 (c)       

Figure 7.15 The Star CCM+ simulation results at 𝑡𝑡19 = 940 µs. 
(Particles releasing at 4 locations: I, II, III, and IV) 

(a) workpiece in the 𝑥𝑥𝑥𝑥 plane; (b) enlarged view of section D; and (c) side view of (b) in 
the 𝑦𝑦𝑦𝑦 plane 
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7.3 Simulation of Average Flushing Speeds by ANSYS Fluent Simulations 

Recall that the simulation cell is 𝑔𝑔0 × 𝑤𝑤𝑡𝑡 = 300 × 300  µm (Figure 7.16a), and a 

simulation will be terminated if the 𝑦𝑦-coordinate of a particle center is larger than 300 µm. 

A typical particle moves along the 𝑦𝑦-direction is shown in Figure 7.16b.  Average flushing 

speed, 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎, is defined as the secant slope of particle path:  

 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎  =
particle travel distance

time
=

300 𝜇𝜇𝜇𝜇
756 𝜇𝜇𝜇𝜇

= 0.396 𝑚𝑚/𝑠𝑠 (7.2) 

 
                                         (a)                                                             (b) 

Figure 7.16 Particle movement in the 𝑦𝑦-direction.  
(Simulation with ANSYS Fluent at 𝑓𝑓 = 40 Hz, 𝐴𝐴𝑣𝑣 = 10 µm and 𝑉𝑉𝑒𝑒 = 4 m/s) 

Recall that the average flushing speed of a particle was simulated by the Star CCM+ to be 

0.319 m/s, which is close to that the single particle simulation result 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 = 0.396𝑚𝑚/𝑠𝑠 at 
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40 Hz vibration frequency and 10 µm vibration amplitude. Therefore, it is reasonable to 

use the single particle to simulate the particle movement in the IEG.   

The effect of vibration frequency on average flushing speed at 𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 7𝐴𝐴 is shown 

in Figure 7.17.  The average flushing speed decreases with increasing vibration frequency. 

Neglecting the effect of the workpiece vibration on the particle movement along the 

cathodic electrode 𝑥𝑥-direction, the distance between workpiece and the particle center is 

given in Equation (7.3) and illustrated in Figure 7.18. 

 𝑑𝑑𝑔𝑔  = −𝐴𝐴𝑣𝑣 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) + 𝑟𝑟𝑝𝑝 (7.3) 

where 

𝑑𝑑𝑔𝑔:  Gap between particle and workpiece surface (≥ 𝑟𝑟𝑝𝑝) (µm) 

𝐴𝐴𝑣𝑣: Vibration amplitude (µm) 

𝑓𝑓:   Vibration frequency (Hz) 

𝑟𝑟𝑝𝑝:  Particle diameter (µm) 
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Figure 7.17 Effect of vibration frequency on average flushing speed. 
(Simulation with ANALYS Fluent at 𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 7𝐴𝐴) 



 

135 
 

 

Figure 7.18 Illustration of the distance between particle center and workpiece surface. 

As shown in Figure 7.17, 𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 is fixed at 7 A, the average flushing speed decreases 

from 0.5736 m/s (𝑓𝑓 = 10 Hz, 𝐴𝐴𝑣𝑣 = 160 µm) to 0.3231 m/s (𝑓𝑓 = 10,000 Hz, 𝐴𝐴𝑣𝑣 = 0.16 

nm) when vibration frequency increases from 10 Hz to 10,000 Hz. For fixed vibration 

current or constant vibration power, the vibration amplitude and vibration frequency 

follow the relationship 𝐴𝐴𝑣𝑣𝑓𝑓2 =  constant 𝐵𝐵  (from Equation (5.9)), and Equation (7.3) 

becomes: 
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 𝑑𝑑𝑔𝑔  = −𝐵𝐵
sin(2𝜋𝜋𝜋𝜋𝜋𝜋)

𝑓𝑓2
+ 𝑟𝑟𝑝𝑝 (7.4) 

Equation (7.4) suggests that the distance between particle center and workpiece dg 

decreases drastically with increasing vibration frequency f. Therefore, for fixed current on 

vibration generator, a high vibration frequency would lead to a smaller gap, lower drag 

force and lower average flushing speed, as shown in Figure 7.17. 

The relationship between particle size and average flushing speed is shown in Figure 7.19. 

As the particle radius increase from 1 µm to 3 µm, the average flushing speed increases 

from 0.29 to 2.77 m/s. However, continue increase particle size to 5 µm, the average 

flushing speed changes slightly, from 2.77 to 3.08 m/s. This is because the gap 𝑑𝑑𝑔𝑔  in 

Equation (7.3) increases with an increasing of particle radius. Larger gap results in higher 

drag force and higher average flushing speed. 

 

Figure 7.19 Relationship between average flushing speed and particle radius. 
(Simulation with ANASYS Fluent at 𝑓𝑓= 40 Hz and 𝐴𝐴𝑣𝑣 = 10 µm and 𝑉𝑉𝑒𝑒 = 4 m/s) 
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This simulation results were confirmed with experiment results conducted by Liu [69]. 

For a preset machining parameter combination (4 µm, 6 µm and 8 µm vibration amplitude, 

𝜙𝜙160  µm tungsten cathodic electrode with 5 µm insulate layer, 321 stainless steel 

workpiece with 0.5 mm thickness, 5 wt% NaNO3 + 0.8 wt% EDTA-Na2 electrolyte, 6 V 

voltage with 50% duty cycle, 2 KHz pulsed voltage and 15.6 µm IEG), after obtaining the 

maximum MRR at a 50 Hz, the MRR decreased with increasing of vibration frequency, 

as shown in previous Figure 3.34. 

7.4 Hole Profile 

The electrical field strength between a circular cathodic electrode and a flat plate can be 

derived [79] and schematically show in Figure 7.20. The highest field strength is along a 

circular ring directly below the tubular cathodic electrode; the field strength is diminishing 

outward and away from the tube wall, but is additive to form a pronounced peak at the 

tubular cathodic electrode center. The result is the strong current directly below the 

cathodic electrode, an average current in the central region, and a weaker stray current at 

positions away from the cathodic electrode. The presence of an insulating coating on the 

cathodic electrode side significantly reduces the stray current to improve the ECM 

efficiency. The resulted hole profile is captured by Alicona Infinite Focus and shown in 

Figure 7.21.  
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Figure 7.20 Electrical field around a tubular cathodic electrode. 

 

Figure 7.21 Resulted profile of an ECM’ed hole. 
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Figure 7.22 Typical 3D profile of an ECM’ed hole. 
(𝑓𝑓 = 20 Hz; 𝐴𝐴𝑣𝑣 = 10 µm; 𝑉𝑉𝐹𝐹 = 4 m/s) 

The resulted hole profile now can be explained. Significant material is removed directly 

below the cathodic electrode while the corner and center position of a hole are rounded 

off due to weaker stray current. The agglomerated by-products particles, which collected 

in a small gap between the cathodic electrode and the anodic workpiece, interfere with the 

ion transport mechanism if they are not effectively flushed away. However, the flushed 

particles in fast flowing electrolyte would erode and enlarge the overcut of the ECM’ed 

profile, and round off the sharp entrance corners.  
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Figure 7.23 Cross-section view of an ECM’s profile. 
(𝑓𝑓 = 20 Hz; 𝐴𝐴𝑣𝑣 = 10 µm; 𝑉𝑉𝐹𝐹 = 4 m/s) 

Figure 7.22 shows a typical 3D profile measurement of an ECM’ed profile using the 

Alicona system, from which a cross sectional view can be constructed and analyzed 

(Figure 7.23). Eight locations, 45° apart, were measured for quality assessment and 

repeatability (Figure 7.22). The vertical distance ℎ between top and bottom surface (a-d) 

is the machining depth. Neglecting the transitional curves ab and cd, the slope of line bc 

can be constructed which defines the corresponding hole taper angle 𝛼𝛼  for quality 

comparison. 

7.4.1 Machining Depths 

The effects of vibration amplitude on average flushing speed and machining depth are 

demonstrated in Figure 7.24. At every vibration frequency (20 Hz, 30 Hz, and 40 Hz), a 
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higher vibration amplitude causes faster average flushing speed and deeper machining 

depth. When vibration amplitude increases from 5 µm to 10 µm, the average flushing 

speeds increase by 5.5% (0.3423 - 0.3610 m/s), 7.8% (0.3517 - 0.3790 m/s) and 10.0% 

(0.3608 - 0.3968 m/s) at respective frequency. Consequently, machining depths increase 

by 4% (1282 - 1336 µm), 3.7% (1311 - 1360 µm) and 20% (1319 - 1584 µm) at 

corresponding frequency.  

 
                     (a) 𝑓𝑓 = 20 Hz                (b) 𝑓𝑓 = 30 Hz                 (c) 𝑓𝑓 = 40 Hz   

Figure 7.24 Effect of vibration amplitude on average flushing speed and machining 
depth. 

The effects of vibration frequency on average flushing speed and machining depth are 

illustrated in Figure 7.25. At every vibration amplitude (5, 7.5, and 10 µm), a higher 

vibration frequency leads to faster average flushing speed and deeper machining depth. 

When vibration frequency increases from 20 to 40 Hz, the average flushing speeds 

increase by 5.4% (0.3423 - 0.3608 m/s), 7.8% (0.3517 - 0.3790 m/s) and 9.9% (0.3610 -

0.3968 m/s), at respective vibration amplitude. Improving of flushing speed changes 
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machining depths by 2.9 % (1282 - 1319 µm), 9.9% (1308 - 1437 µm) and 18.6% (1336 - 

1584 µm), respectively. 

 
                   (a) 𝐴𝐴𝑣𝑣 = 20 Hz                (b) 𝐴𝐴𝑣𝑣 = 30 Hz               (c) 𝐴𝐴𝑣𝑣 = 40 Hz   

Figure 7.25 Effect of vibration frequency on average flushing speed and machining 
depth. 

The relationship between average flushing speed and machining depth is shown in Figure 

7.26. Due to the limitation of power supply to the vibration system, the input current can 

be adjusted up to 7 A at frequency < 40 Hz with fixed 10 µm amplitude. This maximum 

current of 7 A must be maintained at frequency higher than 40 Hz with adjustable 

amplitudes. Simulation for frequency below and above 40 Hz shows the peak flushing 

average at 40 Hz while similar trend is seen for the hole depth data. There is a clear 

correlation between average flushing speed and machining depth.  
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Figure 7.26 Relationship between average flushing speed and machining depth. 

Low frequency vibration of workpiece enhances flushing speed, enhances ion transport 

rate and leads to more effective machining rate. Similar results were also reported by other 

publication [69]. This study used 𝜙𝜙160 µm tungsten cathodic electrode with 5 µm insulate 

layer, 321 stainless steel anodic workpiece with 0.5 mm thickness, 5 wt% NaNO3 + 0.8 

wt% EDTA-Na2 electrolyte, 6 V voltage with 50% duty cycle, 2 KHz pulsed voltage and 

15.6 µm IEG, 3-14 µm vibration amplitude, and 50-200 Hz vibration frequency. It 

concluded that: 
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i) At any vibration amplitude (4, 6, and 8 µm), the MRR increased when 

increasing vibration frequency from 0 Hz to 50 Hz. However, the MRR 

dropped when increasing frequency further to 200 Hz. 

ii) At any vibration frequency (50 Hz and 100 Hz), the MRR increased with 

increasing vibration amplitude in the range 0-8 µm. The maximum MRR was 

obtained when vibrating at 8 µm amplitude for any vibration frequency.  

The maximum machining depth, therefore the highest MRR, in this study was obtained at 

40 Hz workpiece vibration frequency compared to 50 Hz in other study [69]. The 

simulation study indicated that a higher flushing speed was expected at lower frequency 

(Figure 7.17), therefore, a lower frequency with larger vibration amplitude could lead to 

an optimal MRR. The upper bound for increasing vibration amplitude was the critical 

inter-electrode distance at which damaging sparks would occur due to electrical 

discharging. The trends from simulation and experimental data can be explained.  

i) At either higher vibration frequency or vibration amplitude, more ions and by-

products particles starting at the workpiece surface would be pushed toward 

the advancing cathodic electrode in the first half cycle, when the workpiece is 

reversed during the second half cycle, theses ions and particles -- physically 

are away from the solid workpiece surface - are subjected to higher shear and 

swept away in the electrolyte flow. 

ii) When the ions and by-products are effectively swept away from the workpiece 
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surface, fresh electrolyte can be replenished to accelerate the electrochemical 

reactions and result in a deeper hole and a faster removal rate.  

7.4.2 Taper angle 

The effects of vibration amplitude on average flushing speed and taper angle are illustrated 

in Figure 7.27. At every vibration frequency (20, 30, and 40 Hz), a higher vibration 

amplitude leads to faster flushing speed and smaller taper angle – therefore, straighter and 

sharper hole profile. When vibration amplitude increases from 5.0 to 10.0 µm, the taper 

angles decreases by 8.7% (31.92 - 29.15°), 12.8% (29.32 - 25.56°) and 43.4% (29.28 - 

16.57°), at respective vibration frequency. 

 
               (a) 𝑓𝑓 = 20 Hz                   (b) 𝑓𝑓 = 30 Hz                 (c) 𝑓𝑓 = 40 Hz 

Figure 7.27 Effect of vibration amplitude on average flushing speed and taper angle. 

The effects of vibration frequency on average flushing speed and taper angle are illustrated 

in Figure 7.28. At every vibration amplitude (5, 7.5, and 10 µm), a higher vibration 

frequency leads to a smaller taper angle. When vibration frequency increases from 20 to 
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40 Hz, the taper angles decrease by 3.4% (31.92 - 29.28°), 27.3% (29.81 - 21.67°) and 

43.2% (29.15 - 16.57°) at corresponding vibration amplitude.  

 

              (a) 𝐴𝐴 = 5.0 µm                (b) 𝐴𝐴 = 7.5 µm                (c) 𝐴𝐴 = 10.0 µm 

Figure 7.28 Effect of Vibration frequency on average flushing speed and taper angle. 

Simulation and experimental data suggest a negative correlation between average flushing 

speed and taper angle Figure 7.29. Authors from a different study [15] reported a similar 

trend on hole shape after ECM (using brass tube cathodic electrode with 𝜙𝜙8 mm outer 

diameter and 𝜙𝜙3.5 mm inner diameter, 20 g/L NaCl electrolyte, 6 L/min electrolyte flow 

rate, 1 mm/min cathodic electrode feed rate, 18 V applied voltage and 50 Hz vibration 

frequency); the conicity (slope of a cone) decreased from 3.95 to 3.25% when vibration 

amplitude increased from 20 to 100 µm. This trend can also be explained qualitatively: 

i) Vibration of workpiece leads to a higher flushing speed that breaks up 

agglomerated groups of by-products into smaller chunks of particles. 
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ii) The smaller chunks forming between two electrodes then travel up the wall of hole 

and out (Figure 7.20 and Figure 7.21). The smaller coalesced particles would erode 

the wall less and result in smaller taper angle and sharper hole profile. 

 

Figure 7.29 Relationship between average flushing speed and hole taper angle. 
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8 CONCLUSIONS AND RECOMMENDATIONS 

This research theoretical investigated the mechanism of the vibration assisted pulsed 

ECM. ANSYS fluent and Star CCM+ are used to simulate how the ion hydroxide by-

product being flushing away in the vibration assisted pulsed ECM. The simulation results 

and the experimental data for ECM’ing 1018 steel with pulsed current and low frequency 

vibration were performed on a horizontal ECM system. The dissertation shows that: 

i) Theoretical analysis reveals a higher MRR will be obtained when short pulse 

voltage applied.  

ii) In the vibration assisted ECM, theoretical analysis reveals that particle flushing 

speed will increase when the anodic workpiece moves away from the cathodic 

electrode, hence reduce the concentration of ions in double layer and leads to 

a larger diffusion rate and a higher MRR. On the other side, when the anodic 

workpiece moves toward the cathodic electrode, the resistance between the 

cathodic electrode and the anodic workpiece decreases, hence leads to higher 

potential available across the IEG and result in a higher MRR.  

iii) Iron hydroxide particle with an average size of 𝜙𝜙2 µm was the resulted by-

products.  

iv) Simulations of the motion of a single particle using computational fluid 

dynamic are performed to track the particle motion and speed between two 

electrodes. Flushing of the by-products is characterized by calculating of 

particle flushing speed when it exits inter-electrode gap. The maximum 
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flushing speed of ~0.4 m/s was calculated for workpiece vibration frequency 

of 40 Hz at 10 µm vibration amplitude.  

v) Simulation results suggest that a higher flushing speed can be obtained below 

40 Hz if vibrating amplitude larger than 10 µm is possible without initiating 

damaging sparks. 

vi) Experimental results suggest high flushing speed of the by-product leads to 

deeper and sharper an ECM profiles. More particles are pushed away from the 

workpiece surface during the first half of a vibrating cycle, and they are swept 

away by electrolyte flow during the cycle’s second half. 

Future work should be focused on following aspects: 

i) Implement the pulsed and horizontal vibration assisted ECM on Domex 550 

HSLA steel to compare with investigating results for 1018 steels. 

ii) This study utilizes hollow electrodes for high aspect ratio ECM. For low aspect 

ratio application, it is desirable to extend the simulation using a solid cathodic 

electrode on an anodic workpiece. 

iii) Unisize spherical particles were used in this study, further study should 

consider the interactions between different shapes and different size of by-

product particles. 

iv) Since the ionization process and flow affect by temperature, future works 

should consider the effect of temperature and vibration on ECM results. 
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APPENDIX A    

MODELING OF PARTICLE FLOW 

Define: 

𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3 Constants that apply over several ranges of 𝑅𝑅𝑒𝑒 

𝐴𝐴𝑝𝑝 Projected particle surface area (mm2) 

𝐶𝐶𝑑𝑑 Particle-fluid drag coefficient 

𝑑𝑑𝑝𝑝 Particle diameter (m) 

𝐹𝐹′ Force (N) 

𝐹𝐹𝑏𝑏 Buoyance force (N) 

𝐹𝐹𝑑𝑑 Drag force (N) 

𝐹𝐹𝚤𝚤𝚤𝚤𝑐𝑐����⃗  Contact force acting on particle 𝑖𝑖 by particle 𝑗𝑗 (N) 

𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗  Particle-fluid interaction force on particle 𝑖𝑖 (N) 

𝐹𝐹𝚤𝚤
𝑔𝑔�����⃗  Gravitation force of particle 𝑖𝑖 (N) 

𝐹𝐹𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛������⃗  Noncontact force acting on particle 𝑖𝑖 by particle 𝑘𝑘 or other sources (N) 

𝐹𝐹𝑥𝑥,𝐹𝐹𝑦𝑦,𝐹𝐹𝑧𝑧 Body force along the 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (N) 

𝑚𝑚𝑖𝑖 Mass of particle 𝑖𝑖 (𝑔𝑔) 

𝑀𝑀′ Momentum (k𝑔𝑔 ∙ m/s)  

𝑝𝑝 Pressure (Pa) 

𝑄𝑄′ Energy (J)  

𝑅𝑅𝑒𝑒 Reynold’s number 
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𝑢𝑢, 𝑣𝑣,𝑤𝑤 Electrolyte flow speed at 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 direction respectively (m/s) 

𝑢𝑢′, 𝑣𝑣′,𝑤𝑤′ Electrolyte flow speed at 𝑥𝑥′,𝑦𝑦′, 𝑧𝑧′ direction respectively (m/s) 

𝑣⃗𝑣𝑖𝑖 Translations velocity of particle 𝑖𝑖 respectively (m/s) 

𝑉𝑉�⃗  Relative fluid-particle velocity (m/s) 

𝑉𝑉𝐹𝐹����⃗  Fluid phase flow velocity (m/s) 

𝑉𝑉𝑝𝑝���⃗  Particle flow speed (m/s) 

α Under-relaxation factor for particles, default value is 0.9 for transient flow 

simulation with unsteady particle tracking, otherwise 𝛼𝛼 is 0.5. 

𝜇𝜇 Viscosity of the fluid (Pa∙s) 

𝜌𝜌𝑒𝑒 Electrolyte density (𝑔𝑔/mm3) 

𝜌𝜌𝐹𝐹 Fluid density (𝑔𝑔/mm3) 

𝜌𝜌𝑝𝑝 Particle density (𝑔𝑔/mm3) 

𝜏𝜏𝑟𝑟 Particle relaxation time 

Ω Relative fluid-particle angular velocity (rad/s) 

This appendix details steps to simulate a particle flow between two electrodes in the ECM. 

Formulas are provided for computational fluid dynamic simulation using ANSYS Fluent 

software. Referring to Figure 5.1 to Figure 5.3, it is assumed that: 

i) The simulation is simplified to a 2-dimension problem. 

ii) The simulation location is the top most part of the horizontal ECM electrode-

workpiece area. 
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iii) The iron hydroxide ECM by-products are assumed to be a spherical particle 

with 𝜙𝜙2 µm diameter. 

iv) There is no interaction among particles. 

v) Although the electrolyte flow affects the particle, there is negligible effect of 

the particle to electrolyte flow. 

In principle, for any particle-fluid flow system, the dynamic of fluid flow is characterized 

by i) the solution of Navier-Stokes equations for continuum fluid (primary phase), ii) the 

solution of Newton’s equations of motion for discrete particles (second phase), and iii) 

initial and boundary conditions [80]. In this appendix, computation fluid dynamics – 

discrete element method (CFD-DEM) was used to capture the motion of discrete particles 

since its superior computational convenience when compared with direct numerical 

simulation – discrete element method (DNS-DEM) and capability to capture the particle 

physics as compared to two fluid method (TFM) [81].  In CFD-DEM coupling technique, 

the flow of primary phase (fluid) was determined by the CFD and the motion of second 

phase (particles) was obtained by solving Newton’s equations of motion on a 

computational cell scale [82].  

A.1 Governing Equations 

For particle-fluid flow system, particle can have translational and rotational motion. 

During its movement, the particle may interact with its neighboring particles or walls and 

interact with its surrounding fluid, through which the momentum and energy are 
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exchanged. Such movement is not only by the forces and torques originated from its 

immediately neighboring particles and vicinal fluid, but is also affected by particles and 

fluids far away through the propagation of disturbance waves  [80]. In DEM approach, we 

introduce a numerical time step which less than a critical value so that disturbance cannot 

propagate from the particle and fluid farther than its immediate neighboring particles and 

vicinal fluid [83]. For a coarse particle system, all the resultant forces on a particle can be 

determined exclusively from its interaction with the contacting particles and vicinal fluid. 

However, for a fine particle system, non-contact forces, such as van der Waals and 

electrostatic forces are also taken into consideration.  

Since a particle is assumed to be spherical, only translational movement of the particle is 

considered in this study. The translational motion of discrete particles 𝑖𝑖 with mass 𝑚𝑚𝑖𝑖 

follows Newton 2nd law: 

 𝑚𝑚𝑖𝑖
𝑑𝑑𝑣𝑣𝚤𝚤���⃗
𝑑𝑑𝑑𝑑

= �𝐹𝐹𝚤𝚤𝚤𝚤𝑐𝑐����⃗
𝑗𝑗

+ �𝐹𝐹𝚤𝚤𝚤𝚤𝑛𝑛𝑛𝑛������⃗
𝑘𝑘

+ 𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗ + 𝐹𝐹𝚤𝚤

𝑔𝑔�����⃗  (A.1) 

Non-contact forces, such as van der Waals force and capillary force, can be neglected 

since they have little influence on the flushing time. Contact force can also be eliminated 

since single particle involved in the simulation. Therefore, Equation (A.1) can be 

simplified to  

 𝑚𝑚𝑖𝑖
𝑑𝑑𝑣𝑣𝚤𝚤���⃗
𝑑𝑑𝑑𝑑

= 𝐹𝐹𝚤𝚤
𝑓𝑓�����⃗ + 𝐹𝐹𝚤𝚤

𝑔𝑔�����⃗  (A.2) 
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Once the forces in Equation (A.2) are known, this equation can be readily solved 

numerically. Thus, the trajectories, velocities and transient forces in the system can be 

determined.  

A.2 Particle-Fluid Interaction Forces  

The surrounding fluid will interact with particle by generating various particle-fluid 

interaction forces (drag force), in addition to the buoyance force. For example, the 

translation of particle was driven by drag force and resisted by stagnant fluid. Thus, 

particle-fluid interaction forces must be properly considered [80]. Currently, lots of forces 

have been implemented in DEM simulation, such as drag force, pressure gradient force, 

unsteady force and lift forces [84, 85]. 

A.2.1  Fluid-Particle Interaction Drag Force 

For a single sphere particle in a fluid, Newton’s equation is used to determine the drag 

resistance force. The particle-fluid drag coefficient, 𝐶𝐶𝑑𝑑 , is dependent upon Reynold’s 

number, 𝑅𝑅𝑒𝑒 , in addition to liquid properties. There are three regions: the Stoke’s Law 

region, the transition region and Newton’s law region.  

In general, two methods have been used to determine particle-fluid drag fore. The first one 

is based on empirical correlations for either bed expansion [86] or bed pressure drop 

experiment [87]. The other method is based on numerical simulations at a microscale, 

where the technique used the direct numerical simulation [88]. The latter method, although 

rational, limited by the current computation capability. Currently the numerical studies 
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have been applied to relatively simple systems. Li and Kuipers [89] did a systematic 

investigate and quantify the difference among these correlations. Their results reveal that 

these correlations with similar predictive capability, although their accuracy may differ. 

In this study, the coefficient adopted from Morsi and Alexander’s [90] result. Thus, the 

fluid-particle interaction drag force can be defied as 

 𝐹𝐹𝑓𝑓���⃗ = 𝐹𝐹𝑑𝑑����⃗ + 𝐹𝐹𝑏𝑏����⃗ = 𝑚𝑚
𝑉𝑉𝐹𝐹����⃗ − 𝑉𝑉𝑝𝑝���⃗
𝜏𝜏𝑟𝑟

− 𝑉𝑉𝑖𝑖𝜌𝜌𝐹𝐹𝑔⃗𝑔 (A.3) 

 𝜏𝜏𝑟𝑟 =
𝜌𝜌𝑝𝑝𝑑𝑑𝑝𝑝2

18𝜇𝜇
24
𝐶𝐶𝑑𝑑𝑅𝑅𝑒𝑒

 (A.4) 

 𝑅𝑅𝑒𝑒 ≡
𝜌𝜌𝐹𝐹𝑑𝑑𝑝𝑝�𝑉𝑉�⃗𝑝𝑝 − 𝑉𝑉𝐹𝐹����⃗ �

𝜇𝜇
 (A.5) 

 𝐶𝐶𝑑𝑑 = 𝑎𝑎1 +
𝑎𝑎2
𝑅𝑅𝑒𝑒

+
𝑎𝑎3
𝑅𝑅𝑒𝑒

 (A.6) 

A.2.2 Other Fluid-particle Interaction Forces 

When the fluid involved is liquid rather than gas, other fluid-particle interaction forces 

also have been considered, which include the pressure gradient force, unsteady force and 

lift force [91] 

i) Pressure Gradient Force 

In general, the pressure gradient force includes both the buoyance force due to 

gravity and acceleration pressure gradient in fluid, defined as [92] 
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 𝐹𝐹𝑝𝑝 = −𝑉𝑉𝑝𝑝
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= −𝑉𝑉𝑝𝑝𝜌𝜌 �𝑔⃗𝑔 + 𝑉𝑉�⃗ 𝐹𝐹
𝑑𝑑𝑉𝑉�⃗ 𝐹𝐹
𝑑𝑑𝑑𝑑

� (A.7) 

It is general validity and all relevant contribution are included when 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑⁄  is 

evaluated from the fluid equation of motion. 

ii) Virtual Mass Force and Basset Force 

Unsteady mainly including the virtual mass force and Basset force. The virtual 

mass force relates to the force required to accelerate the surrounding fluid, and is 

also called the added mass because it is equivalent to adding a mass to a particle, 

is defined as [93] 

 𝐹⃗𝐹𝑣𝑣𝑣𝑣 = 𝐶𝐶𝑣𝑣𝑣𝑣
𝜌𝜌𝐹𝐹
𝜌𝜌𝑝𝑝
�𝑉𝑉�⃗𝑝𝑝∇𝑉𝑉�⃗ 𝐹𝐹 −

𝑑𝑑𝑉𝑉�⃗𝑝𝑝
𝑑𝑑𝑑𝑑

� (A.8) 

where 𝐶𝐶𝑣𝑣𝑣𝑣 is the virtual mass coefficient which typically has a value of 0.5. The 

virtual mass effect is significant when the second phase density is much small than 

the primary phase density (for example, for a transient bubble column).  

The Basset force describes the force due to the lagging boundary layer 

development with changing relative velocity. It accounts for the viscous effects, 

and defined as [94, 95] 

 𝐹𝐹𝐵𝐵 =
3
2
𝑑𝑑𝑝𝑝2�𝜋𝜋𝜌𝜌𝐹𝐹𝜇𝜇 ��

�𝑉𝑉�⃗ ̇𝐹𝐹 − 𝑉𝑉�⃗ ̇𝑝𝑝�

√𝑡𝑡 − 𝑡𝑡′
𝑑𝑑𝑡𝑡′ +

�𝑉𝑉�⃗ 𝐹𝐹 − 𝑉𝑉�⃗𝑝𝑝�0
√𝑡𝑡

𝑡𝑡

0
� (A.9) 
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The virtual mass and Basset force are not important when the density of the fluid 

is much lower than the density of the particle. In this investigation, these forces are 

neglected. 

iii) Saffman Lift Force and Magnus Lift Force 

The lift force, including Saffman lift force and Magnus lift force, on a particle due 

to the rotation of the particle. The Saffman lift force, or life due to shear, can also 

be include in the additional force term as an option. The lift force used is from Li 

and Ahmadi [96] which is a generation of the expression provided by Saffman [97] 

 𝐹⃗𝐹𝑆𝑆 =
2𝐾𝐾𝜈𝜈1/2𝜌𝜌𝑑𝑑𝑖𝑖𝑖𝑖

𝜌𝜌𝑝𝑝𝑑𝑑𝑝𝑝(𝑑𝑑𝑙𝑙𝑙𝑙𝑑𝑑𝑘𝑘𝑘𝑘)1/4 �𝑣⃗𝑣𝐹𝐹 − 𝑣⃗𝑣𝑝𝑝� (A.10) 

where 𝐾𝐾=2.594 and 𝑑𝑑𝑖𝑖𝑖𝑖 is the deformation tensor. This form of the lift force is 

intended for small particle Reynolds numbers and is recommended only for sub-

micron particles. Thus, this force is neglected in this investigation.  

On the other hand, the Magnus force, or rotational lift force, is caused by a pressure 

differential along a particle surface resulting from the velocity differential due to 

rotation. For high Reynolds number, the Magnus force 𝐹𝐹𝑅𝑅𝑅𝑅 is scaled by a rotational 

lift coefficient 𝐶𝐶𝑅𝑅𝑅𝑅. The Maguns lift force was defined as [91] 

 𝐹⃗𝐹𝑅𝑅𝑅𝑅 =
1
2
𝐴𝐴𝑝𝑝𝐶𝐶𝑅𝑅𝑅𝑅𝜌𝜌

�𝑉𝑉�⃗ �
�Ω��⃗ �

�𝑉𝑉�⃗ × Ω��⃗ � (A.11) 
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For the rotational life coefficient 𝐶𝐶𝑅𝑅𝑅𝑅, different approaches are available in the 

literature, as follows. 

a) Oesterle and Bui Dinh [98] 

𝐶𝐶𝑅𝑅𝑅𝑅 is dependent on both the rotational Reynolds number 𝑅𝑅𝑅𝑅𝜔𝜔 and the particle 

Reynolds number 𝑅𝑅𝑅𝑅𝑝𝑝 and this formulation agrees well with experiment for 

𝑅𝑅𝑅𝑅𝑝𝑝 < 2000 

 𝐶𝐶𝑅𝑅𝑅𝑅 = 0.45 + �
𝑅𝑅𝑅𝑅𝜔𝜔
𝑅𝑅𝑅𝑅𝑝𝑝

− 0.45� exp�−0.05684𝑅𝑅𝑅𝑅𝜔𝜔0.4𝑅𝑅𝑅𝑅𝑝𝑝0.3� (A.12) 

b) Rsuji et al. [99] 

𝐶𝐶𝑅𝑅𝑅𝑅  is defined as a function of the spin parameter Sspin  as follows, this 

formulation is widely used with validity up to 𝑅𝑅𝑅𝑅𝑝𝑝 < 1600. 

 𝐶𝐶𝑅𝑅𝑅𝑅 = �
0.4                      𝑓𝑓𝑜𝑜𝑜𝑜 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ≥ 1
(0.4 ± 0.1)𝑆𝑆    𝑓𝑓𝑓𝑓𝑓𝑓𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 < 1  (A.13) 

where 

 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =
�𝜔𝜔��⃗ 𝑝𝑝�𝑑𝑑𝑝𝑝

2�𝑉𝑉�⃗ 𝐹𝐹 − 𝑉𝑉�⃗𝑝𝑝�
 (A.14) 

c) Rubinow and Keller [100] 

𝐶𝐶𝑅𝑅𝑅𝑅 is linearly proportional to the spin parameter 𝑆𝑆 and this model could be 

useful for comparison purpose in academic applications. 
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 𝐶𝐶𝑅𝑅𝑅𝑅 = 2𝑆𝑆 (A.15) 

However, in this investigation, research interest was only focus on the particle translation. 

Rotation movement and the relevant effect due to rotation also neglected. Therefore, by 

combining Equations (A.2) and (A.3), Equation for particle motion becomes:  

 
𝑑𝑑𝑣𝑣𝚤𝚤���⃗
𝑑𝑑𝑑𝑑

=
𝑣𝑣𝐹𝐹����⃗ − 𝑣𝑣𝑝𝑝����⃗
𝜏𝜏𝑟𝑟

+
𝑔⃗𝑔�𝜌𝜌𝑝𝑝 − 𝜌𝜌�

𝜌𝜌𝑝𝑝
 (A.16) 

A.3 Fluid-Particle Flow Modeling 

A.3.1 Particle Movement Modeling Approaches 

Currently, techniques to modeling the particle movement in fluid-particle flow system can 

be classified into two categories: the continuum approach at a macroscopic level and 

discrete approach at a microscopic level.  

In continuum approach, the macroscopic behavior was described by balance equations, 

e.g., mass and momentum are used in the two-fluid model (TFM), closed with constitutive 

relations combined with boundary/initial conditions. Since the computational efficiency 

advantage of this approach, it is popular in process modeling and applied research. Its 

effective use largely depends on closure or constitutive relations and momentum exchange 

between different types of particles. However, there is no general accepted continuum 

theory that can applied to all flow conditions. The usage of this approach is strictly limited. 

In discrete approach, particles movement are analyzed individually which makes this 

technique has advantage that there is no need for global assumptions on the solids, such 
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as steady-state behavior, uniform constituency and constitutive relations [80]. This method 

considers a finite number of isolated particles interacting through contact/non-contact 

forces, and each particle was described by Newton’s equations of motion. In this study, 

ANSYS fluent is used to simulate single particle flow which particle-particle interaction 

forces are eliminated. In addition, Star CCM+ is used to simulate multiple particles flow 

which can capture the particle-particle interaction in fluid-particle flow system.  

A.3.2 Discrete Element Methods 

There are two types of discrete particle methods which generally used: DNS-DEM and 

CFD-DEM. 

In DNS-DEM, the primary phase (fluid) was resolved at a scale comparable with the 

particle spacing while particles are treated as discrete moving boundaries [101]. Fluid-

particle system is treated implicitly though introduce a combined weak formulation, which 

is a key feature of DNS-DEM. DNS has great potential to produce detailed results of 

hydrodynamic interactions between fluid and particles in a system [102]. However, 

impossible to handle with particle collisions was a major disadvantage of this technique.  

In CFD-DEM technique, the primary phase (fluid) flow was determined by the CFD on a 

computational cell scale and the second phase (particles) was obtained by solving 

Newton’s equations of motion [82]. The governing equations for fluid is Navier-Stoke 

equations which was same as TFM approach. The CFD-DEM technique is promising since 
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its superior computational convenience and capability to capture the particle physics, such 

as, trajectories and velocities. Therefore, CFD-DEM approach was selected in this study. 

A.3.3 CFD-DEM Coupling Schemes 

In CFD-DEM approach, the motion of discrete particles is described by DEM based on 

Newton’s laws of motion applied to isolated particles and the flow of continuum fluid is 

described by the CFD based on the local averaged Navier-Stokes equations. The modeling 

of particles flow is at individual particle level and the modeling of fluid flow by CFD is at 

computation cell level. At each step, DEM will give information, such as locations and 

velocities of individual particle, for the evaluation of porosity and volumetric fluid drag 

force in a computational cell. CFD will then use these data to determine the fluid flow 

field which then yields the fluid drag forces acting on individual particles. Incorporation 

of the resulting forces into DEM will produce information about the motion of individual 

particles for next time step. At each time step, the fluid-particle interaction forces on 

individual particles in a computational cell are calculated first, and the values are then 

summed to produce the particle-fluid interaction force ate the cell scale, as shown in 

following equations. 

 𝐹𝐹′𝑛𝑛𝑛𝑛𝑛𝑛 = 𝐹𝐹′𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛼𝛼(𝐹𝐹′𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝐹𝐹′𝑜𝑜𝑜𝑜𝑜𝑜) (A.17) 

 𝑄𝑄′𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑄𝑄′𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛼𝛼(𝑄𝑄′𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑄𝑄′𝑜𝑜𝑜𝑜𝑜𝑜) (A.18) 

 𝑀𝑀′𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑀𝑀′𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛼𝛼(𝑀𝑀′𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑀𝑀′𝑜𝑜𝑜𝑜𝑜𝑜) (A.19) 
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For fluid phase, the governing equations derived from Navier-Stoke equations comply 

with the law of conservation of mass and momentum in terms of local-average variables: 

 𝜌𝜌𝑒𝑒 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑢𝑢
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑣𝑣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑤𝑤
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕�

= 𝐹𝐹𝑥𝑥 −
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜇𝜇 �
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑦𝑦2

+
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑧𝑧2

� (A.20) 
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𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜇𝜇 �
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑦𝑦2

+
𝜕𝜕2𝑣𝑣
𝜕𝜕𝑧𝑧2

� (A.21) 

 𝜌𝜌𝑒𝑒 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑣𝑣

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑤𝑤

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 � = 𝐹𝐹𝑧𝑧 −

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜇𝜇 �

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑥𝑥2 +

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑦𝑦2 +

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑧𝑧2 � (A.22) 

 
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0 (A.23) 

Figure 5.3 in main text shows the simulation boundaries. A spherical particle P starts at 

the lower left corner of the two-dimensional 300 µm × 300 µm simulation area. The 

vibration of the workpiece (governed by vibration frequency and amplitude) alters the 

position of this particle. The flow chart in Figure A.1 shows how position and velocity of 

the particle P are calculated. After each iteration, the position 𝑦𝑦𝑝𝑝  of the particle is 

compared against the vertical boundary; when the particle exits the vertical boundary (𝑦𝑦𝑝𝑝 

> 300 µm) then the simulation would end. A simulation flow chart is shown in Figure A.1. 
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Figure A.1   Flow chart of simulation.



 

179 
 

APPENDIX B    

EQUIPMENT 

The equipment used in experiments is listed in Table B.1. The detail specifications of these 

equipment are illustrated below.   

Table B.1 List of equipment in experiment. 

1 Agilent 33250A waveform generator Figure B.2 

2 Labworks pa-151 linear power amplifier Figure B.3 

3 Labworks ET-132 electrodynamic shaker Figure B.4 

4 Velmex Xslide system Figure B.6 

5 Velmex VXM controller system Figure B.7 

6 Everlast Power TIG 255EXT power supply Figure B.8 

7 Longer WT600-2J peristaltic pump Figure B.10 

8 Hannah HI8733 conductivity meter Figure B.12 

9 OMEGA HH374 4-channel data logger thermometer Figure B.13 

10 Stainless steel tube with Teflon coating  Figure B.14 

11 Alicona Infinite Focus Figure B.15 

B.1 Workpiece Vibration System 
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Workpiece vibration system includes a waveform function generator, a linear power 

amplifier and an electrodynamic shaker. Signal flow in vibration system is shown in 

Figure B.1. Waveform generator (Figure B.2) generate a specific waveform and transmit 

this signal to power amplifier (Figure B.3). The signal will be amplified by power 

amplifier and be transmitted to electrodynamic shaker (Figure B.4) to drive the shaker 

vibrate. The vibration frequency of electrodynamic shaker is same as the waveform 

frequency. The relationship between electrodynamic shaker vibration amplitude and the 

gain of power amplifier (Figure B.5).  

 

Figure B.1 Signal flow in vibration system. 

B.1.1 Waveform Generator 

Agilent 33250A, as shown in Figure B.2, is a high-performance 80MHz synthesized 

function generator with built-in ramp, triangle, noise, DC and other waveforms. Its 

combination of bench-top and system features makes this function generator a versatile 

solution for testing requirement.  
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Figure B.2 Agilent 33250A 80 MHz waveform generator. 

B.1.2 Labworks pa-151 linear power amplifier 

Labworks pa-151 linear power amplifier, as shown in Figure B.3, is a high quality, 

convection-cooled, direct-coupled audio amplifier primarily intended for use with small 

electro-dynamic vibration systems.  

 

Figure B.3 Labworks pa-151 linear power amplifier. 

B.1.3 Labworks ET-132 Electro-Dynamic Shaker 

Labworks ET-132 electrodynamic shaker, as shown in Figure B.4, transforms electrical 

current into mechanical force for the purpose of vibration testing. A shaker consists of a 

magnet structure and a moving coil. Force is generated in the moving coil by interaction 

between current flowing in the coil and the magnetic field in which the coil is placed. An 
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alternating current in the coil will produce an alternating force and resultant motion at the 

same frequency in the coil. The moving coil and the force-transmitting structure is called 

the armature. The force generated in the armature coil is always defined by Equation (5.4) 

in main text. 

 

Figure B.4 Labworks ET-132 electrodynamic shaker. 

Thus, the force-current ratio is constant for a particular shaker. The experimental 

relationship between gain and vibration amplitude is shown in Figure B.5. 
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Figure B.5 Relationship between vibration amplitude and gain. 

B.2 Tool Feeding System 

The computed numerical control tool feed system includes 2 Velmex motorized Xslide 

frame and assembled in the 𝑥𝑥 − 𝑧𝑧  direction (Figure B.6). A programmable VXM-3 

controller system (Figure B.7) used to control the movement of feeding system.  

The Velmex Xslide is a compact positioning stage highly suitable for high performance 

incrementing. Their compact design makes them ideal for limited space applications. This 

system has a load capacity of 15.9kg horizontally and 4.5kg vertically. Straight-line 

accuracy is (0.076 mm per 25 cm). Feed speed ranging from 2.5 µm/s~5000 µm/s. 

Repeatability is 0.00025 mm [103].   
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Figure B.6 Velmex XSlide system. 

 

Figure B.7 Velmex VXM controller system. 

B.3 Pulsed-DC Power Supply 

The digital inverter-based EVERLAST PowerTIG 255 EXT DC power supply, as shown 

in Figure B.8, delivers adjustable pulsed current due to the microprocessor insider. The 

output pulsed current with peak current ranging from 3 A ~ 150 A, pulsed frequency up 

to 500 Hz and duty cycle ranging from 1% - 99%.  A typical pulsed current generated 
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from this power supply is shown in Figure B.9, 𝐼𝐼𝑝𝑝 is the peak current which adjustable 

from 3-150A,  𝐼𝐼𝑏𝑏 is the minimum current which is 5% of peak current 𝐼𝐼𝑝𝑝, 𝐼𝐼0 is the initial 

current, 5 A minimum. 

 

Figure B.8 Everlast Power TIG 255EXT power supply. 

 

Figure B.9 Pulsed DC current output.  
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Figure B.10 Longer WT600-2J high flow rate peristaltic pump. 

B.4 Electrolyte Circulation and Monitor System 

Longer WT600-2J peristaltic pump with KZ25 pump head, as shown in Figure B.10, 

provides flow range from 0 to 5000 ml/min with variable pump heads and tubes. Its 

speeding can be adjusted manually or automatically through external control to get the 

suitable flow rates. The specification pump rate and the actual pump rate are shown in 

Figure B.11. 
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Figure B.11 Calibration results of Langer WT600-2J peristaltic pump. 

The Hannah HI 8733 is a durable, portable electric conductivity meter offers versatile and 

accurate solution for conductivity readings, as shown in Figure B.12. It offers four 

measurements ranges from 0.0 µS/cm to 199.9 mS/cm with ± 1% FS accuracy. . 

Conductivity readings are adjusted with Automatic Temperature Compensation (ATC), 

assuring user of consistent and accurate measurements. 

B.5 Temperature Monitor System 

The OMEGA HH374 4-channel data logger thermometer has a high resolution and fast 

analog to digital converter, as shown in Figure B.13. Measurements setting and results can 

be stored in the meter or directly saved on a computer through PC interface for further 

analysis. This instrument provides a measurement range of -200 °C to 1370 °C with the 

accuracy of ±1%.  
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Figure B.12 Hannah HI 8733 conductivity meter. 

 

Figure B.13 OMEGA HH374 4-channel data logger thermometer. 

B.6 Cathodic electrode 

Stainless steel tubes (𝜙𝜙9.5 mm OD, 0.3 mm thick), as shown in Appendix Figure B.14, 

were selected as a cathodic electrode. About 13 mm ends were commercially coated with 

DuPont 954G-304 nonconductive layer with 25 µm thick on both outside and inside 
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diameters. These coatings are suitable for used in conditions of mild abrasion, relatively 

low operating temperatures and for chemical and corrosion resistance.  

 

Figure B.14 Stainless steel cathodic electrode with Teflon coating. 

B.7 Metrology System 

Alicona InifiniteFocus is a non-contact, optical, three-dimensional based microscope 

which combines a 3D micro coordinate measurement machine and surface roughness 

measurement device in one system, as shown in Figure B.15. The range of measurable 

volume is 100 mm × 100 mm × 100 mm with surface resolution of 100 nm and height 

resolution of 50 µm. The minimum measurable radius is 3 µm , minimum measurable 

roughness 𝑆𝑆𝑎𝑎 = 0.075  µm and 𝑅𝑅𝑎𝑎 = 0.15  µm. This machine provides traceable 

measurements with high resolution, high repeatability and high accuracy.  



 

190 
 

 

Figure B.15 Alicona Infinite Focus.     
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