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ABSTRACT 

 

The human brain is responsible for constructing how we perceive, think, and act in the 

world around us. The organization of these functions is intricately distributed throughout 

the brain. Here, I discuss how functional magnetic resonance imaging (fMRI) was 

employed to understand three broad questions: how do we see, feel, and decide? First, 

high-resolution fMRI was used to measure the polar angle representation of saccadic eye 

movements in the superior colliculus. We found that eye movements along the superior-

inferior visual field are mapped across the medial-lateral anatomy of a subcortical 

midbrain structure, the superior colliculus (SC). This result is consistent with the 

topography in monkey SC. Second, we measured the empathic responses of the brain as 

people watched a hand get painfully stabbed with a needle. We found that if the hand 

was labeled as belonging to the same religion as the observer, the empathic neural 

response was heightened, creating a strong ingroup bias that could not be readily 

manipulated. Third, we measured brain activity in individuals as they made free 

decisions (i.e., choosing randomly which of two buttons to press) and found the activity 

within fronto-thalamic networks to be significantly decreased compared to being 

instructed (forced) to press a particular button. I also summarize findings from several 

other projects ranging from addiction therapies to decoding visual imagination to how 

corporations are represented as people. Together, these approaches illustrate how 

functional neuroimaging can be used to understand the organization of the human brain. 
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CHAPTER I   

INTRODUCTION  

 

I had the great pleasure of conducting my PhD at the Baylor College of Medicine under 

the guidance of Dr. David Eagleman and Dr. David Ress. Over the last 5 years, I worked 

on a variety of projects with mentors across many disciplines throughout the Texas 

Medical Center, Houston, and beyond. In many ways, my PhD differed than the 

traditional route many students pursue in which they dive deeply into a single question 

to answer about the brain, in the case of neuroscience. I certainly had that experience, as 

well, but it was not limited to one question, but rather several about the functional 

organization of the human brain. As such, I have organized my thesis into three main 

questions: How we see, How we feel, and How we decide.  

 

In the first chapter, I explore how we see. Together with Dr. David Ress, we studied how 

a deep midbrain structure, the superior colliculus (SC), controls saccadic eye 

movements. As your attention and gaze jumps from one target to the next (e.g., looking 

from the computer monitor to the clock on your wall), the SC is the structure driving 

these commands. The SC receives direct retinal input onto its superficial layers. The 

intermediate layer uses the overlying visual input to drive eye movements. And the deep 

layer integrates activity from multiple modalities (e.g., vision, audition, 

somatosensation). Together, the SC is a layered midbrain structure responsible for 

processing visual attention and conducting saccadic eye movements. The SC was well 
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studied in the 1970s by monkey electrophysiologists. They found that activity within the 

SC increases prior to execution of saccades (Mohler and Wurtz, 1976) and stimulating 

particular portion of the SC elicited eye movements of particular eccentricity and polar 

angle (Robinson, 1972). However, since that 1970s, little work has been done to 

understand the functional organization of human SC. Lesion studies have inferred the 

function of SC (and continue to provide valuable information Sereno et al., 2006; Biotti 

et al., 2016), and whole-brain imaging infers general functions performed by the SC 

(e.g., work from the Himmelbach  lab (Himmelbach et al., 2007; Linzenbold et al., 2011; 

Linzenbold and Himmelbach, 2012; Himmelbach et al., 2013)). However, these 

techniques cannot delineate the intricate functions of the very tiny SC, especially laminar 

profiles as the human SC is only ~4 mm in depth. Dr. David Ressôs lab has developed 

advanced MR imaging approaches that enable high resolution studies of subcortical 

structures in humans. These advances include spiral trajectories, high-resolution 1.2 mm 

voxels, multi-shot dual echoes, and optimizing Te for subcortex (~40 ms). Nonetheless, 

getting high SNR images from functional activity within the SC is challenging. We spent 

> 1 year optimizing stimulus paradigms to elicit enough activity within the SC to be able 

to measure it. This meant, participants had to make on the order of 1000s of eye 

movements to get enough SNR to do functional mapping. We also had to avoid 

antisaccades and visual contamination to isolate activity evoked from eye movements of 

interest. Ultimately, we were able to find that eye movements along the superior-inferior 

visual axis are mapped across the medial-lateral anatomy of the SC. Further, the eye 

movement maps are in register with retinotopic topography and lie 1-2 mm deeper. 



  

3 

 

These studies conferred the organization of human SC is similar to that of monkey SC 

discovered in the 1970s. The approaches further enable studies in the awake, behaving 

human, which could unveil further functions of the SC with experimentation not possible 

or very challenging in the monkey. I enjoyed working with Dr. Ress very much and very 

interested in learning more MR physics as my trajectory in radiology continues. As I 

continue as a medical student, we would like to start a new study using a 3D display to 

conduct dichoptic experiments to see if we can measure ocular dominance columns in 

human SC.  

 

In the second chapter, I describe how we feel. The brain has a particular set of networks 

that increases activity when a person feels pain (e.g., a shock or a stab). Interestingly, 

work over the last two decades has revealed that portions of these same brain regions 

increase activity when observing others in pain, as if the brain runs an emulation of other 

personôs pain.(Botvinick et al., 2005; Hein and Singer, 2008; Jacoby et al., 2015; Singer 

et al., 2004; Valeriani et al., 2008). This empathic response, however, is modulated by 

beliefs about the victim. If the victim is of the same race membership.(Azevedo et al., 

2013; Contreras-Huerta et al., 2013; Xu et al., 2009) or cheers for the same sports 

team(Cikara et al., 2011; Hein et al., 2010), people have heightened empathic responses 

for the victim. We were interested if this ingroup bias holds true for members of the 

same religious affiliation. Religion serves as a powerful divisive force across the globe. 

We scanned a large set of participants (n > 135) to observe this effect robustly. 

Generally, we found the ingroup bias holds true, that the empathy network shows 
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heightened brain activity for ingroup members compared to members of a different 

religion. Importantly, we did pit religions against each other in the analysis, as this 

would open many areas of contention that would not result in productive science about 

how the brain functions. Rather, we observed that regardless of a particular religious 

affiliation, people were more empathic towards members of the same religion. We were 

also interested to see if this bias could be altered or randomly generated. We constructed 

two different paradigms to address these questions. First, we assigned random outgroup 

religions to be ñalliesò with each participantôs own religions. Together, the allies were 

declared to be at war with another three religions. Under this narrative, we did not find 

significantly heightened activity for allies; that is, allies were still considered as 

outgroup. Second, instead of using religions, we assigned participants randomly to 

belong to one of two groups: Augustinian or Justinian. Participants were given bracelets 

to identify themselves with the selected ingroup. However, we observed absolutely no 

ingroup bias under this circumstance. This result is in contrast to a recent finding that 

had participants assigned to random groups but told participants that group assignment 

was based on what type of problem solver they were (conclusive or sequential problem-

solvers) (Ruckmann et al., 2015). Our studies reveal that the ingroup religious bias is 

more deeply rooted and cannot be so whimsically altered. This has important 

applications in the geopolitical scene that defines so much of how the world is 

constructed.  
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Lastly, in the third chapter, I discuss how we decide. The topic of free will has engaged 

neuroscientists, philosophers, and physicists for a long time. In the early 1980s, an 

experiment by Benjamin Libet showed activity rises in certain brain areas before an 

arbitrary decision (e.g., when to press a button) is made and before the participant is 

consciously aware that the decision has been made (Libet, 1985). John Dylan Haynesôs 

Lab expanded this work to decode the decision-making using fMRI and two alternative 

choices. His group found that brain activity could be decoded well in advance (~10 s) of 

the conscious awareness of the decision (Soon et al., 2008; Kahnt et al., 2011; Bode et 

al., 2011, 2012, 2013, 2014). This study elicited several controversies documented in the 

literature. The experimental and statistical approaches employed leave open several 

questions regarding the interpretation of this brain activity: (a) Is a free will task really 

memory-less with respect to previous decisions?
5ï7

 (b) Is the underlying brain activity 

truly below conscious awareness?
8,9

 and (c) Are the parametric assumptions of group 

MVPA searchlight analyses on linear decoding maps valid?
10

 We attempted to address 

these questions in two approaches. First, we examined the neural differences between 

free decision-making and forced-decision making. We scanned participants for 15 

minutes while they freely chose which of two buttons to press at random times of their 

choosing. Then, we had the participants press buttons at precise times. Unbeknownst to 

them, the timing and decision was exactly the same sequence they selected in the first 15 

minutes. We found networks for fronto-thalamic brain activity to be increased when 

participants were making forced decisions compared to free decisions. The heightened 

activity could represent increased attentional resources allocated when awaiting 
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instruction, reflecting a relaxation of activity to allow for free decisions to be selected. 

Second, we are completing analyses to verify if the activity John Dylan Haynesôs group 

discovered was in fact due to free decision-making. We constructed three different 

experimental paradigms: 1) an identical task as in Soon et al. 2008, 2) a forced decision 

making paradigm, and 3) a paradigm without a dual component task. We analyzed our 

data identically as Soon et al. 2008, and we found partial replication of the results, as 

well as decoding up to 10 s before decision awareness in novel areas like the caudate 

nucleus. Further, we ran null distributions to verify the parametric approach and found 

similar results. We attacked one more question on whether the decoding was due to non-

randomness by decoding whether participants switched or stayed from the button 

previously pressed. We found positive predictive accuracies in brain regions aside from 

those involved in decoding the button press. In addition, we did not observe positive 

decoding accuracy in our forced control experiment, as expected. We also observed only 

weak decoding on the data acquired in the single task regime, indicating that some of the 

results may be due to the dual task nature in John Dylan Haynesôs original work. This 

latter study is ongoing work we are still finalizing. Together, we are rigorously testing if 

decisions can truly be decoded from brain activity.  

 

These three chapters form the thrust of my thesis and my oral presentation. However, I 

worked on several other projects during my time as a graduate student. I wanted to 

document them here, as well, for two reasons. First, many of the projects were 

unsuccessful, as a graduate student often faces. This document serves as a guide to my 
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future self (and other interested readers) to know and understand what I tried and what 

did not work. Second, the various side projects reflect the important connections I made 

with people throughout the medical center during my time here. Without these mentors, I 

would not have been equipped with the many tools I hold now. The topics are diverse 

ranging from cognitive functions in subthalamic nucleus in Parkinsonôs patient to 

decoding dreams to several studies on substance addiction. The depth of these topics 

also spans a broad range from published papers to ongoing ideas. Capturing them here 

serves as an important reflection for next steps.  

 

Please enjoy the following chapters in any order. I hope that there is something to be 

gained for everyone reading across many disciplines in neuroscience.  
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CHAPTER II   

HOW WE SEE 

 

2.1 Introduction 

Saccadic eye movements are controlled by a midbrain structure called the superior 

colliculus (SC). Electrical stimulation (Robinson, 1972) and neuronal recordings 

(Mohler and Wurtz, 1976) in the intermediate layers of monkey SC, have shown a 

retinotopically organized saccadic eye-movement map. Specifically, saccades along the 

superior-inferior visual field are mapped along the medial-lateral axis of the SC in 

monkeys.  

 

In humans, studies to infer function of the SC have been largely limited to lesion studies 

and whole-brain imaging. Lesions have inferred the function of SC (and continue to 

provide valuable information Sereno et al., 2006; Biotti et al., 2016). However, it is rare 

to find human patients with focal lesions to the SC without comorbid complications. 

Further, the aspects of saccadic eye movements can recover even after direct lesions to 

monkey SC (Hanes et al., 2005). Whole-brain imaging infers general functions 

performed by the SC (e.g., work from the Himmelbach lab (Himmelbach et al., 2007; 

Linzenbold et al., 2011; Linzenbold and Himmelbach, 2012; Himmelbach et al., 2013)). 

However, these techniques cannot delineate the intricate functions of the small, 

especially laminar organization as the human SC is only ~4 mm in depth. 
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Previously, our lab has used high-resolution functional MRI to elucidate how visual 

attention is mapped on the superficial SC (Katyal et al., 2012, 2010; Katyal and Ress, 

2014). Here, we expand those methods to image the intermediate layers of human SC to 

map the polar angle representation of eye movements. 

 

2.2 Materials and Methods 

2.2.1 Participants 

We recruited five participants (4 males) to undergo several ~2 hour long scanning 

sessions. One to two imaging sessions were acquired for each participant as they made 

leftward and rightward eye movements separately, invoking primarily the contralateral 

SC. Each eye movement session consisted of 12-16 278.4-s runs. One to two scanning 

sessions were also acquired from each participant for visual stimulation retinotopic 

mapping. Visual stimulation experiments evoked activity from both SC in one session. 

Retinotopy sessions consisted of 14-16 228-s runs. Participants gave informed consent 

prior to scanning based on our approved protocol from the Baylor College of Medicine 

Institutional Review Board. Participants were also trained on the tasks prior to scanning, 

and an eye tracker was used to ensure eye movements and task performance was 

reliable. 

 

2.2.2 Stimuli 

Stimuli were generated using MATLAB R2015a (Mathworks, Natick, MA) and 

PyschToolbox-3 (Brainard, 1997) on a Windows 7 Dell PC. Stimuli were presented on a 
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32ò LCD BOLD Screen (Cambridge Research Systems, Kent, UK) at the back of the 

scanner bore 1.3 m away from the participantsô eyes. The display was gamma corrected 

using an i1 Pro 2 spectrophotometer (X-Rite, Grand Rapids, MI).    

 

Previous human studies of saccadic mapping in cortex have attempted to use phase 

encoding approaches (Connolly et al., 2015; Konen and Kastner, 2008; Schluppeck et 

al., 2005; Sereno et al., 2001); however, these designs had two critical limitations for 

imaging subcortical activity: 1) a very low duty cycle (1 saccade every 5 s) and 2) 

reverse saccades made immediately after forward saccades. The low duty cycle forces 

participants to fixate for the majority of time instead of making saccades, which 

dampens the measurable activity (Figure 2.1A). And performing anti-saccades may 

involve the release of inhibitory control exerted by frontal regions like the dorsal lateral 

prefrontal cortex (DLPFC) onto the colliculus (Condy et al., 2004), which could 

significantly alter topographic maps of the prosaccades (Figure 2.1).   

 

To overcome these limitations, we designed a paradigm in which participants could 

perform many saccades in one direction while minimizing saccades in the opposing 

direction. Participants made saccades either to the left or to the right (activating 

primarily the contralateral SC) while we cyclically varied the vertical component of the 

saccade to correspond to the lower, horizontal, and upper visual field (Figure 2.2). 

Participants performed three 6° saccades guided by a green dot target in a static grid of 

12 red dots. The static red dots were arranged with 4 dots separated by 6° along each of 
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the three principle axes (horizontal, 45° diagonal, and -45° diagonal). The use of a static 

grid reduces differential contrast effects from retinal slip; the use of green-red color 

contrast minimizes the effects of bottom-up contrast in target discrimination. Further, 

human SC has recently been shown to adapt to red-green contrast (Chang et al., 2016), 

so our static red-green grid reduces the evoked visual stimulation during saccadic eye 

movement measurements. 

 

 
 

Figure 2.1 Evolution of Experimental Design 

 

Related to Figure 2.2. Evolution of stimulus paradigms to evoke eye movement polar 

angle topography in human SC. A. Our first attempts to map the polar angle using a 

hemi-ellipse did not evoke significant activity, perhaps due to the amount of fixation 

time and non-blocked design. Attempts to increase the number of saccades by having 

participants jump back and forth from previous to next target 7 times (B) or a centrally 

weighted number of times (C) also did not yield significant activity in SC, likely due to 

the conductance of pro- and anti-saccades occurring right after each other. We next tried 

to use memory-guided saccades to elicit SC activity. In one attempt, we briefly flashed a 

pair of peripheral green dots (D) for 0.2 ms and participants rapidly performed saccades 

between the two remembered dots for 12 s followed by saccades in the orthogonal 

direction. Results were still weak, but slightly improved by using foveal cues: green and 

red lines flashed briefly at the center of the screen to cue the direction of the memory-

guided saccades (E). Lastly, we used a static set of red dots with a pair turned green to 

cue the direction of the saccades. This reduced retinal slip and increase activity 

significantly, and ultimately led to the design used in our main finding. 
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Figure 2.2 Experimental Setup 

 

Participants performed visually-guided saccades to measure the polar angle 

representation of eye movements in the superior colliculus. Brain activity from primarily 

one SC in a session was measured by having participants perform saccades in one 

direction along the horizontal (right shown here). Each session consisted of 15 ~4.5 min 

runs, each of which consists of 9 cycles. In each 28.8 s cycle, the vertical component 

was varied along three principle axes: lower, horizontal, and upper visual fields. The 

stimulus screen showed a static grid of 12 red dots with one target dot turned green to 

indicate the saccade target. Participants made three 6° saccades along a principle axis, 

after which a 1.2 s visually -guided smooth pursuit was made back to the origin along 

that axis. Upon fixation onto target dots and during the smooth pursuit, participants 

performed an object discrimination task (square or circle) to keep attention engaged and 

improve reliability of eye movements. 

 

 

One of the 12 red dots turned green to indicate the target to saccade to. Once the saccade 

was made, participants had to perform an object discrimination task (circle or square). 

This allowed attention to be engaged and saccades to be made more reliably. Participants 

responded via button press, which triggered the green do to move to the next target along 

the principle axis. After three saccades, the participants then performed a smooth pursuit 

(1.2 s) back to the first dot. Saccades and the pursuit were continued along the same axis 

for 9.6 s, and then participants performed another smooth pursuit to the start of the next 

Saccade (6Á) Pursuit (1.2 s)

Discrimination task

Square Circle

Saccade (6Á)  x 3 Pursuit (1.2 s)

1 Run = 
(9 cycles) 

1 2 3 4 5 6 7 8 9

Lower 
(9.6 s)	

Horizontal 
(9.6 s)	

Upper 
(9.6 s)	

1 Cycle (28.8 s)	

Cycle	 X 15 
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axis. During each smooth pursuit, the discrimination task had to be performed 0-2 times 

(truncated Poisson, ɚ = 1) at random times during the 1.2 s smooth pursuit, allowing 

attention to remain engaged and forcing eye movements to be restrained to the pursuit 

path. Participants performed 9 cycles in a single run (~4.5 min) and ~15 runs per session. 

Leftward and rightward saccades were run on separate sessions to measure the 

contralateral response of each SC independently. 

 

Retinotopic maps were also acquired for all 5 participants using our previous visual 

stimulation paradigm (Katyal et al., 2010). Briefly, participants fixated at center while a 

wedge of moving dots rotated around the entire polar angle. As such, the entire polar 

angle retinotopy for both SC was measured in a single session. The rotating wedge 

consisted of 6 virtual sectors, and in one sector, the set of dots were moving either faster 

or slower. Participants performed the speed discrimination task with a staircase to keep 

attention engaged. 

 

2.2.3 MRI Methods 

Imaging was conducted on a Siemens (Erlangen, Germany) 3T Magnetom Trio scanner 

at the Core for Advanced Magnetic Resonance Imaging (CAMRI) at the Baylor College 

of Medicine. Eight 1.2-mm-thick quasi-axial slices (170-mm field of view) covered the 

entire SC with the prescription oriented roughly perpendicular to the local neuraxis. 

Functional data were acquired using a 3-shot spiral (Glover, 1999; Glover and Lai, 1998) 

dual-echo (both outward) sequence. We used a TR = 0.8 s for each shot, yielding a 2.4 s 
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volume acquisition time for our 3-shots. TE was set to 25 ms for the first echo and 40 ms 

for the second echo. The dual echoes were combined using a signal-weighted average, 

which yielded an increase in SNR of ~30% compared to the single echo. 

 

A set of T1-weighted structural images was obtained on the same prescription at the end 

of the session using a three-dimensional (3D) magnetization-prepared rapid gradient-

echo (MPRAGE) sequence (0.7 mm isotropic voxels). These images were used to align 

the functional data to the segmented structural reference volume. 

 

2.2.4 Image Data Analysis 

Preprocessing- Image analysis was conducted using the mrVista software package 

(http://web.stanford.edu/group/vista/cgi-bin/wiki/index.php/MrVista) and custom 

modifications built on top of mrVista in our lab. The first 12 s of each retinotopy run 

were discarded to remove transient effects. Similarly, the first 19.2 s of each eye 

movement run were discarded to remove transients and to allow participants to engage in 

a regime of reliable eye movements. The following preprocessing was conducted on 

each of the two echoes for all runs (visual stimulation and eye movement), analogous to 

our previous pipeline (Katyal et al., 2010): slice-timing correction (zeroed at the middle 

slice), within-scan motion compensation (Nestares and Heeger, 2000), intensity-based 

between-scan alignment to the last scan in a session, and then averaging the multiple 

runs together to increase SNR. The two processed echoes were then combined using a 

signal-weighted average.  

http://web.stanford.edu/group/vista/cgi-bin/wiki/index.php/MrVista
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Surface Analysis- We segmented the brainstem (including portions of the thalamus) 

using a combination of automatic (e.g., active contour evolution) and manual approaches 

in ITK-SNAP (Yushkevich et al., 2006). A surface model was then built at the tissue-

cerebrospinal fluid interface using a deformable surface algorithm (Xu et al., 2006). 

Functional data were then spatially aligned and resampled to the high-resolution T1 

volume, averaged across runs, and visualized on the surface. A distance map was also 

computed from SC tissue voxels to the vertices of the surface to give a measure of the 

depth (s) of the tissue voxels.  

 

Phase Mapping- A sinusoid at the stimulus repetition frequency (24 s for visual 

stimulation data, 28.8 s for eye movement data) was fit to the depth-averaged (0-1.6 mm 

for visual stimulation data, 0.8-1.2 mm for eye movement data) (Ress et al., 2007). The 

best fit sinusoid was found Fourier transform analysis to give measures of amplitude, 

coherence, and phase. Phase maps were projected onto the surface to visualize 

topography of visual stimulation and eye movements. P-values were generated by boot-

strapping across the many depth-averaged runs for each participant.   

 

ROI Generation- To define ROIs that depicted the topography of eye movements, we 

generated many elliptical ROIs. The phasic progression from medial to lateral was 

visually observed and then delineated with two vertices on the surface to define the start 

and stop of the putative eye movement maps. Surface projections of the SC were then 

flattened down to 2D, and the two vertices were transformed to the flat view. Then, 
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several (~20,000) elliptical ROIs were generated by varying 5 parameters: 1) size (15 ï 

60% of one entire SC hemisphere), 2) aspect ratio (3.5 to 7) 3) center x and 4) y-

coordinates (each ± 2 pixels from the midline of the delineated phase progression), and 

5) the elliptical angle (± 15° relative to the angle of the delineated phase progression). 

An exhaustive search was then conducted with following optimization criteria to 

maximize: 1) number of significant (p < 0.2) voxels, 2) geometric average p-value, 3) 

amount of phase coverage (median deviation), 4) degree of match between putative 

phasic angle and the elliptical ROI angle on the flat view, and 5) the variance explained 

and the 6) the closest matching slope of the linear fit between the mesh distance and the 

phasic progression. The five optimization criteria were multiplied together (un-

weighted) to find the 4 best ROIs. ROIs were visually inspected for sanity, and generally 

the top fitting ROI was used for subsequent analyses.  

 

Laminar Profile Analysis- We then examined the amplitude of the complex response as a 

function of laminar depth within the elliptical SC ROIs, similar to our previous 

approaches (Katyal et al., 2010, 2012; Katyal and Ress, 2014). Complex amplitude data 

was first averaged together across all runs for each participant. To correct for 

hemodynamic delay, phase normalization was performed for each run by dividing the 

complex amplitude of the profile with the mean phase within the respective elliptical 

ROI, restricted to the collicular surface where the data were strongest and most reliable. 

A boxcar-smoothing kernel (1.2 mm width in bin steps of 0.1 mm) was convolved with 

the average complex amplitude data as a function of depth; the magnitude of this 
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convolution was the laminar profile. The laminar profiles for both eye movement and 

visual stimulation experiments were normalized to range [0,1] for ease of comparison 

across participants.  

 

We used bootstrapping to obtain confidence intervals on the laminar amplitude profiles 

in each participant and all participants combined for both visual stimulation and eye 

movement experiments. For each ROI, we calculated the complex amplitudes for each 

run to create an ensemble of complex amplitude datasets. We then formed averages by 

resampling this ensemble with replacement over 5,000 iterations, and calculated the 

laminar profile anew for each resampled average. 

 

Centroids of the laminar profiles were calculated to quantify comparisons of depth 

between the attention and stimulation conditions using: 

 

ὧ
ρ

ὃ
ίὃίὨί  

 

where A(s) is the amplitude as a function of depth and Â is the average amplitude. The 

integration limits smin and smax were set to 0 and 4 mm, respectively, as that is roughly the 

thickness of human SC. The centroid calculation was also bootstrapped across the 

ensemble of runs to obtain confidence intervals and p-values for differences between 
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centroid values for visual stimulation and eye-movement maps (fraction of bootstrapped 

centroids with eye movement values > visual stimulation values).  

  

Retinotopy-Eye Movement Correlation- Within each optimal elliptical ROI for all 

participants, we measured how well phase maps for saccadic eye movements were in 

register with the phase maps for visual stimulation. The raw eye movement maps 

spanned the entire cycle (2ˊ), and thus were first converted to visual field coordinates 

(90° around 0° for rightward eye movements, 90° around 180° for rightward eye 

movements). Visual stimulation phase data were corrected by estimating the 

hemodynamic delay, which we corrected by subtracting the mean off of the phase data 

and adding 180° for the left visual field.  

 

We again used bootstrapping to obtain confidence intervals on the correlations for each 

participant and all participants combined. For each attention session, we calculated a 

run-by-run ensemble of depth-averaged complex amplitude datasets. We then performed 

our correlation analysis with the retinotopy data for 5,000 averages of the attention-

condition runs, each average obtained by resampling the ensemble with replacement. 

The p-values corresponded to the fraction of the correlations yielding a fit with slope Ò 

0. 

 

Eccentricity Measurements- In two participants, we obtained visual eccentricity 

measurements in both SC on separate scanning sessions (Halfen et al., manuscript in 
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prep). Eccentricity was obtained from the population receptive field (pRF) model of the 

stimulus of moving bars. The eccentricity was extracted from voxels within the elliptical 

ROIs generated above for the eye movement maps. The mean and spread of the 

eccentricity data were plotted as histograms. This allowed us to see how well the neural 

data represented the amplitude of the saccades performed (i.e., 6°). 

 

2.2.5 Eye Movements 

Eye movements were obtained with the SR EyeLink 1000 Plus (Scientific Research, 

Ontario, Canada) both outside of the scanner for training and inside the scanner during 

image acquisition. Inside the scanner, the infrared light and camera were placed beneath 

the LCD display and angled at the mirror allowing us to track the participantôs right eye 

at ~130 cm lens-to-eye distance. Raw x,y position coordinates were sampled at 1000 Hz. 

Saccade reports were generated using the EyeLink Data Viewer (Scientific Research, 

Ontario, Canada) and further analyzed in MATLAB (Mathworks, Natick, MA, 2000). 

Saccades were detected using three minimum thresholds: position (> 0.15°), velocity (> 

30°/s), and acceleration (> 9500°/s
2
). Eye blinks were detected when the pupil diameter 

was too small (< 1 mm), obstructed, or not tracked, and any saccades during blinks were 

discarded from analysis. Polar plots were created to represent the saccades with the 

direction of the saccade as the polar angle and the amplitude of the saccade as the 

eccentricity, which was also visualized with histograms. 
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2.3 Results 

2.3.1 Behavioral Performance 

During the eye movement task, participants were able to perform the object 

discrimination task reliably (mean 81% across all sessions and participants, Figure 

2.3A). The speed of the saccades were determined by the participants as the button 

response in the discrimination task triggered the onset of the next cue. Participants 

generally made saccades at a peak interval between 0.6 ï 0.8 seconds (Figure 2.3B). 

During visual stimulation task, participants performed the speed discrimination task at a 

mean accuracy of 70.3% (Figure 2.3C), right around the staircase target accuracy, with 

a mean discrimination threshold of 1.6 °/s. The higher mean discrimination threshold 

was driven by two participants who had considerably less training/experience with the 

task than the other three participants (Figure 2.3D). 

 

2.3.2 Eye Movements 

We trained all participants on 2-3 runs before each eye movement mapping session 

(outside of the scanner) and quantified the reliability of eye movements prior to scanning 

(Figure 2.4A). Saccades were detected and visualized on polar plots to show the 

eccentricity and polar angle of each saccade. Also, saccades were color coded to 

represent the cycle timing to see how temporally the saccades along the three principle 

axes (inferior, horizontal, superior) were made. We were also able to obtain reliable eye 

tracking the scanner from two participants on both rightward and leftward eye 
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movement sessions (Figure 2.4B). Saccade amplitude histograms confirmed that 

participants were able to make 5-6° saccades. 

 

 

Figure 2.3 Behavioral Performance 

 

Psychophysical performance measures show participants reliably performed both the 

object discrimination task during saccadic eye movements (top row) and the speed 

discrimination task during visual stimulation (bottom row). A. Participants were able to 

detect the object (circle or square) reliably at around 80%. B. Histograms showing the 

distribution of button press intervals. Histograms are bi-modal, with one mode around 

0.6 ï 0.8 s representing the speed of the saccades and a long-tailed mode at 1.2 ï 1.5 s 

representing the smooth pursuit. Participants also performed the speed discrimination 

task at the 71% target accuracy (C) with a mean discrimination threshold of 1.6 °/s (D). 
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Figure 2.4 Reliability of Eye Movements 

 

Eye tracking confirmed the reliability of eye movements participants were able to 

perform. A. Data from three participants show saccades outside of the scanner during a 

training session. Polar plots show the polar angle and eccentricity of each saccade 

detected, as well as the corresponding time during the 28.8 s cycle, represented as a 

color from the HSV color map. B. Data from 2 participants inside the scanner during 

image acquisition also show reliable eye movements during both leftward and rightward 

sessions. Histograms confirm peak eye movements around 5-6° in the cued direction 

(shown in gray). Long tailed distributions in the opposite direction (white) were also 

observed, as the smooth pursuits often contained variable saccades, but most were < 1°, 

which were easily separable from the cued saccades. Small correction saccades also 

contribute to the opposite direction saccades, as we observed participants to often 

saccade past the cued target and then make a small correction saccade back to the target. 

 

 

 

 






























































































































































































































































































































































































































































































