
WAVE ENERGETICS OF THE ATMOSPHERE OF MARS

A Dissertation

by

JOSEPH MICHAEL BATTALIO

Submitted to the Office of Graduate and Professional Studies of
Texas A&M University

in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

Chair of Committee, Istvan Szunyogh
Co-Chair of Committee, Mark Lemmon
Committee Members, Craig Epifanio

Kim-Vy Tran
Head of Department, Ping Yang

May 2017

Major Subject: Atmospheric Sciences

Copyright 2017 Joseph Michael Battalio



ABSTRACT

A comprehensive assessment of the energetics of transient waves is presented for the

atmosphere of Mars using the Mars Analysis Correction Data Assimilation (MACDA)

dataset (v1.0) and the eddy kinetic energy equation. Each hemisphere is divided into four

representative periods covering the summer and winter solstices, a late fall period, and an

early spring period for each of the three Mars years available. Northern hemisphere fall

and spring eddy energetics is similar with some inter-annual and inter-seasonal variabil-

ity, but winter eddy kinetic energy and its transport are strongly reduced in intensity as

a result of the winter solstitial pause in wave activity. Barotropic energy conversion acts

as a sink of eddy kinetic energy throughout each year with little reduction in amplitude

during the solstitial pause. Baroclinic energy conversion acts as a source in fall and spring

but disappears during the winter period as a result of the stabilized vertical temperature

profile around winter solstice. Traveling waves are typically triggered by geopotential flux

convergence. Individual waves decay through a combination of barotropic conversion of

the kinetic energy from the waves to the mean flow, geopotential flux divergence, and

dissipation. The southern hemisphere energetics is similar to the northern hemisphere in

timing, but wave energetics is much weaker as a result of the high and zonally asymmet-

ric topography. The effect of dust on baroclinic instability is examined by comparing a

year with a global-scale dust storm (GDS) to two years without a GDS. In the GDS year,

waves develop a mixed baroclinic/barotropic growth phase before decaying barotropically.

Though the total amount of eddy kinetic energy generated by baroclinic energy conversion

is lower during the GDS year, the maximum eddy intensity is not diminished. Instead, the

number of intense eddies is reduced by about 50%.
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1. INTRODUCTION∗

Traveling waves on Mars are present in both the northern and southern hemispheres,

with the maximum amplitude occurring on either side of the winter solstice. These waves

evolve in both time and space, indicating that the processes behind their creation also

depend on space and time. While facets of these waves have been described by multiple

papers, no comprehensive study of the energetics of these waves has been completed. It

is the goal of the present work to provide a description of the low-level traveling waves of

Mars.

Interest in traveling waves on Mars stems from a desire to test terrestrial theories on

a differing flow regime. More saliently, the ability to forecast weather on Mars grows in

importance as further robotic missions are launched to explore the surface, and a reliable

forecast must be in place to ensure the safety of any future manned missions. Finally,

while it will be shown that global-scale dust storms (GDS) drastically affect baroclinic

waves, baroclinic waves themselves can initiate regional dust storms. Thus, the ability to

predict and understand these features is of great importance to future missions.

1.1 Mars Background

In some ways, Mars is remarkably similar to Earth. Both planets share many of the

same defining characteristics. The rotation period of Mars is only 39 minutes longer than

Earth, and the axis of rotation of Mars is similar to Earth. The scale height and Rossby

radius of deformation are roughly the same compared to Earth, so the planets share many

of the same synoptic-scale features. However, Mars is approximately half the size, with a

∗Parts of Section 1 are reprinted with permission from “Energetics of the martian atmosphere using the
Mars Analysis Correction Data Assimilation (MACDA) " by M. Battalio, I. Szunyogh, and M. Lemmon,
2016. Icarus, 276, 1-20, Copyright 2016 by the American Astronomical Society Division of Planetary
Science.
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third of the surface gravity of Earth. The surface pressure on Mars is just under 1% that of

the Earth, and its main constituent is carbon dioxide (∼ 95%). Mars receives half the solar

radiation and has a much faster radiative timescale compared to Earth (Read and Lewis,

2004; Read et al., 2015).

For reference, Fig. A.1 shows the topography of the surface of Mars. The southern

hemisphere has much higher topography than the northern and is very zonally asymmetric,

with strong wave number 1 and 2 components to the topography. The northern hemisphere

is dominated by wave number 2 features. Generally, topography increases in height from

the north to the south pole. In the southern hemisphere, three features will be referenced

repeatedly in the proposal: the Hellas impact basin, centered at 40◦ S, 70◦ E; the smaller

Argyre Planitia at 50◦ S, 330◦ E; the Tharsis Plateau that extends 40◦ N – 40◦ S and 220◦

– 300◦ E. Besides Tharsis, the main high altitude feature in the northern hemisphere is

Arabia Terra, which is an extension of the southern hemisphere highlands into the northern

hemisphere around 50◦ N, 330◦ E. Several low-lying, northern hemisphere planitias will

be referenced: Utopia Planitia to the northwest of Arabia Terra at 60◦ N, 120◦ E, Amazonis

Planitia 40◦ N, 190◦ E, and Acidalia Planitia 70◦ N, 330◦ E.

1.2 Waves on Mars

Baroclinic disturbances on Mars have been a subject of intense study in the last few

decades. Leovy (1969) first asserted zonal wave number 2–4 to be the most unstable

baroclinic modes, and Blumsack and Gierasch (1972) found that topography would reduce

the growth rates of the most unstable baroclinic modes. The early observational studies,

which began with the analysis of observations from the Viking landers (Barnes, 1980,

1981), found that baroclinic instability played a key role in the development of waves in

the northern hemisphere. The results confirmed wave number 2–4 as prevalent with phase

speeds of 10–15 m s−1. Dust was found to dramatically alter the characteristics of traveling
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waves, warming the mid-levels and cooling the surface (Conrath, 1975). Dust was found

to reduce the amplitude of waves at low wave number (1–2) and increase it at higher wave

number (3–4) by weakening static stability (Barnes, 1981).

Further insight was gained with the first global climate models (e.g. Pollack et al.,

1981; Barnes, 1984), which corroborated the flow favoring wave number 2–4. Continued

refinement of the models allowed for the exploration of the vertical structure of baroclinic

waves (Barnes et al., 1993). The flow at high altitudes was dominated by waves of wave

number 1–2, with waves of wave number 1–4 at the surface. The wave number of the

dominant waves also increased with optical thickness. Southern hemisphere waves were

present at reduced amplitudes but slightly higher wave numbers (>3) compared to the NH,

and topography seemed to play a role in suppressing eddy activity. Collins et al. (1996)

demonstrated that the atmospheric flow flipped between two wave number regimes due

to diurnal forcing. Hollingsworth and Barnes (1996) anticipated the existence of storm

tracks in the northern hemisphere due to the strong zonal inhomogeneity of the surface

topography. Using the NASA Ames Mars Global Circulation Model (MGCM) simulation,

Hollingsworth et al. (1996) determined that storms would be preferred in the lowland

planitias and would be guided by a topographically forced, wave number 2 stationary

wave.

Traveling waves have been identified using observations from Mars Global Surveyor.

Hinson and Wilson (2002) focused on the southern hemisphere and found such waves at

wave number 3 in limb retrievals from from the Thermal Emission Spectrometer (TES). A

2-sol period, wave number 3 wave was found to dominate the signal after winter solstice

(Ls = 134◦ – 148◦). Additionally, a global circulation simulation corroborated this

finding, with the wave amplitude zonally modulated so the waves had the most energy

between 180◦ and 330◦ E and suggested that the waves were baroclinically forced. Wilson

et al. (2002) identified wave number 1 traveling waves in the northern hemisphere during
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winter in both TES observations and Geophysical Fluid Dynamics Laboratory (GFDL)

MGCM simulations. Banfield et al. (2003, 2004) analyzed forced and traveling waves in

TES data, concluding that wave number 1 wave had the highest amplitude. Wave number

2 and 3 waves prevailed during fall and spring, with a lull around the winter solstice. Wave

number 1 – 3 eddies were present both before and after the winter solstice. Wave number 1

waves in the southern hemisphere were found to be weaker than the northern hemisphere in

general but had indications of a relatively strong wave number 1 eddy during the initiation

of the Mars year (MY) 25 global-scale dust storm. Wave number 3 eddies were somewhat

weaker and confined to the lowest scale height. Eddies were limited to the storm tracks

between 190◦ and 320◦ E, just to the south of the Tharsis Plateau and near Argyre Planitia

and near 60◦ E, due south of Hellas Planitia. Unlike the northern hemisphere where areas

of maximum eddy amplitude were collocated with the lowland planitias (Hollingsworth

and Barnes, 1996), the origin of the southern hemisphere tracks was unclear (Banfield

et al., 2004). Both the northern and southern hemisphere waves were found to extract

energy from the jet above 2 scale heights (the low limit of TES nadir observations).

During the spring period, the strongest transient wave from TES observations of the

southern hemisphere was found to be wave number 1, with an intensification of wave

number 1 during global dust events (Imamura and Kobayashi, 2009). These transient

waves were still weaker than their northern hemisphere counterparts and weaker still than

the southern hemisphere wave number 1 stationary wave. Imamura and Kobayashi (2009)

hypothesized that wave number 1 was the strongest due to an energy cascade from higher

wave numbers, specifically 2 and 3.

There were strong indications that the instabilities that feed the southern hemisphere

waves were similar to those of the northern hemisphere waves. Greybush et al. (2013)

identified a region of strong baroclinic energy conversion poleward of the southern hemi-

sphere polar vortex that extended to the surface at 60◦ S and a negative region of barotropic
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energy conversion poleward of the westerly jet using the GFDL MGCM around southern

spring equinox. Eddies also were preferred downstream of elevated terrain due to lee cy-

clongenesis, specifically around 30◦, 180◦, and 270◦ E. Wave numbers 3 and 4 seemed to

be the more prevalent in the southern hemisphere with the GFDL MGCM (Greybush et al.,

2012, 2013).

Subsequent work described the relationship between GDS’s and traveling waves. Basu

et al. (2006) defined two categories of GDS: storms that began in Hellas Planitia and north-

ern hemisphere storms initiated by traveling waves. The superposition of waves provided

a sufficiently large surface wind stress to trigger dust lifting. “Flushing” dust storms that

transported dust from the polar ice cap to the lower latitudes were primarily baroclinic

fronts associated with waves of period 2-3 sol and wave number 3 (Wang et al., 2005).

Hinson and Wang (2010) defined three key factors that influenced the flushing storms:

baroclinic mode transitions, storm zones that strongly modified the zonal amplitude of

baroclinic eddies, and stationary waves.

Evidence of stationary waves has been found in both hemispheres. Early modeling

studies found the wave number 1 mode to be the strongest, with strong indications of

a sizable, barotropic wave number 2 component (Barnes et al., 1996). Interestingly, even

though there is a strong wave number 3 component to the southern hemisphere topography,

the stationary wave number 3 component in the southern hemisphere is no stronger than the

northern hemisphere (Hollingsworth and Barnes, 1996). Observations have since verified

these predictions (Hinson et al., 2003).

Work has been done on the variation of baroclinic waves induced by the seasonal

variation of dust opacity (Kuroda et al., 2007). In northern hemisphere autumn, waves

weakened as solstice approached due to the tilt of the polar front becoming poleward

with height from equatorward with height. Increased dust loading was found to modify

baroclinic activity by intensifying the westerly jet due to strengthening of the meridional
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temperature gradient in the mid-levels. This stabilized the jet stream to low wave number

disturbances. Lewis et al. (2016) further elucidated the solstitial pause in baroclinic wave

activity, which occurs within Ls = 240◦ – 300◦ period in the northern hemisphere, using

the Mars Analysis Correction Data Assimilation (MACDA) reanalysis. Energy conversion

was explored by Greybush et al. (2013) that found that baroclinic energy conversion took

place near the surface, and baroclinic and barotropic conversions were important in the

westerly jets aloft. Additionally, topography played a key role in the development of

storm tracks due to lee cyclogenesis.

With the development of reanalysis datasets, a more detailed survey of transient eddies

in both the northern and southern hemispheres of Mars was completed by Mooring and

Wilson (2015) using the MACDA dataset. After segmenting the dataset into four periods,

the northern hemisphere waves were found to have a zonal wave number spectra based

on the eddy temperature field that peaked at wave numbers 2 and 3, but the northern

hemisphere waves never had an average wave number above 2.75. A tendency for stronger

eddy activity in low lying areas was noted with peaks in the eddy fields around 90◦, 180◦,

and 330◦ E. For the eddy kinetic energy, if years that were affected by dust storms were

removed, the pre-pause period had stronger eddy kinetic energy than the post-pause period.

The southern hemisphere waves in MACDA were found to have a zonal wave number

spectra that peaked at wave number 3 for most of the periods in each Mars year with an

average zonal wave number that never dropped below 3, which was much higher than the

northern hemisphere. Pre-winter solstice southern hemisphere waves exhibited great inter-

annual variability in the MACDA dataset and had a strong wave number 4 component.

Post-winter solstice activity appeared in similar areas as the pre-winter solstice, but the

post-solstice eddy activity was stronger than before the solstice in both eddy kinetic energy

and poleward heat fluxes. The spatial organization of the eddies echoed that found in

previous studies, with two areas of strong eddy kinetic energy near Hellas Planitia and
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south of the Tharsis Plateau. The Hellas Planitia maximum in eddy activity also showed a

tendency for eddies to propagate cyclonically at the surface around the crater rim.

1.3 Local Energetics

The nature of baroclinic instability and its role in the development of synoptic-scale

waves have been well understood in the terrestrial atmosphere for several decades. The

models of Charney (1947) and Eady (1949) established baroclinic instability as the prime

driver of midlatitude, synoptic-scale atmospheric dynamics. Since the first formulation

of the theory of baroclinic instability, much effort has been expended in investigating the

initiation and development of waves caused by baroclinic energy conversion. Traveling

waves in the midlatitudes have been found to grow baroclinically and decay barotropically

(Simmons and Hoskins, 1978, 1979, 1980). The leading edge of an initially localized dis-

turbance propagated as a packet of traveling waves at the associated group velocity, while

the trailing end stabilized with no further upstream motion (Swanson and Pierrehumbert,

1994).

The establishment of the local energetics method began with the work of Orlanski and

Katzfey (1991) that studied the evolution of cyclones in terms of a local kinetic energy

budget. In particular, a common form of cyclogenesis was examined in which storms

were triggered by upper tropospheric wave packets through the convergence of geopoten-

tial height fluxes, grew by baroclinic conversion of potential energy to eddy kinetic energy

(EKE), transported kinetic energy downstream via the background flow and via geopoten-

tial flux divergence, and lost kinetic energy to the background flow through barotropic en-

ergy conversion. In principle, baroclinic energy conversion can occur spontaneously, but in

practice, it is usually triggered by upper-tropospheric traveling waves. A follow-up study

(Orlanski and Sheldon, 1993) defined the process as downstream baroclinic development,

as the convergence of geopotential fluxes was immediately followed by baroclinic energy
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conversion. Downstream baroclinic development was explored in an idealized situation

by Chang and Orlanski (1993). Baroclinic energy conversion was found to be correlated

with maximum baroclinicity, but geopotential flux convergence acted to maintain eddies

downstream of the unstable baroclinic regions, extending the storm tracks downstream

into weakly unstable areas. Chang (1993) provided observational evidence of the role of

geopotential fluxes in the Pacific storm track.

Orlanski and Sheldon (1995) applied local energetics to cyclone development to create

a model of downstream baroclinic evolution. In this conceptual model, an EKE center

dispersed energy downstream through geopotential flux divergence, generating a new EKE

center. Next, the second EKE center grew baroclinically as geopotential fluxes began to

diverge. Lastly, the second EKE center decayed via geopotential fluxes and barotropic

conversion. The group velocity of the resulting packets of traveling waves was greater than

the phase speed of the individual troughs and ridges, so troughs grew on the downstream

side of the wave packet and decayed on the upstream side. Downstream development was

found to often lead to development at the surface (Chang, 2000). Decker and Martin (2005)

showed that the location of the development within the downstream expanding packet can

determine the lifetime of the cyclone. The further downstream within a wave packet that

an EKE center develops, the longer the lifetime of a cyclone.

Energetics analyses of this type have been applied to the Pacific storm track (Hakim,

2003; Danielson et al., 2004, 2006), the North Atlantic storm track (Ahmadi-Givi et al.,

2014; Rivière et al., 2015), and across the continental United States (Decker and Martin,

2005). In each instance, baroclinic eddies followed the same downstream development,

baroclinic growth, and barotropic decay, modulated by the individual circumstances of

their particular storm track such as topography and the strength of temperature gradients.

Much of the recent work on transient eddies in the atmosphere of Mars has been to

investigate the structure of their energy transport and conversion. Kavulich et al. (2013)

8



first used the EKE diagnostics of Orlanski and Katzfey (1991) to investigate the energetics

of northern hemisphere waves before the winter solstice using the GFDL MGCM. These

eddies behaved in a similar way to those on Earth in that they were initiated via geopo-

tential flux convergence, grew through baroclinic energy conversion, and decayed through

barotropic energy conversion and dissipation. The main role of baroclinic energy con-

version was to maintain already existing downstream propagating packets of waves rather

than starting a new chain of baroclinic developments. The role of barotropic energy con-

version in the downstream propagating packet depended on the local topography: it was

a sink of EKE on the leeward side of topographic features, but in a channel north of the

Tharsis Plateau, it enhanced the kinetic energy of the wave packet and extended the region

where eddies can exist south. Barotropic energy conversion served as a sink of kinetic

energy elsewhere. However, the GFDL simulation was found to have weaker waves above

wave number 2 than MACDA.

The Lorenz energy cycle for transient waves was computed by Tabataba-vakili et al.

(2015) using MACDA in both the global and temporal means. Contrary to findings of

Kavulich et al. (2013) and Wang and Toigo (2016) and to the nature of terrestrial waves,

the barotropic conversion of energy from the zonal wind to the eddies was found to be

positive so that the only sink of EKE was friction. Also, Tabataba-vakili et al. (2015) found

that the diurnal contribution to the EKE exceeded the contribution from longer timescales

like those of transient, baroclinic eddies.

Battalio et al. (2016) studied the energetics of transient waves in the northern hemi-

sphere just before the winter solstice (Ls = 200◦ – 230◦) during the GDS of MY 25

and during two non-GDS years from the MACDA dataset. The energetics of the transient

waves during the low opacity years of MY 24 and 26 were very similar to those reported

by Kavulich et al. (2013). However, during the MY 25 GDS, the number of transient ed-

dies was substantially reduced to roughly half the number of those in MY 24 or 26. The
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reduction in the number of waves was caused by the altered mean state of the atmosphere

due to increased dust that warmed the mid-levels and cooled the surface, stabilizing the at-

mosphere to baroclinic instability. The increased opacity also decreased the vertical wind

shear in the lowest levels (between 500 and 800 Pa), further stabilizing the atmosphere

against near-surface baroclinic energy conversion. The intensity of individual waves dur-

ing the dusty period did not decrease, as the loss of baroclinic energy conversion was offset

by barotropic energy conversion from the time-mean flow to the waves.

Higher in the Martian atmosphere, Wang and Toigo (2016) found the energetics of

waves to be different than the energetics of waves found by Battalio et al. (2016). At

altitudes higher than 20 km, there were two main regimes (Wang and Toigo, 2016): near

the poles at high altitudes, waves acted as they did near the surface, generating energy

baroclinically and losing it barotropically, but near the equator, the opposite situation held

– waves lost energy baroclinically but gained energy barotropically. This could possibly

explain how transient eddies crossed the equator from the north to south hemispheres

where baroclinic instability is negligible. Furthermore, wave number 3 was found to have

the strongest temperature signal and energy conversions below 20 km, and wave number

1 had the strongest energy conversions above 20 km. Using the MarsWRF MGCM, Wang

and Toigo (2016) also found times where wave-wave interactions contributed to the EKE

budget at high altitudes. EKE transfer between waves occurred when the dominant wave

mode transitions from one wave number to another and was negligible when the dominant

wave mode was stable.

1.4 Solstitial Pause

The solstitial pause of transient waves in the atmosphere of Mars is a regular phe-

nomenon that occurs in both hemispheres around the winter solstice and was first identified

in the modeling study of Barnes et al. (1993). Further modeling work has sought to refine
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and match observations using specified dust distributions (Hourdin et al., 1995). Obser-

vationally, Banfield et al. (2004) noted the decrease in activity in the northern hemisphere

in wave numbers 2 and greater around the winter solstice. In a recent study, Guzewich

et al. (2015) identified minima in both the summer and winter solstices of dust lifting ac-

tivity. The reduction in the intensity of waves was more pronounced in the southern than

the northern hemisphere, but the northern hemisphere reduction were more easily observ-

able as the northern hemisphere transient waves are stronger outside of the pause period

(Mulholland et al., 2016). The northern hemisphere pause began around Ls = 240◦

and continued to Ls = 300◦. The southern hemisphere pause started approximately at

Ls = 60◦ and ended around Ls = 120◦. The reduction of transient wave activity

occurred regardless of the presence of large regional dust storms or a GDS, though there

was inter-annual variability in the timing, duration, and intensity of the solstitial pause,

especially in the northern hemisphere of Mars.

The behavior of waves in the MACDA dataset during and around the solstitial pause

was thoroughly investigated by Lewis et al. (2016). Their results showed that transient

waves generally form along the strong thermal boundary at the edge of the polar ice cap

that migrates between 40◦ and 90◦ N. That is, the region where eddies formed was nearest

the pole just after summer solstice, moved southward and slowly disappeared by the winter

solstice pause. After the pause, eddies resumed, and the area of development migrated

back toward the pole. For most years in the northern hemisphere, the period on either

side of the pause was mostly symmetric, but in the southern hemisphere, waves in the

early spring were stronger than in the late autumn. In the vertical, the solstitial pause

mostly altered the behavior of waves near the surface. Waves aloft were not affected

by the pause. The root-mean-square of the temperature was reduced during the pause

below 300 Pa, but above 100 Pa, there were still multiple maxima in the root-mean-square

temperature. Kuroda et al. (2007) suggested that the upper-level maxima were due to
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the middle atmosphere polar warming. The background flow also changed during the

solstitial pause period: zonally averaged temperature increased above 10 Pa and north of

60◦ N during the pause, and the zonal, westerly jet tilted upward toward the pole during

the pause, in addition to strengthening and migrating northward.

There are several possible causes of the Martian solstitial pause. Mulholland et al.

(2016) investigated the causes in a modeling study using the UK version of the LMD/UK

Mars Global Climate Model. Using a number of simulations under a MY 24 dust scenario,

the effect of dust opacity and water ice clouds was found to be a prime reason for the

initiation of the solstitial pause. Their results indicated that an increase in global dust

loading as solstice approached and the presence of water ice clouds contributed to the

generation of a pause in eddy activity. The water ice clouds affected transient waves by

altering the baroclinicity in the low levels of the atmosphere. This result was corroborated

by Guzewich et al. (2016).

In what follows, the EKE equation (Orlanski and Katzfey, 1991) is applied to three

years of the MACDA global reanalyses, beginning with the Ls = 200◦ – 230◦ period,

which intersects the GDS of MY 25. The development and decay of baroclinic waves is

compared to that observed in previous work, both on Mars and on Earth. In particular, the

focus is on the impact of the MY 25 GDS on baroclinic activity compared to the varying

dustiness of MY 24 and 26 and inter-annual variability of the flow. Then, the periods of

interest are expanded to cover four times of activity: the pre-solstitial pause (pre-pause)

Ls = 190◦ – 220◦, the solstitial pause (pause)Ls = 255◦ – 285◦, the post-solstitial pause

(post-pause) period Ls = 330◦ – 360◦, and the summer solstice Ls = 90◦ – 120◦ of

the northern hemisphere to compare how eddies change seasonally and annually. Finally,

attention is directed towards the equivalent periods in the southern hemisphere: the pre-

solstitial pause (pre-pause) Ls = 20◦ – 50◦, the solstitial pause (pause) Ls = 75◦ – 105◦,

the post-solstitial pause (post-pause) period Ls = 150◦ – 180◦, and the summer solstice
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Ls = 255◦ – 285◦. Focus is placed on comparing northern and southern hemisphere

waves and to carefully describe southern hemisphere eddies given the lack of previous

work.
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2. METHODS∗

2.1 MACDA Dataset

MACDA (v1.0) (Montabone et al., 2011) is a reanalysis of vertical temperature pro-

file retrievals and column dust optical depth retrievals from Ls = 141◦ in MY 24 to

Ls = 86◦ in MY 27 (February 1999 to August 2004). The temperature profiles and col-

umn optical depths were retrieved from radiance observations by the TES instrument that

was flown onboard the Mars Global Surveyor in a sun-synchronous polar orbit. The obser-

vations provide information about the vertical temperature profile up to 40 km twice a day

at approximately 2 AM and 2 PM local time and total atmospheric column dust optical

depth every sol around 2 PM local time for the tropics and midlatitudes. Retrievals were

assimilated into the UK version of the LMD-UK MGCM (Montabone et al., 2014), which

shares the physical parameterizations with the LMD MGCM (Forget et al., 1999), using

an assimilation scheme described by Montabone et al. (2006) and Lewis et al. (2007). The

dataset is made available publicly on a 5◦ by 5◦ resolution latitude-longitude grid at 25

terrain-following sigma levels every two Mars hours. MACDA has been shown to have

some bias during the MY 25 GDS (Montabone et al., 2006), but it is an improvement on

free runs of the UK MGCM as it captures the well observed solstitial pause in eddy activity

in each Mars year (Mooring and Wilson, 2015; Lewis et al., 2016).

The MACDA dataset has been used in several studies to describe the behavior of the

Martian atmosphere. Mitchell et al. (2014) compared polar vortices on Mars to those

of Earth, Hurley et al. (2014) used MACDA temperature retrievals to constrain model

CO2 condensation levels, Lovejoy et al. (2014) used MACDA for verification of winds of

∗Parts of Section 2 are reprinted with permission from “Energetics of the martian atmosphere using the
Mars Analysis Correction Data Assimilation (MACDA) " by M. Battalio, I. Szunyogh, and M. Lemmon,
2016. Icarus, 276, 1-20, Copyright 2016 by the American Astronomical Society Division of Planetary
Science.
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MGCM simulations, and Wang and Mitchell (2014) used MACDA to diagnose the Rossby

and Froude numbers in a study of atmospheric superrotation. The MACDA reanalysis

has become popular to investigate traveling waves in Martian atmosphere, (Mooring and

Wilson, 2015; Lewis et al., 2016). The Lorenz energy budget has also been studied over

diurnal, seasonal, and annual time-scales using MACDA (Tabataba-vakili et al., 2015).

2.1.1 Dust Storms

Southern hemisphere transient waves play an important role in the annual dust cycle.

Large regional dust storms can form from southern hemisphere transient waves (Basu

et al., 2006), and rarely, these storms can develop into a GDS if additional lifting centers

across the hemisphere can be activated, for example in Argyre Planitia, to the south of

the Tharsis Plateau, or from coincident northern hemisphere transient waves (Wang et al.,

2003). The MY 25 GDS was activated in this way (Strausberg, 2005). The MY 28 GDS

was also the result of southern hemisphere dust lifting. Usually, these storms develop from

waves located in and around the Hellas and Argyre Planitias and during the spring period

of southern hemisphere transient activity as opposed to the autumn period. The model

of Basu et al. (2006) indicated that there could be weak residual transient wave activity

after the usual spring period that contributes to the initiation of a GDS during the usual

Ls = 200◦ – 300◦ period. Regional dust storms in the southern hemisphere are observed

to travel west-east between Ls = 135◦ – 180◦, as opposed to the more north-south

orientation of northern hemisphere dust storms. Southern hemisphere local dust storms

are generally more isolated, of shorter duration (<5 sols), and are smaller scale than their

northern hemisphere counterparts (Wang et al., 2013). Frontal, flushing dust storms can

also propagate from the northern hemisphere into the southern hemisphere through the

channels between Tharsis and Arabia Terra.

The GDS of MY 25 was initiated in the southern hemisphere by a series of local
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storms forced by the thermal contrasts between the retreating ice cap and bare ground of

Hellas Planitia. It was a merging development in the classification of Wang and Richard-

son (2015). Just after the spring equinox (Ls = 177◦), a large storm entered Hellas

Planitia, causing a rapid increase of the surface obscured by dust. By Ls = 185◦, the

dust spread rapidly east toward the Tharsis Plateau, where additional dust lifting areas

developed, and the dust storm fully encircled the equatorial and midlatitude regions by

Ls = 195◦. Lifting continued until Ls = 212◦, at which time the dust was uni-

formly distributed (Strausberg, 2005). Dust slowly precipitated out to seasonal levels by

Ls = 304◦ (Cantor, 2007). Citing the large diurnal variation in temperature and modified

latitudinal temperature structure, Smith (2002) noted that the dynamics of the atmosphere

was changed by the dust storm. The northern hemisphere polar vortex served as a bound-

ary to the dust storm (Mitchell et al., 2014); south of the polar vortex, vertical temperatures

increased by over 40 K (Smith, 2002) (see section 2.1.2.1).

The strength of the GDS is juxtaposed to the non-GDS years in Fig. A.2, which shows

the optical depth for each Mars year in the MACDA dataset. The general trend of slowly

increasing dust approaching northern hemisphere winter is similar in all years up to Ls =

177◦, then a rapid column optical thickening occurs in MY 25, while the opacities continue

to slowly increase in MY 24 and 26. The dust storm rapidly expands out to 40◦ N, but then

the northward expansion slows, only reaching 55◦ N by Ls = 230◦.

Beyond the main GDS of MY 25, MY 24 and 26 each had regional dust storms during

Ls = 200◦ – 230◦: during MY 24, a storm occurred from Ls = 220◦ – 230◦ in

Acidalia Planitia and Ls = 202◦ – 205◦ also in Acidalia (Cantor et al., 2001; Wang et al.,

2005); while in MY 26, a storm traveled north to south through Utopia Planitia during

Ls = 205◦ – 219◦ (Cantor, 2007; Wang and Richardson, 2015). Montabone et al. (2005)

compared the evolution of total dust optical depth in these regional dust storms to the GDS

in MY 25 and found that the northern hemisphere had much lower optical depth than the
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southern hemisphere in general, particularly in MY 25. Returning to MACDA in Fig. A.2,

it can be seen that MY 24 has smaller column optical depth than MY 26. The total average

optical depth between 57.5◦ and 82.5◦ N over the Ls = 220◦ – 230◦ period is 0.53, 1.15,

and 0.74 for MY 24, 25, and 26, respectively. In several ways, MY 26 was more similar

to MY 25 than MY 24 in the Ls = 200◦ – 230◦ as a result of the increased dustiness

from regional storms, which temporarily modified the local energetics as they traveled and

dissipated.

Dust events were not observed during the solsticial pause period in either the north-

ern or southern hemisphere. Intermediately sized dust storms resumed after the solstitial

pause, around Ls = 305◦ (Wang and Richardson, 2015). In the post-pause period, one

particularly large intermediate dust storm was observed around Ls = 313◦ – 322◦ in MY

26 in Acidalia (Cantor, 2007; Wang, 2007). In the southern hemisphere, the main interval

for dust storms was in Ls = 135◦ – 185◦, which falls into the post-pause period (Wang

and Richardson, 2015).

2.1.2 Average Flow Properties

2.1.2.1 Zonal-mean Temperature and Winds

The zonal mean temperature fields at Ls = 200◦ (Fig. A.3 top row) and 230◦ (Fig.

A.3 second row) are shown for MY 24 (left column), MY 25 (middle column), and MY

26 (right column). The key feature of the zonal-mean temperature fields is the meridional

temperature gradient located near 60◦N. At the initial time, MY 24 and 26 have a structure

in their polar front that supports baroclinic instability, with a tilt of the gradient away from

the pole with increasing height, agreeing with Kavulich et al. (2013) and the studies based

on TES observations (e.g. Banfield et al., 2004; Hinson et al., 2012). In MY 25, the tilt is

in the opposite direction, which is unfavorable for baroclinic instability at lower levels.

Also evident at Ls = 200◦ is the effect of dust on the lower latitudes in MY 25. The
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100 to 10 Pa layer between 30◦ N and 30◦S is approximately 40 K warmer, and the surface

is approximately 10 K cooler on average. This is a result of the higher optical thickness

absorbing solar radiation in the upper-levels at the expense of surface. Increased dust

also affects the meridional circulation (e.g. Montabone et al., 2005) by strengthening the

Hadley cells, which explains the polar warming in the mid-levels via adiabatic processes

and the maintenance of the strong meridional temperature gradient. At the later time of

Ls = 230◦, all years display a poleward tilt of the polar front, inhibiting baroclinic

instability. Kuroda et al. (2007) found a similar suppression of baroclinic activity due to

the increased poleward tilt at Ls = 280◦ – 300◦. The meridional temperature gradient

decreases at the surface, limiting the sensitivity of the flow to baroclinic instability as the

winter solstice approaches. The temperature of the upper-levels in MY 25 still indicates

increased warming over the clear years, but the low-level cooling disappears.

All three Mars years show an intensifying westerly jet from Ls = 200◦ (Fig.

A.3 third row) to 230◦ (Fig. A.3 bottom row) in the northern hemisphere and a weak-

ening jet in the southern hemisphere as Mars approaches northern hemisphere winter.

The stronger westerly jet is consistent with the increased meridional temperature gradient

through geostrophic balance. The increased vertical shear shifts the most unstable wave

number to smaller values (Kuroda et al., 2007). The subtropical jet increases in strength as

the Hadley circulation strengthens. The stronger subtropical jet in MY 25 is due to a posi-

tive feedback mechanism between the Hadley circulation and dust lifting centers. Haberle

et al. (1993) and Murphy et al. (1995) showed that as dust is entrained into the Hadley

circulation, the circulation strengthens, intensifying the subtropical jet. The stronger jet

increases the likelihood of dust lifting via enhanced surface wind stress, possibly further

increasing the optical depth (Basu et al., 2006).

The average zonal properties are briefly discussed for each period and for each hemi-

sphere. Within each hemisphere and for each of the three seasons, there is some inter-
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annual variability in the time-mean flow, but mostly, the key differences are between the

seasons (Fig. A.4). The left column shows periods of transient wave activity in the south-

ern hemisphere, and the right column shows the respective periods for the northern hemi-

sphere. For the first three pre-pause rows, two years are referenced, because the three pre-

pause years from the southern hemisphere (MY 25, 26, 27) are different from the three

pre-pause years in the northern hemisphere (MY 24, 25, 26). The northern hemisphere

(right column) shows a strong westerly jet at all times. The jet is the strongest during the

pause periods, with roughly the same magnitude in the pre- and post-pause periods. For

the northern hemisphere pause periods, there is a strong easterly jet in the southern hemi-

sphere. The most important feature in the northern hemisphere is the orientation of the

isotherms along the edge of the polar front. As was indicated in Fig. A.3 for the GDS, the

isotherms are tilted towards the pole in the pause periods below 10 Pa between 40◦ and 75◦

N. Such a signature was also noted by Kuroda et al. (2007) to inhibit baroclinic instability

in the northern hemisphere at Ls = 280◦. The inhibition of baroclinic energy conversion

by the vertical temperature profile was also established by Battalio et al. (2016) during the

MY 25 GDS.

Focusing on the southern hemisphere (left column), there is a strong westerly jet at

all times of roughly the same magnitude (zonal wind contoured in Fig. A.4), but the

tilt of the jet is directed towards the pole with height during the pause seasons. The jet

during the post-pause period is also broader than the pre-pause jet. The mean temperature

profile shows a cold south polar region near the surface and warm equator and northern

hemisphere. The meridional transition between the two areas is different between the

seasons. During the pre- and post-pause seasons, the vertical temperature profile in the

southern midlatitudes (between 60◦ and 80◦ S) below 10 Pa is favorable for baroclinic

development (i.e. tilted away from the pole with height). However, during the pause

period, the isotherms are tilted toward the poles, and along the ground in the same area,
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there is tilt of the isotherms also towards the pole, suggesting that the baroclinic instability

is not based at the surface.

2.1.2.2 Eddy Components

To remove the diurnal signal from the state variables, a Hamming window digital filter

was used to remove the frequency band 0.95−1.05 sol−1 and frequencies higher than 1.82

sol−1 from each variable of the MACDA dataset as in Kavulich et al. (2013). Filtering

in this way removed the diurnal and semidiurnal tides, respectively; the value 1.82/sol

was specifically chosen to remove signals from the time step immediately preceding local

noon to prevent any semidiurnal tide signal as 10/12 = 0.833. To obtain the mean state, a

30-sol running mean was calculated for all variables. A 30-sol mean was chosen as it was

sufficiently long to capture the seasonal signal while also removing any signal from the

baroclinic waves themselves. Figure A.5 shows an example of different running means for

surface temperature for MY 26. While the 5-sol mean is clearly affected by the baroclinic

waves, the 30-sol average smoothly follows the seasonal trend. The 40-sol mean shows

that further averaging does not provide any additional smoothing. The filtered variables

will be distinguished from the average with a superscripted prime.

A Hovmöller diagram (Fig. A.6) of the eddy component of the meridional wind in

the 57.5◦ – 82.5◦ N latitude band shows the variations in the propagation of transient

waves in the westerly jet at 300 Pa. Waves primarily have a wave number between 2 and

3 with periods between 4 and 5 sols. Waves occur throughout the study period in MY

24 and MY 26; however, their amplitude decreases as time advances. MY 24 displays

a decreasing transient wave amplitude after Ls = 225◦, and MY 26 shows decaying

amplitude beginning after Ls = 215◦, with the primary contribution from flushing dust

storms in the eastern hemisphere beforehand. This reduction in wave activity at the end of

the study period is reflective of the reversed tilt of the polar front toward Ls = 230◦ (Fig.

20



A.3) and the regional dust storms occurring at this time in each year, particularly in MY

26. In MY 25, amplitudes are substantially reduced due to the GDS limiting baroclinic

development. The primary growth regions of the waves also differ between years. The

amplitude of the MY 24 and 25 waves increase near 180◦ E, while the amplitude of the

MY 26 waves grows upstream near 60◦ E. Two waves to be compared in Section 3.1.3 are

labeled A and B.

The Hovmöller diagram for the pause period for each of the three northern hemisphere

years is shown in Fig. A.7. The most obvious features are the slowly propagating waves

that occur at the beginning of MY 24 and throughout MY 25. The wave in MY 25 circles

the planet twice between Ls = 255◦ and Ls = 275◦ before dissipating. These very slow

waves are the exception to the usually faster waves of the pre-pause period. The faster

waves are also found in the MY 26 pause period and the second half of the MY 24 pause

period. Three waves that will be investigated individually later are labeled C, D, E, and F.

Finally, the Hovmöller diagram for the post-pause period in the northern hemisphere is

shown in Fig. A.8. Like the pre-pause period, the entirety of the post-post period is char-

acterized by distinct transient waves of varying amplitude and wave number. Some waves

only travel one to two hundred degrees of longitude, while others successfully circumnav-

igate the planet multiple times without losing coherence. The waves of the beginning of

the MY 26 post-pause period are weaker than the others and will be explained in Section

3.2.5. Two waves are individually examined during the post-pause period and are labeled

G and H.
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2.2 Eddy Kinetic Energy

The Eddy Kinetic Energy Equation (Orlanski and Katzfey, 1991) is

∂

∂t
〈Ke〉 =

1︷ ︸︸ ︷
−〈∇ · vKe〉

2︷ ︸︸ ︷
−〈∇ · v′φ′〉

3︷ ︸︸ ︷
−〈ω′α′〉

4︷ ︸︸ ︷
−〈v′ · (v′3 · ∇3)vm − v′ · (v′3 · ∇3)v′〉

5︷ ︸︸ ︷
−[ω′Ke]s + [ω′Ke]t

6︷ ︸︸ ︷
−[ω′φ′]s + [ω′φ′]t

7︷ ︸︸ ︷
+〈(Residue)〉, (2.1)

where the kinetic energy per unit mass is defined asKe =
1
2
(u′2+v′2), φ is the geopotential

height, α = 1/ρ is the specific volume, v′ = (u′, v′), and v′3 = (u′, v′, ω′). Primed vari-

ables indicate the eddy components, and vm is the time-mean flow. The overbar indicates

a time average, angle brackets denote a mass-weighted vertical average where pressure is

the vertical coordinate, and square brackets indicate surface integrals over the surface (s)

or top of the atmosphere (t).

Each term on the right-hand-side of Eq. (2.1) describes a process that can change

the EKE. Term 1 describes EKE advection by the total flow (ETRANS). Term 2 is the

ageostrophic, geopotential flux convergence (GFC) term. When this term is positive,

height fluxes are converging, the potential energy of the eddy decreases, and EKE in-

creases. It must be noted that terms 1 and 2 are transport terms, as their integral for the

entire atmosphere is zero; thus, they cannot be an ultimate source or sink of EKE.

Term 3 is the baroclinic energy conversion (BCEC) term. When BCEC is positive,

EKE is generated from the eddy available potential energy. Term 4 is the barotropic en-

ergy conversion (BTEC) term and is positive when kinetic energy is transferred from the

background flow and negative when kinetic energy is transferred to the basic flow.

Terms 5 describes vertical fluxes of EKE and can be considered the vertical part of the
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ETRANS term. It is neglected in our calculations because it is approximately two orders

of magnitude smaller than the other terms. Term 6 is the vertical potential energy flux at

the top and bottom of the atmosphere and can be considered the vertical contribution from

the GFC term. We consider 1 Pa to be the top of the atmosphere as the top three sigma

levels in the MACDA MGCM are sponge levels and are consequently neglected. In the

terrestrial atmosphere, term 6 is usually small and can be neglected, but it was found that

for the Martian atmosphere, term 6 was only one order of magnitude smaller than the other

terms. Throughout the rest of the study, references to the GFC term will refer to the sum

of terms 1 and 2, as −[ω′φ′]s + [ω′φ′]t =
∂(ω′φ′)
∂p

so that

−∇3 · v′3φ′ = −∇ · v′φ′ −
∂(ω′φ′)

∂p
. (2.2)

It should also be noted that ideally the surface integral −[ω′φ′]s is zero, as the boundary

condition for vertical motion in a GCM with a horizontal surface is ω = 0. However, we

interpolate the data to constant pressure levels, so at the bottom-most level of the analysis,

the condition ω = 0 does not necessarily apply.

Term 7 is the residue term and is a catch-all for sources and sinks not accounted for

by the EKE equation. Errors collected by this term include frictional effects, sub-grid

processes, errors introduced by the temporal filtering, data assimilation, and interpolation

errors. Term 7 is calculated by comparing the right hand side of Eq. (2.1) to the left hand

side by calculating the change of EKE directly using the product rule:

∂

∂t
〈Ke〉 = v′ · ∂v

′

∂t
(2.3)
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2.2.1 Quasi-Geostrophic Omega

The MACDA dataset does not include vertical velocity, ω = dp/dt, so a method

of computing ω from temperatures, heights, and horizontal winds is required. Three tri-

als were performed: a kinematic solution, a quasi-geostrophic (QG) solution with homo-

geneous boundary conditions, and a QG solution with kinematic boundary conditions.

To estimate the effectiveness of various methods of calculating ω, trials of each method

were run on data from the MGCM simulation of Kavulich et al. (2013) during the same

Ls = 200◦ – 230◦ period as to be investigated for MACDA, and the estimated ω was

compared to the model provided ω, which is considered the true ω.

The kinematic estimation of vertical motion depends on the horizontal divergence and

mass continuity:

ω =

∫ ps

p

∇h ·Vdp, (2.4)

where ∇h ·V is the horizontal divergence, and ps is the surface pressure. A second order

correction following O’Brien (1970) required nonzero values of omega at the top of the

atmosphere to be linearly distributed throughout the column.

The initial kinematic solution was found to be inadequate in describing the structure

of the vertical motion. The correlation between the estimated ω and the true ω was 0.21

between 10◦ and 80◦ N over the entire Ls = 200◦ – 230◦ period. The inability of the

method to produce well-behaved estimates of ω was expected based on the poor estimation

of divergence from horizontal winds via finite differencing. Instead, the traditional form

of the QG-ω equation was used to evaluate vertical motion:

[
∇2
h +

f 2
0

σ

∂2

∂p2

]
ω =

f0
σ

∂

∂p
[Vg · ∇h (ζ + f)] +

1

σ
∇2
h

[
Vg · ∇h

(
RT

p

)]
, (2.5)

where ω is the vertical velocity, Vg is the geostrophic wind, σ is the static stability, ζ is
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the relative vorticity, p is the pressure, and f0 is the Coriolis parameter. Sequential over-

relaxation was used to invert the left-hand side Laplacian. Static stability was calculated

using the relation σ = ∂θ
∂p
(RT )/(pθ) and was averaged over each level.

A uniform, homogeneous boundary condition across the entire planet was first at-

tempted and compared to a boundary condition supplied by the kinematic solution. It

was found that the homogeneous boundary condition solution outperformed the kine-

matic boundary condition solution. Figure A.9 shows the correlation between the GFDL

MGCM ω and QG-ω with homogeneous boundary condition between 28◦ and 80◦ N for

Ls = 200◦ – 230◦. The oscillating pattern in the correlations in Fig. A.9 is the result of

the progression of the packets of EKE themselves. The correlation between the QG-ω and

the true ω is lower when the pressure-averaged EKE is high, and the correlation is high

when the average EKE is low. The correlations between the non-pressure-weighted true ω

field and the kinematic boundary condition solution and the homogeneous boundary con-

dition solution for the entire Ls = 200◦ – 230◦ time series between 10◦ and 80◦ N are

0.55 and 0.62, respectively.

While the correlation of QG-ω to the true ω is somewhat low during the beginning and

end of the study period, the correlations between terms of the EKE equation computed

using QG-ω and true ω fields are considerably higher. The GFC, BCEC, BTEC, and

residual terms are correlated at 0.96, 0.80, 0.91, and 0.93, respectively. Thus, it is the

quasi-geostrophic part of ω that dominates the processes described by the EKE equation.

We therefore use the QG-ω with homogeneous boundary conditions as the vertical velocity

for the rest of this study.

The time-mean vertical motion during the period Ls = 200◦ – 230◦ for two levels

is shown in Fig. A.10. Shown are MY 24 (left), MY 25 (middle), and MY 26 (right)

at the 100-Pa level (top) and 400-Pa level (bottom). Note that the figure is in pressure

coordinates, so the negative values indicate upward motion. A stationary, wave number
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2 structure is clearly visible at the 100-Pa level, with ascending motions to the west of

Arabia Terra and the Tharsis Plateau and descending motions on the eastern slopes. A

strong wave number 2 pattern is also present in the TES retrievals (Banfield et al., 2003).

A wave number 2 structure remains at 400 Pa, but the descending branches are much

stronger than the ascending branches, possibly as a result of the Hadley circulation.

2.2.2 Divergence and Geopotential Flux

A final obstacle to the implementation of the EKE equation to the MACDA dataset

was the lack of data for the horizontal divergence of the wind in the dataset. Initially,

the divergence was calculated via finite differencing of the horizontal winds. As with ω,

control tests were performed on data from the Kavulich et al. (2013) MGCM simulation.

Second, fourth, and sixth-order finite differencing proved inadequate to capture smaller

scale patterns in the divergence. The effect was amplified by the lower resolution of the

MACDA dataset.

The problem was eliminated by rearranging vector products in the EKE equation. In

particular, the GFC term (term two in Eq. 2.1) was rewritten as

−〈∇ · v′φ′〉 = −〈φ′ (∇ · v′) + v′ · ∇φ′〉. (2.6)

This expression involves the horizontal divergence of eddy velocities. Explicitly writing

out each term yields an advective form:

−〈φ′ (∇ · v′) + v′ · ∇φ′〉 = −〈φ′∂u
′

∂x
+ φ′

∂v′

∂y
+ u′

∂φ′

∂x
+ v′

∂φ′

∂y
〉. (2.7)

Alternatively, the GFC can be written before the product rule is used to obtain a flux form:

−〈∇ · v′φ′〉 = −〈∂(u
′φ′)

∂x
+
∂(v′φ′)

∂y
〉. (2.8)
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In this way, the horizontal divergence is no longer required in the calculations (Xue and

Lin, 2001). Only products of heights and winds are necessary to evaluate the GFC term.

The flux form method of calculating GFC using Eq. 2.8 is superior as it requires only

one finite difference calculation as opposed to the two finite differences required by the

advective form (Eq. 2.7). The use of divergence in evaluating the ETRANS term is avoided

in a similar way.

The GFC tests for MY 24 (top), MY 25 (middle), and MY 26 (bottom) are shown in

Figure A.11 at the 100 Pa level for the Ls = 200◦ – 230◦ period in advective form (left)

and in flux form (right). The GFC calculated in advective form is close to that found in the

flux form, though the latter is reduced in magnitude. There are differences in the field in

MY 26 near 60◦ N by 60◦ E. GFC in the flux form is positive, while the advective form is

negative. Due to the extreme local maxima and minima, the advective form is discarded,

leaving calculation of ETRANS and GFC by the method in Eq. 2.8 as the only viable

option.
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3. NORTHERN HEMISPHERE WAVE ENERGETICS∗

3.1 Pre-Solstitial Pause and MY 25 Global-Scale Dust Storm

3.1.1 Pressure-Weighted Vertical Averages

The temporally averaged terms of the EKE equation for each Mars year are shown in

Fig. A.12. Shown are the temporal means of the EKE (top), BCEC (second row), GFC

(third row), ETRANS (fourth row), BTEC (fifth row), and residue (bottom). The left,

middle, and right columns are MY 24, 25, and 26, respectively. The strongest EKE and

its sources and sinks are found away from the equator. The EKE in each Mars year is

at a maximum in a band between 50◦ and 80◦ N, with the highest values between 100◦

and 200◦ E and a secondary maximum in MY 24 and 26 near 330◦ E. This pattern can be

explained by stationary waves caused by high topography directly upstream of the favored

EKE areas that modulate the propagation of the wave packets (Chang and Orlanski, 1993).

The EKE maximum in MY 25 is approximately half the value of the two non-GDS years.

The EKE average can most closely be compared to Fig. 4 (top) of Mooring and Wilson

(2015) that shows an inter-annual mean of EKE for all three MACDA years at one level

during their PRE season (Ls = 155◦ – 235◦) and to their Fig. 10, which shows the MY

24/26 average compared to MY 25 during the dust period (Ls = 186◦ – 275◦). The

Mooring and Wilson (2015) figures show that EKE is favored in certain meridional areas,

namely the Planitias, and that eddy activity is reduced in MY 25 during the GDS.

We find the cause for the decreased maximum in EKE in MY 25 to be the reduction

of BCEC, which shows a structure similar to the EKE. Positive BCEC is contained in
∗Section 3 is reprinted in part with permission from “Energetics of the martian atmosphere using the

Mars Analysis Correction Data Assimilation (MACDA) " by M. Battalio, I. Szunyogh, and M. Lemmon,
2016. Icarus, 276, 1-20, Copyright 2016 by the American Astronomical Society Division of Planetary
Science.
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the 50◦ – 80◦ N latitude band and in MY 24 and 25 has a maximum collocated with the

EKE maximum. The reduced BCEC in MY 25 is due to the GDS throughout the time

studied. MY 26 has a bifurcated BCEC maximum on either side of the EKE maximum.

The westerly maximum is displaced to 70◦ E, and the location upstream is explained by

orographic effects due to stronger subsidence on the leeward side of Arabia Terra (see Fig.

A.10). These zonal differences in the placement of BCEC between MY 24 and 26 to are

most likely due inter-annual variability.

As stated earlier, the GFC and ETRANS are transport terms. Thus, they cannot be the

ultimate sources or sinks of EKE, but they can contribute to local changes in the EKE. The

GFC is the strongest local source and sink of all generation terms and shows a structure

dependent on topography. Minima of geopotential flux occur, in general, in the Planitias

and downwind of high topography. Maxima of GFC exist over the Plateaus and upstream

of topography. The primary minimum occurs around 180◦ E in the band of highest EKE

and carries energy downstream to the north of the Tharsis Plateau, where it is deposited to

help extend the storm track to the east away from the strongest BCEC, in agreement with

Banfield et al. (2004) and Hinson and Wang (2010). [This phenomenon also exists terres-

trially over the Pacific Ocean (Chang, 1993; Chang and Orlanski, 1994).] The mechanism

of extending the EKE band eastward occurs in all three years but is strongest in MY 24.

The ETRANS plays an important role in MY 26 in transporting the energy gener-

ated by the westerly shifted BCEC maximum to the channel of maximum EKE in Utopia

Planitia. A sink of energy occurs north of Arabia Terra, with a source to the east in Utopia

Planitia, depositing the EKE generated by the BCEC maximum at the lower elevation. A

similar arrangement of sources and sinks is also present in MY 24 and MY 25, but in those

years, the western BCEC maximum is much weaker. In MY 24, the maximum of transport

is collocated with the EKE maximum near 330◦ E, which along with the stronger maxi-

mum in GFC could explain why the eastern EKE maximum is stronger in MY 24 than in
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MY 26.

BTEC acts mostly as a sink of EKE. There are two main areas of negative BTEC: a

primary minimum over the Tharsis Plateau and a secondary area between 100◦ and 120◦ E

near 60◦ N. MY 25 has a weaker sink of BTEC. As will be explained in more detail later,

both of these areas are near the locations of the strongest westerly jet. This suggests that

the conversion of eddy potential energy into EKE by BCEC strengthens the jet via BTEC.

Finally, the residue is large in magnitude near the pole. The large negative values of the

residue must be due to frictional effects, but the positive values at some locations suggest

that other factors must also contribute. One such potential source is computational errors in

the GFC, as the GFC and residue terms are highly (negatively) correlated with coefficients

of -0.89, -0.86, and -0.84 for each year, respectively (a similar observation was reported

terrestrially by Ahmadi-Givi et al. 2014). Also, large errors could be caused by the data

assimilation scheme that forces the MGCM to alter the atmospheric temperature profile,

which in turn modifies the EKE. Although the residual is the same order of magnitude as

the other terms in the EKE equation, the overall EKE budget should remain intact as the

errors primarily contributing to the residue seem to be due to features unrelated to the EKE

equation itself (Ahmadi-Givi et al. 2014).

In comparing Fig. 11 of Kavulich et al. (2013), which used a zonally averaged dust

scenario from MY 24, to the left column of Fig. A.12, several differences emerge. The

BCEC maximum is shifted to the east in MACDA MY 24 compared to the Kavulich et al.

(2013) simulation, and the GFC term has a stronger relative magnitude compared to the

other terms. To explain these differences, we first note that the dust scenario in Kavulich

et al. (2013) is forced zonally to the MY24/25 scenario, so longitudinal details like par-

ticular regional dust storms are lost. Individual regional dust storms can be connected to

the transient eddies we investigate, and by smoothing these out zonally, the free-running

model of Kavulich et al. (2013) could be missing specific events during the Ls = 200◦
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– 230◦ period that contribute to the pressure-weighted averages. Free-running simulations

can deviate substantially from observations, so if the simulation used by Kavulich et al.

(2013) incorrectly modeled the strength, number, or location of transient events, the av-

erages could have been shifted. Further corroborating this possibility is a comparison of

the Hovmöller of Kavulich et al. (2013) (their Fig. 10) to the MACDA MY 24 (Fig. A.6).

While the frequency of waves is similar, the coherence and relative strength differ. Waves

in the Kavulich et al. (2013) simulation are strikingly more coherent than those prescribed

by MACDA. Indeed, MY 26 BCEC and GFC are closer to that of Kavulich et al. (2013)

than the MY 24 scenario, suggesting that their simulation, while forced by a particular

dust scenario, is only one possible scenario for the evolution of the Martian atmosphere.

3.1.2 Zonal and Meridional Averages

3.1.2.1 EKE

Zonal (left column) and meridional (right column) means for the EKE for the Ls =

200◦ – 230◦ period are shown in Fig. A.13. The EKE is at a maximum near 10 Pa in

the 50◦ – 80◦ N latitude band. The location of the highest EKE in the region of the

westerly jet agrees with Kavulich et al. (2013) and other studies, including Barnes et al.

(1993). This corroborates the assertion that the EKE contributes to the maintenance of

the westerly jet through BCEC and BTEC. [However, we note that the jet is strongest

in MY 25 (see Fig. A.3) when EKE is weakest. This is due to the jet becoming more

thermally driven as a result of the stronger meridional temperature gradient in the mid-

levels, which is a positive feedback mechanism between dust loading and the strength of

the Hadley cell (Haberle et al., 1993; Basu et al., 2006).] The effect of dust on EKE in

MY 25 is evident as the maximum is below 325 J/kg. In the meridional average, there are

two main areas of EKE. In MY 24, the maximum occurs near 300◦ E with a secondary

maximum near 100◦ E, while in MY 26 a more elongated maximum is located near 100◦
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E. In MY 25, the maximum is weaker and located at 150◦ E and 250◦ E. The dissimilar

meridional distributions of EKE in the non-GDS Mars years are a result of the different

energy conversion processes, as will be discussed below.

3.1.2.2 GFC

The total geopotential flux convergence, −∇3 · v′3φ′, is shown in Fig. A.14, with the

zonal average on the left and meridional average on the right for Ls = 200◦ – 230◦.

In the zonal average, three main areas of geopotential flux convergence and divergence

are prominent. Geopotential flux divergence occurs north of 40◦ N and below 40 Pa, is

strongest in MY 26, and is weakest and lower in height in MY 24. A second divergent

area exists generally south of 40◦ N, above 40 Pa, and is strongest and slightly further

north in MY 24 and weakest and further south in MY 26. Between these divergent areas,

convergence of geopotential fluxes occurs at 20 Pa near 60◦ N, which is weakest in MY

25. As the geopotential flux term is neither a global source nor a global sink of EKE, it is

expected that the reduction in magnitude during MY 25 should be not as great as for the

terms that can be affected by changes in opacity, since the geopotential flux term would

transport EKE that already exists prior to the onset of increased optical depth.

Geopotential flux is weak at the surface and stronger above 10 Pa (not shown). Merid-

ionally, convergence is favored between 100◦ and 150◦ E in all years, while the strongest

divergence occurs just to the west between 0◦ and 100◦ E. These features can be under-

stood by considering the atmospheric column shrinking due to strong ascent over Arabia

Terra followed by the atmospheric column stretching to the east of that plateau. As the

atmospheric column shrinks on ascending over Arabia Terra, divergence must take place

to preserve mass, and the converse is true as parcels descend on the leeward side of the

plateau. The convergence on the downstream side of the high topography is reflective of

the lee cyclogenesis found by Greybush et al. (2013). In MY 24, this pattern repeats over
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the Tharsis Plateau: there is strong convergence west of 240◦ E with strong divergence

just to the east.

3.1.2.3 BCEC

BCEC plays a key role in sustaining synoptic-scale systems in the Martian atmosphere

and is characterized by the upward and poleward transport of heat. The zonal (left) and

meridional (right) averages of −ω′α′ are shown in Fig. A.13. Zonally, there exists a

single maximum in each Mars year centered along 60◦ N. The vertical placement differs

between years: in MY 24, the maximum is located near 500 Pa but is above 100 Pa in MY

26. The MY 25 maximum is so weak as to not have a well defined absolute maximum.

A minimum in BCEC exists in the upper-levels near 40 Pa in MY 24 and 25, but the

feature is weaker in MY 26. This low-dust-loading behavior for the baroclinic conversion

was found by Greybush et al. (2013). As in Kavulich et al. (2013), this minimum can be

partially explained by GFC in those regions; convergence of heights in those areas forces

subsidence. The BCEC term becomes negligible at all latitudes and longitudes above 10

Pa (not shown).

In the meridional direction, the preferred regions of BCEC occur mainly between 0◦

and 200◦ E (throughout Utopia Planitia and Amazonis Planitia), with a second area near

320◦ E (along the southern edge of Acidalia Planitia) below 100 Pa. The height of the

maximum areas of BCEC again differs between years. In MY 24, the conversion area is

much shallower and is located below 200 Pa. In MY 25 and 26, maxima occur along and

above 10 Pa, with a maximum in MY 26 at 100◦ E and 30 Pa, which is located where the

strongest minimum occurs in MY 24. The upper-level minimum in BCEC in MY 24 can

be explained again by considering the GFC term. The results for MY 25 and 26 agree with

those of Kavulich et al. (2013) on a secondary maximum of BCEC above 100 Pa near 100◦

E.
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BCEC is substantially reduced in MY 25 compared to MY 24 and 26, with the MY

25 maximum at 60◦ N reduced by an order of magnitude compared to the clear years.

Additionally, the positive energy conversion in the meridional average west of 200◦ E in

MY 24 and 26 is absent in MY 25.

3.1.2.4 Heat Fluxes

Baroclinic instability is characterized by poleward and vertical transport of heat. The

reduction in heat flux in MY 25 (middle row) compared to MY 24 (top) and MY 26

(bottom) is shown in Fig. A.15. The vertical heat flux,−T ′ω′, is at left, and the meridional

flux, T ′v′, is at right. Each year contains areas of coincident vertical and poleward heat

flux between 40◦ and 70◦ N. MY 24 contains the strongest vertical fluxes, followed by MY

26; MY 25 has substantially weakened vertical fluxes, suggesting that some mechanism is

suppressing the conversion of eddy available potential energy into EKE. The vertical flux

is confined to between the surface and 100 Pa, and no downward flux is observed. The

meridional flux displays the same reduction in strength from MY 24 to 26 to 25, with the

strongest flux confined between 800 and 100 Pa. MY 26 has slightly stronger vertical and

meridional fluxes above 200 Pa, which explains the height of the BCEC maximum in MY

26. The decreasing trend of the heat flux below 100 Pa from MY 24 to 26 to 25 can be

attributed to the increasing dustiness from one year to the next, which alters the vertical

temperature profile.

3.1.2.5 Eady Index

To help explain the underlying cause of the reduced heat fluxes, and thus the reduced

BCEC, the structure of the baroclinic instability itself must be explored. There are three

reasons that BCEC could be reduced: (i) the static stability of the atmosphere is increased,

(ii) the vertical wind shear is weakened, or (iii) some other mechanism prevents the de-

velopment of perturbations that could efficiently convert available potential energy into
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EKE.

The Eady index, σ, (Hoskins and Valdes, 1990) is often used to quantify the sensitivity

of the flow to baroclinic instability. It is defined as the ratio between the vertical shear in

the zonal wind and the Brunt-Väisälä frequency (N ), a measure of static stability, such

that

σ = 0.31f

(
∂u

∂z

)
(N)−1 , (3.1)

where u is the zonal wind component, and f is the Coriolis parameter. N is defined as

N =

(
g

θva

∂θva
∂z

) 1
2

, (3.2)

where g is the gravitational constant, and θva is the ambient virtual potential temperature.

A higher Eady index indicates a stronger sensitivity of the flow to baroclinic instability.

The left column of Fig. A.16 shows a vertical cross section of the zonal average of the

Eady index, and the right column is a meridional average for a latitudinal band of 57.5◦

– 82.5◦ N. Shown are MY 24 (top), the difference between MY 25 and 24 (middle), and

the difference between MY 26 and 24 (bottom). The meridional cross section is restricted

to the 57.5◦ – 82.5◦ N latitude band as that is the latitude belt where a vertical average of

the Eady index (not shown) and BCEC (Fig. A.12, second row) are at a maximum. In the

zonal direction, all three years show large-scale similarity with the absolute maximum in

a narrow band at the surface extending from 40◦ to 80◦ N. Large index values protrude

vertically from the surface at 50◦ N polewards to 60◦ N at ∼70 Pa. In MY 26, the Eady

index is slightly lower below 300 Pa and slightly higher above 300 Pa near the pole but

does not deviate substantially from the MY 24 average. In MY 25, the Eady index is

larger above 300 Pa between 60◦ and 80◦ N but much weaker below 300 Pa. This lower

atmospheric layer is responsible for the reduced heat fluxes in Fig. A.15.
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To further investigate the inhibition of energy conversion, the time-mean vertical Brunt-

Väisälä frequency profile (top), vertical wind shear (middle), and potential temperature

gradient (bottom) for Ls = 200◦ – 230◦ for each MY are shown in Fig. A.17. Above 300

Pa, both the static stability and the vertical wind shear are increased in MY 25 compared

to MY 24 and 26. [Note that the increased vertical wind shear above 300 Pa in MY 25 is

the result of the strengthened westerlies, which keep an approximate thermal wind balance

with the increased meridional temperature gradient (Fig. A.3).] Below 300 Pa, which is

the area of greatest eddy heat flux (Fig. A.15), both the static stability and vertical wind

shear act together in lowering the Eady index in MY 25. Between 500 and 300 Pa, the

Brunt-Väisälä frequency is larger in MY 25, with MY 26 falling between those of MY 24

and 25. The higher stability is due to the altered vertical temperature profile. Potential

temperatures are lower in the 500 to 200 Pa layer in MY 25, and consequently, the poten-

tial temperature gradient is larger above 500 Pa in MY 25 (Fig. A.17 bottom panel). The

stability profile of MY 26 that falls between those of MY 24 and MY 25 is the result of a

regional dust storm at Ls = 215◦ that leads to a warmer temperature profile in MY 26

compared to MY 24. Between 500 and 800 Pa, the vertical wind shear is reduced in MY

25 from MY 24, with MY 26 between. The reduction in shear is the result of increased

surface winds in dust storm years (Haberle et al., 1993), which reduce the difference be-

tween the wind speeds at the top of the boundary layer and below the westerly jet, limiting

the shear. Above 200 Pa, the Brunt-Väisälä frequency is smaller in MY 26, which explains

the increased heat fluxes aloft compared to MY 24.

3.1.2.6 BTEC

BTEC is found to be a major sink of EKE, especially near 10 Pa. Figure A.18 displays

the zonal (left panels) and meridional (57.5◦ – 82.5◦ N band) (right panels) averages of

the time-mean of barotropic energy conversion for the Ls = 200◦ – 230◦ period. Zon-
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ally, there are two separate minima: one between 30◦ and 60◦ N above 50 Pa and another

near 70◦ N between 10 and 100 Pa. The secondary minimum is collocated with the axis

of highest EKE (Fig. A.13 contours). This suggests that the baroclinic eddies transfer

kinetic energy to the basic flow, strengthening the jet, similarly to that found by Kavulich

et al. (2013) and terrestrially (Orlanski and Katzfey, 1991), with the rate of growth baro-

clinically similar to the rate of decay barotropically as found by Simmons and Hoskins

(1978). The meridional areas of negative BTEC coincide with the strongest zonal winds

(contoured). Each Mars year has two areas where BTEC transfers kinetic energy from the

eddies to the flow that strengthens the westerly jet. These areas are located near 90◦ E and

290◦ E, with the western MY 25 maximum shifted to 150◦ E. An exception is the eastern

maximum in MY 26 that has positive BTEC located on the upstream side of the zonal

wind maximum, but the zonal wind maximum associated with that area is the weakest of

the maxima. Here, kinetic energy is being transferred from the jet to the eddies, weakening

that jet maximum in MY 26.

3.1.2.7 ETRANS

Finally, ETRANS does contribute to the transport of EKE across the hemisphere, as

shown in Fig. A.19. In the meridional average, ETRANS redistributes the EKE similarly

to the GFC term. That is, energy is transported from the main BCEC areas, namely near

60◦ E and 200◦ E (Fig. A.13) downstream to 150◦ E and 300◦ E, mostly near the 10

Pa pressure level. ETRANS and GFC elongate the region of highest EKE to the east, so

much so that in MY 24, a strong band of EKE (>120 J/kg) exists around the entire 70◦

N latitude circle (see top left panel of Fig. A.12). The eastward stretching of the high

EKE region is well known from terrestrial studies (e.g. Chang, 1993). Zonally, ETRANS

and GFC reinforce each other. The role of the transport processes becomes even more

transparent when the two transport terms are combined (Fig. A.19 contours). In the zonal
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average, the combined transport terms have a maximum near 10 Pa in the regions south of

the highest EKE, between 40◦ and 50◦ N. Energy is taken out of the main generation area

and deposited to the south, extending the area of EKE southward. Closer to the surface,

the negative region extends equatorward with a region of weakly positive ETRANS near

the pole, but the combined transport (Fig. A.19 contours) shows no such near surface

secondary maximum as the GFC is weak near the pole in the zonal average.

3.1.3 Contrasting Prototypical Waves in Clear and Dust Storm Years

3.1.3.1 MY 24 Example Wave

To further elucidate the differences on Fig. A.6 between EKE generation processes in

dust and clear periods, a typical wave from each MY 24 and 25 is contrasted. The two

waves are indicated by lines A and B on Fig. A.6, respectively. We begin with an in-

vestigation of the MY 24 EKE center, which is generated from downstream development

between Ls = 206.6◦ and Ls = 209.1◦ (Fig. A.20 left column). Each panel advances

time by 0.5 sol compared to the panel above. The EKE packet is initiated to the north-

east of Arabia Terra and propagates eastward at a rate of approximately 90◦ sol−1 until

it dissipates after completing nearly one circumnavigation. This evolution is typical for

storms in the clear years. The preferred areas of such developments are locations of lee

cyclogenesis (Greybush et al., 2013) and are the storm tracks noted by Hollingsworth and

Barnes (1996), Banfield et al. (2004), Wang et al. (2005), Basu et al. (2006), and Hinson

and Wang (2010).

The two transport terms are also shown in Fig. A.20: GFC is the middle column,

and ETRANS is the right column. GFC is the largest local contributor to the transport of

EKE. As in the terrestrial atmosphere, the geopotential flux is the initiator of EKE gen-

eration. In the initial phase of development, the generation of EKE is preceded by GFC

(top row). At the next step (row two), the GFC maximum has an EKE maximum slightly
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downstream, and they travel together as time progresses, following the downstream devel-

opment paradigm of Orlanski and Sheldon (1995). As the positive region of GFC grows,

the EKE grows slightly downstream. However, as the region of positive GFC grows in

size and magnitude, an upstream region of geopotential flux divergence intensifies con-

current with the decay of the geopotential flux convergence in the initial upstream region.

The couplet changes in magnitude and size proportionally so that their net contribution to

the change in EKE is approximately zero. An additional, weaker couplet of GFC forms

downstream of the main couplet that helps to disperse energy downstream to trigger fur-

ther downstream development (Orlanski and Katzfey, 1991). This is consistent with the

numerical study of Orlanski and Chang (1993) that found multiple downstream regions

of GFC that developed after the initial upstream disturbance. ETRANS is weaker and

has the opposite sign in areas of strongest GFC with a correlation of −0.62 between the

ETRANS and GFC at the middle time-step. ETRANS propagates the energy eastward

from the upstream to the downstream side of the wave as the GFC accumulates energy on

the upstream side of the wave.

The generation terms are contoured in Fig. A.20. BCEC (middle column contours) is a

source of EKE during the growth phase of the wave packet. BTEC (right column contours)

acts as a sink during the decay phase of the storm. Both of these processes are smaller in

magnitude than either of the transport terms. The growth of the EKE maximum occurs due

to the input of energy through baroclinic conversion, though the geopotential flux initiates

that baroclinic conversion. The top row shows only a weak area of BCEC at the initial

time-step. Once BCEC begins, the center of BCEC grows quickly as it crosses Utopia

Planitia, intensifying the EKE maximum. The baroclinic growth explains the strength-

ening couplet of GFC, which increases in magnitude as the transport of EKE increases.

Thus, GFC initiates BCEC, but the baroclinic growth of the EKE is why the geopotential

flux increases in magnitude. The BCEC intensifies until the BTEC begins increasing to
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the north of the Tharsis Plateau (row three). In row five, the BTEC reaches a minimum,

and the EKE packet begins to dissipate.

The baroclinic growth of EKE is dependent on the ability of waves to simultaneously

transport heat towards the pole (converting available potential energy of the mean flow

to eddy available potential energy) and vertically (converting the eddy available potential

energy to EKE). Next, the continually increasing EKE must be transported downstream.

This is not accomplished by the mean flow (Orlanski and Katzfey, 1991) but via propa-

gation by the GFC (Chang, 2001). Convergence of geopotential heights behind the eddy

converts EKE into potential energy, and divergence of geopotential heights ahead of the

eddy converts that potential energy back into EKE. [Note that in the text we have referred

to positive values of the GFC term as convergence and negative values as divergence due

to the minus sign in front of the GFC term.] The wave propagates to the east towards the

Tharsis Plateau. The direction of horizontal and vertical heat fluxes reverse as the flow

reaches Acidalia Planitia, but from Fig. A.13, the longitudinal average of BCEC is still

positive at 300◦ E: instead of transporting warm perturbations north and up, the topography

helps transport cold perturbations southward and down.

The vertical structure of the wave is shown in Fig. A.21. The strongest EKE (Fig.

A.21 left column), GFC (Fig. A.21 right column), and BCEC (Fig. A.21 right column,

contours) are collocated during the strengthening phase of the eddy. GFC and BCEC both

have westward tilts with height, as expected of a wave converting potential energy into

EKE (e.g. Orlanski and Sheldon, 1995). BCEC takes place mostly in a layer between

300 and 10 Pa but also extends below 500 Pa. GFC precedes the development of strong

BCEC, and the GFC maximum precedes the EKE maximum by about 0.5 sol, similarly to

that found by Ahmadi-Givi et al. (2014). The most negative BTEC (Fig. A.21 left column,

contours) is confined to the layer above 300 Pa, which is expected as this is the height of

the westerly jet. Once BTEC stops, the geopotential flux convergence, which sustains the
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system, turns to geopotential flux divergence as the wave continues to dissipate.

3.1.3.2 MY 25 Example Wave

We now contrast the MY 24 disturbance, which shows a similar structure to that of the

storm in Kavulich et al. (2013) and to terrestrial waves, to a local storm during the GDS of

MY 25. The disturbance examined below is similar in form and duration to several other

systems in MY 25 including a storm from Ls = 211◦ – 214◦, another Ls = 218◦ – 221◦,

and several other weaker systems. A local EKE maximum is initiated in the same region

as in the MY 24 case, northeast of Arabia Terra (Fig. A.22 left column) at Ls = 201.1◦.

The EKE maximum propagates eastward at a speed of approximately 80◦ sol−1 (note each

panel advances at 0.33 sol). The wave dissipates after Ls = 202.7◦, just west of Arabia

Terra.

GFC and ETRANS terms exhibit similar shapes and magnitudes relative to the EKE

maximum as the MY 24 storm. GFC (Fig. A.22 middle column) precedes any BCEC or

BTEC. Once the wave packet is initiated, the GFC grows in concert with the EKE, and

additional couplets develop upstream and downstream of the main GFC couplet. As in

MY 24, ETRANS (Fig. A.22 right column) serves mostly as a local sink of EKE in the

main area of EKE, with a maximum directly downstream.

The primary differences between the MY 25 and 24 waves are in the growth and decay

mechanisms. BCEC plays a lesser role in the strengthening of the EKE in MY 25 (Fig.

A.22 middle column, contours), though there are weak areas of BCEC throughout the

growth period of the wave. BCEC only becomes a major factor well into the development

of the storm (sixth panel from top). This is not surprising, as temperatures aloft are much

warmer even at the beginning of the study period in MY 25 (Fig. A.3), which has the effect

of suppressing baroclinic instability by increasing static stability. Despite the reduced

BCEC, EKE attains a similar maximum magnitude as in the MY 24 storm. The reason
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for this is BTEC (Fig. A.22 right column, contours), which unlike in the MY 24 case,

is positive during the development of the EKE packet. EKE attains a magnitude similar

to that for the MY 24 case, because the level of EKE depends on the difference between

BCEC and BTEC rather than the magnitudes of each term (Simmons and Hoskins, 1980).

However, BTEC does become a sink of EKE once the EKE packet reaches the Tharsis

Plateau, as in the MY 24 case. This pattern of weaker BCEC compensated by positive

BTEC during development is a characteristic of storms in the GDS year.

EKE has a deeper vertical structure in the MY 25 case than in the MY 24 case (Fig.

A.23 left column). An amplifying pattern of EKE descends from 30 Pa at the second

time-step to 300 Pa at the sixth time-step, 2.66 sols later, which coincides with the one

BCEC maximum (Fig. A.23 right column, contours). GFC (Fig. A.23 right column)

exhibits a weaker tilt with height, a consequence of the reduced baroclinicity, and time-

step seven shows an easterly tilt with height just before the barotropic decay begins. Also

strong geopotential flux divergence remains throughout the existence of the eddy, unlike

in the MY 24 case, where divergence only occurred once the eddy began to decay. The

left column of Fig. A.23 (contours) corroborates the aforementioned finding that the wave

is a mixed barotropic/baroclinic wave; that is, the wave grows by both barotropic and

baroclinic energy conversion. A tongue of positive BTEC grows from near 10 to 400 Pa

during the growth phase of the eddy. As the wave progresses, a downstream region of

negative BTEC takes over to accelerate the decay of the wave.

3.1.4 Intensities

The global-scale dust storm has a profound effect on the amount of EKE generated by

the baroclinic waves. Figure A.24 shows the volume-integrated EKE and its generation

terms for each MY in the 22.5◦ – 82.5◦ N latitude band. MY 24 (blue) and MY 26 (green)

maintain higher background levels of EKE throughout the Ls = 200◦ – 230◦ period
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than MY 25 (red). However, MY 26 does show reduced EKE similar to MY 25 after

Ls = 220◦. Though the background levels are reduced in MY 25, the maximum intensity

of the storms is not diminished. The number of strong EKE generation events is reduced

instead so that the EKE is generated in short bursts in MY 25. Three major events are

clear: Ls = 201◦ – 203◦, Ls = 214◦, and Ls = 227◦ – 228◦, with other smaller events.

This is contrasted to the two other years that have a higher background EKE level with

more frequent major EKE generation events. There were three major events in MY 25

and six major events in both MY 24 and 26. Thus, the frequency of major EKE events is

roughly halved in MY 25. A power spectrum (not shown) of the EKE time series indicates

a peak at frequencies of 5–6 sol−1 for MY 24 and 26 and a dominant peak at 3 sol−1 for

MY 25.

The MY 25, Ls = 214◦ event is unusual. The EKE spikes sharply and then falls to

its background level equally as quickly. Concurrent spikes are recognized in the transport,

BCEC, GFC, and BTEC terms. This storm defied energetics analysis as the associated

residue (not pictured) was larger than sum of the energy conversion and transport terms,

and the EKE appeared to spontaneously develop across a large latitudinal and longitudinal

swath simultaneously (30◦ – 70◦ N and 180◦ – 270◦ E). The timing of the system does

not fall in a gap of TES retrievals, but retrievals are unavailable north of 30◦ N (Fig. 2

Montabone et al., 2014). In an attempt to explain this storm, the aforementioned analysis

was duplicated on a beta-version of the EMARS reanalysis (Greybush et al., 2012). This

particular storm was not present in the EMARS reanalysis. Thus, the MY 25, Ls =

214◦ storm may be an artifact of the MACDA reanalysis as a result of the bias found by

Montabone et al. (2006) in MY 25

The two transport terms remain close to zero at almost all times for all three years.

This is expected as ETRANS and GFC only move EKE and cannot be ultimate sources or

sinks. Integrating the plots of Fig. A.24 across time gives values of GFC and ETRANS
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one to two orders of magnitude smaller than that of the energy conversion terms.

The BCEC term is nearly always positive for all three years but never exceeds 0.75

J/kg/s during MY 25. Conversely, MY 24 and 26 show periodic BCEC events with the

volume integrated BCEC correlated to the volume integrated EKE with correlation values

0.67, 0.51, and 0.77 for years 24, 25, and 26, respectively, at a zero time-step lag. Also

note that in all years near Ls = 230◦, BCEC is reduced compared to Ls = 200◦,

reflective of the reversal of the tilt of the polar front between the two time periods and the

decrease of the meridional temperature gradient, stabilizing the atmosphere to baroclinic

instability (see Fig. A.3).

BTEC has similar values and fluctuations in each year. The average values are neg-

ative but occasionally become positive during large EKE generation events. During MY

25, BTEC experiences a reduced number of positive events and is closer to zero on aver-

age. The reduced magnitude of BTEC is attributable to two causes. One, a sink of EKE

becomes smaller if less EKE is generated, and two, the relatively higher average of BTEC

during MY 25 is due to these periodic episodes of positive BTEC events.

3.2 Solstitial Pause and Post-Solstitial Pause

We now investigate the energetics over the course of the entirety of the MACDA

dataset.

3.2.1 Pressure-Weighted Vertical Averages

3.2.1.1 Pre-Solstitial Pause

For completeness, the pre-pause period is repeated to introduce the ageostrophic geopo-

tential flux (AGF) and ETRANS vectors for the period Ls = 190◦ – 220◦ (Fig. A.25).

This period corresponds to the peak of pre-pause activity and shows an earlier time during

the GDS in MY 25 (Fig. A.2); thus, the averages for MY 25 are closer to those for MY

24 and 26. Furthermore, during this period of MY 26, the wave activity is higher than
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in MY 24, so the temporal averages of the terms in the EKE equation are much higher

(Wang, 2007). The strength and positioning of terms in MY 24 for this period are similar

to those that were shown in Section 3.1.1. For MY 25, all terms have larger magnitudes

during Ls = 190◦ – 220◦ than during Ls = 200◦ – 230◦. EKE, and BCEC in particular,

have larger magnitude, and the BCEC center to the northwest of Arabia Terra is stronger.

Each term of the EKE equation is substantially larger magnitude in Ls = 190◦ – 220◦

compared to Ls = 200◦ – 230◦ in MY 26, and this pre-pause period has the highest mag-

nitude EKE shown. The residue is more negative during this period, indicating increased

friction as a sink of EKE.

In row three, we also show the ageostrophic geopotential flux vectors, which are de-

fined by:

(v′φ′)a = v′φ′ − k×∇ φ′2

2f(y)
, (3.3)

where f(y) is the latitudinal varying Coriolis parameter (Orlanski and Sheldon, 1993). The

AGF vectors are shown in each GFC panel. All three years show a pattern of circulation in

both Utopia and Amazonis Planitia. Vectors are directed west to east between 60◦ and 80◦

N, and upon approaching Tharsis, a segment of the fluxes are directed southwesterly along

the windward side of Tharsis into Amazonis. The flux vectors are pointed in a retrograde

direction between 40◦ and 60◦ N, back to Arabia Terra and then across into Acidalia in

MY 24. In MY 26, the vectors are westward across Tharsis. In MY 25, they have a similar

but weaker pattern than in either MY 24 or 26. The magnitude of the vectors south of 40◦

N is not large enough to be shown. The equivalent flux vectors for the ETRANS term are

also shown (vKe). The ETRANS vectors are more uniform and are strictly directed from

west to east in all locations. Vectors in MY 25 have the smallest magnitude, with MY

24 and 26 having larger magnitude. Vectors curve around Tharsis and somewhat around

Arabia Terra.
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3.2.1.2 Solstitial Pause

The terms of the EKE equation for the solstitial pause period are shown in Fig. A.26.

[Note that the scale for the EKE has been changed.] The EKE retains larger values in the

zonal band between 50◦ and 80◦ N; however, the EKE during the pause period in MY 24

and 26 is highest in Acidalia Planitia instead of Utopia Planitia as during the pre-pause

period. There are also indications of flushing storms in MY 25 close to the equator around

120◦ E. MY 25 has the strongest EKE during the pause period in a nearly continuous band

around 70◦ N, with a gap in the band around 200◦ E. The stronger EKE during the MY 25

pause is due to the waves that result from the large meridional temperature gradients that

form as a result of the middle atmosphere polar warming from the MY 25 GDS (Kuroda

et al., 2007; McCleese et al., 2008).

The BCEC has small magnitude in all three years and has a wave number 2 structure,

with negative BCEC northwest of Tharsis and Arabia Terra. Of the three years, MY 25 has

the area of strongest BCEC in Acidalia Planitia. GFC also has a wave number 2 structure

between 60◦ and 80◦ N in each year that is roughly in phase with the wave in BCEC. The

phase is reversed between 40◦ and 60◦ N so that there are areas of positive (negative) GFC

north of negative (positive) GFC. In the 40◦ – 60◦ N latitude band, there are higher wave

number features, while in the 60◦ – 80◦ N latitude band there is only the wave number 2

feature. The GFC is strongest in MY 25 during the pause period. The AGF vectors are

much weaker in the pause period than the pre-pause period but have the same directionality

as in the pre-pause period.

ETRANS has a structure similar to that of GFC in the 60◦ to 80◦ N latitude band, but

it does not reverse phase south of that band, so that between 40◦ and 60◦ N, ETRANS

and GFC are out of phase and partially cancel each other out. ETRANS also has some

higher-order wave number features in the 40◦ – 60◦ N band. For GFC and ETRANS, there
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are no features south of 40◦ N. The ETRANS vectors are similarly weaker in the pause

period. They are predominantly directed from west to east and are largest in magnitude

between 40◦ and 60◦ N. BTEC also has a wave number 2 pattern, but it is out of phase

with the other terms by about 60◦ of longitude. The negative areas of BTEC are larger

in area and in magnitude than the positive areas. BTEC does not show the two-banded

structure of the GFC or ETRANS and is coherent meridionally. The magnitude of BTEC

is strongest just downstream of the areas of high topography, around 120◦ E and 300◦ E.

The residue during the pause period is mostly positive and shows the same wave number

2 pattern as GFC. The widespread positive values of the residue might be attributable to

the presence of clouds over the northern hemisphere pole in winter (Pettengill and Ford,

2000). Combined with the deposition of CO2 onto the northern pole, these could be the

source of diabatic effects that are not captured by the EKE equation.

3.2.1.3 Post-Solstitial Pause

The EKE equation terms for the period after the solstitial pause period are shown in

Fig. A.27. During Ls = 330◦ – 360◦, EKE returns to pre-pause levels. EKE is strongest

during this time in MY 24 and 25 compared to the pre-pause times, while the EKE in

MY 26 experiences somewhat weaker levels than the pre-pause average. EKE during the

post-pause period in MY 24 is the strongest of all periods examined, with values above

200 J/kg/s over a wide region in Amazonis Planitia. Furthermore, EKE extends in a wider

latitudinal band close to the north pole in all three years. Longitudinally, EKE is still

largest in the three northern hemisphere Planitias. The values of EKE in MY 25 are also

comparable to those of MY 24 and 26, as the GDS of MY 25 has ended by the post-pause

time, and opacity values have decreased to nearly normal levels (Fig. A.2). The EKE

in MY 26 has values that are lower than those in either MY 24 or 25. We attribute the

reduction to inter-annual variability and regional dust activity. However, the EKE of MY
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26 still shows the preferred areas of Utopia and Acidalia Planitias.

BCEC is again only positive in the post-pause average. In all three years, the maximum

BCEC is in Amazonis Planitia. This location is shifted slightly downstream of the max-

imum in the pre-pause period. The other two maxima of BCEC in the post-pause period

are in Acidalia Planitia and Utopia Planitia. MY 24 has the strongest BCEC, followed by

MY 26, and MY 25 with the least BCEC. GFC in the post-pause period is similar to that

of the pre-pause time, with a strong wave number 2 component in two separate latitude

bands, 40◦ – 60◦ N and 60◦ – 80◦ N. Negative areas are located upstream of topography,

and positive areas are located downstream of topography. The AGF convergence vectors

also show a wave number 2 structure in the 60◦ – 80◦ N latitude band and are directed

from the upstream negative area of GFC to the downstream positive side, so just as in

the pre-pause period, the GFC works to transport energy around high topography. This

process is strongest over Tharsis in MY 24 and 25 and strongest around Arabia Terra in

MY 26. A secondary feature operates in the 40◦ – 60◦ N latitude band. On the windward

side of Tharsis, in all three years, some of the AGF vectors are directed equatorward and

then towards the west, explaining where the GFC convergence upstream of Tharsis orig-

inates. The AGF vectors are directed east to west in the 40◦ – 60◦ N latitude band and

recirculate GFC upstream. This process is strongest in MY 25, where the circulation is

maintained between 100◦ and 240◦ E, and it is weakest in MY 26, where there is almost

no recirculation in Utopia and Amazonis. This could explain why average EKE in MY 25

is stronger than in MY 26, even though the BCEC is stronger in MY 26. The process of

GFC recirculation was noted terrestrially by Chang (2000).

ETRANS has a stronger wave number 1 pattern in the 60◦ – 80◦ N latitude band in

the post-pause period than during the pause or pre-pause. ETRANS has considerable

inter-annual variability, but it is broadly positive between 120◦ and 240◦ E and negative

upstream of Arabia Terra. In the 40◦ – 60◦ N latitude band, ETRANS retains the wave
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number 2 structure noted at previous times. The ETRANS vectors are larger and more

uniform in direction than the AGF vectors and have larger magnitude post-pause than

pre-pause. The vectors are strongest in each year between 40◦ and 60◦ N, with small

magnitudes south of that latitude band. BTEC in the post-pause period is quite similar to

that of the pre-pause period. The most positive area of BTEC is located at 240◦ E and 50◦

N, with the most negative area to the northwest. The wave number 2 pattern is evident

in the BTEC, with negative values downstream and weaker positive values upstream of

topography. The residue is of comparable magnitude to GFC and also has the two-banded,

wave number 2 structure noted in the pause period. Between 60◦ and 80◦ N, the residue

is negative downstream of topography, and between 40◦ and 60◦ N, the residue is negative

upstream of topography. This is most evident in MY 24 when the residue is strongest, but

this pattern is also noticeable in MY 26.

3.2.1.4 Summer Solstice

For completeness, the pressure-weighted averages for the summer solstice period (Ls =

90◦ – 120◦) for MY 25 and 26 are provided in Fig. A.28. All energetics terms for the pe-

riod are weaker than even for the winter solstice period. [Note that the colorbar scales have

been changed.] EKE is highest over the Tharsis Plateau, with only minimal amounts of

EKE found in the planitias. The high EKE over topography during the summer period can

be attributed to orographic effects. BCEC is minimal during both years, with a negative

of BCEC over Tharsis. GFC and the associated AGF vectors are also very weak, but there

are areas of nonzero GFC around the pole. Here, the magnitude of GFC is less than one

quarter of that of the pre- or post-pause periods. ETRANS and its vectors are similarly

weak, but they do exhibit the same wave number 1 pattern found at other times. BTEC

also has a wave number 1 pattern but is mostly negative in both years. The residue is

positive for most regions, which can be attributed to diabatic heating during the warmest
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time of the year. Combining these results, there is no indication of traveling wave activity

during the summer period from the energetics.

3.2.2 Zonal and Meridional Averages

3.2.2.1 EKE

The zonal and meridional averages of EKE during each of the nine periods of interest

in the northern hemisphere are shown in Fig. A.29. EKE increases with height more

quickly near the pole and slowly near the equator in all periods. In the zonal average

(left column) between 55◦ and 85◦ N, EKE is the strongest near the surface, with values

at or above 100 J/kg/s at 600 Pa. The six pre- and post-pause periods are quite similar,

with some inter-annual variability. As noted in previous sections, EKE is weakest in the

MY 25 pre-pause, but it is also very weak in the MY 26 post-pause. The other four non-

pause periods have similar values of EKE in the jet core, with values between 150 and

200 J/kg/s. In all periods, the highest EKE is constrained above 100 Pa, so it does not

contribute strongly to the pressure-weighted vertical average. The three pause periods

have considerably weaker EKE below 100 Pa, and the zonal band of higher EKE in the

mid-levels is shifted slightly equatorward due to the southward shift of transient waves

during the pause period. The magnitude of EKE below 200 Pa during the pause period is

roughly one quarter of that of the pre- and post-pause periods. Above 100 Pa though, the

EKE still reaches the same large values (above 200 J/kg/s) as in the non-pause periods,

which is evidence of upper-level waves during the pause, as noted in Kuroda et al. (2007).

In the meridional average (between 57.5◦ and 82.5◦ N), EKE is the largest in the 120◦

– 240◦ E longitude band for all six non-pause periods. These preferred areas of wave

activity are locations of lee cyclogenesis (Greybush et al., 2013) and are the storm tracks

noted by Hollingsworth and Barnes (1996), Banfield et al. (2004), Wang et al. (2005),

Basu et al. (2006), and Hinson and Wang (2010). This is particularly true for the MY 24
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and 26 pre-pause period and the MY 24 post-pause period. There are smaller values of

EKE in the mid-levels, around the longitudes for Arabia Terra and Tharsis. During the

pause periods, there appear to be no favored longitudes for EKE, and each period shows

little zonal change in EKE amplitude.

3.2.2.2 BCEC

BCEC for the northern hemisphere is shown in colored contours in Fig. A.29. All six

non-pause periods show the same BCEC behavior. All post-pause periods and MY 24 pre-

pause have BCEC maxima around 400 Pa and 60◦ N. The pre-pause MY 25 and 26 period

have maxima closer to 100 Pa and shifted slightly north. The meridional extent of BCEC

is the same in the six non-pause periods between 35◦ and 80◦ N. BCEC never reaches the

surface in any period but is closest to the surface in the post-pause period. In each non-

pause period, there is a small area of negative BCEC above 100 Pa and located at 50◦ N.

This will be shown to correspond to an area of strongly positive GFC. The zonal average

of EKE during the pause period is very different. In the MY 24 and 26 pause periods, there

is a weak positive area of BCEC south of 60◦ N. The largest magnitude feature in BCEC

during the pause period is a negative region located above 200 Pa between 60◦ and 70◦ N.

This region will be further discussed in Section 3.2.2.3. Finally, a second area of positive

BCEC lies above 50 Pa, with a maximum around 70◦ N.

There are three longitudes favored for BCEC in the non-pause times: 60 – 100◦, 140

– 210◦, and 310 – 350◦ E. These correspond to the longitudes of Utopia, Amazonis, and

Acidalia Planitias. There is no single favored region for BCEC in all six periods, though

in each individual year there is one basin where BCEC is preferred. Amazonis is preferred

pre-pause in MY 24 and post-pause in MY 24 and 26. Utopia is preferred pre-pause in

MY 26. The three basins are equally preferred post-pause in MY 25. Acidalia is not the

region of strongest BCEC in any season despite being a preferred region for flushing type
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dust storms (Wang and Richardson, 2015), and it may have lower BCEC because of the

prevalence of dust storms. Negative regions of BCEC are limited to two non-pause periods

and are located above 200 Pa: MY 26 pre-pause above Acidalia and MY 24 post-pause

above Utopia. Interestingly, these two years experience the strongest areas of positive

BCEC in the other basins, while the negative BCEC aloft tends to limit the positive BCEC

located beneath these regions. As will be shown later, these two regions correspond to

locations of downward heat fluxes and positive GFC. In the pause periods of MY 24 and

26, weak local maxima of BCEC remain at mid-levels in the three basins, but the upper-

level negative BCEC located above those positive regions is of much larger magnitude.

All three years also have two positive regions of BCEC located at 150◦ and 290◦ E. These

somewhat align with regions of strong negative GFC (see Section 3.2.2.4).

3.2.2.3 Heat Fluxes

To further investigate the nature of BCEC across the transient wave season, the vertical

(Fig. A.30) and meridional (Fig. A.31) heat fluxes are shown. In the zonal average of

the temperature fluxes (left columns), the flux is strongly directed towards the pole and

upward during the non-pause periods between 40◦ and 70◦ N. The vertical heat flux is

not based at the surface; instead it starts at around 600 Pa. The meridional heat flux is

strongest closest to the surface. The combination of these fluxes indicates strong BCEC.

In the pause period, the heat fluxes are substantially reduced. The meridional heat flux is

pushed southward over the strongest meridional temperature gradients. The zonal mean

temperature (Fig. A.31 left column, contours) becomes strongly tilted towards the poles,

which also suppresses baroclinic instability (Kuroda et al., 2007). The vertical heat flux

has the same location, but it is weaker in magnitude. Additionally, there is a downward flux

of heat above 400 Pa. This location corresponds to negative BCEC and partially explains

why BCEC serves to remove EKE during the pause period.
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The meridional average of the vertical heat flux shows the same spatial distribution as

the BCEC itself. The meridional average of the meridional heat flux is more zonally ho-

mogeneous, though there is a gap in each post-pause season around 150◦ E. This suggests

that the preferred regions of BCEC are dictated by the location of the vertical heat flux

and not the meridional heat flux. The average vertical (Fig. A.30 right column, contours)

and meridional (Fig. A.31 right column, contours) wind components are much stronger in

the pause period than the non-pause periods, indicating that the stationary waves are much

stronger during the pause. However, in the non-pause periods, there is no discernible trend

between the strength of the heat fluxes and the strength of the mean flow. In the pause

period, the meridionally averaged meridional heat flux is very weak, but there is a strong

region above 100 Pa. This has no associated vertical heat fluxes, so it does not contribute

to BCEC. This region might be a result of upper-level waves in the pause period (Lewis

et al., 2016).

3.2.2.4 GFC

There is great uniformity in the GFC above the surface between each of the six non-

pause seasons (Fig. A.32 left column). There exists a broad area of geopotential flux

divergence extending from 10 Pa to near the surface from 50◦ to 80◦ N. In the middle

of this broad area is a pocket of GFC centered at 400 Pa and 65◦ N. A second area of

GFC is located around 40◦ N and above 300 Pa. This strong, positive area of GFC is

aligned with the region of negative BCEC in many of the non-pause years. The GFC

explains why there is negative BCEC, as if there is convergence aloft, heat fluxes will be

forced downward. The pause periods have substantially different GFC. There is strong

geopotential flux divergence above 100 Pa from 80◦ N south to the equator, and there is a

patch of GFC below that at 50◦ N.

Despite the uniformity in the zonally averaged GFC, there is great inter-annual vari-

53



ability of the meridionally average GFC (Fig. A.32 right column). In general, there is

strong GFC along and downstream of the longitude of Tharsis. There is also strong geopo-

tential flux divergence located at 180◦ E. At all other longitudes, there is year to year vari-

ability. At all longitudes where the BCEC (Fig. A.29) is at a maximum for the period, the

GFC is at a minimum. This coincidence can be explained by the reverse of the argument

applied to the upper-level BCEC minima. Divergence in the upper or mid-levels draws

air from below to fill in the horizontal removal of mass. The rising air forces baroclinic

instability. However, not all regions of strong geopotential flux divergence correspond to

strong BCEC. Thus, while a strong geopotential flux is not a sufficient condition for strong

BCEC, it is a necessary one. The pause period has reduced GFC except above 100 Pa, and

there is no broad trend to the GFC field, which is ruled by inter-annual variability.

The vertical AGF vectors are also shown in the meridional average. [Note that the

vertical direction has been scaled by a factor of 100 to bring out the vertical flow patterns.]

One feature is prominent in all nine periods. There are strong downward fluxes at 240◦

E that converge just west of Tharsis. This suggests that Tharsis acts as a dam to the

propagation of transient eddies from Amazonis to Acidalia. All non-pause periods have

upward directed fluxes in Acidalia. The pause periods have fluxes directed downward at

all levels and all longitudes. Again, this is indicative of wave activity above 10 Pa.

3.2.2.5 ETRANS

ETRANS zonal average shows great uniformity between the non-pause seasons (Fig.

A.33 left column). There is a column of positive ETRANS just south of 80◦ N that spreads

south and downward to around 700 Pa. At 60◦ N, there is a column of negative values that

is tilted towards the pole and extends to 700 Pa and 30◦ N. Finally, there is a second positive

area around 10 Pa at 50◦ N. These features indicate that EKE is removed from the area

south of the westerly jet and transported aloft and poleward. There is some inter-annual
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variability. For example, in the MY 26 pre-pause period, there is a third, weak area of

positive ETRANS values in the middle of the negative column. Also, the negative column

of ETRANS is stronger in the post-pause period than in the pre-pause period. ETRANS in

the pause period is quite different from the non-pause periods. Large values of ETRANS

are relegated above 100 Pa. The sign of ETRANS is reversed from the non-pause periods.

The values are negative at 70◦ N and positive at 55◦ N, meaning that EKE is transported to

the south, which does correspond to the preferred regions of transient wave activity during

the pause period (Lewis et al., 2016).

ETRANS maintains two patterns in the meridional average (Fig. A.33 right column).

In each of the six non-pause seasons, there is a strong, vertically uniform wave number 1

component to the field, but in half of those periods, there is an equally strong wave number

2 component as well. Wave number 1 dominates in the MY 25 and 26 pre-pause period

and in the MY 25 post-pause period. ETRANS is negative between 300◦ and 100◦ E and is

positive between 120◦ and 270◦ E. In the other three non-pause periods, the wave number

1 negative pattern remains, but it is somewhat weaker, while a second negative pattern

emerges around 180◦ E. In the three years that lack a strong wave number 1 component, the

ETRANS areas are much stronger. The meridional average of ETRANS is much weaker

in the pause period, with almost no contribution below 200 Pa. There is a wave number 1

component to the ETRANS, but like the zonal average, it is reversed from the non-pause

periods. Values are negative between 120◦ and 240◦ E and are positive between 300◦ and

100◦ E. This suggests that EKE is removed from the Utopia and Amazonis Planitias and

deposited above Tharsis and Arabia Terra.

Finally, the meridional average of the ETRANS vectors is investigated. [Note that the

vertical direction has been scaled by a factor of 100 to bring out the vertical flow patterns.]

Despite the three distinct patterns of the ETRANS (non-pause wave number 1, non-pause

wave number 2, and pause wave number 1), the directionality of the ETRANS vectors
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is the same in all periods. Vectors are pointed from west to east at all times. There is

a wave number 2 structure in the vertical direction that aligns with topography. Vectors

are directed upward upstream of Tharsis and Arabia Terra and are downward downstream.

The downward directed vectors around 120◦ E are the strongest in all non-pause periods,

while the downward vectors in Acidalia are strongest in the pause period. Unsurprisingly,

the vectors are stronger in the non-pause periods. The similarity in the direction and

magnitude of the ETRANS vectors indicates that the vectors are most influenced by the

flow and not the strength of the ETRANS term itself.

3.2.2.6 BTEC

The zonal average of BTEC trends negative for all periods (Fig. A.34 left column). All

nine periods have negative BTEC above 500 Pa and between 50◦ and 70◦ N that extends

above 100 Pa and south to 20◦ N. The areas of negative BTEC during the pause period

have a magnitude about twice that of the non-pause periods. The non-pause periods do

have some preferred regions of positive BTEC at 180◦ N and 600 Pa and south of the main

area of negative BTEC. This indicates that outside of the main jet (Fig. A.34 left col-

umn, contours), BTEC can work to extract energy from the mean flow. However, inside

the jet, the waves feed the mean flow, so the westerly jet stream on Mars is eddy-driven

as opposed to subtropical (Panetta and Held, 1988; Panetta, 1993; Lee, 1997). The in-

creased magnitude of the BTEC during the pause period also lends credence to the effect

of the barotropic governor on the generation of the solstitial pause, which was identified

by Mulholland et al. (2016) as a possible contributor. In effect, the pause is so pronounced

because BTEC acts as a stronger sink of EKE, while at the same time the baroclinic source

is weakened (Fig. A.29).

The topography forces a strong wave number 2 structure in the meridional average of

BTEC (Fig. A.34 right column). BTEC is negative downstream and positive upstream
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of topography. BTEC extends from 10 to 600 Pa in the non-pause periods, but during

the pause, BTEC never reaches below 400 Pa. The zonal wind (Fig. A.34 left column,

contours) is largest at the longitudes of high topography as well, which can be partially

explained by the contribution of BTEC converting energy from the eddies to the mean flow.

In the pause period, there is also stronger positive BTEC at the upper-most levels. This

corresponds to the upper-level wave activity that occurs during the pause. These waves

are not investigated here due to the lack of vertical resolution in the TES observations

assimilated into the MACDA dataset.

3.2.3 Solstitial Pause Waves

To provide further examples of wave activity in the northern hemisphere of Mars,

an eddy from the pause period is investigated in detail, and three others are provided as

differing examples of the type of EKE generation observed in the pause period.

3.2.3.1 Example 1

We begin by considering a pause period wave from MY 26 during Ls = 281.6◦ –

284.2◦ (Fig. A.35). This 6-sol traveling wave begins in Acidalia just before Ls = 281.6◦

[labeled C in Fig. A.7]. In the first three panels, the wave experiences little or no growth. In

the first panel in particular, there is no positive energy conversion and only weak transport.

In the second time-step, a GFC dipole (middle column) has grown around 30◦ N, but there

is also negative BCEC (middle column, contours). This continues to be the case for the

following time-step. At time-step four, the GFC dipole increases in amplitude, and EKE

begins to grow. However, also during this time, BTEC (right column, contours) and BCEC

become more negative. ETRANS (right column) experiences little to no activity above the

background level noise in the field, though there are scattered areas of negative ETRANS

around the location of EKE. The strengthening of GFC and EKE continues in time-step

five, while BTEC remains negative. EKE at time-step five develops into a torus, which
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happens with some regularity in waves that travel across Utopia. BCEC shows a tri-pole

feature in time-steps four and five, where positive values are up and downstream of the

EKE maximum, but over the EKE maximum itself, BCEC is negative. The tri-pole feature

can also be seen in the GFC, so that the GFC takes the opposite sign than BCEC. In time-

step six, GFC, which appears to be the main source of EKE for the wave, experiences

a reduction in magnitude, so the EKE decreases as well. The pattern of positive GFC

continues decreasing in magnitude more quickly than the pattern of negative GFC in time-

steps seven and eight. In time-step nine, the pattern of positive GFC has disappeared,

leaving only a sink of energy as the EKE has reduced to almost background levels. This

wave provides a case of GFC being both the main source and sink of EKE, with secondary

roles played by ETRANS and the energy conversion terms. It is important to note that the

GFC providing the main EKE sources and sinks is possible, because the GFC can be a

local source/sink of EKE. It is only prohibited from being a global source/sink of EKE.

3.2.3.2 Example 2

A second example of wave activity during the pause period is taken from MY 24 during

Ls = 273.3◦ – 275.8◦ (Fig. A.36) [labeled D in Fig. A.7]. This wave follows a somewhat

similar track to the wave of the first example. It is initiated by GFC just upstream of Arabia

Terra in the first time-step. This eddy shows a strong BCEC/GFC tri-pole feature just as

the first eddy, but the tri-pole feature is much stronger in this instance. Additionally, the

ETRANS term shows clear activity of transport. A difference is that BTEC, while mostly

a sink of EKE during this wave, is briefly a source in the second, third, and seventh time-

steps. An additional difference is that the GFC remains even through the decay phase of

the eddy. It is the two energy conversion terms that serve to remove EKE. These first

two example waves serve to demonstrate that while there are transient waves in the pause

period, the waves behave quite differently from the pre- and post-pause waves.
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3.2.3.3 Example 3

The very slow moving wave in MY 25 shown in Fig. A.7 [labeled E] during the pause

period is depicted in Fig. A.37 for the period Ls = 255.0◦ – 265.4◦. This long period,

isolated wave number 1 eddy circumnavigated the planet in approximately 16 days, which

is much longer than the usual, shorter period traveling waves seen elsewhere in the north-

ern hemisphere. BCEC played almost no role in this system, which is unsurprising given

that the wave did not extend to the surface nor had a westward tilt with height, indicat-

ing that this was not a baroclinic wave but of the type described in Kuroda et al. (2007)

and Wang and Toigo (2016) that occurs in the upper-levels during the pause. Instead, the

wave grew primarily by BTEC, especially over the longitudes of Tharsis. However, there

were extensive areas of negative BTEC at other times. The wave also had strong GFC and

ETRANS couplets, but unlike all other wave investigated in the northern hemisphere, the

GFC and ETRANS couplets were in phase at all times, which is opposite to what is found

in the low-level traveling waves, regardless of the contribution of BTEC or BCEC to their

growth. It should be recalled that while TES retrievals were available for the period of this

wave, they are reliable only below 40 km (10 Pa). It has been shown that other analysis

datasets generated with the help of different models deviate from MACDA above this level

(Waugh et al., 2016).

3.2.3.4 Example 4

A final example of strong EKE is taken from MY 24 during Ls = 276.1◦ – 277.0◦

(Fig. A.38) [labeled F in Fig. A.7]. This example serves to demonstrate the source of

the weak EKE and residue shown near the equator in Fig. A.26. A short lived, stationary

pocket of EKE is generated spontaneously in the absence of positive energy conversion,

GFC, or ETRANS. [Note that for this example, the time-step between rows is 0.167 sol

or 4 Mars hours.] In the second time-step, just as the EKE begins to grow, there is strong
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geopotential flux divergence, which continues for the entirety of the EKE event. ETRANS

becomes very strong, but as it describes merely the advection of already generated EKE,

it does not explain the source of EKE. The decay of the EKE event can be attributed to

negative BCEC and BTEC, as well as to geopotential flux divergence. Over the course of

the 90◦ of areocentric longitude investigated during the three pause seasons, an event of

this nature occurred only at one other time, also in MY 24 at the same location but with

less intensity. As the event occurs along the equator, the energetics of the same time period

in the southern hemisphere was investigated with similarly inconclusive indications for the

source of the event (not shown).

3.2.4 Post-Solstitial Pause Waves

The interpretation of the energetics of individual waves continues with a detailed in-

vestigation of two waves from the MY 24 post-pause period. [Note that for the post-pause

eddy figures, the color scale has changed from the pause eddies.]

3.2.4.1 Example 1

The post-pause wave to be investigated in detail is from MY 24,Ls = 350.7◦ –

352.8◦ [labeled G in Fig. A.8]. Figure A.39 shows the terms of the EKE equation at 12

hour intervals for a 4.5 sol time period. The wave evolution shown is a clear example of

downstream development in the paradigm of Orlanski and Sheldon (1993).

Beginning at time-step one, there is a broad, weak wave number 1 structure in EKE

(left column), with a minor wave number 2 component. These areas are the remnants

of a previous wave shearing out over Arabia Terra (not shown). The same wave number

structure is found in GFC (middle column) and ETRANS (right column). There is positive

ETRANS north of Arabia Terra and negative ETRANS north of Tharsis, and the opposite

is true for the GFC term, though there are several other minor areas of nonzero GFC as

well. There is essentially no BCEC (middle column, contours) and only a small area of
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positive BTEC (right column, contours) north of Arabia Terra associated with the remnant

wave. The first indication of the initial eddy is visible in the EKE field at 30◦ E and 60◦ N.

In the second time-step, this area of enhanced EKE has grown and strengthened along with

two areas of BCEC that straddle the EKE center. The GFC, ETRANS, and BTEC fields

have propagated eastward but have maintained their spatial extent. In the third time-step,

the initial EKE center continues to strengthen with increased BCEC and small areas of

negative BTEC. An area of EKE downstream of the initial area has developed from the

remnant EKE. The ETRANS and GFC fields have split into multiple areas as a result of the

new EKE center. The GFC now has two dipoles, one for each EKE center. This continues

in the fourth time-step, where both waves strengthen along with the GFC dipoles. In the

fifth time-step, the strengthening of the upstream EKE center ceases, while the downstream

EKE center continues to grow. The downstream GFC dipole propagates ahead of the

two EKE centers and weakens, but the downstream ETRANS dipole strengthens. BCEC

consolidates into two areas, one for each wave. There are areas of smaller scale BTEC

scattered throughout the domain. At time-step six, EKE is being passed from the upstream

wave to the downstream development. The downstream EKE center weakens, while the

upstream strengthens. The upstream GFC dipole has markedly increased in magnitude

and shifted relative to the EKE centers so that the convergent area is collocated with the

downstream EKE, and the divergent area is collocated with the upstream area. BCEC

is stronger over the upstream area, but that source of EKE is immediately transported

downstream. Also in the sixth time-step, BTEC has developed a dipole, with the negative

values encompassing a larger area. The ETRANS dipole is strongest at the downstream

EKE center. These processes continue through time-step seven. In time-step eight, the

barotropic decay continues and baroclinic conversion ceases, while GFC and ETRANS

continue to propagate the weakening EKE over Tharsis. In the final time-step, BCEC has

stopped completely, and negative BTEC is collocated with the remaining areas of EKE.
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Additionally, a new GFC dipole and EKE center have developed over Arabia Terra.

The meridional averages for the same wave are shown in Fig. A.40. Several features

are worth noting. Both waves have EKE (left column) with westerly tilts that extends to

100 Pa, just as all other pre- or post-pause waves in the northern hemisphere. The upstream

wave appears to be more surface based as it has a local maximum of EKE adjacent to the

surface. The downstream wave has no such feature and has all of its energy located above

500 Pa. The surface-based nature of the upstream wave is further indicated by BCEC (right

column, contours). The upstream wave has BCEC closer to the surface and in the first few

time-steps has a negative region of BCEC aloft, while the downstream wave only has

positive BCEC values above 500 Pa. The shift of GFC (right column) noted in the zonal

averages at step six is more transparent in Fig. A.40. In the first five time-steps, GFC

couplets straddle BCEC, so the highest BCEC falls between adjacent areas of positive

and negative GFC. However, in time-step six, the GFC shifts slightly downstream so that

the positive (negative) area is collocated with the downstream (upstream) EKE center.

Finally, the higher wave number activity in BTEC in the vertical average is shown to be

contained around and above 100 Pa for all locations not associated with an EKE center. It

is only when eddies interact with the mean flow that BTEC (left column, contours) extends

below 300 Pa. The BTEC activity above 100 Pa is associated with non-baroclinic waves

(Kavulich et al., 2013; Lewis et al., 2016).

3.2.4.2 Example 2

A final northern hemisphere example is from MY 24, Ls = 336.1◦ – 338.7◦ (Fig.

A.41) [labeled H in Fig. A.8]. Most waves during the pre- or post-pause periods behave

as in Example 1 or as in the non-GDS eddy detailed in Section 3.1.3.1. The following

example shows an exception to this typical growth and decay of waves on Mars and Earth.

The wave starts as most do, by initiation via GFC downstream of Arabia Terra that is the
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result of downstream development from a wavetrain undergoing BTEC around Tharsis.

BCEC immediately starts in the following step; however, an area of negative BCEC is

also initiated. The EKE, GFC, and BCEC couplet continue strengthening through time-

step four. In time-step five, the wave attains its maximum EKE, but the BCEC couplet

has weakened. BTEC serves as an additional source of EKE to reinforce the wave, which

continues through time-step seven, even though the BCEC that provided the initial growth

mechanism has ceased. In the final two time-steps, BTEC switches sign and becomes

the final sink of EKE. Furthermore, in the final three time-steps, the next wave is seen to

undergo the same processes. These two waves are a minority of cases during the pre- and

post-pause periods where BCEC is reinforced by BTEC. It should be noted that this is

similar to but not completely comparable to the behavior of waves during the GDS in the

MY 25 pre-pause period. The waves during the GDS (e.g., Fig. A.23) experience positive

BTEC immediately from initiation and only become baroclinic at the end of the lifecycle.

The reverse occurs for these waves.

3.2.5 Inter-Annual Variability

The pressure-weighted, integrated intensities between 57.5◦ and 82.5◦ N for the en-

tirety of the transient wave period in the martian northern hemisphere are shown in Fig.

A.42. The period Ls = 170◦ to 390◦ of the following year is shown for MY 24 (blue),

25 (red), and 26 (green). The periods when TES observations were unavailable for as-

similation and the model was free-running are indicated by thin lines. The solstitial pause

is noticeable in all EKE terms except the BTEC. EKE activity quickly ramps up after

Ls = 180◦ in all three years. As discussed in Section 3.1, MY 25 has reduced EKE dur-

ing the pre-pause period compared to MY 24 and 26 but still has higher values of EKE than

during the pause period of any year. The peak of the pre-pause EKE is around Ls = 205◦

in MY 24 and 26 and is earlier in MY 25. Activity decreases after Ls = 220◦ and reaches
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a nearly constant lower level around Ls = 240◦. With some exceptions for individual

waves during the pause period, no activity occurs above the lower background level, and

no waves approach the magnitude of EKE during the pre- or post-pause periods. EKE

activity remains low until Ls = 310◦, when values quickly increase for MY 24 and 25.

MY 26 experiences increasing wave activity similarly to MY 24 and 25, which is briefly

interrupted between Ls = 320◦ and Ls = 330◦. This decrease in activity just as the

post-pause period begins is the result of a large regional dust storm (Wang and Richardson,

2015) that increases opacity enough to alter the vertical temperature in a similar way to

the GDS of MY 25. Being only a regional storm, opacity decreases quickly, so the MY

26 post-pause wave activity resumes quickly. Wave activity remains high in all three years

until after Ls = 360◦, when values again decrease until Ls = 390◦. EKE returns to

the pause levels after this time. The post-pause period of EKE is shifted slightly closer in

time to the actual time of the winter solstice (Ls = 270◦) than the pre-pause period. This

could be due to the very short radiative timescales of the Mars atmosphere.

The solstitial pause is evident in the two transport terms. Outside of the pause period,

ETRANS and GFC experience irregular fluctuations that have a somewhat smaller ampli-

tude than the signals in the energy conversion terms. In the pre- and post-pause, the GFC

term has larger, instantaneous peaks than ETRANS, and GFC is also slightly larger during

the pause as well. The pause period occurs at roughly the same time in EKE, ETRANS,

and GFC, and the pre-pause period starts, and the post-pause period ends at the same time

for the three terms.

The magnitude of BCEC is the most positive of the four right-hand-side terms of the

EKE equation. It also shows the signal of the solstitial pause more strongly than EKE.

BCEC increases concurrently with, or shortly after, the increase in EKE during the pre-

pause period and maintains large values until the end of the pre-pause period. BCEC in

MY 25 is reduced more than the EKE due to the suppression of baroclinic instability by
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the large optical depths in the MY 25 GDS. During the solstitial pause, BCEC has some

minor peaks of intensity, but on average, it falls below zero with some larger dips. This

is a result of the BCEC dipoles shown in Section 3.2.4. BCEC returns to positive values

and larger peaks somewhat earlier than EKE after the pause period and continues to have

larger positive values until Ls = 370◦. The exception to this behavior is MY 26, in which

BCEC ramps up at the same time as in MY 24 and 25, but then it abruptly decreases to

pause levels during the Ls = 325◦ – 335◦ period. This time corresponds to a period

of reduced EKE and is the reason for the post-pause pressure-weighted averages being

smaller for MY 26 (Fig. A.27).

BTEC shows the weakest signs of the solstitial pause. In MY 24 and 26, it shows a

slight decrease in magnitude during the pause, and in MY 25, it shows almost no indication

of a reduction. Values throughout the entirety of the transient wave period tend towards

the negative, with brief events of positive values during the pre- and post-pause periods.

The removal of EKE by BTEC at all times could be a contributor to the solstitial pause

phenomena itself. The strongest negative BTEC events line up with the strongest BCEC

and EKE events. The intensity plot demonstrates that the contribution of BTEC to EKE

is occasionally positive as some positive values align with positive EKE events, including

EKE events that lack concurrent BCEC.

3.2.6 Spectral Analysis

We conclude the analysis of the energetics of the northern hemisphere by spectrally

decomposing the transient waves into their constituent wave numbers.

3.2.6.1 Pre-Solstitial Pause

As has been discussed previously, wave numbers 1 and 2 are the strongest transient

modes in the northern hemisphere. The energetics analysis bares that out as a whole.

The EKE equation terms decomposed by wave number for the yearly averaged pre-pause
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period are shown in Fig. A.43. The strongest EKE is found in wave number 2, which is

closely followed by wave number 1. [Note the colorbar scales have changed from previous

pressure-averaged figures.] Several features are worth noting. EKE for wave number 1

is closest to the pole, and EKE for wave number 3 is closest to the equator, at around

65◦ N. [This is due to a reduction in the actual wavelength of the wave and in the β-

effect (Hartmann, 1979; Barnes, 1984), which pushes the neutral curve for the Charney-

type baroclinic instability to smaller zonal wavenumbers.] Despite the slightly differing

latitudes of EKE for each wave number, BCEC is confined to the same band for all wave

numbers. Also, BCEC is stronger for wave number 3 than wave number 1, even though

the EKE is much weaker for wave number 3 than wave number 1. For the wave number

1 waves, a wave number 2 pattern is embedded in the BTEC field. This feature arises

as the wave number 1 wave at each time-step is averaged over many time-steps for the

pre-pause period, so as the wave number 1 propagates eastward, the BTEC magnitude is

increased when the wave interacts with topography. This means that wave number 1 waves

transfer energy to the mean flow when interacting with the wave number 2 topography.

The residue, on average, is negative for wave numbers 2 and greater and positive for wave

number 1. This suggests that higher wave number components are the most affected by

friction and dissipation.

3.2.6.2 Solstitial Pause

During the pause period, wave number 1 is the dominant wave number (Fig. A.44).

This is mostly due to the MY 25 wave number 1 feature that was identified in previously.

Again, for the wave number 1 waves, there exists a wave number 2 pattern to the resulting

BTEC. We attribute this to forcing from the wave number 2 topography that causes wave

number 1 waves to lose energy upon passing the wave number 2 topography. The weakest

of all EKE terms at all wave numbers is the BCEC, but there are some positive areas for
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wave numbers 1 and 3, while there are none for wave numbers 2 and 4. Wave number

3 and especially wave number 4 are comparatively much weaker during the pause period

than wave numbers 1 and 2.

3.2.6.3 Post-Solstitial Pause

The post-pause energetics is again strongest in wave number 2 (Fig. A.45), with wave

number 1 slightly weaker. GFC is the strongest for wave number 1, with the other terms

being much smaller. BCEC in wave number 1 is almost nonexistent, with even wave num-

ber 4 having stronger BCEC. This suggests that much of the eddy energy at wave number

1 is the result of energy cascading from higher wave numbers (Imamura and Kobayashi,

2009). The wave number 2 components are the strongest for GFC, ETRANS, and BTEC.

Wave number 3 is much stronger post-pause than any other period and has the strongest

BCEC of any time. Additionally, EKE and BCEC have a sizable contribution from wave

number 4 components.

3.2.6.4 Intensities

The summed intensities of the EKE terms for each wave number are shown in Figs.

A.46 (wave number 1), A.47 (wave number 2), A.48 (wave number 3), and A.49 (wave

number 4). The wave number 1 intensities do not exhibit a clear pause signal in EKE or

the energy conversion terms. There is a brief period of low EKE around Ls = 325◦,

but at other times, the wave number 1 EKE component is comparable to that in the pre-

and post-pause seasons. Given the result of Mulholland et al. (2016) that the solstitial

pause is partly the result of increased opacity due to dust and cloud cover, this contradicts

the finding of Barnes et al. (1993) that established that wave numbers increase during

higher opacity conditions. Instead, the nearly uniform energetics for wave number 1 could

possibly result from the strengthening of upper-level waves (Wang and Toigo, 2016).

The pause signal is evident in all terms at wave number 2. EKE and BCEC are
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strongest at wave number 2, but the BTEC is strongest at wave number 1. The pause

signal in the energetics is the most pronounced at wave number 3, so the majority of the

solstitial pause originates in the energetics through a reduction of the intensity of the wave

number 3 traveling waves. This result was not evident in previous studies, including Moor-

ing and Wilson (2015) that did not find an appreciable difference in activity between the

non-pause and pause times at wave number 3 in the eddy temperature or eddy meridional

velocity fields. Mooring and Wilson (2015) instead found wave number 2 to be the most

affected by the pause. EKE during the post-pause period is strongest at wave number 3;

however, because EKE is stronger over the entire transient wave period at wave number

1 and is stronger, on average, at wave number 2 in the pre-pause period, the total EKE at

wave number 3 is not as intense. There is a strong solstitial pause signal at wave number 4.

In general, EKE enters the waves via BCEC at all wave numbers but only exits the eddies

via BTEC at wave numbers 1 and 2.
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4. SOUTHERN HEMISPHERE WAVE ENERGETICS

Each of the four periods investigated here cover four different regimes of transient

eddy activity in the southern hemisphere. The pre-winter and post-winter periods contain

the largest eddy amplitudes, with the winter and summer periods much lower. Three pre-

pause, two pause, and two post-pause periods are considered. The post-pause MY 25

period is neglected due to the long period where observations were not retrieved and due

to the altered energetics of the GDS.

4.1 Integrated EKE Terms

4.1.1 Pre-Winter Solstice

The EKE equation terms for the pre-winter solstice season are shown in Fig. A.50.

Some inter-annual variability is present, but EKE is contained throughout the southern

hemisphere highlands in the upper and midlatitudes and is present closer to the equator

over Tharsis. A track of EKE exists from about 40◦ S, 120◦ E to the southeast to 70◦ S,

270◦ E. The poleward side of Hellas is also a preferred area of EKE, but the equatorward

side of the basin is devoid of EKE. Argyre Planitia is also generally lacking in EKE. In

MY 25, EKE in Hellas Planitia is strong enough so that there is a continuous band of

EKE around the hemisphere as is present in the northern hemisphere pre-solstice period

(Battalio et al., 2016), but this continuous band does not exist in MY 26 and 27. The

activity in MY 25 in Hellas Planitia has been noted previously as a precursor to the GDS

later that Mars year (Strausberg, 2005).

BCEC (Fig. A.50 second row) shows less inter-annual variability compared to the

EKE. The main area of BCEC exists in a crescent-shaped feature to the south of Tharsis

and is strongest from 150◦ to 300◦ E, just upstream of Argyre. There exists a second,

smaller area of BCEC between the Hellas and Argyre Planitias. Inside or downstream of
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both basins exist areas of negative BCEC. These regions are contained between 40◦ and

70◦ S, which is slightly more equatorward than the BCEC during the pre-solstice period

of the northern (Battalio et al., 2016).

GFC (Fig. A.50 third row) is the strongest in MY 25, with the strongest GFC around

the southern pole. In all years, there is GFC upstream of Tharsis and on the eastern flank

of Hellas Planitia, with geopotential flux divergence on the western flank of the basin. The

AGF vectors are also shown. The strong GFC near the south pole in MY 25 is connected to

anomalous AGF vectors compared to MY 26 and MY 27. Between 120◦ and 180◦ E, AGF

vectors are away from the pole and converge south of 70◦ S, but in MY 26 and 27, vectors

are more zonal near the pole, with some circulation around the southern side of Tharsis and

into Argyre. In all three years, there is convergence of fluxes from the south to north, west

of Argyre, and convergence over Tharsis itself is associated with northwesterly vectors.

The dipole in Hellas Planitia is due to strong divergence directed toward the convergence

on the eastern side.

ETRANS (Fig. A.50 fourth row) is weaker than the GFC term. The strongest areas

of ETRANS are in Hellas Planitia, with a positive area on the eastern side and a negative

area on the western side. The ETRANS flux (vKe) is mostly zonal and strongest between

40◦ and 70◦ S. Terrain again plays a role in modifying the flux from being strictly zonal.

The ETRANS flux dips southward and accelerates around Tharsis, and more importantly,

EKE is removed from the southwestern side of Hellas, accelerated though the basin, then

deposited on the southeastern side.

BTEC shows less inter-annual variability compared to the GFC or ETRANS terms, but

like the GFC and ETRANS terms, BTEC (Fig. A.50 fifth row) has a negative region on

the western side and a positive region on the southeastern side of Hellas Planitia. There

is also a second negative region on the northeast side of Hellas. A weak positive area

of BTEC exists between Hellas and Tharsis from 150◦ to 240◦ E, but there is a negative
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region along and poleward of Tharsis itself. The areas of negative BTEC associated with

topography indicate a result similar to the pattern found in the northern hemisphere – that

eddies traveling around topography lose energy to the mean flow.

The residue term (Fig. A.50 bottom row) shows great variability near the south pole but

less inter-annual variability in the midlatitudes. There are positive regions of the residue

on the western and northeastern flanks of Hellas, and negative regions on the southeast

side of Hellas and throughout flat highlands of Daedalia (150◦ to 300◦ E). The residue is

positive near 20◦ S in each year. In MY 25 at the pole, the residue is negative between

120◦ to 300◦ E and positive elsewhere. The residue is weaker in magnitude near the pole in

MY 26 and 27. The broad swaths of negative residue indicate that dissipation and friction

are key sinks of EKE.

4.1.2 Solstices

The EKE equation terms are the weakest during the solstice periods. The EKE during

the winter solstice (Fig. A.51 left and middle columns, top row) is confined to Tharsis and

near the equator, while during the summer solstice (Fig. A.51 right column, top row), there

exists a band of EKE south of 60◦ S, between 150◦ and 360◦ E as well as over Tharsis.

The qualitative shape of the EKE field in the summer average is more the like the fall and

spring than winter; however, the magnitude is far less.

BCEC (Fig. A.51 second row) has a weak positive area along the southern edge of

Tharsis in winter and a positive area over Tharsis in summer. In winter, Hellas Planitia has

prevalent negative BCEC. BTEC (Fig. A.51 fifth row) is negative throughout the southern

hemisphere in winter and is negligible in the midlatitudes in summer.

Inter-annual variability dominates GFC and ETRANS. There are no specific areas of

GFC or ETRANS common to all three years, as would be expected for periods when the

energetics is weak (Chang, 2001). In the summer average and both winter years, any given
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midlatitude zonal band alternates between positive and negative areas chaotically. GFC is

larger in magnitude than the ETRANS term for all three periods. The AGF fluxes in the

pause period are similar to those in the pre-pause period but are weaker. The AGF fluxes

during the summer solstice are quite different. They are constrained to near the pole and

are directed from east to west across all longitudes. The pause period ETRANS fluxes are

also similar to the pre-pause fluxes, but the summer fluxes are outside of the midlatitudes,

close to and directed towards the equator or near the pole.

The residue term is the largest in magnitude of the five EKE equation terms during the

solstices and is mostly positive in winter midlatitudes and is negative in summer midlati-

tudes. In winter, the residue is largest along the southern rim of Hellas Planitia and on the

southeastern tip of Tharsis. The large areas of positive residue indicate that some process

not captured by the EKE equation is a source for some of the energy of the winter waves.

The most likely source is diabatic effects (Chang, 2001), as friction or dissipation can-

not be sources of EKE. The MACDA reanalysis does not include data to estimate either

dissipation or diabatic processes.

4.1.3 Post-Winter Solstice

The EKE equation terms during the post-winter solstice period are shown in Fig. A.52.

There is great variability between the three years, noting that the MY 24 average begins

at Ls = 153.7◦, and that MY 25 contains roughly 10 degrees of areocentric longitude

where the model ran freely, as well as the GDS. EKE in the post-solstice period is highest

in the same areas as the pre-solstice period, but the EKE in the 50◦ – 70◦ S latitude band

is the strongest. In MY 24 and 26, the highest EKE is just south of Tharsis and upwind

of Agyre, abruptly stopping at the edge of the basin. There is also EKE directly upstream

of Hellas Planitia in both years, while MY 26 only has EKE over Tharsis. For none of the

three times shown is there a track of EKE from near the equator to the southeast as in the

72



pre-solstice period.

BCEC during the post-solstice period (Fig. A.52 second row) is similar to the pre-

solstice period, with a maximum aligned with the EKE maximum south of Tharsis and a

second area upstream of Hellas. BTEC (Fig. A.52 fifth row) is much weaker than BCEC,

is the weakest of all the terms, and like the pre-solstice period, is at its most negative south

of Tharsis in the same region that BCEC is strongest.

GFC (Fig. A.52 third row) is strongest in Hellas Planitia, with divergence on the west-

ern side and convergence on the eastern side. A weak area of geopotential flux divergence

resides at the southern tip of Tharsis, with GFC on the eastern side of Argye in MY 24.

ETRANS (Fig. A.52 second row) is spatially similar to but weaker than the GFC term.

The AGF vectors consist of mostly a broad area of counterclockwise circulation trapped

between Hellas to the west and Tharsis and Argyre to the east. The strongest area of the

circulation is the eastern side. The ETRANS flux vectors are still zonal as in the other two

periods and are pushed closer to the pole due to the jet stream migration closer to the pole

and a tightened polar vortex (Waugh et al., 2016).

The residue term is the strongest sink of EKE on average, with broadly negative areas

in both MY 24 and 26 south and east of Tharsis and in the Argyre and Hellas Planitias.

This indicates that friction and dissipation are the largest sinks of EKE in the southern

hemisphere post-solstice period. The residue is weakly positive near the equator and at the

southern pole, with small scattered regions in the midlatitudes between 120◦ and 200◦ E.

4.2 Zonal and Meridional Averages

4.2.1 EKE

EKE is contoured for each of the seven periods in Fig. A.53, with the zonal average at

left and the meridional average at right. The EKE during the pre-pause period for MY 25,

26, and 27 (top three rows) is of intermediate intensity. There is uniform EKE at the upper-
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levels throughout the midlatitudes, with values up to 100 J/kg at 10 Pa. Only weak EKE is

found below 200 Pa, with a magnitude of no more than 25 J/kg, but there are indications

of a protrusion of EKE at 60◦ S where the 25 J/kg contour dips below 200 Pa. The EKE

during the pause periods of MY 25 and 26 (rows four and five, respectively) is the weakest,

with the 10 J/kg contour never dropping below 250 Pa. The EKE increases monotonically

with height at all longitudes and latitudes. The post-pause period (bottom two rows) has

the strongest EKE average, with values of 10 J/kg extending to the surface and a tongue

of 50 J/kg protruding to 200 Pa at 60◦ S. The zonal maximum of EKE poleward of 60◦

S lines up with the area of the westerly jet maximum. The post-pause time has stronger

EKE than the pre-pause period.

4.2.2 BCEC

BCEC is shown in the colored contours in Fig. A.53, with the zonal average (left)

and meridional average (right) for each of the seven periods. BCEC is a strong source of

EKE in the pre- and post-pause periods. Like the EKE, BCEC is strongest in the post-

pause period, followed by the pre-pause period, with the pause period showing the least

BCEC. Positive BCEC is found in the pre- and post-pause periods in an area between 30◦

and 75◦ S. BCEC during the post-pause period is positive between 400 and 50 Pa but is

shallower and much weaker in the pre-pause period with values between 450 and 250 Pa.

This leads to the BCEC maxima being roughly the same height above the ground, as the

surface pressure is less during the post-pause period. For all times, there is negative BCEC

directly aloft of the positive BCEC, with the negative BCEC being the largest magnitude

in the pre-pause period. There are only weak indications of BCEC in the area 40◦ – 60◦ S

and 400 – 200 Pa during the pause period, above which exists an area of negative BCEC

extending towards the pole.

Meridionally, there are two preferred regions of positive BCEC in each of the seven
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periods. The larger and stronger area lies between 120◦ E, 300◦ E, 400 Pa, and 100 Pa.

The weaker area is just east of Hellas Planitia between 20◦ and 60◦ E. These two areas are

nearly continuous during the post-pause period. During the pause period, there is a strong

area of negative BCEC near 100 Pa above Hellas, and in non-pause times, this area of

negative BCEC is smaller and weaker. There is great inter-annual variability in the three

seasons. During the pre-pause period, the strongest BCEC is found in MY 27, and the

strongest BCEC during the post-pause period occurs in MY 24.

4.2.3 Heat Fluxes

As the primary source of energy for the eddies is baroclinic instability, the strength of

the averaged heat fluxes for each of the seven study periods is now considered. The zonally

averaged heat fluxes are shown in Fig. A.54. The zonally averaged fluxes are strongest

during the post-pause period and weakest during the pause period. Where there are strong

heat fluxes, they are aligned with the strongest BCEC. The strongest vertical heat flux (Fig.

A.54, left column) is beneath and poleward of the strongest vertical motion (left column,

contours), and there is no area of strong ascent except along the terrain near the pole. In

each period, there is an area of strong descent associated with the descending branch of the

Hadley circulation. In no period, though, are the vertical heat fluxes negative. The zonally

averaged meridional heat flux, however, is negative above 100 Pa in each of the pre-pause,

pause, and the MY 26 post-pause period. This suggests that the negative BCEC at those

levels is caused by the transport of heat away from the pole.

The meridionally averaged heat fluxes are shown in Fig. A.55, with the average ver-

tical motion contoured at left and the average meridional wind contoured at right. All

meridionally averaged heat fluxes are positive in all periods between Hellas and Argyre.

Following Mooring and Wilson (2015), the meridional heat fluxes are strongest in the post-

pause period. The negative area in the vertical flux on the eastern side of Hellas appears
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to be the main contributor to the negative BCEC in that area, as the pattern is not echoed

in the meridional heat fluxes, but the negative meridional heat flux is the contributor to the

negative BCEC above 100 Pa in all periods except the post-pause in MY 24. While there

are strong meridional heat fluxes in the Hellas and Argyre Planitias, there are no vertical

heat fluxes in either basin, suggesting that heat is not transported out of nor in to the largest

basins.

4.2.4 BTEC

BTEC is usually found to be a sink of EKE in both the northern hemisphere of Mars

(Kavulich et al., 2013; Wang and Toigo, 2016; Battalio et al., 2016) and terrestrially (e.g.

Orlanski and Sheldon, 1995; Decker and Martin, 2005). The same is found during most

periods in the southern hemisphere (Fig. A.56). During the pre-pause period, there is a

strong, negative area of BTEC near 10 Pa between 20◦ and 50◦ S. This corresponds to

the time of the most equatorward extent of the highest jet winds (Fig. A.56 contours),

suggesting that BTEC is giving energy to the mean flow. During the pause, this area is

further south, between 40◦ and 60◦ S, and the fastest winds are confined closer to the

pole at this time. The area of negative BTEC in the post-pause period is much weaker

and smaller post-pause. During the post-pause period, the strongest feature of BTEC is a

positive region from 10 to 200 Pa and around 55◦ S. There are also weaker positive areas in

this region during two of the pre-pause periods (MY 25 and 27). In all seven periods, there

is a weak area of negative BTEC – strongest in the pause period – close to pole between

10 and 200 Pa.

The meridional distribution of BTEC is fairly uniform across all seven periods. In all

years, a barotropic sink of EKE occurs upstream of Argyre Planitia above 400 Pa; this

feature is strongest in the post-pause period. BTEC is also a sink of EKE just upstream

of Hellas Planitia in all years but is strongest at the surface in the post-pause period and
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strongest aloft in the pre-pause and pause periods. BTEC is a source of EKE in the region

between the two deep basins and above 300 Pa in the pre- and post-pause periods; BTEC

remains a sink of EKE throughout that area in the pause period. The strongest barotropic

source region lies above the eastern flank of Hellas Planitia in the pre- and post-pause

periods. These results suggest that interactions with a column undergoing convergence

or divergence cause energy to leave the eddies during all periods, but a vertical column

unaffected by large terrain changes will pull energy out of the flow in the pre- or post-

pause periods.

4.2.5 GFC

GFC is moderately stronger in magnitude than the two energy conversion terms (Fig.

A.57), which is similar to northern hemisphere (Battalio et al., 2016). As with BCEC and

BTEC, GFC during the two post-pause periods is the strongest in magnitude. However,

the vertical arrangement of GFC is the same in the pre- and post-pause periods. Near

the surface and south of 60◦ S, there is a shallow layer of positive GFC. Above that and

between 300 and 150 Pa, there is a layer of geopotential flux divergence that extends

both towards the pole and towards the equator, reaching to 50◦ S. Immediately above that

is another layer of GFC extending up to 10 Pa. In the post-solstice periods, the upper-

level GFC extends from 40◦ to 80◦ S but is not as zonally broad in the pre-pause periods.

Additionally, there are indications of a second area of geopotential flux divergence higher

in the atmosphere in the pre-pause period. In the pause period, the layers of alternating

GFC are lifted upwards, and the top-most GFC below 10 Pa is missing. Closer to the

equator, there are areas of positive GFC near the surface in the pre-pause period, a near-

surface area of divergence in the pause period, and only very weak activity near the equator

in the post-pause period. Within each season, there is strong uniformity in the GFC from

year to year. Important to note is that the strongest BCEC (Fig. A.53) is collocated with
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the areas of geopotential flux divergence, and the areas of negative BCEC correspond to

GFC.

In the meridional average, there is GFC near the surface on the eastern side of Hellas

Planitia and just upstream of Argyre Planitia in all seven periods. Both of these regions

have AGF flux vectors that are directed towards the surface, with the strongest fluxes in the

pause periods. [Note: to indicate vertical direction of the fluxes, the vertical component of

the vectors has been multiplied by 104.] Also, there is strong geopotential flux divergence

in all seven periods along the surface in the highlands between the two large impact basins,

and in these areas, the AGF vectors are directed upwards into the top layer of positive GFC.

This layer of negative GFC extends over the regions of positive GFC in the basins during

the post-pause period, but pre-pause, the positive areas above the basins extend into the

mid-levels. The strong positive and negative GFC bands exist across nearly all longitudes

and through all depths in the post-pause period, are weaker but still layered during the

pre-pause period, and are limited near the surface in the pause period. In the pause period,

the strongest magnitude GFC is closest to 10 Pa.

4.2.6 ETARANS

ETRANS is generally the weaker of the two transport terms. For the pre-pause and

pause periods, the zonal mean of the ETRANS term is very small except above 100 Pa

(Fig. A.58 left column). Positive transport is indicated north of 40◦ S in the pre-pause

periods and further north during the pause. During the post-pause periods, ETRANS has a

couplet between 10 and 400 Pa, with negative advection at 70◦ S and positive advection at

55◦ S, meaning that in the meridional direction this term serves to move EKE equatorward

and out of the main westerly jet, like in the northern hemisphere.

The small magnitude of the zonal mean is due to the near cancelation of terms in each

zonal band, as the meridional mean shows vertical alignment of positive and negative ar-

78



eas, unlike the GFC term, which has vertical layering. In the pre-pause and pause periods,

there is a wave number 2 pattern to the ETRANS. The strongest negative area extends from

the surface to 10 Pa on the westward side of Hellas, with a weaker area between 120◦ and

240◦ E. The strongest positive ETRANS is on the eastern side of Hellas and above Ar-

gyre. The post-pause period follows the same general pattern of the pre-pause and pause

periods, but the negative area on the eastern side of Hellas is accompanied by an adjacent

positive area. The ETRANS fluxes are highly influenced by terrain, and the flux directions

show a general wave number 1 pattern, with a weaker wave number 2. [Again, the vertical

component of the vectors has been multiplied by 104.] There is strong descending motion

on the leeward side of Tharsis and into Hellas from the west. There are ascending fluxes

east of Hellas and into the western side of Tharsis. The strongest fluxes are found in the

pre-pause season, with the post-pause season having relatively weaker fluxes. There is a

wave number 2 structure to the sign of ETRANS but a wave number 1 pattern in the direc-

tion of the ETRANS fluxes because of acceleration in the vertical direction of the winds.

For example, the vertical fluxes in the mid-levels at 240◦ E become larger with height, and

so there is negative ETRANS. But to the west, the vertical fluxes are high in the mid-levels

but weaker above, so ETRANS is positive in that area.

4.3 Seasonal Variability

Only the mean values of the EKE equation for the southern hemisphere have been dis-

cussed up to this point. Typical eddies from the pre-pause, pause, and post-pause periods

are compared to contrast intensity and evolution.

4.3.1 A Pre-Solstitial Pause Wave

The pre-pause wave is taken from MY 27 during Ls = 47.90◦ – 49.94◦, with the

EKE equation terms shown in Fig. A.59. The time-step between rows is 0.5 sol, with

time increasing downward. The evolution of this wave is very similar across multiple
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waves during the pre-pause period as shown in a Hovmöller diagram of v′ (Fig. A.60)

[The present wave is labeled I.]. The wave initiates around 160◦ E from GFC (middle

column). At time-step two, a weak area of BCEC (middle column, contours) has arisen

along with the consolidation of EKE (left column) into a focused area at 180◦ E and

50◦ S. The couplet of GFC has grown in magnitude and area, and a couplet of stronger

ETRANS (right column) has also developed. During the third time-step, there is a lull

in all terms, and an area of EKE separates away from the main area much closer to the

equator, along with the strengthening of a weak region of positive BTEC (right column,

contours), which is the singular abnormal behavior of this wave compared to others in the

pre-pause period. The fourth time-step shows the strongest BCEC and positive BTEC, as

the primary EKE center finally begins to develop at 50◦ S. The positive BTEC propagates

to the east with the piece of EKE, onto the Tharsis Plateau. Another feature at this time is

the negative BCEC on the western flank of Hellas, which occurs as a result of the eastward

wind flowing downwards into the basin. In the fifth time-step, GFC has restrengthened

concurrent with the dissipation of the barotropically generated EKE near Tharsis. The

eastward propagation, baroclinic growth, and transport though GFC continue in time-steps

six, seven, and eight. In time-steps seven and eight, BTEC becomes a sink of energy

along with the redevelopment of the ETRANS couplet around 240◦ E. By time-step nine,

BCEC has substantially weakened, and the wave is dissipating. In time-step ten, BCEC has

ceased completely, and the ETRANS and GFC couplets have weakened to a background

level. However, the beginnings of the next eddy are evident at 180◦ E, along with a small

region of BCEC.

In the meridional direction, the pre-pause eddy is easily identifiable by the extension of

EKE down towards the surface, while other activity remains confined to the upper-levels

(Fig. A.61). The wave shows the classic westerly tilt of a baroclinic wave throughout its

life cycle and slowly propagates across the relatively uniform topography between Hellas
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and Argyre. GFC (Fig. A.61 right column) is also tilted and exhibits the strong couplet

behavior near the surface and does not extend aloft; though away from the main eddy, there

are pockets of GFC aloft. BCEC (Fig. A.61 right column, contours) extends to the surface

and has a westerly tilt like the EKE. For all times, the positive BCEC lines up with the

negative GFC, which can be qualitatively explained by the horizontal divergence forcing

air to ascend, following both Kavulich et al. (2013) and Battalio et al. (2016). BCEC that

was shown near Hellas in Fig. A.59 corresponds to areas above 100 Pa, so the only BCEC

associated with the main wave is near Tharsis. BTEC (Fig. A.61 left column, contours)

remains confined above 100 Pa except in time-steps seven and eight where a negative area

drops down to 250 Pa, serving to initiate the decay stage of the wave.

4.3.2 A Post-Solstitial Pause Wave

The post-pause wave evolves during Ls = 166.31◦ – 168.82◦ in MY 24 (Fig. A.62)

[labeled J in Fig. A.60]. This particular wave is an example of strong baroclinic down-

stream development and was one of the stronger MY 24 waves. In the initial time, there

are several EKE packets in the highland plains, but the strongest is just to the east of Ar-

gyre (Fig. A.62 left column). What becomes the main EKE packet is located to the west of

Hellas. Each of these packets is associated with couplets of both GFC (Fig. A.62 middle

column) and ETRANS (Fig. A.62 right column); however, the energy conversion terms

are both weak. In the second and third time-steps, EKE has consolidated into one packet

in the highlands, and the stronger packet approaches Hellas. Energy conversion remains

weak, and the transport terms have focused into two sets of couplets around the EKE pack-

ets. At time-step four, downstream baroclinic development begins as the GFC, and to a

lesser extent the ETRANS, transport energy from the western to the eastern sides of Hel-

las. A nascent center of EKE begins growing around 90◦ E, with a small area of BCEC

(middle column, contours). Time-step five shows the EKE center continuing to grow and
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propagate eastward. BCEC has started to grow quickly and is collocated with the strongest

area of negative GFC, while downstream a new couplet of GFC has developed. This new

couplet initiates a new downstream development in time-step six, which shows two main

BCEC areas, with a third still around Hellas. Additionally in time-step six, ETRANS has

taken on a higher wave number pattern, and BTEC (right column, contours) begins act-

ing as a sink of energy. All four EKE equation terms and the EKE itself all strengthen

in time-step seven, with the wave furthest downstream taking over with very high BCEC

and also higher BTEC. As the waves approach Argyre and the southern extent of Tharsis

in time-step eight, the upstream wave begins to weaken along with the BCEC and trans-

port terms, but the downstream eddy continues to have strong BCEC. As the downstream

eddy crosses Argyre, it, too, drops in intensity, with a reduction in BCEC, and by the final

time-step, both eddies have dissipated, along with the energy conversion and ETRANS. In

time-step nine, a new eddy begins in the same area as before with GFC on the eastern side

of Hellas, which continues propagating eastward in the final time-step, though no BCEC

has yet been triggered.

The baroclinic downstream development is made more transparent looking in the merid-

ional direction (Fig. A.63). The first eddy is initiated to the west of Hellas and is trans-

ported across the basin, though interestingly never extends into the basin and appears

to shrink in vertical extent during transit. Upon reaching the eastern side, BCEC (right

column, contours) begins and continues through time-steps four and five, and simultane-

ously, the tilt of the associated EKE (left column) increases. During the strong BCEC in

the western eddy, concurrent geopotential flux divergence (right column) transports energy

downstream to a region of GFC, where second and third waves are initiated in timestep

five and strengthen through time-step eight. A second region of BCEC is initiated, which

is partially transported downstream to the third wave that lacks positive BCEC. The ab-

sence of any BTEC in the western eddy (left column, contours) indicates that the removal
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of energy by GFC causes its demise, which is similar to the wave packet composites of

Chang (2001). The subsequent wave does show strong negative BTEC in time-steps six

through eight.

4.3.3 A Solstitial Pause Wave

Finally, in contrast to the two coherent and vigorous waves in the pre- and post-pause

periods, one of the stronger waves from the pause period is shown from MY 25, Ls =

96.83◦ – 98.90◦, which is representative of how waves interact with Tharsis (Fig. A.64)

[labeled K in Fig. A.60]. At time-step one, there is widespread, weak EKE (left column)

and an EKE center north of Hellas as well as negative BCEC (middle column, contours)

and a couplet of ETRANS (right column) in Hellas Planitia. At the second time, there

is more organization in the GFC field (middle column) and long streak of EKE at 50◦ S

and 180◦ E and on the western flank of Tharsis. Energy conversion and ETRANS are

still weak. The EKE over Tharsis intensifies in the third time-step, and a third area of

EKE develops at 75◦ S and 180◦ E. GFC becomes stronger with the highland EKE center,

but there is still only sporadic energy conversion and ETRANS. In the fourth step, all

three EKE areas along with the GFC have weakened, and the two, parallel EKE areas

propagate eastward. However, BCEC has been triggered just south and west of Tharsis,

which leads to strengthening of the EKE areas south of Tharsis in the fifth time-step. The

positive BCEC is collocated with geopotential flux divergence as was found in the pre-

pause storm. The more northern of the two EKE packets wraps around the eastern edge

of Tharsis in time-step six, as a couplet of ETRANS arises north of Argyre. By time-step

seven, the organization in the GFC field is lost and eddy activity and BCEC is reduced.

EKE flairs again in two places in time-step eight: one area directly over Tharsis, with

associated positive BCEC and negative BTEC (right column, contours), and an area west

of Hellas, which has strong geopotential flux divergence and negative BCEC, BTEC, and
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ETRANS. The area west of Hellas dissipates in the following time-step, but the Tharsis

region retains large values of EKE. Furthermore, BCEC slowly dies and BTEC continues

to be a main sink of energy. Time-step ten shows further dissipation of the EKE and a

return to background levels of GFC and ETRANS.

Though there are some aspects of the pause wave that are similar to the pre- and post-

pause waves regarding the horizontal placement of EKE and its transport and conversion,

the vertical distribution of EKE is quite different (Fig. A.65). EKE (Fig. A.65 left column)

for the pause wave is confined mostly above 300 Pa and is strongest above 100 Pa, though

some does extend to the surface. Unlike the pre- and post-pause storms, BCEC (Fig.

A.65 right column, contours) shows equally strong positive and negative regions, all of

which are further aloft than the pre- and post-pause storms. BTEC (Fig. A.65 left column,

contours) has negative but also positive regions, unlike the pre- and post-pause storms,

which helps to compensate for the negative BCEC. GFC (Fig. A.65 right column) is also

relegated to the upper-levels and only briefly extends to near the surface during the time

of the peak intensity of the wave.

4.4 Inter-Annual Variability

One key feature demonstrated in each of the four seasons investigated is large inter-

annual variability. The integrated, pressure-weighted terms of the EKE equation and the

EKE itself are shown in Fig. A.66. The largest EKE and BCEC in the pre-pause period,

both in a background average value and in the intensity of EKE peaks is found in MY 25.

ETRANS, GFC, and BTEC are all comparable in intensity between each year. Both MY

25 and 26 transition to the pause-period level of activity around the same time (Ls = 60◦).

The pause period has little variability between the two years available in the MACDA

dataset, with only minor exceptions, but wave activity resumes at a higher level much

sooner in MY 26 than in MY 25, approximately Ls = 20◦ sooner.
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After Ls = 150◦, EKE activity rapidly increases and again has the strongest average

in MY 25, with the exception of one eddy during MY 24. EKE in the post-solstice period

is increased in MY 26 over the pre-pause or pause periods but is weaker than in either MY

24 or 25. Stronger, longer-duration EKE activity in the post-pause period in MY 25 is due

to the MY 25 GDS that formed in the southern hemisphere at this time. Unfortunately, the

MACDA GCM ran freely during a long portion of the GDS intensification period but was

able to capture the time immediately preceding the intensification and the time directly

afterwards, and both EKE and BCEC are higher in these periods. Interestingly, ETRANS,

GFC and BTEC during the GDS are not substantively increased above that of other years.

4.5 Spectral Analysis

Finally, the spectral decomposition of the energetics of the southern hemisphere waves

is investigated.

4.5.1 Pre-Solstitial Pause

Just like the northern hemisphere pre-pause period, the strongest EKE and GFC in

southern hemisphere is found in wave number 1 (Fig. A.67). However, unlike the northern

hemisphere periods, there is substantial power contained in the higher wave numbers, with

higher power in wave numbers 3 and 4 than in 2. BCEC is strongest at wave numbers 3 and

4, followed by 2. BCEC in wave number 1 has a negative region upstream of Tharsis, so

the source of EKE in wave number 1 must be from other wave numbers. BTEC is weakly

negative at all wave numbers except 4 but has the highest magnitude in wave number

2. GFC is strongest in wave number 1, with a strong positive area poleward of Tharsis.

Because GFC is so strong in wave number 1, the residue is also large because the other

EKE terms are all small.
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4.5.2 Solstitial Pause

Unsurprisingly, there is little activity at higher wave numbers in the pause period (Fig.

A.68). The wave number 4 energetics is considerably weaker than other wave numbers.

The strongest EKE is in wave number 2, with little signal at higher wave numbers. The

only source of BCEC is in wave number 3, and wave numbers 1 and 2 have negative

BCEC. GFC again has the highest magnitude in wave number 1, but wave number 2 also

contains relatively strong GFC. BTEC is negative at all wave numbers, with wave number

2 having the highest magnitude values. The residue is largest at the longer wave numbers

and is mostly positive, as indicated in Section 4.1.2.

4.5.3 Post-Solstitial Pause

The energetics during the post-pause period is dominated by wave number 3 (Fig.

A.69) for all EKE equation terms. The post-pause wave number 3 EKE and BCEC are the

strongest of any wave number for the southern hemisphere. There is also a positive contri-

bution to EKE from BTEC, leading to a strongly negative residue in wave number 3. Wave

number 4 also has large, positive BCEC and negative residue, but EKE is weaker in wave

number 4 than in wave number 2. There is also intense BCEC and EKE in wave number

2. The lower wave numbers (1 and 2) have negative BTEC, so as in the northern hemi-

sphere, EKE enters via the shorter wave numbers and leaves at the longer wave numbers.

As was the case in the pre-pause and pause periods, GFC is strongest in wave number 1,

and there is little signal from the other EKE equation terms in wave number 1. However,

as the post-pause period has the strongest transient waves, there is high magnitude GFC at

all wave numbers. The residue is negative in wave numbers 2 and greater, especially so in

wave number 3, with wave number 1 exhibiting some positive features.
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4.5.4 Intensities

The integrated intensities for each wave number have been compiled in Figs. A.70

(wave number 1), A.71 (wave number 2), A.72 (wave number 3), and A.73 (wave number

4). Unlike in the northern hemisphere, the southern hemisphere exhibits the signs of the

solstitial pause at all wave numbers, though more strongly at some wave numbers than

others. The energetics in the post-pause period is stronger in all wave numbers compared

to the pre-pause period. The strongest wave number 1 activity is in MY 26 post-pause;

however, the initiation of activity around Ls = 130◦ coincides with a lack of assimilated

observations (indicated by the plot line becoming thin). Similarly, the strongest activity

in MY 25 also occurs when observations are unavailable. There is little wave number

1 activity in MY 24/27. Additionally, near the end of the time series, EKE and GFC

experience a sharp increase in MY 25. This is associated with strong westward moving

waves above 1 Pa (for more information, see Section 5.1.4). The two strongest wave

number 2 EKE events are the same as the wave number 1 events; however, BCEC for the

MY 26 event comes from wave number 1, while BCEC for the MY 25 event originates

in wave number 2. BCEC is larger in wave number 2 than 1, but BTEC is about equal in

magnitude in both. The strongest BCEC of any period or in any wave number occurs at

wave number 3. BCEC is also strongest in MY 24 during the pre-pause period in wave

number 1. Compared to the northern hemisphere, wave number 4 is much stronger in the

southern hemisphere, being only slightly weaker than wave number 3 activity. There are

substantial contributions to BCEC and GFC in wave number 4, with the pre-pause period

BCEC in wave number 4 being of comparable magnitude as in wave number 1 and 2.

BTEC in wave numbers 3 and 4 is much weaker in magnitude than in wave numbers 1 and

2. ETRANS is almost negligible in wave number 4.
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5. DISCUSSION AND CONCLUSIONS

5.1 Discussion

5.1.1 Northern Hemisphere Energetics

The transient wave energetics of the northern hemisphere during the fall and spring sea-

son is similar to that of the terrestrial atmosphere. There are a variety of growth and decay

mechanisms for individual waves (see Sections 3.2.3 and 3.2.4), but most waves, especially

during non-dusty periods away from the winter solstice, experience the same general en-

ergetics. Most waves grow through a combination of BCEC and BTEC, initiated by GFC.

Waves propagate by ETRANS and GFC, only to decay by friction, dissipation, geopo-

tential flux divergence, and BTEC. This development cycle was established by Orlanski

and Katzfey (1991); Orlanski and Sheldon (1993); Orlanski and Chang (1993); Chang

(1993, 2001) and fits with the downstream development paradigm of Orlanski and Shel-

don (1995). The prime areas of transient wave growth are the planitias of Mars, namely,

Utopia, Amazonis, and Acidalia, in roughly that order of preference. These areas have

been identified as favored regions for transient waves both observationally and via mod-

eling studies (Hollingsworth and Barnes, 1996; Banfield et al., 2004; Wang et al., 2005;

Basu et al., 2006; Hinson and Wang, 2010; Wang et al., 2013; Mooring and Wilson, 2015).

Several exceptions are found to the regular energetics. The GDS of MY 25 provides the

most striking example of a period where waves deviate from their usual behavior. During

the GDS, waves struggle to grow by BCEC and instead almost solely extract EKE from

the mean flow by BTEC (Fig. A.22), which was corroborated in the Lorenz energy cycle

by Tabataba-vakili et al. (2015). The recurrence of waves is reduced, but the intensity of

EKE remains roughly the same. This behavior is a result of the vertical temperature profile

stabilizing (Fig. A.17) due to the absorption of insolation by dust and a stronger poleward
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tilt to the westerly jet (Battalio et al., 2016; Guzewich et al., 2016).

The second main alteration to the usual wave behavior is during the solstitial pause.

Like GDS waves, individual pause waves are substantially different, not necessarily in

amount of generated EKE, but in duration, propagation, and generation and decay pro-

cesses. Shorter wave number pause waves are not as coherent as non-pause waves and do

not travel long distances before decaying (Fig. A.7). Pause waves also rely primarily on

BTEC to grow but also utilize some BCEC. Pause waves also show indications of negative

BCEC, which serves as a sink of EKE. This is seen in the zonal and meridional averages

of BCEC during the pause period as compared to the non-pause periods (Fig. A.29).

However, there are isolated examples of anomalous waves even within the non-pause

periods. One example was described in Section 3.2.4.2. This wave, and others like it,

behave in a similar way to the GDS waves where they add BTEC at certain times during

their lifecycle. In these waves though, the order of energy conversion is reversed. In

the non-pause waves that grow by BTEC, they begin as other non-pause waves do by

GFC initiating BCEC; however, before the BTEC becomes negative, they feed off the

mean flow via positive BTEC. This usually occurs just before the waves begin interacting

with the Tharsis Plateau, and the meridional BTEC averages indicate positive barotropic

conversion (Fig. A.34). This is the reverse of what happens during the GDS period, where

waves feed off of BTEC first, then BCEC once the BTEC becomes negative.

The effect of dust on baroclinic waves is not limited to only occasions where there is a

dust storm that reaches global scale. Wang (2007) showed that there is a feedback between

the wave number 3 traveling waves and flushing dust storms. If there are occasions where

the traveling waves do initiate waves that cross the equator and trigger further dust lifting,

the dust can shut down the growth of traveling waves. This effect is most obvious in

the post-pause period in MY 26. Two flushing storms developed before and during the

post-pause period. The strongest of which occurred during the post-pause timeframe at
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Ls = 310◦ – 320◦ (Wang, 2007). The result of this process was a reduction in the zonal

and meridional BCEC averages (Fig. A.29 bottom row) and a reduction in the EKE for

that time (Fig. A.42). A series of storms also impacted the pre-pause MY 24 energetics

(Wang et al., 2005), so the BCEC and EKE are slightly reduced from the less dusty times.

Even though the average energetics of each year are fairly uniform, other inter-annual

variability is paramount in describing the small differences between the energetics be-

tween each year. The EKE is stronger in the post-period for MY 24, as the type “C” storm

that originates in the southern hemisphere from Kass et al. (2016) was very weak. The

MY 26 post-pause period is weaker compared to its pre-pause period. This is partly due to

the aforementioned flushing dust storms, but it is also indirectly due to the direction of the

storms that move towards the equator, because the AGF vectors are also directed equator-

ward. In MY 24 and 25 that did not have obvious flushing storms in the post-pause period,

AGF vectors recirculate energy back to the area of cyclogenesis on the leeside of Arabia

Terra (Greybush et al., 2013), so EKE is larger during these periods. This recirculation of

AGF vectors was noted terrestrially by Chang (2000).

Regarding BCEC, Kavulich et al. (2013) and Battalio et al. (2016) found that in the

upper-levels, pockets of negative BCEC that otherwise lack an explanation in baroclini-

cally unstable regions are caused by strong GFC forcing downward motions. The same is

found at all periods in the northern hemisphere; however, an additional constraint is placed

on the BCEC. Longitudes where BCEC (Fig. A.29) is at a maximum for a given period

have GFC (Fig. A.32) that is at a minimum. If the geopotential flux divergence is in the

upper or mid-levels, as is usually the case, the positioning of the BCEC maxima can be

explained by using a similar argument to why negative BCEC is associated with positive

GFC. If there is divergence in the upper or mid-levels, then air must be drawn from below

as a replacement. The rising air forces positive baroclinic instability. Not all regions of

strong geopotential flux divergence correspond to strongly positive BCEC. Thus, it is the
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case that while strong geopotential flux is not a necessary case for strong BCEC, they are

closely related in the meridional average. It was also found that negative BCEC can also be

caused by negative vertical heat fluxes as well, even if GFC is not strongly positive in the

upper-levels (Fig. A.30). Furthermore, there is a strong connection between the strongest

positive BCEC and the strongest vertical heat flux. The meridional heat flux does not have

such a close association.

BTEC is mostly negative in the time averages over each period (Fig. A.34). In the

wave number analysis of BTEC, there is a wave number 2 structure even for the wave

number 1 waves (Fig. A.43 and A.44), meaning that wave number 1 waves transfer en-

ergy to the mean flow via the wave number 2 topography. This is corroborated by the

summed intensities of wave number 1 that demonstrated that the BTEC does not show a

large signal from the solstitial pause (Fig. A.46). Furthermore, the spectrally decomposed

pressure-averages show a uniform lack of BCEC at wave number 1, but wave number 1

has consistently high values of EKE (Mooring and Wilson, 2015). The ETRANS term for

the total wave activity during the pause period also has a strong wave number 1 structure.

Thus, wave number 1 clearly plays a large role in the energetics of the northern hemi-

sphere, but there is no source of EKE at wave number 1 except for an energy cascade from

higher wave numbers. This was shown to be consistent with the usual −5/3 slope for the

inertial range of the energy spectra (Imamura and Kobayashi, 2009). In MarsWRF simu-

lations, Wang and Toigo (2016) found periods where EKE left wave numbers 2 and 3 and

entered wave number 1, and wave-wave interactions were also found to contribute sinks

to the higher wave number EKE at some times. It appears that in the MACDA dataset, the

source of much of the power in wave number 1 comes from the upscale propagation of

EKE from higher wave numbers.
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5.1.2 Southern Hemisphere Energetics

As noted previously, southern hemisphere transient waves have not been as thoroughly

investigated in the literature as the northern hemisphere for a variety of reasons but mostly

because the southern hemisphere waves are the weaker. The zonally asymmetric terrain

has been repeatedly cited as the reason for the southern hemisphere having weaker tran-

sient wave activity compared to the northern hemisphere (e.g. Blumsack and Gierasch,

1972; Hollingsworth and Barnes, 1996), but the results presented here point to a second,

equally simple explanation for the suppression of baroclinic activity: a shortened vertical

column. The vertical stability profile does not change above 10 Pa between the southern

and northern hemispheres (see. Fig. A.4), but the terrain is much higher on average in

the southern hemisphere. This reduces the amount of vertical column available for energy

conversion. The BCEC occurs at roughly the same height above the surface in both hemi-

spheres (see Figs. A.29 and A.53), so the reduced vertical column limits the amount of

unstable vertical profile that can undergo baroclinic conversion. The combination of these

two causes is why the EKE equation terms are smaller in the southern hemisphere (Figs.

A.50, A.51, and A.52).

The growth of waves in the southern hemisphere is again predicated on BCEC. Waves

grow in the flat highlands and decay on approaching the basins. The post-pause period

shows positive BCEC between 400 and 50 Pa, but the pre-pause period has shallower

and much weaker BCEC between 450 and 250 Pa. This leads to the BCEC maxima be-

ing roughly the same height above the ground, as the surface pressure is lower during

the post-pause season. Most non-pause waves have upper-level BCEC that is collocated

with negative geopotential fluxes, and negative upper-level BCEC is collocated with GFC.

Waves grow when the geopotential flux divergence and BCEC are collocated, but waves

decay when GFC is collocated with BCEC. A prime example can be seen in Fig. A.61.
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There are many more areas of negative average BCEC in the southern hemisphere than

in the northern hemisphere (Fig. A.53). The negative areas in the vertical heat flux on

the eastern side of Hellas appear to be the main contributors to the negative BCEC, as the

pattern is not present in the meridional heat fluxes (Fig. A.55), but the negative meridional

heat flux is the cause of the negative BCEC above 100 Pa in all periods, except the post-

pause in MY 24. This is similar to what is found for the northern hemisphere, where it is

the negative vertical heat fluxes that correspond to negative BCEC.

Storm tracks in the southern hemisphere are distinct as opposed to the continuous

tracks in the northern hemisphere, and frontal dust storms are more separated and shorter

in duration (Wang and Richardson, 2015). The topography of the southern hemisphere

could cause stationary waves to modulate the amplitudes of the eddies, which leads to a

localization of wave activity and the zonal extent of the storm track (Chang and Orlanski,

1993). This interference could occur in a similar way to what stationary waves do to

energetics with the northern hemisphere pause period (see Section 5.1.5). The post-pause

eddy for the southern hemisphere provides an example of this phenomenon (Fig. A.59).

The first eddy is initiated to the west of Hellas and is transported across the basin, though

interestingly never extends into the basin and appears to shrink in vertical extent during

transit as a result of the induced stationary wave. The shallow layer of GFC near the

surface in the basins and the AGF fluxes directed towards the surface (Fig. A.57) bring in

EKE to where friction can reduce the strength of the eddies.

Inter-annual variability is also quite important in the southern hemisphere. During the

post-pause period, EKE is very high in MY 24 and 25. The energetics of MY 25 is strong

due to the diabatically forced dust lifting centers during the GDS. The strong energetics

of MY 24 is due to the high coherence and repeatability of waves during this period (Fig.

A.60). These strong waves in MY 24 were noted by Hinson and Wilson (2002) as 2-sol

period, wave number 3 waves from TES limb retrievals.
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Hollingsworth et al. (1997) first found that the post-pause waves were the strongest

in the southern hemisphere, a finding that was confirmed in subsequent work (Wang and

Richardson, 2015; Lewis et al., 2016). There is no settled answer for why this occurs; how-

ever, the energetics results suggest a possible cause. It is possible that some EKE that is

integrated into the southern hemisphere post-pause averages originates from flushing dust

storms in the northern hemisphere during its pre-pause period. Flushing activity in the

northern hemisphere does occur during both its pre- and post-pause periods, but the post-

pause northern hemisphere period occurs too early (before Ls = 0◦) to directly affect

the southern hemisphere pre-pause period. However, a lingering effect from the flushing

storms may serve to suppress southern hemisphere traveling waves during the pre-pause

period. MY 26 has lower values of EKE and energetics terms pre-pause because of the

effect of a late flushing dust storm that traveled from the northern to southern hemisphere

(Wang, 2007). The lingering dust from flushing storms can alter the southern hemisphere

temperature profile upon crossing the equator. This flushing activity is possible because

upper-level (higher than 20 km) waves act oppositely from surface waves, whereby near

the equator, waves lose energy baroclinically but gain energy barotropically (Wang and

Toigo, 2016). This explains how transient waves can cross the equator, where baroclinic

instability is negligible. The additional dust during the pre-pause period affects the ener-

getics just as the southern hemisphere dust from the GDS affected the MY 25 pre-pause

northern hemisphere energetics.

As a secondary consideration, the post-pause period may be intensified by the evapora-

tion of the polar ice cap, which would intensify meridional temperature gradients. This is

indirectly established by looking at the zonal average temperature in the Fig. A.54 (right

column, contours), which is much tighter post-pause, and by the increased meridional

temperature fluxes during the post-pause period, which has a zonally averaged maximum

that is stronger and closer to the surface post-pause (Fig. A.54). Forget (1998) noted
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that the area of strongest sublimation later in spring is between 160◦ and 300◦ E, which

corresponds to the largest increase in the meridional heat flux in the post-pause period

(Fig. A.55). The reduced magnitude of the southern hemisphere energetics allows for this

effect to be observed. This is opposed to the northern hemisphere, where the coherence

and higher amplitude of the waves in both the pre- and post-pause periods overwhelms the

smaller contribution from the diabatic effect.

5.1.3 Anomalous Behavior in the Pause Period

While the energetics of the pre- and post-pause periods in both hemispheres are uni-

form, neglecting the effects of dust storm activity, the pause period energetics demonstrate

several interesting, anomalous behaviors. The energetics of multiple individual waves

were described in Sections 3.2.3 and 4.3.3. Those sections showed that the paradigm of

Orlanski and Katzfey (1991), Orlanski and Sheldon (1993, 1995), and Chang (2001) does

not necessarily hold for pause waves. For example, the MY 26 northern hemisphere pause

wave (Section 3.2.3.1) had low energy conversion terms and was mostly progressed as a

result of GFC alone. Growth mostly through GFC is an atypical development pattern but

is allowed because GFC can be a local source/sink of EKE. GFC is only prohibited from

being a global source/sink of EKE.

The wave number 1 intensities do not exhibit a significant pause signal in EKE or the

energy conversion terms. Given the result of Mulholland et al. (2016) that the solstitial

pause is partly the result of increased opacity due to dust and cloud cover, this appears

to contradict the finding of Barnes et al. (1993) that showed that wave numbers increase

during higher opacity conditions. However, Lewis et al. (2016) showed that temperature is

reduced during the pause below 300 Pa, but above 100 Pa there are still multiple maxima

in the temperature. It is suggested that the upper-level temperature maxima are due to the

middle atmosphere polar warming (Kuroda et al., 2007; McCleese et al., 2008) caused by
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the GDS and regional dust events like the “B” type storm of Kass et al. (2016). The polar

warming event during MY 25 also explains why wave number 1 is so strong in MY 25 dur-

ing the pause period (see Fig. A.60). Additionally, waves above 20 km have been shown

to be dominated by a wave number 1 structure (Banfield et al., 2004), which emerges

from barotropic sources (Wang and Toigo, 2016). This also explains why BCEC becomes

slightly negative during the pause as well as why the upper-level waves are shown to be

lacking in baroclinicity (Wang and Toigo, 2016). The high altitude of these pause waves

also causes the downward directed GFC fluxes seen especially in the southern hemisphere,

as energy is directed from the upper-levels towards the surface (Fig. A.57).

The residue during the pause period in the southern hemisphere, and to a lesser extent

the northern hemisphere, is more positive than negative (Fig. A.26 and A.51). This is

opposed to all non-pause periods and what is found terrestrially (e.g. Orlanski and Chang,

1993; Decker and Martin, 2005; Ahmadi-Givi et al., 2014). A positive residue indicates

that EKE is generated from some process not accounted for in the EKE equation. Dissipa-

tion and friction can only be sinks of energy, while other usual potential sources, such as

errors from data assimilation or interpolation, have no reason for existing only during the

pause period. Instead, a possible source of the positive residue is diabatic heating (Chang,

2001) caused by the condensation of polar hood clouds (Pettengill and Ford, 2000; Ben-

son et al., 2010, 2011) and from the deposition of CO2 onto the polar ice cap (Forget,

1998). The heating from the CO2 condensation provides additional an source of energy

that cannot be captured by the EKE equation.

5.1.4 Problems with MACDA (v1.0)

MACDA (v1.0) is the only publicly available reanalysis for any period on Mars. How-

ever, because Martian reanalysis is only in its nascent stages of development, the MACDA

dataset exhibits several issues, inconsistencies, and deficiencies. One particular issue is
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the development of several eddies that have unrealistic energetics, one of which was dis-

cussed in Section 3.1.4 at Ls = 214◦ in MY 25. These waves spontaneously develop

without an energy generating mechanism and then subsequently decay equally as sud-

denly. A beta version of a separate reanalysis dataset (Greybush et al., 2012) did not

contain these types of waves, indicating problems with the data assimilation scheme of

MACDA. A second type of unrealistic EKE event occurred twice in the pause period of

MY 24, where a stationary area of EKE spontaneously erupted and decayed with little

change in the EKE equation terms [see Section 3.2.3.4]. Such behavior is not consistent

with energetics analysis and is considered an issue with the dataset itself instead of with

the analysis methodology.

A second type of anomalous activity was noted at the end of the transient wave period

in the southern hemisphere during MY 25 and can be seen after Ls = 185◦ in Fig. A.66.

A Hovmöller diagram of the pressure-averaged (between the surface and 0.1 Pa) EKE for

the period is presented in Fig. A.74. At the beginning of each year, there are transient

eastward moving waves. However, in MY 25, the waves abruptly switch direction and

travel westward. These waves are confined to above 10 Pa and could possibly be westerly

traveling Rossby waves. If so, they should be barotropic in nature, as there is little BCEC

noted with the activity. It is equally possible, since the phenomena only occurs in the

highest levels, that this feature is an anomaly of MACDA itself.

The westward waves of MY 25 highlight a main problem of the MACDA (v1.0)

dataset. Because only TES retrievals are available during the period analyzed, any fea-

tures above 40 km (10 Pa) should be examined with trepidation, as the reliability of TES

temperature retrievals is of dubious quality at higher altitudes. In comparisons of MACDA

to the only other reanalysis (EMARS), the reanalyses agreed at almost all times at the low-

levels, but they showed large differences in the upper-levels, especially in the temperature

profiles along the polar front (Waugh et al., 2016). Thus any work to examine the dynamics
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of upper-level waves that could occur in the pause period [e.g. Figs 2 and 3 of Lewis et al.

(2016)] or at the end of MY 25 should be considered preliminary. However, the dataset is

currently undergoing updates to ameliorate these issues (Montabone et al., 2014), and new

reanalysis datasets are being developed to compare to MACDA (Greybush et al., 2012,

2013) that include more years and include data that are reliable at higher altitudes.

5.1.5 Possible Causes of Solstitial Pause

The solstitial pause is a phenomena that has been identified and investigated in multiple

studies. The zeroth-order explanation for the sudden reduction in transient wave activity is

that the tilt of the polar front switches from being tilted away from the pole with increasing

height to being tilted towards the pole with increasing height. [Compare the temperature

gradient between 40◦ and 80◦ N below 10 Pa in Fig. A.4 in the pre- and post-pause panels

with the gradient in the pause panels. Similarly, compare the panels between 40◦ and 80◦

S in the southern hemisphere.] A tilt of the polar front towards the pole is not an unstable

baroclinic field, because in those instances, temperature increases with height, which is

a highly statically stable environment. This is similar to the situation during the GDS of

MY 25. This is also similar to the Pacific storm track in the northern hemisphere of Earth

(Nakamura, 1992). As a general explanation, the polar front tilt is sufficient to describe

the climatological reasoning for a lack of waves, but the work presented here provides two

explanations for how the solstitial pause is made manifest in individual transient features.

In the terrestrial atmosphere, a barotropic governor has been indicated as an expla-

nation for the Pacific mid-winter minimum in transient wave activity (Deng and Mak,

2005, 2006). Mulholland et al. (2016) investigated the possibility of such a feature alter-

ing transient waves in the atmosphere of Mars and found that it could be a contributor to

the solstitial pause but was likely not the prime motivator. However, the wave energetics

lend credence to the governor as a partial explanation in the mid-levels. In the zonal-mean
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BTEC in the northern (Fig. A.34) and southern (Fig. A.56) hemispheres, the BTEC is

more negative during the solstitial pause. Additionally, the integrated intensities for both

hemispheres (Figs. A.42 and A.66) show that BTEC does not decrease during the pause

period, while all other EKE equation terms do. The lack of individual waves during the

pause period is so apparent because BTEC acts as a stronger sink of EKE, while at the

same time the BCEC is weakened.

Topography is also a frequently cited explanation for the solstitial pause, including for

the terrestrial atmosphere (Penny et al., 2010). And indeed for other terrestrial worlds,

stationary eddies have been found to control the strength and length of storm tracks by

altering the temperature gradients (Kaspi and Schneider, 2013). For Mars, topography is

usually invoked as a modifier of solstitial pause activity directly by interfering with the

storm track, as the polar ice caps – and thus the gradients for baroclinic eddy initiation

– move equatorward (Banfield et al., 2003; Hinson and Wang, 2010; Mulholland et al.,

2016). However, an alternative explanation can be found by an investigation of the heat

fluxes of the stationary waves in the northern hemisphere that indicate that the stationary

waves dramatically strengthen during the pause period [see also Imamura and Kobayashi

(2009)]. Fig. A.75 shows the signal of the stationary wave and its associated vertical and

meridional heat fluxes during Ls = 190◦ – 220◦. These values were found by subtracting

the zonal-mean field from the temporal average and then averaging the three Mars years

together. The pre-pause wave amplitude and heat fluxes are of comparable intensity to the

post-pause period (Fig. A.77), but both are much weaker than the stationary wave signal

during the pause period (Fig. A.76). This suggests that the available potential energy

during the pause period is used by the stationary waves instead of the transient waves.

The reason for this is indirectly related to topography. Modeling work (Guzewich et al.,

2016) has indicated that the jet moves equatorward during the pause period, which allows

for greater interaction with topography, though this does not appear to be the case in the
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MACDA dataset (Fig. A.4). However, as noted in Fig. A.4, the westerly jet is much

stronger during the pause period. The increased speed of the jet intensifies the stationary

waves. The strengthened stationary eddies make the coherent propagation of transient

waves more difficult (Lee and Held, 1993), which is evidenced by a comparison of Figs.

A.7 and A.8.

5.2 Conclusions

The dynamics and energetics of transient waves during four seasons in both the north-

ern and southern hemispheres of the atmosphere of Mars were investigated during three

Mars years. MACDA provided the reanalysis data for the comparison of the three years,

one of which (MY 25) contained a global-scale dust storm. The eddy kinetic energy equa-

tion (Orlanski and Katzfey, 1991) was the primary tool used for the analysis of the data.

In comparing the three years, the following conclusions can be drawn:

The energetics of transient waves is strongest during two periods that roughly align

with the fall and spring seasons in both hemispheres. Except for periods of unusually high

opacity, most transient waves of the pre-winter solstice and post-winter solstice periods

are quite similar across years. Waves during the winter solstice are weaker than during

the fall and spring, and they are the least intense in the summer. The winter energetics is

weaker due to a stabilized vertical temperature profile around winter solstice, a barotropic

governor, and stronger stationary waves that deprive transient waves of baroclinic energy

conversion.

The waves are strongest in the northern hemisphere in comparison to the southern

hemisphere due more zonally asymmetric topography and shorter atmospheric column in

the southern hemisphere. Waves in the southern hemisphere are stronger after the winter

solstitial pause due to the influence of flushing dust storms from the northern hemisphere

limiting wave activity during the pre-solstitial pause period and to the strengthening of the
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meridional temperature gradient due to the melting of the CO2 ice cap.

The waves of the clear years of MY 24, 26, and 27 show eddy kinetic energy growth

and decay mechanisms similar to those that were described by Kavulich et al. (2013) and

Battalio et al. (2016). Below 10 Pa, waves generate eddy kinetic energy primarily by

baroclinic energy conversion in wave numbers 2 and higher. Barotropic energy conversion

acts mostly as a sink of eddy kinetic energy in wave numbers 2 and below in the regions

downstream of the main baroclinic energy conversion, though it can act as a source of eddy

kinetic energy directly west of the Tharsis Plateau, extending the storm track downstream

of the main baroclinic energy conversion regions. Geopotential flux convergence provides

the triggering mechanism for wave development, and barotropic energy conversion and

also friction play a role in the decay of waves.

In the global-scale dust storm year of MY 25, the intensity of baroclinic energy con-

version is substantially reduced due to decreased vertical wind shear between 500 and

800 Pa. Further inhibition of eddy heat fluxes results from the more isothermal, statically

stable atmosphere above 500 Pa. This leads to a weaker sensitivity of the atmosphere to

baroclinic instability. This weaker sensitivity reduces the frequency of storms to roughly

half of that during non-dust-storm years. However, compared to MY 24 and 26, the ab-

solute intensity of the individual eddy kinetic energy generation events does not decrease.

The storms during MY 25 become mixed baroclinic/barotropic: the waves gain energy

both baroclinically and barotropically and lose it barotropically. Once a wave begins to

lose energy barotropically, it begins to generate energy baroclinically, which compensates

for the loss of EKE due to BTEC. Waves during the pause periods take on unusual growth

and decay patterns similar to those during the GDS.
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FIGURES
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Figure A.1: The Martian topography. [Credit: Mars Orbiter Laser Altimeter (MOLA)
Science Team, Mars Global Surveyor, NASA.]
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Figure A.2: Column optical depth in the visible wavelength range for Ls = 175◦ – 255◦

for MY 24 (top), MY 25 (middle), and MY 26 (bottom) from the MACDA dataset. Hatch-
ing indicates times of areocentric longitude greater than one degree, when TES retrievals
were unavailable, and the analyses are based on a freely running model unconstrained by
observations.
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Figure A.3: The zonal mean temperature field for Ls = 200◦ (top row) and Ls = 230◦

(second row), and the mean zonal wind field for Ls = 200◦ (third row) and Ls = 230◦

(bottom row) for MY 24 (left), MY 25 (middle), and MY 26 (right).
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Figure A.4: Time-mean, zonal-mean temperature for the southern hemisphere (left) and
northern hemisphere (right) for each of the pre-pause, pause, and post-pause periods. Con-
tours are time-mean and zonal-means of the zonal wind with negative values dashed. Ter-
rain is grayed.
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Figure A.5: Surface temperature with 5-sol, 30-sol, and 40-sol running means for the
period Ls = 200◦ – 230◦ for 52.5◦ N, 175◦ E in MY 26.
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Figure A.6: Hovmöller diagram for the eddy component of the meridional wind field at
300 Pa for Ls = 200◦ – 230◦ in the 57.5◦ – 82.5◦ N latitude band. Shown are MY 24
(left), MY 25 (middle), and MY 26 (right). Lines A and B refer to the location of storms
discussed in sections 3.1.3.1 and 3.1.3.2. Hatching indicates times of areocentric longitude
greater than one degree, when TES retrievals were unavailable, and the analyses are based
on a freely running model unconstrained by observations.
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Figure A.7: As in Fig. A.6 but for Ls = 255◦ – 285◦ and at 75 Pa. Lines C – F refer to
the location of storms discussed in Section 3.2.3.
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Figure A.8: As in Fig. A.6 but for Ls = 330◦ – 360◦. Lines G and H refer to the location
of storms discussed in Section 3.2.4.
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Figure A.9: Correlation of the two forms of quasi-geostrophic ω and kinematic ω to the
Kavulich et al. (2013) GFDL simulation ω between 28◦ and 80◦ N for all pressure levels.
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Figure A.10: The time-mean vertical velocities for Ls = 200◦ – 230◦ for the 100-Pa (top)
and 400-Pa (bottom) pressure level for MY 24 (left), MY 25 (middle), and MY 26 (right).
Contours are surface elevation in 1000 m increments. Values below the mean geoid are
dashed, with the mean geoid bolded.
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Figure A.11: Geopotential flux convergence, −∇3 · v′3φ′, at 100 Pa for MY 24 (top), MY
25 (middle), and MY 26 (bottom) for the time-mean Ls = 200◦ – 230◦. The geopotential
flux convergence is calculated in the advective form (left) and in the flux form (right).
Contours are surface elevation in 2500 m increments.
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Figure A.12: Pressure-weighted vertical averages of the time mean of the terms of the
eddy kinetic energy equation for Ls = 200◦ – 230◦ for MY 24 (left column), MY 25
(center column), and MY 26 (right column). Shown are the eddy kinetic energy (top),
baroclinic energy conversion (second row), geopotential flux convergence (third row), the
eddy kinetic energy advection (fourth row), the barotropic energy conversion (fifth row),
and the residue (bottom). Contours are surface elevation in 1000 m increments. Values
below the mean geoid are dashed, with the mean geoid bolded.
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Figure A.13: Vertical cross sections of the time-mean (Ls = 200◦ – 230◦) of the zonal
mean (left column) and meridional mean (right column) of baroclinic energy conversion,
−ω′α′ and the eddy kinetic energy (J/kg) contoured. The meridional mean is computed for
the 57.5◦ – 82.5◦ N latitude band. Results are shown for MY 24 (top), MY 25 (middle),
and MY 26 (bottom).
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Figure A.14: As in Fig. A.13 but for geopotential flux convergence,−∇3 · v′3φ′. Contours
show the standard deviation of the geopotential height (gpm).
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Figure A.15: As in Fig. A.13 but for the zonal mean of the vertical heat flux, −T ′ω′, (left
column) and meridional heat flux, T ′v′, (right column). Contours show temporal mean of
vertical motion (10−4 Pa/s) (left) and temporal mean of temperature field (K) (right).
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Figure A.16: As in Fig. A.13 but for the Eady index. Results are shown for MY 24 (top),
the difference between MY 25 and MY 24 (middle), and the difference between MY 25
and MY 24 (bottom).
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Figure A.17: Brunt-Väisälä frequency vertical profile (top), vertical wind shear (middle),
and potential temperature gradient (bottom) for the time-mean Ls = 200◦ – 230◦ of the
57.5◦ – 82.5◦ N latitude band.
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Figure A.18: As in Fig. A.13 but for barotropic energy conversion,−v′ ·(v′3 ·∇3)vm−v′ ·
(v′3 · ∇3)v′. Contours show zonal average zonal wind (m/s) (left) and meridional average
zonal wind (m/s) (right).

131



Figure A.19: As in Fig. A.13 but for EKE advection, −∇ · vKe. Contours show average
total EKE advection, −∇ · vKe −∇3 · v′3φ′ (mJ/kg/s).
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Figure A.20: Time series of vertical, pressure-weighted averages of eddy kinetic energy
(left), with topography contoured as in Fig. A.12, geopotential flux convergence (middle),
with baroclinic energy conversion contoured at 0.007 J/kg/s increments and negative val-
ues dashed, and eddy kinetic energy advection (right), with barotropic energy conversion
contoured at 0.007 J/kg/s increments and negative values dashed for a 4-sol period trav-
eling wave in MY 24 beginning at Ls = 206.6◦ and continuing at 0.5-sol steps until
Ls = 209.1◦.
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Figure A.21: Time series of the meridional average of eddy kinetic energy (left), with
barotropic energy conversion contoured in 0.007 J/kg/s increments and negative values
dashed and geopotential flux convergence (right), with baroclinic energy conversion con-
toured in 0.007 J/kg/s increments and negative values dashed in the 57.5◦ – 82.5◦ N latitude
band for the wave in Fig. A.20.
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Figure A.22: As in Fig. A.20 but for a 4-sol period traveling wave in MY 25 beginning at
Ls = 201.1◦ and continuing at 0.33-sol steps until Ls = 202.7◦.
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Figure A.23: As in Fig. A.21 but for the wave in Fig. A.22.
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Figure A.24: Time series of the volume integrated EKE and EKE equation terms for the
22.5◦ – 82.5◦ N latitude band for MY 24 (blue), MY 25 (red), and MY 26 (green).
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Figure A.25: As in Fig. A.12 but for Ls = 190◦ – 220◦. The ageostrophic geopotential
flux and EKE advection vectors are shown on their respective panels.
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Figure A.26: As in Fig. A.25 but for Ls = 255◦ – 285◦.
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Figure A.27: As in Fig. A.25 but for Ls = 330◦ – 360◦.
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Figure A.28: As in Fig. A.25 but for Ls = 90◦ – 120◦.
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Figure A.29: Baroclinic energy conversion during three fall (pre: Ls = 190◦ – Ls =
220◦), three winter (pause: Ls = 255◦ – Ls = 285◦), and three spring (post: Ls =
330◦ – Ls = 360◦) periods in the northern hemisphere in the zonal (left column), and
meridional (right column) average. Contours are average zonal EKE (J/kg). Terrain is
grayed.
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Figure A.30: As in Fig. A.29 but for vertical heat flux. Contours are average vertical
velocity (10−4 Pa/s).
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Figure A.31: As in Fig. A.29 but for meridional heat flux. Contours are average tempera-
ture (K) (left column) and average meridional wind (m/s).
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Figure A.32: As in Fig. A.29 but for geopotential flux convergence. Contours are average
zonal EKE (J/kg). Right column shows the ageostrophic geopotential vectors, with the
vertical direction scaled by 100.
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Figure A.33: As in Fig. A.29 but for EKE advection. Right column shows the EKE
advection vectors, with the vertical direction scaled by 100.
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Figure A.34: As in Fig. A.29 but for barotropic energy conversion. Contours are average
zonal wind (m/s).
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Figure A.35: Time series of vertical, pressure-weighted averages of eddy kinetic energy
(left), with topography contoured as in Fig. A.12; geopotential flux convergence (middle),
with baroclinic energy conversion contoured at 0.006 J/kg/s increments and negative val-
ues dashed; and eddy kinetic energy advection (right), with barotropic energy conversion
contoured at 0.006 J/kg/s increments and negative values dashed for a 6-sol period trav-
eling wave in MY 26 beginning at Ls = 281.6◦ and continuing at 0.5-sol steps until
Ls = 284.2◦.
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Figure A.36: As in Fig. A.35 but for a 8-sol period traveling wave in MY 24 beginning at
Ls = 273.3◦ and continuing at 0.5-sol steps until Ls = 275.8◦.
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Figure A.37: As in Fig. A.35 but for a 16-sol wave in MY 25 beginning at Ls = 255.0◦

and continuing at 2-sol steps until Ls = 265.4◦.
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Figure A.38: As in Fig. A.35 but for a stationary wave in MY 24 beginning at Ls =
276.1◦ and continuing at 0.17-sol steps until Ls = 277.0◦.
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Figure A.39: Time series of vertical, pressure-weighted averages of eddy kinetic energy
(left), with topography contoured as in Fig. A.12; geopotential flux convergence (middle),
with baroclinic energy conversion contoured at 0.007 J/kg/s increments and negative val-
ues dashed; and eddy kinetic energy transport (right), with barotropic energy conversion
contoured at 0.007 J/kg/s increments and negative values dashed for a 5-sol period trav-
eling wave in MY 24 beginning at Ls = 350.7◦ and continuing at 0.5 sol steps until
Ls = 352.8◦.
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Figure A.40: Time series of the meridional average of eddy kinetic energy (left), with
barotropic energy conversion contoured in 0.007 J/kg/s increments and negative values
dashed and geopotential flux convergence (right), with baroclinic energy conversion con-
toured in 0.007 J/kg/s increments and negative values dashed in the 57.5◦ – 82.5◦ N latitude
band for the wave in Fig. A.39.
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Figure A.41: As in Fig. A.39 but for a 5-sol period traveling wave in MY 24 beginning at
Ls = 336.1◦ and continuing at 0.583-sol steps until Ls = 338.7◦.
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Figure A.42: Time series of the volume integrated EKE and EKE equation terms for the
22.5◦ – 82.5◦ N latitude band for MY 24 (blue), MY 25 (red), and MY 26 (green) during
the entirety of the northern hemisphere transient wave period (Ls = 170◦ – 390◦). Times
of areocentric longitude greater than one degree, when TES retrievals were unavailable,
and the analyses are based on a freely running model unconstrained by observations are
indicated in each plot by thin lines.
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Figure A.43: As in Fig. A.12 but averaged for MY 24, 25, and 26 during Ls = 190◦ –
220◦ for wavenumbers 1, 2, 3, and 4.
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Figure A.44: As in Fig. A.43 but for Ls = 255◦ – 285◦.
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Figure A.45: As in Fig. A.43 but for Ls = 330◦ – 360◦.
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Figure A.46: As in Fig. A.42 but for wavenumber 1.
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Figure A.47: As in Fig. A.42 but for wavenumber 2.
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Figure A.48: As in Fig. A.42 but for wavenumber 3.
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Figure A.49: As in Fig. A.42 but for wavenumber 4.
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Figure A.50: Time-mean, pressure-weighted vertical averages of the terms in the eddy
kinetic energy equation in the southern hemisphere for Ls = 20◦ – 50◦ for MY 25 (left
column), MY 26 (center column), and MY 27 (right column). Shown are the eddy kinetic
energy (top), baroclinic energy conversion (second row), geopotential flux convergence
(third row), the eddy kinetic energy advection (fourth row), the barotropic energy con-
version (fifth row), and the residue (bottom). Contours are surface elevation in 1000 m
increments, with dashed values below the mean geoid and the mean geoid in bold.
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Figure A.51: As in Fig. A.50 but for the winter pause period for MY 25 and MY 26 and
the average summer period.
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Figure A.52: As in Fig. A.50 but for the post pause period (Ls = 150◦ – 180◦) for MY
24 (left column), MY 25 (center column), and MY 26 (right column).
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Figure A.53: Baroclinic energy conversion during three fall (pre: Ls = 20◦ –Ls = 50◦),
two winter (pause: Ls = 75◦ – Ls = 105◦), and two spring (post: Ls = 150◦ –
Ls = 180◦) periods in the zonal (left column), and meridional (right column) average.
Contours are average zonal EKE (J/kg). Terrain is grayed.
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Figure A.54: The zonal average of the vertical (left) and meridional (right) heat fluxes
during three fall (pre: Ls = 20◦ – Ls = 50◦), two winter (pause: Ls = 75◦ –
Ls = 105◦), and two spring (post: Ls = 150◦ – Ls = 180◦) periods. Contours are
average zonal vertical motion (10−4 Pa/s) (left) and zonal average temperature (K) (right).
Terrain is grayed.
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Figure A.55: The meridional average of the vertical (left) and meridional (right) heat fluxes
during the time periods in Fig. A.54. Contours are average vertical motion in 2 × 10−4

Pa/s increments, with negative values dashed (left) and average meridional wind in 4 m/s
increments, with negative values dashed (right).
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Figure A.56: As in Fig. A.53 but for barotropic energy conversion in the zonal (left
column) and meridional (right column) average. Contours are average zonal wind (m/s).
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Figure A.57: As in Fig. A.53 but for geopotential flux convergence in the zonal (left
column), and meridional (right column) average. Vectors are ageostrophic geopotential
flux with motions in the vertical direction multiplied by 104. Contours are average zonal
EKE (J/kg).
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Figure A.58: As in Fig. A.53 but for EKE advection in the zonal (left column), and
meridional (right column) average. Vectors are EKE advection flux with motions in the
vertical direction multiplied by 104. Contours are average zonal wind (m/s).
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Figure A.59: Progression of an eddy during MY 27 Ls = 47.90◦ – 49.94◦. Each row
is 0.5 sol forward in time. Shown are eddy kinetic energy, with topography contoured
at 1000 m increments and negative values dashed (left), geopotential flux convergence,
with baroclinic energy conversion contoured in 0.00167 (J/kg/s) increments and negative
values dashed (middle), and EKE advection, with barotropic energy conversion contoured
in 0.00167 (J/kg/s) increments and negative values dashed (right).
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Figure A.60: Hovmöller diagram of the eddy meridional wind at 300 Pa for three periods
in the MACDA dataset averaged between 57.5◦ S and 82.5◦ S. Lines I, J, and K refer to
the location of storms discussed in Section 4.3.
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Figure A.61: Time series of the meridionally averaged EKE equation terms of the eddy
depicted in Fig. A.59. Shown are eddy kinetic energy, with barotropic energy conversion
contoured in 0.00167 (J/kg/s) increments and negative values dashed (left) and geopo-
tential flux convergence, with baroclinic energy conversion contoured in 0.00167 (J/kg/s)
increments and negative values dashed (right).
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Figure A.62: As in Fig. A.59 but for an eddy during MY 24 Ls = 166.31◦ – 168.82◦.
Baroclinic and barotropic energy conversion are contoured in 0.005 (J/kg/s) increments.
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Figure A.63: As in Fig. A.61 but for the eddy in Fig. A.62. Baroclinic and barotropic
energy conversion are contoured in 0.005 (J/kg/s) increments.
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Figure A.64: As in Fig. A.62 but for an eddy between MY 25 Ls = 96.83◦ – 98.90◦.
Baroclinic and barotropic energy conversion are contoured in 0.00125 (J/kg/s) increments.
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Figure A.65: As in Fig. A.61 but for the eddy in Fig. A.64. Baroclinic and barotropic
energy conversion are contoured in 0.00125 (J/kg/s) increments.
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Figure A.66: Summed, pressure-weighted EKE equation terms in the 57.5◦ – 82.5◦ S
latitude band for MY27 (Ls = 20◦ – 60◦) and MY 24 (Ls = 153.7◦ – 180◦) in blue,
MY 25 in red, and MY 26 in green. Times longer in duration than Ls = 1◦ when TES
retrievals were unavailable and the MACDA GCM ran freely are indicated by thin lines.
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Figure A.67: As in Fig. A.50 but averaged for MY 25, 26, and 27 during Ls = 20◦ – 50◦

for wavenumbers 1, 2, 3, and 4.
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Figure A.68: As in Fig. A.50 but averaged for MY 25 and 26 during Ls = 75◦ – 105◦.
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Figure A.69: As in Fig. A.50 but averaged for MY 24, 25, and 26 during Ls = 150◦ –
180◦.
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Figure A.70: As in Fig. A.66 but for wavenumber 1.
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Figure A.71: As in Fig. A.66 but for wavenumber 2.
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Figure A.72: As in Fig. A.66 but for wavenumber 3.
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Figure A.73: As in Fig. A.66 but for wavenumber 4.
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Figure A.74: Hovmöller diagram of EKE at 10 Pa for Ls = 180◦ – 210◦ in the 57.5◦

– 82.5◦ S latitude band. Shown are MY 24 (left), MY 25 (middle), and MY 26 (right).
Hatching indicates times of areocentric longitude greater than one degree, when TES re-
trievals were unavailable, and the analyses are based on a freely running model uncon-
strained by observations.
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Figure A.75: The meridional wind, vertical wind, and temperature signal with the as-
sociated heat fluxes for the stationary wave in the northern hemisphere at 300 Pa for
Ls = 190◦ – 220◦. The bottom panel is the meridionally averaged meridional wind
in the 57.5◦ – 82.5◦ N latitude band.
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Figure A.76: As in Fig. A.75 but for Ls = 255◦ – 285◦.
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Figure A.77: As in Fig. A.75 but for Ls = 330◦ – 360◦.
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