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ABSTRACT 

 

Buildings consume a large amount of energy and environmental resources. At the 

same time, current practices for whole-building energy simulation are costly and require 

skilled labor. As Building Energy Modeling (BEM) and simulations are becoming 

increasingly important, there is a growing need to make environmental assessments of 

buildings more efficient and accessible. A building energy model is based on collecting 

input data from the real, physical world and representing them as a digital energy model. 

Real-world data is also collected in the field of 3D reconstruction and image analysis, 

where major developments have been happening in recent years. Current digital 

photogrammetry software can automatically match photographs taken with a simple 

smartphone camera and generate a 3D model. 

This thesis presents methods and techniques that can be used to generate a 

building energy model from a digital photogrammetry-based 3D model. To accomplish 

this, a prototype program was developed that uses 3D reconstructed data as geometric 

modeling inputs for BEM.  

To validate the prototype, an experiment was conducted where a case-study 

building was selected. Photographs of the building were taken using a small remotely-

controlled Unmanned Aerial Vehicle (UAV) drone. Then, using photogrammetry 

software, the photographs were used to automatically generate a textured 3D model. The 

texture map, which is an image that represents the color information in the 3D model, 

was semantically annotated to extract building elements. The window annotations were 
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used as inputs for the BEM process. In addition, a number of algorithms were applied to 

automatically convert both the 3D model and the annotated texture map into geometry 

that is compatible for a building energy model. Through the prototype, pre-defined 

templates were used with the geometric inputs to generate an EnergyPlus model (as an 

example building energy model). The feasibility of this experiment was verified by 

running a successful energy simulation. The results of this thesis contribute towards 

creating an automated and user-friendly photo-to-BEM method.  
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NOMENCLATURE 

 

2D  Two-Dimensional  

2.5D  Two-and-a-half-Dimensional 

3D  Three-Dimensional 

AEC  Architecture, Engineering, and Construction 

BEM  Building Energy Modeling  

BIM  Building Information Modeling 

BREP  Boundary Representation 

CAD  Computer-Aided Design 

CFD  Computational Fluid Dynamics 

CityGML Open standard file format for GIS applications 

ECM  Energy Conservation Measures 

EPW  EnergyPlus file format for weather data 

f  Face of a 3D mesh in an OBJ text file 

gbXML Open standard file format for engineering analysis applications 

GIS  Geographical Information Systems 

HD  High Definition 

ID  Identification 

IDF  EnergyPlus file format for building description data 

INP  DOE-2.2 file format for building description data 

IR  Infra-Red 
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LIDAR Light Detection and Ranging 

LOD  Level Of Detail 

MTL  OBJ companion file format for texture definitions 

MVS  Multi-View Stereo 

OBIA  Object-Based Image Analysis  

OBJ  Open standard file format for 3D geometry data 

RANSAC Random Sample Consensus 

REM  Rapid Energy Modeling 

RGB  Red, Green, and Blue color model 

SfM  Structure from Motion 

TMY  Typical Meteorological Year 

ToF  Time-of-Flight 

UAV  Unmanned Aerial Vehicle 

v  Vertex of a 3D mesh in an OBJ text file 

vn  Normal of a vertex in an OBJ text file 

vt  Texture coordinate of a vertex in an OBJ text file 

X, Y, Z Axes in the Cartesian coordinate system 

x  X axis value in the Cartesian coordinate system 

y  Y axis value in the Cartesian coordinate system 

z  Z axis value in the Cartesian coordinate system 

λ Lambda, a mathematical symbol representing a ratio of an area in the 

context of Barycentric coordinates 
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CHAPTER I 

INTRODUCTION 

 

In the Architecture, Engineering and Construction (AEC) field, using automatic 

3D reconstruction methods such as digital photogrammetry in conjunction with image 

analysis could streamline the labor-intensive process of Building Energy Modeling 

(BEM) and Building Information Modeling (BIM) of existing buildings.  

The proliferation of 3D reconstruction methods is becoming more relevant in 

recent years, with end-to-end solutions, tools, and software being used in the AEC, GIS, 

archeology, and virtual reality fields. Current photogrammetry-based methods in 

particular enable the automated reconstruction of detailed and high-fidelity 3D built 

environments from a set of photographs. Developments in this area are also evident in 

the public realm with the accessibility of solutions ranging from Google Earth (Google 

Earth, 2017), which provides viewable 3D cities reconstructed from aerial imagery, to 

Autodesk 123D Catch (123D, 2017), a free and easy-to-use consumer software that 

automatically generates 3D geometry from uploaded pictures. 

In the context of BEM, modeling and simulation for building performance 

analysis are useful for sustainable building design. In the case of existing buildings, 

calibrated building energy models are constantly being used for evaluating ECMs 

(Energy Conservation Measures), building diagnostics, and retrofit analysis simulations. 

The workflow of building performance analysis for existing buildings is a 

multidisciplinary approach that includes architectural measurement from existing 
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construction drawings or site surveys, a definition of building components and systems, 

and in many cases, 3D modeling using BEM and/or BIM tools. This process is often 

labor-intensive (O’Donnell et al., 2014) and is usually performed manually by 

knowledgeable experts. Any human errors would decrease the efficiency and accuracy 

of the modeling process. An example of BEM inputs for EnergyPlus (DOE, 2015) - a 

well-established whole-building energy simulation program, is shown in Appendix A. 

By combining both building 3D reconstruction and image processing methods, 

creating building energy models of existing buildings could be automated or semi-

automated to enable an easier and more time-efficient workflow. This thesis presents a 

literature review of previous 3D reconstruction methods that were utilized for BEM, 

BIM, and relevant fields in recent research, and presents methods to generate a building 

energy model from a photogrammetry-based 3D mesh. The methods are presented using 

an experimental prototype program that applies geometric algorithms and image analysis 

concepts on a 3D reconstructed case-study building to produce a semantic 3D building 

model; where the building geometry is semantically classified further into walls, 

windows, and roofs. This model is then converted into an EnergyPlus model as an 

example building energy model. 

 

1.1 Research Problem 

There has been a lack of progress toward the development of an automated 

process that converts photographs of an existing building into a building energy model. 

Furthermore, exporting models from CAD (Computer-Aided Design) and/or BIM 
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software to BEM tools is a potentially costly and labor-intensive process that requires 

editing and robust software interoperability, while the costs of interoperability (including 

software interoperability) issues alone in the United States AEC industry amounted to 

$15.8 billion in 2003 (Gallaher et al., 2004). On the other hand, recent attempts have 

looked into utilizing various 3D reconstruction methods for creating models for BEM.  

The use of photogrammetry-based 3D reconstruction methods for BEM was 

proposed in the AEC software industry by researchers. Autodesk proposed Rapid Energy 

Modeling (REM) workflows for existing buildings using their available software 

solutions such as ReCap 360 (ReCap 360, 2016), ImageModeler (ImageModeler, 2009) 

and Revit (Revit, 2016) to streamline the process between vision-based measurements, 

such as photographs, and BEM (Autodesk, 2011, 2016a, 2016b). One approach by 

Autodesk was Project Rosenfeld - a prototypical mobile device software that attempted 

to combine photogrammetry, BEM, and energy simulation in a simple user interface 

with a semi-automatic workflow (Autodesk, 2016). However, Autodesk REM 

workflows do not include automatic recognition of building components and they have 

to be manually defined by the user.  

The automatic recognition of building components and automated 3D 

reconstruction of built environments from laser-based point cloud data have been 

discussed in previous research. For Example, C. Wang (2014) proposed a methodology 

to generate a building energy model using the gbXML open standard schema by using 

computer algorithms that automatically recognize wall, window, and roof components of 

a building envelope from LIDAR-based 3D point cloud data. The point cloud data was 
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acquired from a data collection system that uses a laser scanner and an Infra-Red (IR) 

camera (C. Wang, 2014), which is different from photogrammetry-based 3D 

reconstruction methods. A literature review of 3D reconstruction methods and the work 

of C. Wang among other research is further explained in Chapter II. 

The scope of this research addresses the limitations of using digital 

photogrammetry geometry for BEM, namely: 

• Information output from digital photogrammetry, such as 3D geometry and 

texture, lacks the building information semantics that are relevant to BEM and 

BIM, such as wall, window, and roof elements. A necessary aspect of BEM or 

BIM is the definition and classification of building components. In BEM, 

semantics in the 3D geometric components such as walls, windows, roofs and 

floors with their respective material properties are usually manually defined by 

the user before being saved in file formats such as DOE-2.2 (DOE & Hirsch, 

2016) INP files, EnergyPlus IDF files, or gbXML open standard schema. 

However, the output of digital photogrammetry is a 3D textured mesh that lacks 

the additional semantic information that is relevant to either BEM or BIM. This 

raises a challenge to convert the 3D mesh to a semantically enriched building 

model. 

• Geometry data from digital photogrammetry cannot be readily used as BEM 

geometry. Not all 3D geometry can be translated into a building energy model. 

For example, a 3D model that does not define a closed volume cannot be 

modeled as a volume input for thermal calculations, and boundary conditions of 
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surfaces (inside/outside) cannot be geometrically defined. As for surface 

geometry that represent building surfaces, both EnergyPlus and DOE-2.2 do not 

directly support curved geometry. Also, OpenStudio (OpenStudio, 2016), which 

is a software suite that allows 3D modeling for EnergyPlus, requires window 

surfaces to be coplanar to wall surfaces. As for window shapes, EnergyPlus only 

supports rectangular and triangular windows. DOE-2.2 only supports rectangular 

windows (DOE & Hirsch, 1998). Additionally, there might be some limitations 

in handling concave surfaces.  

 

1.2 Research Objectives 

This thesis aimed to develop and test a methodology through a prototype 

program that semi-automatically converts digital photogrammetry data of an existing 

building into geometry that is compatible with BEM tools. Additionally, it aimed to 

resolve the following technical challenges relevant to this objective: 

• To present a methodology for semantically enriching digital photogrammetry 

data of existing buildings. 

• To develop toolsets that translates digital photogrammetry geometry into BEM 

geometry. 

• To verify that the resulting BEM geometry is working as intended by running a 

successful energy simulation. 
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1.3 Background 

In addition to the literature review presented in Chapter II, the following is a 

brief overview of the relevant topics to the scope of the research: 

 

1.3.1 Building Energy Modeling (BEM) 

“Simulation is the process of creating and experimenting with a computerized 

mathematical model of a physical system” (Chung, 2003). In the context of buildings, 

BEM is the virtual representation of a building system to simulate energy use with 

computer software (Jefferis et al., 2012). A building energy model is defined through 

various inputs that attempt to accurately simulate a building in real-world conditions, 

such as surface areas, space volumes, material thermal properties, layering of wall 

components, and boundary conditions. BEM workflows for energy-use simulations (and 

daylighting analysis) commonly start with manually modeling buildings in a simple 3D 

geometrical representation (although heat transfer calculations do not rely on 3D 

modeling) using whole-building simulation software, or by editing and exporting 

available digital models from CAD or BIM software to BEM tools such as EnergyPlus 

or DOE-2.2.  

 

1.3.2 Building Information Modeling (BIM) 

BIM is an activity (Eastman et al., 2011) that involves the digital creation, 

maintenance, and distribution of a building’s physical and functional characteristics 

(Briscoe, 2015). The concept of BIM evolved from object-based parametric modeling 
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into a number of widely-used BIM software tools in the AEC industry and in academia 

(Kensek & Noble, 2014). When compared to CAD, a BIM model would contain much 

more semantic information of geometric objects such walls, windows, roofs, materials, 

and costs, whereas a CAD model would often only represent the graphical information 

of the same objects. Since BEM requires definitions of building objects, BIM is 

considered a good platform for BEM, as BIM model geometry is semantically enriched 

and can be exported to different file formats. Furthermore, previous research looked into 

integrating BIM into parametric workflows for building performance simulation (Asl et 

al., 2014; Asl et al., 2013; Kim et al., 2015; Yan et al., 2013). In this study, BIM is not 

part of the scope, but is identified as a relevant field. 

 

1.3.3 Image Analysis  

Image analysis is a computer vision-based field that applies image processing 

algorithms to extract information from digital images and photographs, such as shapes, 

contours, and colors. It can be used for image segmentation and object recognition to 

extract semantic information from building photographs, such as annotating the windows 

on a facade. Object-based image analysis (OBIA) is a computer vision-based method for 

image recognition and an improvement to previous pixel-based image analysis methods 

(Burnett & Blaschke, 2003). It is used to classify objects in digital photographs. 

Frommholz et al., (2015) applied OBIA by using Trimble eCognition (eCognition, 2016) 

software to extract window areas from 3D building model textures for virtual reality 

applications. In another example that applied image analysis, Cao et al., 2015 presented 
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a method to extract window geometry from low-resolution single-view oblique aerial 

imagery and proposed complementing their method with current 3D reconstruction 

methods for BIM and BEM applications. Other similar methods for extracting windows 

are explained in Chapter II and Chapter III. 

 

1.4 Methodology 

The thesis contains a literature review of previous research that utilized 3D 

reconstruction methods such as digital photogrammetry for BEM and BIM. The 

literature’s significance, limitations, and its relationship to the research problem was 

studied, and is followed by an experiment that addresses a novel approach to the 

problem. The experiment was conducted through the following steps:  

 

1.4.1 Data Collection of a Building Case Study in a Field Survey Using Aerial Digital 

Photogrammetry 

An existing case-study building was selected for 3D reconstruction using digital 

photogrammetry software. Data was collected in a field survey using a remotely-

controlled UAV drone fitted with a HD camera. Photographs of the building were taken 

by the UAV drone while following a circular flight path. The photographs from the field 

survey were then processed in Autodesk’s cloud-based photo-to-3D service, which is 

available for both Autodesk ReCap 360 and Autodesk Remake (Remake, 2016). The 

resulting textured 3D mesh was then edited and exported to OBJ; an open file format. 
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1.4.2 Processing Image-based Photogrammetry Data 

The case-study building’s image data was contained in a texture map. A texture 

map could be a single (or multiple) raster image(s) containing pixels that wrap around 

parts of a 3D model. This model would contain the texture coordinates (also known as 

UV coordinates) of each vertex and a reference to the texture map. Using Grasshopper 

(Rutten, 2014) - a visual programming tool, a toolset was developed that automatically 

converts semantically annotated 2D pixels in the texture map to semantic 3D geometry. 

A proposed methodology to annotate the texture map is presented and intended to be 

integrated with the outputs of available computer vision and image processing tools such 

as OpenCV (OpenCV, 2016) and MATLAB (MATLAB, 2017) as future work. Image 

processing and analysis tools were not used in this study and are not part of the scope. 

 

1.4.3 Prototyping a Building Geometry Extractor and Validation of the Prototype 

Through Building Energy Simulation 

A prototype was developed using Rhinoceros (Rhinoceros, 2016) (a 3D modeling 

tool) and Grasshopper that inputs a digital photogrammetry geometry and an annotated 

texture map, and then automatically converts the photogrammetry 3D mesh into a 

semantic building model. The model was then translated into an EnergyPlus IDF file 

using the Ladybug (Roudsari, 2016a) and Honeybee (Roudsari, 2016b) plugins for 

Grasshopper. The prototype’s model output was verified by running a building energy 

simulation using the EnergyPlus engine. Integration with BIM is suggested as future 

work. The research methodology framework is shown in Figure 1.  
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The first and second parts of the framework; data acquisition and window 

extraction respectively, are presented in Chapter III. Data acquisition involved 

conducting a field survey where photographic data was collected using a UAV drone. A 

3D model of the building was then automatically generated using a digital 

photogrammetry software tool. For window extraction, the texture map of the 3D model 

was analyzed and a methodology was presented to semantically annotate the 3D model 

with building element labels, such as wall, window, and roof elements. The window 

annotations were used for the third part of the framework, which involved the 

development of the prototype. The prototype program is presented in Chapter IV, and a 

more detailed framework is expanded in the same chapter. 
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Figure 1. Research methodology framework.  
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1.5 Significance 

This study is expected to provide a simple and improved method for the 

simulation of existing buildings using photogrammetry-based 3D reconstruction, more 

specifically:  

• Provide an architect or an engineer with a rapid workflow from on-site 

photography to a building energy model. 

• Allow a user-friendly method for a building stakeholder to evaluate the 

performance of an existing building. 

 

1.6 Outcomes 

A comprehensive literature review of recent methods on converting 3D 

reconstructed geometry to BEM and BIM is presented in this thesis. The relevance of 

these methods to the research problem were addressed. A prototype program was 

developed to demonstrate a novel process of bridging digital photogrammetry with BEM 

tools through the use of geometry processing algorithms and image analysis concepts. 

Finally, in order to validate the methodology, the output of the prototype, which is a 

building energy model, was verified by running a debugged and successful energy 

simulation. 
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CHAPTER II 

LITERATURE 

 

The literature review is divided into three parts. The first part will present various 

data acquisition methods for use in 3D reconstruction. The second part covers the data 

structure of the geometry resulting from digital photogrammetry software. The third part 

will review previous work that are relevant to the scope of this study.  

 

2.1 Data Acquisition Methods 

3D reconstruction can be defined as recording the measurements and/or 

appearance of physical objects as three-dimensional data. It can be alternatively known 

as 3D scanning. The data can be collected through a variety of techniques, and has 

applications in multiple research fields such as computer vision, remote sensing, and 

virtual reality. More recent applications include reverse engineering of mechanical parts 

(Górski et al., 2010). In this section, two methods for collecting data have been 

identified: laser scanning, and digital photogrammetry. 

 

2.1.1 Laser Scanning 

LIDAR (Light Detection and Ranging) or laser scanning, is a common technique 

for 3D reconstruction which produces point cloud data. A laser scanner is a sensor that 

emits a beam of light (i.e., laser) to record the distance and/or appearance (such as color 

information) of an object based on the reflected beam measured by the sensor.  
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One method to measure the reflected beam is through Time-of-Flight (ToF), 

where the sensor, which is a laser range finder, records the distance of a point by 

measuring the time it takes for the beam to travel to the scanned object and then 

reflected back. This method often employs a system of rotating mirrors to rapidly scan a 

real-world object by registering a large number of points in a short period of time.  

Another method of laser scanning is based on the concept of triangulation. In this 

method, the sensor used is a camera that is configured beside the beam emitter within a 

certain distance. Based on where the beam’s visible appearance is captured on the 

camera’s sensor, the distance between the object and the scanner is recorded. Color 

information can also be recorded through the camera’s sensor. The triangulation method 

is often employed for hand-held laser scanners (Salomon, 2011).  

 

2.1.2 Digital Photogrammetry  

Photogrammetric theory has existed since the 15th century (Burtch, 2008). It is 

being employed today to obtain measurements of physical objects from digital 

photographs, and the same principles are used in photogrammetry-based 3D 

reconstruction software. In contrast to the laser scanning method, digital 

photogrammetric reconstruction is based on matching points between two or more 

photographs. By matching points, a photogrammetry software can construct a sparse 

point cloud and determines the positions of where the photographs were taken. A dense 

point cloud can be constructed through interpolation by referencing the pixels in the 

images. The output of some photogrammetry software also includes a 3D mesh, which is 
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generated by triangulating the points of the point cloud. Textures can be added on the 

mesh by wrapping and blending the photographs on the mesh. 

Photogrammetry as a discipline is constantly changing and influenced by the 

developments in computer science (Schenk, 2005). Applied photogrammetry methods 

relevant to the AEC field (including the methods used in software packages) vary and 

implement different algorithms based on previous research and proprietary processes. 

One of the algorithms used for matching points between photographs is known as 

feature matching, which was developed in the fields of computer vision and image 

processing. Feature matching is performed by analyzing the pixels between multiple 

images and finding the same feature such as edges, corners, and blobs. A blob refers to a 

region in an image that differs from surrounding regions, such as in color, texture, or 

brightness.  

Photographs can be aligned by finding the position and orientation of the camera 

in 3D space. Structure-from-motion (SfM) algorithms are used to reconstruct the 

camera’s parameters such as its position in the world coordinate system (x, y, z) and the 

focal length.  

In order to produce more dense point clouds, multi-view stereo (MVS) 

algorithms are used. MVS method assumes known camera parameters and attempts to 

interpolate the 3D positions of all pixels in a series of photographs, and is often a 

subsequent process following SfM to produce a more detailed 3D model.  

In the AEC, heritage conservation, and archeology fields, examples of 

commercial software that use automatic photogrammetry-based methods for 3D 
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reconstruction of built environments include ReCap 360 (online-only), Remake, and 

Agisoft Photoscan (Photoscan, 2016). Other software such as ImageModeler and 

PhotoModeler (PhotoModeler, 2016) use semi-automatic methods which provide manual 

user inputs for generating the output 3D data.  

While laser scanning generally provides higher resolutions and more details than 

digital photogrammetry, the latter provides a better representation of surface textures. 

Also, digital photogrammetry equipment, which could be a simple mobile phone camera, 

costs significantly less than laser scanners. 

This study utilizes digital photogrammetry as a research tool in the development 

of the experimental prototype. Photogrammetry software was used to acquire and 

reconstruct geometric data of an existing building. The geometric data was processed as 

input data for the prototype, and this study focused on methods to process 3D 

reconstructed geometry into a building energy model. The scope of this study did not 

cover the details and technicality of the photogrammetry methods used for the prototype, 

due to the difficulty of identifying the exact implementation of the methods and 

algorithms used in proprietary software, while the mathematics of the methods and 

algorithms is discussed in computer visions textbooks (Förstner & Wrobel, 2016; 

Szeliski, 2010). 

 

2.1.3 Unmanned Aerial Vehicles (UAVs) 

While the vision-based input data required for photogrammetry (e.g., 

photographs) can be collected using a simple camera, the quality of the photographs, 
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such as image resolution and camera positioning, play an important role in the quality of 

the output data.  

In terms of positioning, there are two major types of photogrammetry: close-

range photogrammetry using ground-based cameras, and aerial photogrammetry which 

involves taking photographs from an aircraft. Vision-based data of existing built 

environments is acquired using ground or aerial equipment depending on the 

applications. One issue when using a handheld (ground-based) camera to take 

photographs of a building, is that the roof area is often not visible in the camera’s field 

of view. This can be resolved if aerial photogrammetry is used to capture photographs of 

the roof in addition to the walls. Small consumer and recreational UAV drones equipped 

with HD digital cameras can be used as a cost-effective solution for aerial 

photogrammetry. During the field survey, photographic data was acquired using this 

approach in this study. 

 

2.2 3D Geometry Data Structure 

The output of the photogrammetry software used in this study is a 3D textured 

mesh. This mesh will be used as an input for the methodology presented in Chapter III 

and the experimental prototype in Chapter IV.  

 

2.2.1 3D Meshing 

In the context of computer graphics, a mesh is a data structure that represents 3D 

geometry and is composed of vertices, edges, and faces. A vertex is a data structure that 



 

18 
 

 

represents a point in 3D space defined in the Cartesian coordinate system (x, y, z), while 

an edge is a line joining two vertices. Faces are the elements that represent the surface of 

a mesh, and in many computer software, each single face is represented as a 3-sided 

polygon (triangle).  

 

2.2.1.1 Vectors 

Similar to a vertex, a vector is defined by the Cartesian values of <x, y, z>, 

however, these values represent a direction and magnitude as opposed to a point (Issa, 

2013). The length of the vector <x, y, z> = √ (x2 + y2 + z2). A vector with a length of 1 is 

known as a unit vector. Given any arbitrary vector, a unit vector is calculated by dividing 

each vector’s x, y, and z components by the vector’s length. This is useful for 

normalizing vector magnitudes.  

A normal vector is a unit vector that is perpendicular to a surface at a given point. 

In 3D meshes, the direction of each face can be known by computing its normal vector. 

For a face that is defined by three corners a, b, and c in the counter-clockwise direction, 

the normal vector = (b – a) x (c – a), or equals to the unitized cross product of the 

vectors. 

 

2.2.2 Texture Mapping 

A texture map is an image that is wrapped on a 3D model. It is used to add 

colors, textures, and material appearance to a model. Texture mapping is one of the 

essential methods in the field of 3D rendering. The resolution of a texture map depends 
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on the capability of the hardware and the rendering software, but it is not uncommon to 

find texture maps with very high resolutions used in real-time 3D applications.  

Most software process texture maps as a square-shaped image. In order to project 

the map on a 3D mesh, the square image is treated as a 2D space with a Cartesian 

system, and the designations of the X and Y axes are replaced with U and V 

respectively. These coordinates are known as UV coordinates (also referred to as texture 

coordinates). UV values range from 0 to 1. Each vertex in a 3D mesh is assigned a UV 

coordinate that corresponds to a point on the texture map, and this process is known as 

UV mapping. Subsequently, each texture region between the assigned UV coordinates 

will be mapped on the faces of the mesh. UV mapping was used as a technique in this 

study.  

 

2.2.2.1 OBJ 

Wavefront OBJ is a common text-based file format that is used in many 3D 

software tools to represent 3D geometry. In order to represent texture, an external text-

based MTL file is used, which references an image file. The MTL file should be in the 

same file directory as the OBJ.  

Within the OBJ file, each vertex is represented as v followed by its three 

Cartesian values. If a vertex has a texture coordinate, it is specified following each 

vertex as vt with its UV values. Optionally, the text file can include vn which is the 

normal vector values. Faces are identified as f followed by 9 values: each value 
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represents the vertex index, vertex texture index, or vertex normal index. Below is a text 

example of an OBJ file that represents a textured 3D mesh: 

 

# 26387 vertices, 37890 faces 

mtllib TextureMap.mtl 

v -6.769291 -5.476615 1.808448 

vn -0.974540 0.170803 0.145252 

vt 0.987427 0.170564 

… 

f 1/1/1 2/2/2 3/3/3 

… 

f 19001/25439/19001 9582/26118/9582 9520/26344/9520 

… 

 

The texture mapping process has been automated in most available 

photogrammetry software and is part of an end-to-end solution to generate realistic, 

textured, 3D reconstructed objects. Figure 2 shows a texture map that is generated 

automatically from a photogrammetry software (Photoscan) following the 3D 

reconstruction process. After the generated mesh was saved as an OBJ file, an MTL file 

is created to reference the texture map. All files were saved in the same directory. 
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Figure 2. A texture map for a photogrammetry-based 3D mesh.  
 

2.3 Using 3D Reconstructed Data 

One of the challenges that is inherent in 3D data acquired from vision-based 

hardware such as photographs and laser scanners is dense information that must be 

processed and remodeled before the use for BEM or BIM. The 3D geometry for building 

performance models such as energy, daylighting, and CFD (Computational Fluid 

Dynamics) models should be simple and not contain redundant spatial information. 

Building geometry for BEM applications must be simplified, abstracted, and 

approximated (Kota et al., 2016). 

Methods and algorithms are constantly being developed to simplify 3D geometry 

and identify building components for the 3D reconstruction of built environments from 

dense point clouds and meshes. Reisner-Kollmann (2013) presented 3D reconstruction 

algorithms that process photographs or point cloud data of built environments into 3D 
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geometric primitives, which leads to a simple 3D model. Simon (2011) applied 

procedural modeling for automated reconstruction of buildings components from single-

view images. Additionally, Arikan et al., (2013) introduced novel 3D reconstruction 

pipelines for modeling architecture from point cloud data, which is based on RANSAC 

plane fitting method, and compared their findings with previous related research. A 

similar method can be found in 3DReshaper (3DReshaper, 2016a) software, which 

introduced the Building Extractor functionality in 2015 (3DReshaper, 2016b). Building 

Extractor enables automatic extraction of 2D planes from dense point cloud data to 

produce simple 3D geometric models of buildings. 

 

2.3.1 3D Reconstructed Data to Semantic Building Models 

Previous work has been conducted to extract semantic information from 3D data 

of existing buildings, such as floor plans, walls, openings, and furniture. This literature 

review section will outline two main areas of focus based on the type of 3D data 

collected; indoor laser scans (interior data), and outdoor or aerial data (exterior). 

 

2.3.1.1 Interior Data 

In his dissertation, Turner (2015) presented techniques to extract useful 

information from interior laser scans of existing buildings. Interior point cloud data was 

collected using a custom backpack scanning system developed by the Video and Image 

Processing Lab at UC Berkeley (Turner, 2015). The system employs vertical and 

horizontal laser scanners, cameras (including IR), and Wi-Fi antennas to conduct a 
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comprehensive walk-through survey of a building (Turner, 2015). Using the data 

produced by the system, multiple methods and algorithms were developed to produce 2D 

floor plans, simple 2.5D extruded models, and detailed 3D mesh models (Turner, 2015). 

Floor plans were generated by using the data from the horizontal laser scanner which 

represents a top-down cross section of the building similar to a floor plan (Turner, 2015). 

Dense areas of the point cloud are assumed to be walls (Turner, 2015). By assuming that 

the building is 2.5D in nature; meaning that all walls are vertical, a simple 3D model was 

generated (Turner, 2015). Detailed 3D models were generated by triangulating surfaces 

from the point cloud and using voxel carving and octree carving methods (Turner, 2015). 

Identifying interior objects such as furniture was based on intersecting the detailed 3D 

models with the simple 2.5D models (Turner, 2015). Turner suggested that presented 

techniques can be applied for building energy simulation. Turner elaborated that instead 

of relying on manual user input to model geometry for simulation tools such as 

EnergyPlus, these techniques can be used to automate this process. An example of a 

building energy model generated using the backpack system was shown in the study 

(Turner, 2015). To model the windows in the building energy model, window regions 

were automatically detected using the same backpack system (Turner, 2015), which was 

based on methods developed in another study (Zhang & Zakhor, 2014). To detect plug 

loads and occupancy, Turner (2015) proposed classifying objects such as computers with 

depth map algorithms. 

Related research produced a parametric building model from indoor point cloud 

data (Ochmann et al., 2016) building upon similar concepts and methods discussed in 
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(Ochmann et al., 2014; Tamke et al., 2014). Ochmann et al. (2016) identified room 

regions by assuming that each room was scanned separately. The point cloud was 

segmented and labeled based on that assumption, and vertical planes are detected using a 

RANSAC plane fitting method to identify the wall candidates (Ochmann et al., 2016). 

While viewing the wall candidates on a horizontal plane, any edges that separate 

different room labels are identified as the walls (Ochmann et al., 2016). Openings such 

as doors and windows were identified by intersecting the reconstructed planar walls with 

simulated rays from the scan positions to the point cloud (Ochmann et al., 2016). The 

intersection produces point cloud segments which are further identified as doors or 

windows based on each segment’s features (Ochmann et al., 2016). For example, a 

segment’s feature includes its bounding box width and height, distance from the floor, 

and proximity to the outside area (Ochmann et al., 2016). Ochmann et al., also presented 

techniques that allow parametric editing functionality for the walls while maintaining 

room topology, which is relevant for parametric BIM applications. 

This literature review did not cover similar research on 3D reconstructed building 

interiors from photogrammetry-based methods. According to Furukawa et al. (2009) and 

Reisner-Kollmann (2013), photographs of architectural interiors contain many texture-

poor areas such as walls painted with a single color, causing feature matching algorithms 

which are used in photogrammetry and discussed in Section 2.1.1 to be not reliable for 

3D reconstruction. Feature matching and consequently SfM and MVS methods are often 

employed in digital photogrammetry software. Additionally, the prototype in this study 

used data acquired from exterior scenes. 
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2.3.1.2 Exterior Data 

Modeling detailed and realistic building models from aerial data is a relevant 

area of research in the fields of photogrammetry, remote sensing, and GIS. Kolbe et al., 

(2005) defined 5 Levels Of Details (LODs) for reconstructed building models. LOD0 is 

a simple elevation model, LOD1 is an extruded plan model, and LOD2 is an extruded 

plan model with simplified roof geometry. As for LOD3, it represents a detailed exterior 

geometry of a building and includes semantic information such as wall, roof, door, and 

window surfaces. LOD4 is when the model contains interior walls and furniture. 

Automated building modeling with varying levels of detail is an active research area, 

and tools and methods used for building 3D reconstruction from aerial data were 

reviewed in previous literature (Haala & Kada, 2010).  

A semi-automatic technique to generate LOD3 models from exterior point clouds 

was presented by Tutzauer & Haala, (2015) which was built upon previous work 

(Becker, 2009; Becker & Haala, 2009). This approach assumes the availability of a 

LOD2 model in addition to a point cloud dataset (Tutzauer & Haala, 2015). Another 

assumption is that window areas in a laser scan appear as holes (Tutzauer & Haala, 

2015). This often due to glass causing laser beams to penetrate through or reflect away 

from the sensor (Tutzauer & Haala, 2015). Based on this information, a grid of 

horizontal and vertical edges were placed on the borders of windows where the point 

cloud terminates (i.e., no further points can be found) (Tutzauer & Haalal, 2015). This 

cell structure is then aligned with the façade surfaces of a LOD2 model (Tutzauer & 

Haala, 2015). To identify the cells that represent façade walls or windows, a black-and-
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white reference image is generated from the point cloud and mapped on the cells, and 

cells were classified based on pixel density (Tutzauer & Haala, 2015). Classified 

window cells were added as geometry to the LOD2 model to generate a CityGML LOD3 

model (Tutzauer & Haala, 2015). Tutzauer and Haala proposed an alternative method 

when using a photogrammetry-based point cloud. This method assumes that façade and 

window areas each have unique and homogenous color values (Tutzauer & Haala, 

2015). Dual-color reference images were presented to follow a similar method to the one 

detailed above (Tutzauer & Haala, 2015).  

A method to model street façade geometry from SfM-based photogrammetry 

point clouds was presented by Xiao et al. (2008) and Xiao et al. (2009). The approach is 

based on using street-view orthographic projections of a point cloud to generate 

regularized depth maps (Xiao et al., 2009). The depth maps, including color information, 

are used to extrude rectangular geometry to add more details (Xiao et al., 2009). This 

method can be compared to a previous procedural method of modeling facades from a 

single orthographic image presented by Müller et al. (2007). Recent work improved 

upon this procedural approach by generating semantic 2D and 3D building façade 

elements from single-view images (Simon, 2011). 

A recent study proposed utilizing the texture map that is generated with a 3D 

photogrammetry-based model to extract semantic information of buildings, such as roof, 

wall, and window surfaces (Frommholz et al., 2015). The study suggested the use of 

OBIA software to apply image segmentation algorithms on a 3D model’s texture map to 

classify windows (Frommholz et al. 2015). The contours of labeled window pixels are 
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then converted into polygons that are applied to the 3D model (Frommholz et al. 2015). 

The texture patches on the texture map were assumed to be unrectified, with their 

positions calculated by the software (Frommholz et al. 2015).  

In Chapter III, this study will present a similar approach to Frommholz et al. by 

using an annotated texture map to extract wall, roof, and opening surfaces from a texture 

map, then re-apply the annotations on the 3D building model. 

 

2.3.2 3D Reconstructed Data to BIM 

Due to the developments in the field of 3D building reconstruction as discussed 

previously, there is an avenue to utilize methods of extracting semantic information for 

BIM. In addition to proprietary point cloud-to-BIM software, there is recent research 

interest to provide openly accessible links between 3D reconstruction methods and 

architectural design tools such as BIM (Zwierzycki et al., 2016). Volvox (Evers & 

Zwierzycki, 2016) is a free plugin developed for Grasshopper which enables users to 

extend its functionality to reconstruct point cloud datasets. The EU funded DURAARK 

project (DURAARK, 2017) implemented a parametric association between point clouds 

and BIM elements using Volvox (CITA, 2017a, 2017b). This enables an automatic 

workflow to generate architectural geometries (Ochmann et al., 2016).  

BIM is beyond the scope of this study, as the implemented prototype focuses on 

establishing a link between 3D reconstructed geometry and BEM. Converting 3D 

reconstructed geometry into BIM will be future work. 
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2.3.3 3D Reconstructed Data to BEM 

A methodology to automatically create a building energy model using a custom 

laser scanning system and computer algorithms was proposed by C. Wang (2014). The 

scanning system is composed of a laser scanner in addition to an IR camera in order to 

generate point clouds infused with thermal data (C. Wang, 2014). For example, in 

addition to point coordinates (x, y, z) and color values (RGB), a generated dataset would 

include temperature values collected from the IR camera (C. Wang, 2014). The 

methodology presented by C. Wang to generate a building energy model started with 

applying a region growing plane segmentation algorithm to segment the dataset into 

groups of points that lie on the same plane. A boundary detection algorithm is then 

applied to generate the outer and inner boundary edges of each segmented point group 

(C. Wang, 2014). The outer boundary edges represent the wall and roof elements (C. 

Wang, 2014). Since window areas appear as holes in the point cloud, the inner boundary 

edges represent window elements (C. Wang, 2014). Surfaces were generated from the 

boundaries using a concave hull algorithm (C. Wang, 2014). Gaps between the surfaces 

are closed by a geometry size fitting algorithm that extends surfaces and replaces the 

edges with the intersections (C. Wang, 2014). C. Wang proposed a number of 

classification rules to identify different building elements from the surfaces. Based on 

the proposed rules, the ID and geometry data of the components were saved as a text file 

for inputs into a gbXML file format (C. Wang, 2014). The methodology was validated 

by successfully opening the file in Autodesk Ecotect (C. Wang, 2014). Energy 
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simulations were not conducted using the software and were not part of the scope (C. 

Wang, 2014). 

The literature review identified a limited number of research projects in the area 

of photo-to-BEM or 3D reconstructed data to BEM. Only two previous studies touched 

upon the specific topic of automatically converting 3D reconstructed data to BEM 

(Turner, 2015; C. Wang, 2014). While C. Wang (2014) proposed a methodology to 

convert a point cloud to a building energy model, the resulting gbXML model was not 

verified by running a successful energy simulation. Also, Turner (2015) only discussed 

the application of his methodology in the area of BEM. Furthermore, both approaches by 

C. Wang (2014) and Turner (2015) are based on highly customized laser scanning 

hardware and did not address available photogrammetry-based methods. Thus, an area of 

interest has been identified for further research. 
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CHAPTER III 

BUILDING INFORMATION EXTRACTION FROM TEXTURED MESHES 

 

 A 3D mesh that is generated from currently available photogrammetry software 

does not contain semantics that are relevant to buildings. A mesh is a simple 

representation of 3D geometry with limited information; there are no boundary 

conditions, building element descriptions, or material information. Furthermore, 3D 

reconstruction as a data acquisition phase of an existing building would contain 

ambiguous data (Prabhu, 2010). While photogrammetry is a potentially highly accurate 

measurement technique, the 3D geometry represented in the generated mesh data often 

contradicts other sources of data such as existing architectural drawings or empirical site 

measurements, or even other photogrammetry methods. This is due to limitations from 

the software or mistakes by the user. These issues pose challenges to translate 

photogrammetry-based mesh data as inputs for BEM. 

 This chapter covers the development of input data that was used for the prototype 

presented in Chapter IV. An example building was selected as a case study for 3D 

reconstruction. Afterwards, the 3D mesh data was generated using a photogrammetry 

software. A methodology was proposed to extract building elements (semantic data). 

Finally, the proposed methodology was tested using visual programming as a proof-of-

concept. 
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3.1 Field Survey 

The case study that was selected for 3D reconstruction is a 1-storey farmhouse 

building located in Al Wafra farm area in Kuwait, which is shown in Figure 3. The 

farmhouse was selected for two main reasons: The first is that there were no obstructions 

blocking the view towards the building in all directions. This is important so that the 

software would be able to reconstruct the 3D mesh that will represent the building as 

accurately as possible with no missing features due to camera obstructions. The second 

reason is that building form is relatively simple and box-shaped, and lacks any large 

curved surfaces. For this study, the prototype program will focus on this typology of 

buildings. 

 

 

Figure 3. Photograph of the farmhouse taken with a Phantom 3 UAV drone. 
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3.1.1 Data Acquisition Using UAV 

The photo data collection method used is a remotely-controlled Phantom 3 UAV 

drone fitted with an HD camera. Aerial photographs were taken at three time periods. 

The first batch was photographed at 2:15 PM totaling to 6 photos. On 4:15 PM, 23 

photographs were taken at a similar oblique angle to the first batch. The final batch was 

82 photos taken on 5:00 PM with similar angles to the previous batches in addition to 

both higher and lower oblique angles. The UAV was set on an automatic point-of-

interest flight path, which enables the drone to fly continuously in a fixed circular path 

while facing the building. A total of 111 photographs were taken manually by the author 

at arbitrary intervals.  

 

3.1.2 3D Reconstruction from Photo Data 

The photographs were uploaded to ReCap 360’s photo-to-3D service, which is a 

cloud-based photogrammetric 3D reconstruction solution provided by Autodesk. Cloud 

computing is a convenient way to take advantage of photogrammetry software since they 

require high-end computers and processing power for high-fidelity results. Figure 4 

shows the automatically generated 3D mesh in ReCap 360 after uploading the 

photographs. 
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Figure 4. The reconstructed 3D mesh in ReCap 360. 
 

Further tests have been conducted using other photogrammetry software, namely, 

Photoscan and Remake. The results from Photoscan yielded similar albeit lower quality 

results. Results from Remake were identical to ReCap 360, which suggests that the same 

algorithms were being used. One advantage Photoscan has over the other tested software 

is that it can export colored point cloud files in addition to textured 3D meshes. Figure 5 

shows the uploaded photographs and generated mesh in Photoscan. The blue patches 

represent the reconstructed camera parameters. The 3D reconstruction process in 

Photoscan was run locally on a laptop computer as opposed to cloud computing. 
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Figure 5. The reconstructed 3D mesh in Photoscan. 
 

The 3D model that was selected as an input for the prototype was the 3D mesh 

generated from ReCap 360 from Figure 4 because it has better quality geometry and 

texture. Furthermore, Remake was used to view, edit, and export the mesh. Figure 6 

shows the selected 3D mesh in Remake. 
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Figure 6. The 3D mesh in Remake. 
 

3.1.2.1 Photo-to-3D Inaccuracies 

Accurate 3D reconstruction using digital photogrammetry software relies heavily 

on the quantity and quality of the input data. Furthermore, the photogrammetry method 

is not a completely accurate empirical measurement method, so any limitations in the 

photogrammetry software or user errors would be reflected in the mesh. 

Figure 7 shows a distorted part of the mesh that does not represent the actual 

building. During the data acquisition phase, the photographs were taken at an oblique 

aerial view angle, there were no photographs that clearly show the area beneath the 

overhang. Since this part is obstructed in view by the building’s overhang, consequently, 

the software was not able to reconstruct this geometry properly.  
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Figure 7. Distorted mesh beneath the overhang. 
 

Furthermore, some holes can be identified on the output mesh that do not exist in 

the actual building. One example of these holes can be shown in Figure 8. These 

inaccuracies were taken into consideration during the development of the prototype. 
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Figure 8. Mesh holes in the 3D reconstructed geometry. 
 

Scaling the 3D geometry properly in the world coordinate system is another 

issue. The mesh must be scaled to match actual measurements. The walls of the 3D mesh 

measured around 4 meters high (around 13 feet) in Remake and Rhinoceros, which is 

relatively accurate when compared to the actual building. Manual scaling and 

georeferencing tools are often provided in photogrammetry software. 4-meter-high walls 

are reasonable for this study; therefore, they were not manually scaled. Otherwise, they 

would be manually scaled. 

 

3.1.2.2 Mesh Decimation 

Mesh decimation is a process in which an algorithm is applied to reduce the 

number of faces in a mesh while preserving the overall shape of the mesh. An 
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application of this procedure is to simplify a mesh for faster computation performance, 

or to overcome the limitations of computer hardware when handling 3D geometry.  

 

 

Figure 9. Undecimated mesh. 
 

The output mesh was decimated using the decimation tool provided in Remake to 

reduce the mesh face-count from 1,536,739 faces to 37,919 faces.  This is not considered 

a necessary step for using the mesh in the prototype, but is recommended for faster 

computing speed. 
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Figure 10. Mesh after decimation. 
 

3.2 Texture Map Analysis 

The selected mesh was saved in OBJ format. Figure 11 (a) shows the texture map 

that was saved with the OBJ file. The 3D mesh of the building was unwrapped to match 

the texture map image as shown in Figure 11 (b). This is a UV map which results from 

converting the mesh vertices’ 3D coordinates to their respective UV coordinates. At first 

glance, a human viewer cannot easily distinguish the different elements of the building 

in a disorganized texture map that was generated using software. This is further 

exacerbated by the fact that the computer only identifies the map as a raster image with 

no semantic labeling or classification.  
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(a) (b) 

Figure 11. Unrectified texture maps. (a) The texture map image generated with the 3D 
mesh. (b) The UV mapping of the unwrapped mesh. 

 

If a photograph or 3D model of a building can be recognized through human 

knowledge, then we can teach a computer to do the same (Pu et al., 2006). Pu et al., 

(2006) argued that since humans recognize a wall as both vertical and planar, a window 

as a smaller plane within a wall, and a roof as a horizontal element, then this human 

knowledge can be modeled in a machine. Pu et al. presented a number of geometry 

constraints and rules to extract wall, window, and roof features from point clouds.  

Similarly, this study proposes a methodology to extract semantic building 

information; namely wall, window, and roof elements, from a rectified texture map 

based on human knowledge and assumptions.  
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3.2.1 Texture Map Rectification 

A texture map can be rectified automatically with adequate results using an 

appropriate 3D modeling software tool. This process starts by recalculating the UV 

coordinates of a mesh based on unwrapping algorithms such as least-squares conformal 

maps (LSCM) (Lévy et al., 2002), or angle-based methods. This results in a new UV 

map for a 3D mesh. The texture map can then be reorganized in the same layout as the 

rectified UV maps in a subsequent process known as texture baking. This is a method 

that is often employed in video game development to transfer textures from a detailed 

3D model to a simpler one. Texture baking is based on aligning two models then casting 

rays from the first model to the second to record the texture detail on the second model, 

while using the first model’s UV coordinates. 

In this study, UV map rectification was tested on the 3D mesh using Blender 

(Blender Foundation, 2016), Autodesk Maya (Maya, 2016), and Modo (Modo, 2016). 

All software generated similar results that only differ in the organization of the 

unwrapped mesh as shown in Figure 12. The mesh with the new UV mapping was saved 

as a separate file. A rectified texture map was created by aligning the unrectified 3D 

mesh with the rectified mesh and baking the texture from the original mesh to the new 

mesh. 
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(a) (b) (c) 

Figure 12. Results of UV map rectification using various software. (a) Blender. (b) 
Maya. (c) Modo (selected result). 

 

Figure 13 shows a script developed by the author in Grasshopper that unwraps 

the resulting OBJ mesh (green color) and overlays it over the rectified texture map 

image. 
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Figure 13. 3D mesh with rectified UV mapping unwrapped over the new texture map. 
 

3.2.2 Semantic Annotation of Images 

A rectified texture map such as the one shown in Figure 13 does provide a better 

foundation to start extracting the components of the building. By comparing the map 

with the original existing building, a human viewer can identify most of the walls, the 

windows, and the roof. 

The proposed approach to extract building semantics in this study is to annotate 

texture map directly based on an approach similar to the one proposed by Frommholz et 

al., (2015), which this study identifies as a unique method. Additionally, the following is 

an evaluation of different methods used to extract building semantics: 
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3.2.2.1 Histogram Analysis 

Lee and Nevatia (2004) presented a technique to identify windows from a 

rectified ground-view façade texture by computing edge histograms. The technique 

exploits the regularity of most building façade patterns and projects two profiles 

(horizontal, and vertical) on façade images, and the peaks in the histogram from edge 

pattern repetitions are intersected for window candidate locations (Lee & Nevatia, 2004). 

More recent work followed a similar approach (Haugeard et al., 2009; Vračar et al., 

2016). Building upon the work done by Becker and Haala (2009) referenced in Chapter 

III and Lee and Nevatia (2004), R. Wang et al., (2012) identified window candidates 

from LIDAR point clouds by the histogram analysis of window points. As far as the 

current knowledge suggests, histogram analysis is limited to planar facades with 

rectilinear windows. Also, histogram analysis methods assume the availability of a 

ground-view projection (2D elevation) of a building façade. A projection is either 

manually provided or automatically extracted with software. For example, R. Wang et 

al., (2012) used surface normal computation to identify potential street-facing facades 

from 3D point clouds. In comparison to ground-view orthogonal projections, texture 

maps represent 2D map projections of a 3D object. Due to this difference, histogram 

analysis might not be useful on the rectified texture map. 

 

3.2.2.2 Template Matching 

Nguatem et al., (2014) proposed a way to search for windows and doors from a 

point cloud dataset based on a Monte Carlo simulation search routine. Templates of 
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control points and curves representing windows and doors can be pre-defined (Nguatem 

et al., 2014). The hypothesis was based on a plane sweep through the point cloud that 

reveals window and door outlines, where probabilistic template matching can be used to 

place the templates on the façade (Nguatem et al.). The proposed method enables the 

extraction of arc-shaped windows and doors in addition to rectilinear ones (Nguatem et 

al.). This method for window and door extraction is solely based on the 3D geometry 

and does not use image data, and thus not applicable on a texture map.  

 

3.2.2.3 Pixel Analysis 

In the field of computer vision, labeling pictures of building facades is research 

problem that received active research attention in recent years (Sprengel, 2014). There 

has been a number of attempts to apply pixel-based image analysis methods to extract 

building semantics from photographs. Jahangiri and Petrou (2008) used blob detection 

algorithms to identify parts of building facades other than the walls. Furthermore, canny 

edge detection and watershed segmentation algorithms were used to label a building 

facade image into groups that represent walls and/or windows (girish_m & user667804, 

2017; Sprengel, 2014). These labels can be used for further classification. In another 

approach, Larsen and Marsh (2010) identified the three largest pixel clusters on the 

texture of a simple 3D building model. Based on the assumption that walls are the 

largest surfaces in a building, the largest pixel cluster was classified as walls, and the 

other pixel clusters as openings (i.e., windows and doors) (Larsen, 2010). For more 

specific labeling and classification, Rafeek (2008) studied the advantages and 
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disadvantages of OBIA to segment a building image into wall, window, door, and roof 

elements. Using OBIA to semantically annotate texture maps was similarly proposed by 

Frommholz et al. (2015) as referenced in Chapter II. 

 

3.2.2.4 Suggested Method 

This study suggested a pixel-based image analysis approach to annotate building 

features on the texture map. Assuming the wall, roof, and more specifically the window 

pixel areas are classified, then these annotations can be reapplied on the 3D geometry 

using barycentric interpolation. A contour extraction algorithm can be applied on the 

texture map to find potential object boundaries (David, 2017). The contours can then be 

converted to polyline boundaries. 

In this study, the annotations were applied manually by the author. Figure 14 

shows polylines drawn manually over the texture map to represent this hypothesis. For 

the prototype in Chapter IV, only the window polylines are relevant, since other methods 

were developed to extract wall and roof elements.  
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(a) (b) 

Figure 14. Semantically annotated texture maps. (a) Hypothesis of extracted contours 
manually drawn on the texture map. (b) Implementation of polyline contours for 

barycentric interpolation. 
 

3.2.3 UV to XYZ Coordinates Using Barycentric Interpolation 

Once the general polyline definitions of building components are annotated on 

the 2D texture map, theoretically, based on the concept of texture UV mapping, the 

corresponding locations of the annotations can be found in 3D space on the mesh. The 

locations of the corner points of the annotated polylines are assumed to be defined on the 

texture map image, so the corner points are defined as pixel coordinates which can be 

easily converted to a UV coordinate format. Since the mesh is in OBJ file format, it 

should contain a list of (1) the vertices as Cartesian values, (2) texture UV values for 

each vertex, and the (3) mesh face definitions all in text format. But generally, an 

arbitrary point on the texture map usually does not translate directly to a vertex on the 
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mesh; instead an annotated corner point could be somewhere inside a face. This raises a 

challenge to convert the arbitrary (or manually drawn) 2D polylines to 3D geometry 

corresponding to their locations on the mesh. In order to solve this problem, the texture 

map must contain no overlaps, and overlaps are common in many textured 3D models. 

For example, a single pixel location on the texture map does not necessarily wrap on a 

single point on the mesh, but the pixel’s location might be used for multiple points on 

the mesh based on multiple UV coordinates for a single vertex defined in an OBJ file. 

Photogrammetry meshes have no overlaps, so this problem can be solved through 

calculating barycentric coordinates.  

Barycentric coordinates in the context of triangles can be defined as a location of 

a point relative to a triangle. The coordinates of a point p can be defined relative to the 

triangle abc as: p (λa, λb, λc). The variable λ is a ratio of the area of the triangle relative 

to the point p. For a point that lies inside a triangle, the following equation is applied: Σλ 

= 1. Consequently, any barycentric coordinate or λ value that is negative means that the 

point p is located outside of the triangle.  

In the context of the unwrapped mesh and the annotated texture map which was 

illustrated in Figure 14 (b), each corner point of the annotations is inscribed inside a 

triangular face within the unwrapped 2D mesh as shown in Figure 15. To convert an 

arbitrary 2D texture coordinate to its 3D position on the 3D mesh, the mesh face that 

contains that 2D coordinate must be identified, then the barycentric coordinates of that 

point relative to the mesh face can be calculated (Figure 16). The point p in the Figure 

16 was created by user annotation. 
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Figure 15. An example of a window contour polyline. The polyline edge points are 
highlighted by circles. The triangles represent the mesh faces. 
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Figure 16. Barycentric coordinate calculation. The point p represents a polyline corner 
point, while the triangle abc represents a mesh face. 

 

Once the barycentric coordinates of the arbitrary 2D texture coordinates relative 

to the corresponding 3D faces are calculated, the annotated 2D polylines can be drawn 

on their exact 3D locations on the mesh. A proof-of-concept program was built that takes 

the polylines shown in Figure 14 (b) and parses the mesh to find the corresponding 3D 

points for the 2D polylines' corner points, and then create a 3D model as shown in 

Figure 17. 
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Figure 17. Proof-of-concept program showing the interpolated 3D polylines. 
 

3.3 Building Information Extraction 

This study assumes that the polylines have no semantic labeling. Meaning they 

are simply boundary contours with no classification on which contour is a wall, window, 

or roof. However, through human knowledge, the building's geometry semantics can be 

extracted. By assuming that all building surfaces are planar, and walls are vertical, 

windows are vertical but smaller in area, and that roofs are horizontal, these assumptions 

can be programmed in a computer.  

The model shown in Figure 17 was converted to a surface model. The surfaces 

were made planar by using a least-squares plane fitting algorithm. Based on the areas 

and normal vectors of each building surface, and by assigning threshold values to them, 

the different components of the building can be labeled automatically. A proof-of-
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concept for of this methodology was developed using Grasshopper, and is shown in 

Figure 18 and Figure 19. 

 

 

Figure 18. Proof-of-concept program showing a 3D building model with automatically 
labeled wall (yellow), roof (red), and window (blue) surfaces. 

 

 

Figure 19. Hidden wall surfaces revealing the window surfaces. 
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CHAPTER IV BUILDING ENERGY MODEL CONSTRUCTION  

 

This chapter will introduce the methodology of the developed prototype that 

generates a building energy model from a photogrammetry-based mesh of an existing 

building. The outline of the prototype’s overall framework can be seen in Figure 20. 

There are two main inputs within this framework; a 3D mesh generated from a 

photogrammetry software, and an annotated texture map such as the one discussed in 

Chapter III. The output of this framework is a building energy model that can be verified 

through running a successful energy simulation.  

The prototype proposes a number of integrated processes and algorithms that 

reconstructs the input mesh automatically into a geometric model that is compatible with 

building energy analysis tools. Grasshopper, which is a visual programming language 

developed for Rhinoceros, was used to develop the prototype. 

In the case of this study, the output energy model is an EnergyPlus IDF file, 

including a 3D representation of the energy model. EnergyPlus was chosen due to the 

available integration between Grasshopper and EnergyPlus via the Ladybug and 

Honeybee plugins developed by Mostapha Sadeghipour Roudsari. Ladybug and 

Honeybee were developed as open-source plugins for Grasshopper to provide an 

environmental design toolset for architects and engineers. The plugins provide 

integration with simulation tools such as EnergyPlus for energy analysis and Radiance 

(LBNL & Ward, 2014) for daylighting analysis. 
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Figure 20. Prototype framework. 
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4.1 BEM Geometry Limitations 

BEM and simulation engines such as EnergyPlus have certain limitations when 

handling geometry. For EnergyPlus, any 3D geometry that represents a thermal zone 

must contain a closed volume or shell (Kota et al., 2016). This poses a challenge when 

working with an output mesh from a photogrammetry software as these types of 

geometry are considered an ‘open’ mesh surface as opposed to ‘closed’ geometry such 

as a boundary representation (BREP) model, and inaccuracies such the mesh holes 

discussed in Chapter III further compounds this issue. Also, all of the surfaces in the 

geometry of an EnergyPlus model must be planar surfaces; curved geometry is not 

supported. While the individual faces of a triangulated mesh are planar, too many planar 

surfaces in EnergyPlus would cause slowdown issues and drastically increase the 

processing time. For faster simulation performance, it would be preferable to have the 

minimum number of planar surfaces that most accurately represent building surfaces. 

For example, a curved wall could be represented as a series of planar segments in order 

to be compatible with EnergyPlus, however, it is still possible to represent the same wall 

as a single planar surface without impacting the simulation results. Additionally, when 

using OpenStudio to model 3D EnergyPlus Geometry, any ‘child’ surface, such as a 

window contained within a certain wall element, must be coplanar to the ‘parent’ wall. 

Further limitations of EnergyPlus include the geometry of the windows, as only 

triangular and rectangular windows are supported; four-sided non-rectangular windows 

would cause the simulation to return an error.  
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When taking these BEM geometry limitations into consideration, it becomes 

clear that unprocessed geometry from digital photogrammetry would introduce many 

issues. The processes and algorithms of the prototype as illustrated in the overall 

framework were designed to overcome these issues, and the experimentation results will 

be introduced in the following sections. 

 

4.2 Segmenting Mesh Based on Normal Vectors 

Since the 3D mesh is based on a real-world physical object, it would not be 

robust enough to be used as an energy model. For example, any irregularities and 

imperfections in the actual building surfaces would be represented in the triangulated 

mesh. While each individual polygon in the mesh would be planar, the group of 

polygons representing the wall would be a group of polygonal faces that do not share the 

same normal vector orientation. Therefore, a solution must be found to extract the 

building’s walls and roofs as individual surfaces for each relative direction. 

Each face of the mesh has a normal vector with three component values in the 

Cartesian coordinate system between -1 and 1. Based on this data, to simplify the mesh 

for BEM, surfaces of the building that share a similar orientation in the Cartesian 

coordinate system can be categorized. For example, mesh faces that represent walls and 

windows that face a similar direction can be a category. The same can be said about roof 

surfaces that share a similar normal vector orientation.  

In order to identify each category based on similarity, the prototype introduces a 

rounding function to round the normal vector values of the faces to the closest vector of 
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integers, which would result in the Cartesian values of -1, 0, and 1. Furthermore, the 

normal vector values were divided by a variable of 0.5 before applying the rounding 

function and multiplied by the same value after applying the function. This would 

produce more possible categories that represent more orientations since the Cartesian 

values that will be categorized are -1, -0.5, 0, 0.5, and 1 for each of x, y, and z 

component in the normal vector values. To further illustrate, Figure 21 shows the 

possible normal vector directions in the positive Cartesian direction after applying a 

rounding function to the closest positive integer, and comparing it to the possible 

directions after applying the variable of 0.5.  

 

 

Figure 21. Possible vector directions in the positive Cartesian direction. 
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After this process was applied to the normal vector values of all the faces in the 

input mesh, a mathematical finite set function is applied to group all the unique normal 

vector values into a category. This categorization was used to segment the mesh into 

sub-meshes based on these normal vector categories. The total number of the sub-

meshes produced from the segmentation algorithm is 74. The normal-based 

segmentation approach was designed to take into account buildings with gable roofs that 

have varying slopes. 

 

4.3 Segmenting Unwelded Sub-Meshes and Culling 

Segmenting the mesh into sub-meshes based on the normal vector direction is not 

sufficient to categorize building elements. The resulting categorization is that any 

surfaces facing a similar direction would be categorized as one sub-mesh group. Figure 

22 (a) illustrates two wall surfaces in one category.  

The program introduces an algorithm to separate unwelded meshes in each 

category into new categories (Mans, 2016). An unwelded mesh is a mesh that is not 

connected in any vertex with another mesh. Applying the algorithm to the mesh would 

further segment the wall meshes showed previously in Figure 22 (a) into separate 

categories as shown in Figure 22 (b) and (c). 

Additionally, a culling function is applied to cull (remove) any sub-mesh 

categories that are smaller than a specified area threshold. This threshold can be 

adjusted. This will remove any small meshes that can be neglected or might cause 

slowdowns in processing time.  
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(a) 

 
(b) 

 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 22. Results of mesh segmentation. Normal-based segmentation results in 
classifications such as (a) and (d). By segmenting unwelded meshes, (a) is segmented to 

(b) and (c), and (d) to (e) and (f). 
 

4.4 Grouping Sub-Meshes on a Similar Plane 

The mesh segmentation processes do not resolve the issue of unwelded meshes 

that actually lie on a similar plane. Figure 23 shows of an example of two wall segments 

that would not share the same category after applying segmentation based on normal 
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vector direction and segmenting unwelded meshes. In order to categorize the two 

segments as one sub-mesh that represents the same wall, an algorithm is introduced to 

group sub-meshes that exist on a similar plane. This is done by calculating the least-

square plane for each vertex group in each sub-mesh, then by introducing the variable d, 

whereas planes with vertical distances between each other equal to or smaller than d 

would be grouped together. Since each plane represents a sub-mesh, similarly, the sub-

meshes that exist on a similar plane will be grouped together. 

 

 

Figure 23. Previous segmentation algorithms do not resolve the case of two unwelded 
meshes that might represent the same wall. 

 

4.5 Converting Mesh to BEM-Compatible Geometry 

A technique is presented based on the constraints explained in Section 4.1. After 

separating the mesh segments into groups, a least-square plane fitting algorithm is 
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applied on the vertices in each group. The vertices are then projected on the fitted planes. 

This will result in ‘flattening’ the vertex groups so that each group of vertex points lies 

on the same plane. Subsequently, a convex hull algorithm is applied for each group. This 

will result in a group of planar surfaces that can be intersected using a boundary volume 

algorithm. The resulting convex surfaces were scaled by a factor of 2. This is to make 

sure that these surfaces contain a volume within a closed boundary, and avoid gaps. The 

closed BREP geometry of that volume was computed as shown in Figure 24. 

 

 

Figure 24. Convex hull plane intersection to generate closed BREP geometry. 
 

Currently, this method only works adequately on buildings with simple geometry 

such as the example used in this experiment, as using it on complex geometry might 

produce geometry results that do not match the building's form.  
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In order to orient the building properly relative to the world coordinate system’s 

2D XY plane, a simple script was developed by the author that automatically orients the 

building by using the largest generated convex hull surface and assuming that it 

represents the ground surface. This surface’s plane is then re-mapped on the world 

coordinate XY plane, and the building geometry is subsequently oriented. A variable is 

used to adjust the rotation of the building relative to the cardinal directions. This enables 

the prototype to accept an input mesh that may not be properly oriented for the BEM 

process, then automatically orient the building mesh by using a single variable. 

 

4.6 Placing Openings Using Annotated Texture Map 

 Windows are an important factor in BEM as they contribute largely towards the 

heat gain of buildings. The annotated window polylines from Chapter III were integrated 

into the prototype as shown in Figure 25. Since the window surfaces must be co-planar 

to the wall surfaces, a script was developed to automatically wrap the 3D window 

polylines on the closed BREP generated from the intersection process (Figure 24). This 

is done by projecting the corner points from the 3D polylines to the BREP. The door 

polyline was considered as a window in the prototype. 
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Figure 25. Closed planar BREP with projected window polylines. 
 

However, these window polylines do not represent perfect rectangles, as the 

textured mesh represents a real building with all imperfections in construction and 

photogrammetric 3D reconstruction. This is an issue for EnergyPlus as the simulation 

engine only accepts rectangular and triangular geometry for window surfaces as 

mentioned in Section 4.1. To resolve these issues, the minimum bounding rectangle area 

was calculated for each opening (Figure 26). This method was performed by using a 

genetic algorithm process to minimize the bounding rectangle areas and make them 

rectangular for EnergyPlus. A bounding box algorithm was applied for each window 

polyline, and Galapagos - a genetic algorithm tool in Grasshopper, was used to rotate 

each bounding box for achieving the minimum area for each bounding box.  
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Figure 26. Calculating the minimum bounding rectangle area for a four-sided non-
rectangular window. 

 

4.7 Converting BEM-Compatible Geometry to Energy Model 

This section covers the processes of how the resulting building model, which is 

defined by the generated closed BREP model with co-planar window surfaces, is 

converted automatically into an EnergyPlus model by using the toolsets provided by 

Ladybug and Honeybee. During these processes, a number of assumptions were made in 

terms of describing the building energy model. The first process is to convert the closed 

BREP model into an EnergyPlus thermal zone by using Honeybee's ‘Masses2Zone’ 

component, which assigns to each input closed BREP geometry a thermal zone name, a 

zone program, and specifies if the zone is conditioned or not. The component then 

converts the input geometry into an EnergyPlus thermal zone including the building 

surfaces such as the walls, floors, ceilings, and roof. Since the building model in the 

prototype program is a single closed BREP model, only 1 zone was specified; the 
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resulting energy model will be considered as a 1-zone building energy model that will 

not consider the internal walls or rooms within the building. This zone is specified to be 

air-conditioned, which will assign an ‘Ideal Air Loads System’ input object from the 

EnergyPlus library. As for the zone program, which includes materials and 

constructions, Honeybee accesses the OpenStudio library which provides a list of pre-

defined building programs that can be used as templates for EnergyPlus inputs. The zone 

in the prototype was set to ‘apartment’, since this was the closest building template to a 

small residential farmhouse. The usual energy modeling process requires strict geometry 

rules, manual work, and debugging, and since the input closed BREP model was already 

made compatible during the previous processes, it was successfully converted into a 

defined thermal zone without issues. 

The window surfaces can be converted into EnergyPlus glazing inputs by using 

Honeybee’s ‘addHBGlz’ component, however, the component requires any surface to be 

converted to be co-planar and connected to a thermal zone. This is also a non-issue since 

the prototype applied the window surfaces on the closed BREP model as explained in 

Section 4.6. 

The resulting EnergyPlus zones and surfaces can be visualized within the 

Rhinoceros interface as seen in Figure 27.  
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Figure 27. Energy model visualized in Rhinoceros. 
 

In order to write the currently defined model into an EnergyPlus IDF file, 

Honeybee’s ‘runEnergySimulation’ was used in addition to further inputs. These inputs 

are the weather file, simulation analysis period, simulation outputs, and EnergyPlus 

shadow parameters. The selected weather file is TMY (Typical Meteorological Year) 

weather data measured at Kuwait International Airport and provided by a Kuwait 

Institute for Scientific Research (KISR) report in 2000 (Shaban, 2000). The weather data 

was downloaded from the EnergyPlus website in EPW file format (EnergyPlus, 2016). 

The simulation analysis period was defined from June until September. The selected 

EnergyPlus outputs for the simulation are solving for heating, cooling, and electricity 

loads, in addition to calculating the mean air temperature, operative temperature, and 

relative humidity. As for setting the shadow parameters, the solar distribution calculation 

is set to ‘Full Exterior’, which accounts for direct solar radiation and shading on exterior 
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geometry. However, for the interior of the building, all solar radiation entering the zones 

is assumed to fall on the floor, and simple window view factor calculations are used to 

calculate diffuse radiation on interior surfaces. This is contrast to the ‘Full Interior And 

Exterior’ setting, which will calculate the solar radiation falling on the interior surfaces 

in a more accurate manner by ray tracing the solar rays entering the building. To account 

for the geometric model used in the prototype, selecting ‘Full Exterior’ is important 

since the building’s thermal zone consists of concave surfaces; more specifically the L-

shaped floor area and ceiling/roof. As of this study, EnergyPlus cannot solve solar 

distribution for concave surfaces using the ‘Full Interior And Exterior’ setting and doing 

so will result in a simulation run error. Any concave surfaces must be converted to 

convex surfaces for this calculation method. Since the prototype did not address this 

issue, the ‘Full Exterior’ calculation setting was chosen to account for the limitations 

inherent in the model and the simulation engine used for the prototype. 

 The resulting output after these processes was writing an EnergyPlus model in 

IDF format which can be opened in IDF Editor and EP-Launch. 

 

4.8 Verifying Energy Model 

The objective of this experiment is not to conduct a calibrated energy simulation, 

but to produce a verified one. In the context of modeling and simulation, verification is 

making sure that a model is debugged and works as intended, while validation is making 

sure that the model represents the real-world conditions (Chung, 2003). The IDF file is 
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not considered verified until a successful energy simulation is conducted without any 

errors. 

The prototype managed to produce a building energy model that was successfully 

simulated using the EnergyPlus engine. Figure 28 shows graphical charts of the 

simulated cooling, lighting, and equipment loads from June to September. The cooling 

set point is 24 C° (74 F°), and the total simulated cooling load for the analysis period 

amounted to 18,065 kWh. The peak cooling hour was found to be 7:00 PM, August 6th. 

The simulation results are not verified or calibrated against actual load measurements.  

Appendix A contains the inputs for EnergyPlus that were automatically 

generated from the OpenStudio library. 
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Figure 28. Simulated energy loads of the farmhouse from June to September (Charts 
were generated using Ladybug). 

 

An alternative simulation run was conducted by specifying that the building zone 

is unconditioned. This is done by switching a simple Boolean toggle (true/false) within 

the prototype to switch between simulating an unconditioned building, or a conditioned 

building using the ‘Ideal Loads Air System’ input. The appropriate graphical charts are 

generated automatically using Ladybug. Figure 29 shows the plotted psychrometric chart 

for the unconditioned zone. 
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Figure 29. Dry-bulb temperatures and humidity ratios for the unconditioned zone from 
June to September (Chart was generated using Ladybug). 
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CHAPTER V 

CONCLUSION AND DISCUSSION 

 

In this study, a number of methods and techniques were presented to generate a 

verified building energy model from a digital photogrammetry-based 3D model. A field 

survey was conducted to collect photographs of a selected case-study building. The 

photographs were processed in a 3D reconstruction software to automatically generate a 

textured 3D mesh. A methodology was presented to semantically annotate the mesh’s 

texture map. By using the 3D mesh and annotated texture map as inputs, a prototype 

Grasshopper program was developed to automatically output an EnergyPlus model. 

Finally, the EnergyPlus model was simulated successfully to validate the prototype. 

 

5.1 Significance and Applications 

For the purposes of environmental assessments and the sustainable management 

of existing buildings, the methods and techniques presented in this thesis can be applied 

to create a semi-automated workflow to generate a building energy model from site 

photographs of a building. This could potentially reduce time and labor costs by 

automating many of the processes involved in creating 3D geometry for BEM, and by 

taking advantage of pre-defined templates as BEM inputs. Also, this workflow would 

reduce the human error factor by reducing the manual user inputs required, and by semi-

automating 3D modeling and inputting procedures through computer algorithms. 
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Another contribution of this work is towards the creation of an easy-to-use 

platform for BEM and energy simulations, with limited user inputs that can provide 

quick, visual, and graphical assessments for a stakeholder interested in understanding the 

environmental performance (including energy use) of an existing building. 

Further technological improvements and developments in computer processing 

power, photogrammetric 3D reconstruction, and image analysis can be applied within 

the framework of the presented prototype, where environmental assessments for large 

scale urban models can be realized.  

For applications beyond the AEC field such as virtual reality, this study describes 

methods to simplify a 3D geometry model of a building. Another method is described 

for adding building semantics from the texture map of a 3D mesh model.  

 

5.2 Limitations and Future Work 

While the prototype program operated successfully on the selected case study, 

there are some limitations in handling other 3D geometry. For example, the prototype 

assumes that the building model does not contain two or more protruding walls that lie 

on the same plane (a limitation with the mesh distance-based grouping algorithm in 

Chapter IV Section 4.4). Additionally, initial tests using buildings with gabled roofs 

proved to be unsuccessful. With further improvements to the prototype, these issues can 

be overcome. 

 As for the proposed method to semantically annotate the texture map, an 

automatic process has not yet been developed and was not in the scope of this study. In 
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order to realize a fully automated process from photo-to-BEM, more research and testing 

is required in this area.  

In terms of BEM inputs, the 3D mesh that was used did not contain any control 

points and was not georeferenced, and adjustments had to be made to orient the building. 

Furthermore, there are limitations with the EnergyPlus engine, such as limited solar 

radiation calculation on concave surfaces, and only accepting rectangular or triangular 

windows. Also, the BEM process in general relied on many assumptions and the use of 

pre-defined templates. This study suggests that with future research in the field of 

computer vision, building constructions and materials could be automatically labeled on 

the texture map as additional inputs for BEM. Labeling methods can be improved further 

with developments in online cloud-based image recognition, adding additional layers of 

semantics. 

 

5.3 Closing Remarks 

This study attempted to contribute towards automating the process of BEM in a 

visual, accessible, and user-friendly manner. The goal is to reduce time and labor costs 

which are inherent with this process. By capitalizing on new developments in the field of 

3D reconstruction and image analysis, there is a potential to add information (i.e., 

semantics) from the physical and visual world and apply it to BEM. By bridging these 

processes together, this can potentially enable any stakeholder in the area of existing 

buildings, either an owner, architect, or engineer to measure the environmental 

performance of a building.  
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APPENDIX A 

ENERGYPLUS INPUTS 

 

Table 1. Description of EnergyPlus template inputs for the prototype.  
Table 1. “Continued”. 

General EnergyPlus Version 8.4.0 

 Weather File Kuwait Intl AP 405820 

 North Axis 0° from true North 

 Run Period 6/1 to 9/1 

 Solar Distribution FullExterior* 

Location Latitude  29.22 

 Longitude 47.98 

 Time Zone 3 

 Elevation 55 m 

Internal Loads People  0.028 person/m2 

 Lights 11.840 W/m2 

 Equipment 3.875 W/m2 

HVAC Design System IdealLoadsAirSystem* 

 Infiltration 0.0002 m3/s per m2 

 Outdoor Air Method Sum* 

 Cooling Set Point 24 C° (74 F°) 

 Cooling Sizing Factor 1.25 
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Table 1. “Continued”. 

Construction  Exterior Wall 100 mm brick, 200 mm 

heavyweight concrete, 50 

mm insulation board, 10 

mm gypsum board 

 Exterior Window Double glazing (clear 

3mm, air gap 13 mm, clear 

3mm) 

 Roof 100 mm lightweight 

concrete, acoustic tile 

*EnergyPlus object name. 
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APPENDIX B 

METHODS, TOOLS, AND TECHNIQUES 

 

Table 2. List of used and developed software methods, tools, and techniques. 
Table 2. “Continued”. 

Method Name Software/Platform 

Developed by 

Author? 

Yes No 

3D reconstruction ReCap 360  ✔ 

Barycentric interpolation tool Grasshopper* ✔  

Boundary volume Grasshopper*  ✔ 

Bounding box Grasshopper*  ✔ 

BREP for BEM generation Grasshopper* ✔  

BREP to IDF conversion 
Ladybug and 
Honeybee** 

 ✔ 

Convex hull Grasshopper*  ✔ 

Building energy simulation EnergyPlus  ✔ 

Genetic algorithm Galapagos**  ✔ 

Mesh area-based culling Grasshopper* ✔  

Mesh decimation Remake  ✔ 

Mesh distance-based grouping Grasshopper* ✔  

Mesh normal-based segmentation Grasshopper* ✔  

Mesh unwelded-based segmentation Grasshopper*, Mesh+**  ✔ 

Plane fitting Grasshopper*  ✔ 

Texture baking Modo  ✔ 
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Table 2. “Continued”. 

Method Name Software/Platform 

Developed by 

Author? 

Yes No 

Texture map annotation tool Grasshopper* ✔  

UV mapping Modo  ✔ 

UV unwrapping tool Grasshopper* ✔  

Window placement tool 
Grasshopper*, 
Galapagos** 

✔  

*Visual programming language and tool for Rhinoceros. 

**Tools for Grasshopper.  
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APPENDIX C 

GLOSSARY 

 

The following (Table 3) is a list of technical terms and terms of art defined by the 

author based on the understanding of the terms. The terms are used in numerous 

publications accessible as textbooks, research papers, online documentations, etc. 

 

Table 3. Terms and definitions. 
Table 3. “Continued”. 

Term Definition 

3D Reconstruction Recording the measurements and/or appearance of 

physical objects as 3-dimentional data. Alternatively 

known as 3D scanning. 

Aerial photogrammetry Photogrammetry methods that involve taking 

photographs from an aircraft. 

Ambiguous data Data that contradicts another source of data that should 

represent the same information. 

Barycentric coordinates Coordinate system that defines a location of a point 

relative to a simplex (triangle or tetrahedron). 

Blob Pixel region in a digital image that differs from 

surrounding regions, such as in color, texture, or 

brightness. 
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Table 3. “Continued”. 

Term Definition 

Bounding box Algorithm for computing the minimum bounding box 

that encloses a geometry. 

Camera parameters Parameters that are used to define the position of a 

camera and/or photograph in an appropriate coordinate 

system. 

Canny edge detection Well-established image processing algorithm for 

extracting edges from photographs. 

Cartesian coordinates Coordinate system with three perpendicular axes (X, Y, 

and Z) that define the 2-dimentional position (x, y) or 

the 3-dimentional position (x, y, z) of a point. 

Close-range 
photogrammetry 

Photogrammetry methods that use ground-based 

cameras that are relatively close to the photographed 

subject. 

Cloud computing Internet-based computing for sharing and increasing 

overall processing power. 

Computer vision The science of artificial systems that understand 

imagery. It is related to various fields such as image 

processing and analysis, object recognition from 

imagery, and Artificial Intelligence (AI). 
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Table 3. “Continued”. 

Term Definition 

Concave hull Algorithm that computes the concave shape that 

contains a group of 2D points. 

Convex hull Algorithm that computes the minimum area convex 

shape that encloses a group of 2D points. 

Co-planar Two surfaces that lie on the same plane in the Cartesian 

coordinate system. 

Data structure The way computer data is defined and organized. 

Dataset Collection of computer data. 

Depth map Generated 2D image of a 3D scene that represents 

distance information, where a depth value (such as a 

specified color range) is assigned to each pixel. 

Digital photogrammetry Techniques within the field of photogrammetry that 

apply digital methods such as feature matching, SfM, 

and MVS for 3D reconstruction. Sometimes referred to 

as dense image matching. 

End-to-end solution Technological solution that provides all the user’s 

requirements without the need to use another solution. 

Feature matching Image processing method for analyzing the pixels 

between multiple images and finding the same feature 

such as edges, corners, and blobs 
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Table 3. “Continued”. 

Term Definition 

Genetic algorithm Well-established method for solving optimization 

problems. 

Geometrical primitives  The simplest form of 3D geometry that can be 

described and standardized in a computer graphics 

system. Primitives include cubes, cylinders, spheres, 

cones, and pyramids. 

Histogram Graph that represents the distribution of data. For 

example, an image histogram graph distributes tonal 

values from pixels in a digital image. 

Image analysis Field that applies image processing algorithms to 

extract information from digital images and 

photographs, such as shapes, contours, and colors. 

Image processing Processing images using computer algorithms. 

Image segmentation Dividing an image’s pixels into separate parts. 

Interoperability Ability of different software to exchange information. 

Laser scanner Sensor that emits a beam of light (i.e., laser) to record 

the distance and/or appearance (such as color 

information) of an object based on the reflected beam 

measured by the sensor. 
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Table 3. “Continued”. 

Term Definition 

Laser scanning Technique for 3D reconstruction which produces point 

cloud data by using a laser scanner. It is also known as 

LIDAR. 

Mesh Data structure that represents 3D geometry and is 

composed of vertices, edges, and faces. 

Mesh decimation Process in which an algorithm is applied to reduce the 

number of faces in a mesh while preserving the overall 

shape of the mesh. 

Mesh segmentation Dividing a mesh’s data structure into separate datasets. 

Monte Carlo simulation Well-established computer algorithms for probability 

simulations.  

Multidisciplinary Involving multiple different academic and/or 

professional fields. 

Normal (or normal vector) Unit vector that is perpendicular to a surface at a given 

point. 

Octree Type of tree data structure that is used for real-time 3D 

graphics. 

Parametric modeling Modeling by defining and modifying object parameters 

and their relationships. 
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Table 3. “Continued”. 

Term Definition 

Photogrammetry The science of obtaining measurements of physical 

objects from photographs. 

Pixel Smallest element in a digital image. Pixel color can be 

represented by RGB components. 

Pixel coordinate Location of a pixel within an array of pixels in a digital 

image. It is defined by a horizontal and a vertical 

positive integer value starting from (1, 1). 

Plane fitting Fitting a plane through a group of points using a least-

squares or RANSAC method. 

Plane sweep Algorithm that is based on the concept of sweeping a 

line across a plane to detect geometric intersections. 

Point cloud Data structure of points in 3D space. 

Polyline Connected line segments forming a single object. 

Procedural modeling Process of using computer algorithms to automatically 

generate computer geometry. 

Rays (in computer graphics) Computed lines intersected with virtual objects. 

Applied in techniques such as ray casting and ray 

tracing.  

Recognition Computer processes for identifying objects from 

imagery or 3D geometry. 
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Table 3. “Continued”. 

Term Definition 

Remote sensing The science of data acquisition of an object or 

phenomenon from a distance and without direct 

physical contact. 

Rendering Processes within the field of computer graphics that 

display and/or generate visualizations of 3D models 

(which can include textures and simulated lightning). 

Rounding function Mathematical function for reducing a number’s decimal 

digits. 

Semantic 3D model 3D model where different parts of the geometry are 

classified or labeled based on meaningful knowledge. 

Semantics Meaningful definitions of information. 

Set function Function for listing computer data values (such as 

numbers) without repetitions. 

Template matching Algorithm for finding parts of a dataset (such as an 

image or a point cloud) that matches a pre-defined 

template. 

Texture Color information in a 3D model. 

Texture baking Method to transfer textures from one 3D model to 

another. 

Texture coordinates UV coordinates of a texture map. 



 

99 
 

 

Table 3. “Continued”. 

Term Definition 

Texture map Single (or multiple) raster image(s) containing pixels 

that wrap around parts of a 3D model. 

Texture rectification Improving the appearance of a 3D model’s texture map 

by changing the UV mapping.  

Triangulation Formation of triangles from a given set of points. 

Unit vector Vector with a length of 1.  

Unrectified texture 3D model texture that is not rectified after an 

automatically computed texture mapping process. 

Unwelded mesh Mesh that is not connected in any vertex with another 

mesh. 

UV coordinates 2D Cartesian coordinate system that defines the 

position of a point on a texture map with two values (u, 

v) ranging from 0 to 1. Alternatively known as texture 

coordinates. 

UV map 2D map that assigns to each vertex in a 3D mesh a UV 

coordinate (u, v).  

UV unwrapping Unwrapping a mesh by replacing its vertex coordinates 

(x, y, z) with its UV coordinates (u, v). 

Virtual reality The science of digitally replicating real environments. 
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Term Definition 

Vision-based Based on visual and optical systems, such as 

photography, thermography, multispectral imaging, and 

laser systems. 

Voxels Three-dimensional cubic grid of points in 3D space 

with color values (sometimes described as 3D pixels). 

Voxel carving Computer graphics technique that can be used to 

construct volumetric geometry using voxels. 

Watershed segmentation Image segmentation algorithm that can be used to label 

groups of pixels in order to identify potential objects. 

World coordinate system Cartesian coordinate system of a 3D scene.   

 


