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M any s ta tis tics  used in the social sciences assume th a t  the  d a ta  conform to a G aussian 

(normal) d is tr ibu tion .  B u t such an assum ption  is rarely an exact s ta tem en t .  On occasion we 

may believe t h a t  the d is tr ibu tion  of the d a ta  resemble a sym m etric  bell-shaped d is tr ibu tion . 

At o ther times we suspect th a t  such an assum ption  is a t  best a rough approx im ation . In 

either case, s ta t is tics  t h a t  are insensitive or robust to  deviations from  the  d is tr ibu tiona l  as

sum ptions have considerable appeal. The purpose of this chap te r  is to  explain and  i l lus tra te  

one class of robust s ta tis tics ,  the m aximum-likelihood type or M-est imators.

How do the usual es tim ators  perform  under deviations from  the d is tr ibu tiona l  as

sum ptions?  A surprising result,  due to  Tukey (1960), shows th a t  many es t im ato rs  th a t  

have op tim al performance for d a ta  sam pled from a Gaussian  d is tr ibu tion  perform  poorly 

if slight changes are m ade to i he tails of the sam pling d is tr ibu tion .  Thus, p oor  perfor

mance of the  classical e s tim ators  can result from the effects of a few gross errors or outliers 

even if m ost of the d a ta  conform to a Gaussian  d is tr ibu tion .  This  is pa r ticu la r ly  t ru e  for 

the classical s ta t is tics  often used by sociologists— estim ators  of location  and  spread such 

as the m ean  and  variance, and  es tim ation  procedures for regression such as least-squares, 

weighted least-squares, and m aximum-likelihood. Moreover, since such unusual observa

tions need only involve a few percent of all observations, they are difficult to  detect and can 

be due to  t rans ien t  or unusual phenom ena no t typical of the underly ing popu la tion .

A t rad i t io n a l  classification distinguishes between p aram etr ic  and  no n p aram etr ic  es ti

m ato rs .  An es t im ato r  is said to  be parametric if it  is designed to  have op tim a l performance 

for a single p aram etr ic  family of d is tr ibu tions. An es t im ato r  is said to  be nonparametric  or 

distribution-free if i t  is to  be used for all nonparam eterized  d is tr ibu tions .  R o b u s t  es tim ators  

do not easily fall into either category since they are designed to  perform  well for a broad  

range of d is tr ibu tions  t h a t  are though t  to  provide plausible models of em pirical d a ta .  Hence, 

a robust  approach  to  es t im ation  distinguishes between d is tr ibu tions  t h a t  are more or less 

plausible, unlike no n p aram etr ic  approaches, which t r e a t  all d is tr ibu tions  equally. Indeed, 

for many d is tr ibu tions  the perform ance of the b e t te r  robust  e s t im ato rs  can be quite close 

to  the best  a t ta in ab le .

A com m on alternative to  robust  s ta tis tics  is to  employ a two-step p rocedure— first clean 

the d a ta  of unusual observations and  then  apply the classical es t im ato rs .  Such a procedure
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is clearly preferable to  a naive application  of classical es t im ato rs  to  d a ta  containing outliers 

or gross errors. A nd occasionally we have strong  substantive reasons for rejecting obser

vations, for example, if we observe negative values for d a ta  t h a t  take only positive values. 

If the correct values cannot be determ ined, then  it is sensible to  reject such observations 

and apply a classical or robust procedure. B u t we often lack such definitive substantive 

guidance. In its absence, analysts  who adop t a two-stage procedure typically utilize a rejec

tion  rule when es tim ating  a location pa ram ete r  or one or more of the  available regression 

diagnostics procedures when es tim ating  regression param ete rs .

Do such two-step procedures perform  as well as robust  es t im ato rs?  W hen e s t im a t

ing a location  p aram ete r ,  su b s tan tia l  evidence suggests they do no t (Andrews et al., 1972; 

H ampel, 1974b; Relies and  Rogers, 1977; H uber,  1981; Donoho and  H uber, 1983). H am pel 

(1974b) examined several data-c lean ing  procedures and  found they do n o t  perform  as well 

as robust M -est im ato rs  of location . The same is true  for more inform al rejection p roce

dures. Relies and  Rogers (1977) com pared the “perform ance” of the bes t  location  estim ates  

of several s ta t is tic ians  to  the perform ance of several M -est im ato rs .  In analyzing d a ta  con

ta in ing  outliers, the s ta t is t ic ians  avoided ca tas troph ic  failures b u t  were b ea ten  by the b e t te r  

M -estim ators .  T he conclusion is clear: unless the d a ta  are free of outliers and  errors, the 

use of a robust  e s t im ato r  of location  is preferable to  procedures t h a t  th row  away po ten tia l  

outliers.

W hen es t im ating  param ete rs  in a regression equation, there  is less consensus concerning 

the relative m erits  of robust  regression and diagnostic procedures par tly  because b o th  areas 

are in a s ta te  of rap id  development (see, for example, Cook, 1977; Andrews and Pregibon , 

1978; Hoaglin and  Welsch, 1978; Belsley, K uh, and Welsch, 1980; A tkinson, 1982; Cook 

and Weisberg, 1982a,b; Gasko and Donoho, 1982; K rasker and Welsch, 1982; Rousseeuw, 

1982; Siegel, 1982; H uber, 1983a). Diagnostic procedures, which typically use measures 

construc ted  from  residuals and  deletion s ta tis tics  ob ta ined  from the OLS es t im ato r ,  seek 

to  identify aspects  of the d a ta  th a t  deviate from the assum ptions. As such, they differ 

som ew hat from  robust  m ethods ,  which seek es tim ators  th a t  can accom m odate  and  control 

d a ta  t h a t  deviate from  the assum ptions.

The following example, ad ap ted  from  Rousseeuw (1982), i l lus tra tes  some basic issues 

in robust e s t im ation  as well as some of the peculiar difficulties t h a t  can arise in regression.
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For th is  example I generated  30 “good” observations according to

y¡ = a +  bxi +  e¡ ,

where a =  2 , b =  1; x,■ was drawn from a uniform d is tr ibu tion  on (0 , 10); and  e, was drawn 

from a Gaussian  d is tr ibu tion  with  m ean 0 and s tan d a rd  deviation 0 .20. In addition , 20 

“bad” observations were drawn from a bivariate Gaussian  d is tr ibu tion  w ith  m ean  (22, - 2 )  

and s tan d a rd  deviation 0.60. F igure 1 plots the d a ta  and es t im ated  regression lines for the 

OLS solution and two solutions ob tained from a robust M -es t im a to r  due to  Bell (1980).

[Figure 1 ab o u t  here]

The d a ta  in Figure 1 i l lu s tra te  a classic example of the effects of so-called “leverage” 

points. A leverage point x, is defined as an outlier in the a;’s t h a t  can (potentially) exert 

a s trong  influence on the p a ram ete r  es tim ates  or the predic ted  value of y, by v irtue of its 

position in the d a ta  (Belsley, K uh, and  Welsch, 1980; Cook and  Weisberg, 1982a,b). More 

generally, the problems caused by leverage points  can be cast in te rm s  of the breakdown 

properties  of an e s t im ato r  (Gasko and  Donoho, 1982), where the breakdow n poin t of an 

e s t im ato r  is, roughly speaking, the p ropor tion  of “bad” or “co n tam in a ted ” observations 

th a t  the e s t im ato r  can to le ra te  before yielding an unreasonable es t im ate .  Clearly, the d a ta  

in Figure 1 represent an extreme tes t  of any regression procedure since a large p ropor tion  

(40%) of the d a ta  are con tam inated .

M -estim ators  are obta ined  by minimizing the sum  of general functions of the deviations; 

hence, the m ean and  ordinary least-squares (OLS) es t im ato rs ,  which minimize the sum  of 

squared deviations, are special cases. Because of their  g rea ter  generality, M -estim ates  m ust 

usually be obta ined  from a numerical procedure th a t  s ta r ts  from  some in itia l  e s tim ate  and 

i te ra tes  un ti l  changes in the numerical values are w ithin  some desired accuracy. The two 

M -estim ates  in Figure 1 correspond to the  solutions ob ta ined  by s ta r t in g  the i tera tions  

from the OLS es tim ate ,  denoted B ell/O LS, and from a robust  (high breakdown) repeated  

m edian  estim ate  (Siegel, 1982), denoted B ell /R M . (See Appendix  1 for a  discussion of high 

breakdow n initia l  estim ates.)  B o th  the OLS es t im ato r  (a =  8.37, b =  -0 .4 2 4 )  and  the 

B ell/O LS es t im a to r  (a =  8.20, b =  -0 .4 3 1 )  yield similar answers— b o th  are clearly affected 

by the presence of the outly ing cluster of points. In con tras t,  the B e l l /R M  est im ate  (s ta r t ing
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estim ates  a =  3.28, 6 =  0.816) yields a =  2.04 and  6 =  0.999, values quite close to  those 

used to  generate the first 30 observations.1

How do the s tan d a rd  diagnostic tools perform? In this p a r ticu la r  example, they fared 

poorly and failed to identify the outlying cluster of observations in the d a t a .2 The difficulty 

lies in the fact t h a t  multiple outliers can mask the effects of one an o th e r  by increasing the 

size of residuals for o ther observations (Andrews, 1979: Belsley, K uh, and Welsch. 1980; 

Gasko and Donoho, 1982). This problem  does not occur w ith  the M -es t im a to r  s ta r ted  

from the rep ea ted  m edian  estim ate , and an inspection of the residuals ob ta ined  from this 

es t im a to r  easily identifies the outlying cluster of observations.

W h a t  if the  cluster of points is centered a t  (7, —2) instead of (22, —2)? Because these 

points  now fall w ith in  the range (0 , 10) on the .r-axis, they are no longer outliers in the x's  

and  hence are no t leverage points. Nevertheless, they exert a large effect on b o th  the OLS 

es t im ato r  (a =  3.50, 6 =  -0 .0 2 5 9 )  and the M -est im ato r  s ta r ted  from the OLS estim ate  

(a =  3.65, b =  —0.0623). Similarly, the s tan d a rd  diagnostic procedures fail to  identify any 

of 20 con tam inated  points. B ut the M -es t im ato r  s ta r ted  from the rep ea ted  m edian  estim ate  

(a =  2.29, 6 =  0.892) yields the same estim ates  as before (a =  2.04 and 6 =  0.999).

As these results  dem onstra te ,  a robust  e s t im ato r  can yield different es tim ates  for dif

ferent in itia l  es tim ates .  This clearly differs from classical es t im ation  procedures like OLS, 

which always yield one estim ate  given the d a ta  and model. Which es tim ate  should one 

rep o r t  when one lacks knowledge of the true  underlying s tru c tu re  of the d a ta  and is con

fronted w ith  different estim ates?  In fact, such a question assumes th a t  ♦he d a ta  provide 

one single indication, an assum ption  clearly violated by the d a ta  in F igure 1 in which 60% 

of the observations follow a simple linear p a t te rn  and  40% of the observations are clustered 

in a spherical p a t te rn .  This  suggests th a t  multiple solutions for M -es t im ato rs  can point to 

multiple features in the d a ta  t h a t  may not allow a single simple in te rp re ta t io n .  For example, 

the M -es t im a to r  using a robust  s ta r t in g  estim ate  was able to  accom m odate  and control the 

outlying cluster of observations; hence it could be used to  es tim ate  the correct pa ram e te r  

values for the observations th a t  conformed to  the linear model. B u t the existence of m ul

tiple solutions also suggests inadequacies in our theory or model since the goal of fitting a 

s tra igh t  line to  all observations in these d a ta  is clearly an in ap p ro p r ia te  one.

It should be stressed th a t  the problem  of w ha t  to  do w ith  discrepant d a ta  is no t a simple



s ta t is tica l  m a t te r  b u t  ra th e r  one th a t  concerns the consequences and  substantive in te rp re 

ta t io n  of such d a ta .  Sometimes we are in terested  only in how such unusual observations 

may affect the conclusions drawn from the da ta .  B u t questions concerning the in te rp re ta 

tion of such observations are equally im p o r ta n t— are such observations gross errors ( th a t  

is, observations sam pled w ith  large error) or are they outliers ( th a t  is, observations th a t  

differ in im p o rtan t  substantive ways from the rest of the popu la t ion )?  Since outliers, as 

opposed to gross errors, often provide considerable insight into the d a ta ,  they m erit  careful 

a t ten tion .

Clearly, the d a ta  of this example represent a “worst-case” s i tu a t io n  since a large p ro 

portion  of the d a ta  are con tam ina ted  in an asym m etric  way by a t ig h t  c luster of leverage 

points. S tan d a rd  diagnostic procedures may be adequate to  identify leverage points  and 

o ther unusual observations in practice even though they did no t fare well in th is  pa r ticu la r  

example. Similarly, a l though graphical m ethods such as sca tte rp lo ts  cannot always be re 

lied upon to  identify clusters of leverage points in high dimensional m ultivar ia te  d a ta ,  the 

problem  is quickly and easily detected in the b ivariate sca tte rp lo t  in F igure 1 (F riedm an and  

Stuetzle, 1982). Nevertheless, this example provides a cau tionary  tale and dem onstra tes  

the po ten tia l  usefulness of a robust es tim ato r.

The rest of the chap te r has seven m ain  sections. Since sociologists may be unfam iliar 

w ith  the large s ta t is t ica l  l i te ra tu re  on rob u s tn ess ,3 Section 1 provides a brief overview of u n 

derlying issues. Sections 2-4  focus on the robust es t im ation  of a location p aram ete r .  Section 

2 defines basic term s per ta in ing  to  robust es tim ation . Section 3 gives a general definition 

of an M -est im ato r ,  discusses the need for auxiliary es tim ators  of scale, describes the con

nection between ML- and  M -est im ato rs ,  and presents several commonly used M -estim ators .  

Section 4 formalizes several desirable properties and concepts in troduced informally in Sec

tion 1. Section 5 presents some robust  hypothesis tests  and confidence intervals. Sections 0 

and 7 discuss a simple extension of M -estim ators  of location to  m u lt ip a ram e te r  regression 

problems and i l lu s tra te  such an extension w ith  empirical d a ta .

A lthough some sections assume some familiarity  w ith  probability  theory and  s ta t is t ica l  

concepts, many are quite s tra igh tfo rw ard . Sections 1, 5, 6 , and  7 present ideas in a relatively 

informal m anner and require lit t le  background. Section 2 and p a r ts  of sections 3 and  4 are 

more technical; the more difficult p a r ts  in section 4 have been s tarred .
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1. G E N E R A L  ISSUES

The previous example suggested th a t  the classical es tim ato rs  can behave poorly if the 

d a ta  contain  a large p ropor tion  of unusual observations. The following example, due to 

Tukey (1960) and reproduced in many sources (Huber, 1977; M oste ller and Tukey, 1977; 

H uber,  1981; Iglewicz, 1983), dem onstra tes  how rapidly the o p tim a l  perform ance of some 

classical es tim ato rs  can deter iora te  under even small deviations from the p aram etr ic  as

sum ptions.

Consider the d is tr ibu tion

F (y )  = ־־ £)3־־^(> 1)  “ ) +  e * ( ^ 1) a co(־־־־־־־) , 

where <t>(•) denotes the s tan d a rd  Gaussian  d is tr ibu tion

* w  -  4 -  f  e_t2/2׳ di/? (2)v 2 t t  J -oo

e is a small positive num ber, c is some positive num ber, and  u  is a dum m y of in tegra tion .  The 

d is tr ibu tion  F ( y ) is commonly called an e-contam inated  G aussian  d is tr ib u tio n  a t  scale c. (I 

use y ins tead  of x to  emphasize th a t  prim ary in terest concerns deviations from  d is tr ibu tional 

assum ptions ab o u t  the dependent variable, not the independent variables.) It represents a 

m ix tu re  of G aussian  d is tr ibu tions since observations are sam pled according to  Gau(0,<r2) 

w ith  probability  1 — e and  G a u (0 , c 2<72) w ith  probability  e, where G a u ( 0 ,a 2) denotes a 

G aussian  d is tr ibu tion  w ith  m ean  9 and  variance o 2.

Note th a t  F(y)  resembles a s tan d a rd  Gaussian  d is tr ibu tion  in the center b u t  has heavier 

tails, t h a t  is, g reater  m ass for large values of ± y .  A con tam ina ted  G aussian  is often plausible 

since it models a sample in which m ost observations are “good” b u t  a small p ropor tion  

are ‘b ad ” , t h a t  is, sam pled w ith  g rea ter  variance. Such behavior could occur if a few 

observations are sam pled with  gross errors or if the popu la t ion  contains a small p ropor tion  

of ou tlie rs .4

Two com m on s ta t is tics  for spread are the m ean  square deviation



and  the m ean  absolute  deviation

1 ”
dn = ־   Y \  |Vi ~  y\ ■n  “1=1

A classical result,  due to Fisher (1920), s ta tes  th a t  8n is abou t  12% more efficient th a n  dn 

under sam pling from a Gaussian d is tr ibu tion . T h a t  is, under G aussian  sam pling, gn w ith  

n =  88 gives as concentrated  an es t im ato r  of spread as d n w ith  n =  100.

W hat happens if the underlying d is tr ibu tion  differs from a G aussian  d is tr ibu tion?  In 

par ticu la r ,  is 8״ always more efficient th an  d n ? There is a slight technical p roblem  since 

and dn m ״8 easure different things. For Gaussian  samples, s n converges to  the popu la tion  

s tan d a rd  deviation <r, while dn converges to s/ 2 tt a,  which is ab o u t  .80(7. To compare the 

efficiencies of 8״ and dn , Tukey (1960; see also Huber, 1977, 1981) used the asym pto tic  

relative efficiency, which takes into account these differences between and  d n

A R E ־
n^oo Var(cf״ ) /[E (ifn)]2

Suppose c =  3 in expression ( 1), th a t  is, we sample from  the  e-contam inated  G aussian  

at scale 3. T hen  (Huber, 1977, 1981)

(3)
3(1 +  80e) _

ARE(e) =  -  
4 . (1 +  8e) 2 /  | /2 ( l  +  2e)2 

Table 1 gives some values for the expression in (3).

[Table 1 ab o u t  here]

The results are striking. For any level of con tam ination  between .002 and  .50, the 

m ean absolute deviation dn is a b e t te r  e s t im a to r  th an  the m ean  square deviation »5.״  In 

the m ost extreme case (e =  .05), dn is twice as efficient as In re tu rn ,  we give up 12% 

efficiency if the d a ta  conform exactly to  a G aussian  d is tr ibu tion ,  th a t  is, if 6 =  0 . Hence, 

the use of d n over 8n entails a cost of some efficiency (sometimes called the “p rem ium ,” 

see Anscombe, 1960) if the assumed d is tr ibu tion  holds exactly in re tu rn  for pro tec tion  

( “insurance” ) against d is tr ibu tions th a t  deviate from the assum ed d is tr ibu tion .

This example helps m otiva te  several desirable p roperties of ro b u s t  s ta t is t ics  (see Section 

4 for a more formal t rea tm e n t) .



1. A robust  e s t im a to r  should satisfy s tan d a rd  s ta t is t ica l  p roperties  of consistency, un 

biasedness for sym m etric d is tr ibu tions, a sym pto tic  norm ality , and equivariance under 

t ran s la t io n  and  scale t ransfo rm ations .  Roughly speaking, unbiasedness and  consistency 

require th a t  the es t im ato r  yield the correct value 9 for the d is tr ibu tion  F (y ;9 ) ,  where 

9 is the unknown p a ram ete r  characterizing F.  A sym pto tic  norm ality  requires th a t  

the d is tr ib u tio n  of \ / n  (9 -  9) be G aussian  as n —* oo, w hatever the underlying dis

tr ib u t io n  F (y \9 ) .  This  property  allows the construc tion  of simple tes ts  of hypotheses 

and confidence intervals based on the S tuden t (-d is tr ibu tion . Lastly, t r an s la t io n  and 

scale equivariance require t h a t  the es t im a to r  be equivariant under location  and scale 

t ran sfo rm atio n s— adding or m ultip ly ing all observations by a constan t should change 

the e s t im a to r  in the same way.

2. The value of a robust es tim ate  should change only slightly for small deviations of the 

ac tua l d is tr ibu tion  from the assumed d is tr ibu tion .  Such deviations m ight be either 

large changes in a small fraction of the sample (for example, gross errors as in the 

example above) or small changes in a large fraction  of the sam ple (for example, rounding 

errors in the d a ta ,  errors due to  the finite num ber of significant digits in the d a ta ,  and 

so for th) .  Such an e s t im ato r  is said to  be resistant.

3. The value of a robust  es tim ate  should not change drastica lly  even for large deviations 

of the ac tua l  d is tr ibu tion  from the assum ed d is tr ibu tion .  Large deviations include 

qualita tive changes in the shape of the d is tr ibu tion ,  for example, large departu res  from 

sym m etry , as in the example in Figure 1. Such an e s t im a to r  is said to  have a high 

breakdown point.

4. A robust es t im a to r  should be efficient for d is tr ibu tions th a t  plausibly m odel empirical 

d a ta .  Typically, one requires t h a t  a robust  es t im a to r  have high efficiency for d is tr ibu 

tions t h a t  resemble the Gaussian  d is tr ibu tion  in the center bu t  differ in the tails . Such 

an e s t im a to r  is said to  be robust of efficiency.

Lastly, since m ost  robust es tim ators  satisfy the first three cr ite ria  and  many of these are 

efficient for a wide range of d is tr ibu tions, it seems reasonable to  require the following.

5. R o b u s t  es t im ato rs  should be practical. T h a t  is, es t im ato rs  should be flexible (for 

example, readily generalized to  regression), easy to  use and  describe, reasonable in

-  8 -



cost, and  suitable for the sample sizes th a t  sociologists usually encounter.

The las t  criterion m otivates my focus on M estim־ ators .  Several classes of robust esti

m ato rs  have been stud ied  intensively (see, for example, H uber,  1981): M-estimators,  which 

are m axim um-likelihood-type estim ators; L-estimators,  which are linear combinations of 

order s tatis tics ;  and R-e3timators,  which are derived from rank-order tes ts .  M ore recently 

Johns (1979) has proposed a fourth  class of robust s tatis tics :  P-es t imators , which are a n a 

logues of P i tm a n  es tim ators .  P -es t im ato rs  have excellent properties  and  extend na tu ra lly  

to  m u lt ip a ram e te r  problems like regression. However, they require multip le  integrals for 

m u lt ip a ram e te r  problems, which m ust be done by numerical in teg ra tion .  L -estim ators  are 

a t trac t ive  in one-param ete r problem s b u t  do not extend easily to  regression. R -es tim ators  

and  M -estim ators  extend na tu ra lly  to  regression, bu t  M -est im ato rs  are simpler, more flex

ible, and b e t te r  unders tood .  M -estim ators  also appear  to  have slightly b e t te r  s ta t is t ica l  

p roperties th an  R -estim ato rs .

Efficiency is often im p o r ta n t  in practice since it provides a useful m easure of how 

closely an e s t im a to r  es tim ates  the unknown p a ram ete r  9. W hen the  d a ta  roughly resemble 

a bell-shape curve b u t  contain  outliers or gross errors, classical e s t im ato rs  like the  m ean 

are usually less efficient th a n  n onparam etr ic  es t im ato rs  like the m edian, which are in tu rn  

usually less efficient th a n  the robust M -e s t im a to rs .6

The l i te ra tu re  on robustness typically assesses either asym pto tic  or small (re <  20) 

sample perform ance. Em pirical  evidence suggests th a t  the perform ance of robust  es tim ators  

for n =  40 is close to  the ir  asym pto tic  ( th a t  is, re =  oo) perform ance. Since the samples th a t  

sociologists encounter are often large (re >  40), the  asym pto tic  perform ance of M -estim ators  

is likely to predic t the ir  performance well for many sociological applications.

2. D E F I N I T I O N S

Basic Terms.  This  section briefly reviews some necessary s ta t is t ica l  notions. Let 9 be 

the  unknown p a ram e te r  characterizing the d is tr ibu tion  F(y;  9). A s ta t is t ic  Tn { Y i , . . . ,  K״ ), 

th a t  is, a known function of ran d o m  variables F ! , . . . ,  Yn, is an est imator  of 9 if the value 

of Tn is used to  es tim ate  9. The estimate Tn refers t o  the numerical value of Tn ob ta ined  

from a p a r ticu la r  sample y i , . . . , y n• (T hroughout this chap te r I denote a ra n d o m  variable
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by an upper-case le t te r  and  its realization by a lower-case le tter.)

The empirical distribution funct ion F n for Y i , . . . , Y n is defined by

=  7  E  <0 > . ( <״ ! '—* n׳
1 =  1

where £Si(y) is the ind icato r function

c if 2/ >  y . ;
y { 0 , otherwise.

Hence, Fn is a step function w ith  jum ps of l / n  a t  the observed values y<.

The es tim ators  considered th roughou t th is  chap te r  may be regarded  as functions th a t  

depend on the sample only th rough  Fn . Such es tim ators ,  called funct ional  est imators , are 

denoted

Tn = T ( F n ) = T n (Fn )

The above n o ta t io n  emphasizes th a t  the function T  does no t  vary w ith  the sample size n 

a lthough a more general s ta t is t ic  Tn (Fn) could.

The likelihood funct ion Z of n ran d o m  variables F ! , . . . ,  Y n is defined as the jo in t  density 

of the ran d o m  variables, where the likelihood is considered to be a function of the unknown 

pa ram ete r  9. Let K!, . . . ,  Kn be independently  and  identically d is tr ib u ted  (i.i.d.) according 

to  F (y ;9 ) .  T hen  the likelihood function is given by

n
=  I l / ( 20 ) ,( 0 ; . (׳

1 =  1

where f ( y ; 6 )  is the  density corresponding to  F ( y \9 ) .

Maximum-Likelihood Estimators.  The maximum-l ikel ihood  or ML■ e s t im a to r  Tn is given 

by the value of 9 t h a t  maximizes the likelihood function in (6 ) or, equivalently, th a t  m ini

mizes n
-  log £  =  ] T  p(y i ; 6) , (7)

i= i
where

p[y;B) = -  l o g / ( y ;  <9) . (8)

U nder mild conditions M L -es tim ators  can be shown to  have m in im um  variance among 

unbiased es tim ators  when the underlying d is tr ibu tion  t  is known. The function p{y\9)  can
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often be expressed as a function th a t  depends on y and 9 only th ro u g h  y - 9 ;  for the present 

I re ta in  the more general no ta t ion .

If the function p(y;9)  =  - l o g / ( 2/ ; 0) is sufficiently regular, for example, if i t  is differ

entiable and  convex, then  the M L -es tim ato r  T n is the value of 9 t h a t  is a roo t  of

tl
^ 2  4>{yi-,9) =  0 ,  (9)
i=i

where

ip{y;0) =  ~ ^ p { y \ 9 )  =  lo g /(! / :  9) . (10)

Convexity guarantees th a t  the solution of expression (9) for Tn is unique. O therw ise several 

values of Tn , corresponding to local m in im a or m ax im a of £ ,  may satisfy (9).

3. M - E S T I M A T O R S  OF L O C A T I O N

This section presents a basic outline of M -estim ators  of location . G ooda ll  (1983) and 

H uber (1977, 1981) give similar b u t  more system atic  t re a tm e n ts  of the m a te r ia l  covered in 

this and the subsequent section. I begin w ith  a general definition of an M -es t im ato r ,  which 

is defined in a m anner  analogous to  the definition of an M L -es tim ato r .

Defini tion of  an M-est imator.  An M-est imator  Tn is given by the  value of 9 t h a t  

minimizes
n

1 3  P(yr ,9) ,  ( 11)
1 = 1

or is a roo t  of
n

X > U ; 0) =  0 , (12)
1 =  1

where p is an a rb it ra ry  function and  i[> = - d p /3 9 .  Thus, it  is sufficient to  specify the 

function p or V to  define an M -est im ato r ,  a fact exploited extensively th ro u g h o u t  this 

chapter.  Note t h a t  p and V׳ may be more general functions th a n  the corresponding p and 

V1 for M L -es tim ators ,  which are derived from the assum ed p aram etr ic  density / .  Hence, 

M L -estim ators  are special cases of the more general M -estim ators .

Location and Scale Equivariance.  An e s t im ato r  T  is scale equivariant  if T(ay)  =  a T (y ) ,  

t h a t  is, if all observations are m ultiplied by the constan t a, the es tim ate  T  is m ultiplied by
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the same constan t.  An es t im ato r  T  is location equivariant  if T ( y + b )  = T (y )  +  6, t h a t  is, if all 

observations are shifted by a value 6, the estim ate  T  shifts by the same constan t.  Classical 

es tim ators ,  such as the m ean and  median, have the property  th a t  T ( a y  +  b) =  aT(y )  -|- 6 

and thus are b o th  location and scale equivariant.

As noted earlier, p(y;9)  and i ' ( y \9 )  can often be expressed as functions th a t  depend 

on y  and 9 only th rough  y — 9. A simple argum ent shows th a t  M -est im ato rs  defined by 

p(y  ~  9) or ip(y ~  9) are location equivariant bu t  need no t be scale equivariant.

To make M -estim ators  scale equivariant it is necessary to  in troduce an auxiliary esti

mator of  scale S n =  5 ( F n) into the definitions of the M -es t im ato r .  Let

w, — 9

" ■ - I T '  (131

where S n is a suitable auxiliary es t im a to r  of scale and k is a “tu n in g  co n s tan t” t h a t  can 

be adjusted  to  “fine-tune” the performance of the es t im ato r .  Then  the M -es t im a to r  Tn is 

b o th  location and scale equivariant if i t  is defined as the value of 9 m inim izing
n

] T ^ K )  (14)
1 =  1

or solving
n

^ V ׳ K )  =  0 ,  (15)
1 = 1

where

)!»( * > » ( « ! ) ־ •

To da te ,  two of the m ost successful es tim ato rs  for auxiliary scale (see, for example, 

Andrews et al., 1972) are the median absolute deviation (MAD)

M AD (y¿ ) =  m edian | y¡ -  Tn | (17a)

and the in terquartile  range

Q(y,■) =  / ’» 3 / 4 ) ־1  ) - F 1/ 4) ־1  ) ,

where F ~ 1 (■) denotes the sample percentiles of y , —Tn . A  norm alizing constan t is sometimes 

in troduced  into the expression for the MAD

, * , * ^  . m edian  I y; — Tn I . .
norm ed MAD(¡/,) =  -  . (176

0.O745
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The factor of 0.6745 makes S n = o  if the d a ta  are sam pled from  a G aussian  d is tr ibu tion  

w ith  variance a 2.

Typically the location es t im ato r  is of prim ary  in terest,  and  the es t im a to r  of auxiliary 

scale is a “nuisance” pa ram ete r  t h a t  serves to make the location es t im a to r  scale equivariant. 

Thus the es t im ation  of the auxiliary scale pa ram ete r  presents different problems th an  the 

es tim ation  of location. In par ticu la r ,  bias and  breakdown ap p ea r  to  be m ore im p o r tan t  

cr ite ria  th an  efficiency (Bell. 1980; H uber,  1981).

Estimation.  Note th a t  the expression in (15) can be reexpressed as a weighted m ean 

problem. To see this, rewrite (15) as

n
] P  u, Wi =  0 ,
1 =  1

where the weights w, depend on the sample according to  w¡ =  y>(u,)/u, for u, ^  0 . Then  

T n is the weighted m ean  given by

n / n
Tn = ^ 2  u,w,  /  H  W| • (18)

1=1 /  |=1

Hence, to  estim ate  Tn , one can either minimize the expression in (14) using an iterative 

N ew to n -R ap h so n  type a lgo ri thm  or i te ra te  on the expression in (18) un ti l  the sequence of 

es tim ated  values for Tn converges to  a desired accuracy. In either case, one m ust  s t a r t  the 

i tera tions  from  some in itial es tim ate  of location, which is typically chosen to  be the median. 

T hen  one can use the location estim ate  to  com pute the auxiliary est im ate  of scale and vice 

v ersa . ׳

Henceforth I res tr ic t  a t ten t io n  to  t ran s la t io n  and scale equivariant es tim ates  of location 

under the assum ption  of a sym m etric  d is tr ibu tion  F.  The assum ption  of a sym m etric  

d is tr ibu tion  is s trong  bu t  often plausible, par ticu larly  if su itable tran sfo rm atio n s  of the d a ta  

are allowed. Note, moreover, t h a t  an e s t im a to r  with  a high breakdown point can to lera te  

large asym m etric  departu res  from the d is tr ibu tional assum ptions. U nder the  assum ption  of 

sym m etry, the center ab o u t  which the density is sym m etric  provides a n a tu ra l  popu la tion  

pa ram ete r  for 9, unlike the more general case of an asym m etric  d is tr ibu tion ,  where the 

definition of a n a tu ra l  location  p a ram ete r  is p roblem atic .
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Desirable Shapes for p and ip. Below I derive p and  ip for the  M L -estim ators  for 

the Gaussian, logistic, double exponential,  and Cauchy d is tr ibu tions .  As noted  earlier, ML- 

es t im ato rs  have m inim um  variance am ong unbiased es tim ators  if the param etr ic  d istr ibu tion  

F  is known; hence the fully efficient M -est im ato r  is the M L -es tim ato r  if the d a ta  in fact 

conform to  F . B u t  it is im p o r tan t  to  stress t h a t  M L -es tim ators  need no t  be— and often are 

n o t— robust of efficiency for o ther d is tr ibu tions. Nevertheless, ca lcu la ting  such expressions 

for p and ip serves a useful heuristic purpose by showing how p and  ip for the M L-estim ators  

change w ith  different d is tr ibu tional shapes. In par ticu la r ,  the shape of ip provides im p o rtan t  

insights t h a t  help guide the construc tion  of M -est im ato rs  possessing higher efficiency for a 

wide range of d is tr ibu tions.

Let the sam pled observations be i.i.d. according to  the known density f .  For simplicity,

I assume th a t  the  scale of /  is known and fixed such t h a t  f ( 9 )  =  T hen  p and ip

for M L -es tim ators  are given by (8) and (10). Table 2 gives expressions for the normalized 

densities for the Gaussian , logistic, double exponential,  and  Cauchy d is tr ibu tions  as well 

as the functions p and ip corresponding to  the M L -es tim ators  for each d is tr ibu tion .  Note 

t h a t  p and  ip for M L -estim ators  of the G aussian  and  double exponentia l d is tr ibu tions define 

two classical es tim ators  of location , the m ean and  m edian, respectively; p and ip for the 

M L -es tim ators  for the logistic and Cauchy d is tr ibu tions do no t correspond to  any familiar 

es tim ato rs .

[Table 2 abou t  here]

To fix ideas, I calculate p and  ip explicitly for the M L -es tim ato r  for the double exponen

t ia l d is tr ibu tion . By (8) and  (10), p =  —log f (y ,&)  and  ip = —d p / 8 9  =  ¿>[log/(j/; 9) \ /d9.  

The norm alized density function for the double exponentia l d is tr ibu tion  is given by

/ M ) =  J = e - V V׳ ^ - « l .
V2 tt

Taking logs and  changing signs yields

- l o g / ( y ; 0 )  =  i ! o g 2 7 r +  \y -  9\ . (19)
' ׳ 2

Hence

p ( u ) =  ^  log 2 ^ +  |u | ,
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where u =  y  — 9. Note th a t  p(u)  is p ropor tiona l  to |u| up to  additive and  m ultiplicative 

constants  t h a t  arise from  the norm alizing constan ts  in the density / .

Differentiating (19) w ith  respect to 9 gives

- | l »* / ( ! ׳ ׳־; ) =  I־ ׳ - > ׳ l

u) =  \ J ^ s i g n ( u ) »

T hen by (10)

where sign(u) is defined by*

Figure 2 i l lus tra tes  the densities in Table 2, which are sym m etric  ab o u t  9 =  0. The 

left-hand side of Figure 2 i llus tra tes  the central shapes of the densities and  plots f ( y )  for 

—3 <  y  <  0. To com pare the extreme ta i l  behavior of the densities, the r igh t-hand  side of 

Figure 2 plots f ( y )  for 3 <  y <  12; for convenience, the scale of f ( y )  is increased by a factor 

of 10 in this range. Note th a t  the logistic, double exponential,  and  Cauchy d is tr ibu tions 

have progressively heavier tails th a n  the G aussian d is tr ibu tion ,  which fall off as ex p (—y 2). 

In par ticu la r ,  the tails  of the double exponential d is tr ibu tion  fall off as e x p ( -  |;/|) while 

those for the  Cauchy fall off as I /¿ /2. Note also the distinctive central shapes of the double 

exponential and Cauchy dis tr ibu tions, which are more sharply peaked th an  the G aussian 

and logistic d is tr ibu tions.

[Figure 2 ab o u t  here]

F igure 3, which i l lus tra tes  ip(u) =  <9[log f ( y ; 9) \ /d9  for the four M L -es tim ato rs ,  dem on

s tra te s  these same characteris tics  som ew hat more vividly. The s im ilar central shapes of 

G aussian and logistic d is tr ibu tions correspond to  shapes of ■ th a t  are linear or close to 

linear near the origin. The sharp  central peaks of the double exponentia l and Cauchy 

dis tr ibu tions correspond to  large slopes of ip near the origin (ip for the median, which is 

the M L -es tim ato r  for the double exponential d is tr ibu tion ,  is ac tually  discontinuous a t  the 

origin). The shapes of ip also i l lu s tra te  the differences in the ta ils  of the d is tr ibu tions .  For 

large ± u ,  ip(u) is large in absolute value for lighter ta i led  d is tr ibu tions  b u t  small in absolute
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value for heavier ta iled  d is tr ibu tions. In p ar ticu la r ,  ip is unbounded  for the G aussian  dis

tr ib u t io n  b u t  bounded  for the o ther d is tr ibu tions. In the case of the Cauchy dis tr ibu tion , 

which has the heaviest tails , ip(u) even “« d esc en d s ,” t h a t  is, l i m ^0 = ׳(«)   as u —* ± 00.

[Figure 3 ab o u t  here]

Clearly, the  functions p and ip for M L -es tim ato rs  tell l i tt le  more th a n  the density / ;  the 

function p =  -  log/(?/;(?) is simply f ( y , 9 )  on a log scale while ip =  ¿?[logf ( y ; 9 ) ] / d 9  gives 

the ra te  of change for lo g / ( j / ;0 ) .  B ut since the functions p and ip for M -est im ato rs  need 

not be fixed functions of any density / ,  we m ight seek to  combine features of different p and 

ip functions based on the insights gained from examining p and  ip for the M L-estim ators .  

Hence the shapes of p and ■ip for the M L -es tim ato rs  provide a heuristic  too l  for constructing 

more general M -estim ators .  For example, F igure 3 suggests th a t  a bounded  or redescending 

ip function may be desirable if the d a ta  contain  extreme outliers. Similarly, Figure 3 suggests 

th a t  if ip is approxim ately  linear near the origin, then  the resulting  M -es t im a to r  is likely to 

have good perform ance for d is tr ibu tions resembling a G aussian  d is tr ibu tion  in the center.

Some Com m on  M-estimators 0} Location.  This section introduces several com m on M- 

es t im ato rs  of location  and  m otivates these es t im ato rs  using the heuristic insights gained 

by examining the ip in Figure 3. Table 3 gives expressions for p , tp, and  <j> =  dip/du  for 

seven es t im ato rs  of location: two classical es t im ato rs ,  the  m ean  and m edian, and  five M- 

es t im ato rs  proposed by H uber. H am pel, Andrews, Tukey, and Bell (Huber, 1904; Andrews 

et al., 1972; B eaton  and Tukey, 1974; Bell, 1980).

[Table 3 ab o u t  here]

Figure 4 i l lus tra tes  p, ip, and <p for the m ean. To i l lus tra te  how one obtains  M -estim ates,  

Figure 4 includes three hypothetical  points , U \  =  —3, ¿2 =  1, and  ¿3 =  2, corresponding 

to  the deviations u ,• = y¡ -  9 of three observations y \ , y ! ,  and  1/3 obta ined  by se tt ing  9 

equal to  the  sample m ean. (Note t h a t  w, =  y¡ — 9 for the m ean  and m edian  since neither 

requires a tun ing  constan t or an auxiliary es t im a to r  of scale.) By definition, the m ean is the 

value of 9 m inim izing Yi p(u¡) 1 where p(u,)  is a function p ropor tiona l  to  the sum  of squared 

deviations. Hence, the sum  of the p(uj)  for the three points  in F igure 4 can be shown to 

be the m in im um  over all possible values of 9. Equivalently, the  m ean  can be defined by the 

value of 9 solving J 3 ^ ׳ (u i) =  0; hence, the ip(u ,) in F igure 4 sum  to  zero.
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[Figure 4 ab o u t  here]

Figure 4 helps to explain why the m ean behaves poorly for d a ta  contain ing outliers or 

gross errors. The plot of p(u)  shows th a t  p is a rapidly increasing function of u.  Hence, 

adding or deleting observations with  large positive or negative u can exert a large effect
A

on the estim ate  Tn , so th a t  Tn is a highly nonresis tan t es t im ato r .  Expressing the M- 

es t im ato r  as a weighted m ean leads to  the same conclusion. By (18) the M -es t im a to r  can 

be expressed as a weighted m ean with  weights ip(u) /u;  hence, the m ean  assigns a weight 

of 1 to  all observations, including observations far from the bulk of the d a ta .  Similarly, 

because ip(u) =  a =  y -  9 is unbounded in u, one observation placed a t  y  =  ±oo  moves the 

es tim ated  value of the m ean to  ±oo . Thus, one sufficiently ab e rran t  value y  can cause Tn 

to  have any a rb it ra ry  value.

Figures 5 -7  il lus tra tes  p, ip, and  <j>, respectively, for the rem ain ing  es t im ato rs  in Table

3. Since ip(u) =  sign(u) for the m edian, only inform ation  on the  sign of u = y — 9 is used to
A

obtain  the location estim ate  Tn . T h a t  is, given two positive values w! and  u■! w ith  u! <  wj, 

ip(u!) is identical in value to  ip(u<¡)•, moreover, le t t ing  u? —* oc has no effect on the  es tim ate  

Tn , d em ons tra t ing  the resistance of the m edian  to  outlying observations. T he discontinuity 

of ■ip a t  u  =  0 is reflected by <f>(u) =  <5(u), where <5(u) denotes the Dirac de l ta  function, 

which is, loosely, a function w ith  an infinite spike for u  =  0 and  identically zero o therw ise .9

[Figures 5 -7  abou t here]

The H uber M -est im ato r  combines features of the mean and median, providing b e t te r  

p ro tec tion  against extreme outliers th a n  the m ean  while giving b e t te r  efficiency for the 

Gaussian  d is tr ibu tion  th an  the median. The shape of ip, i l lu s tra ted  in Figure 0 , is linear 

in u for |u| <  c and constan t for |ti| >  c. Similarly, p(u) ,  shown in F igure 5, is a convex 

function p ro p o r tio n a l  to u 2 for |u | < c and linear in u for |w| >  c. This  allows the H uber 

M -es t im ato r  to  act like the m ean for centrally located observations and like the m edian for 

observations far removed from the bulk of the d a ta .

The tun ing  constan t c and  the auxiliary e s t im ato r  of scale 5 jo ״ in tly  serve to  rescale 

the y¡. Observations less th a n  c S n units  from Tn fall on the linear p a r t  of ip (s trictly  convex 

p a r t  of p) while observations g reater  th an  cS n units  from  Tn fall on the constan t p a r t  of ip 

(linear p a r t  of p).  Hence the tun ing  constan t c allows one to  ad just the perform ance of the
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es t im ato r  to  achieve a desired efficiency for a par ticu la r  d is t r ib u tio n . 10 For example, larger 

values of the  tu n in g  constan t c correspond to  higher efficiencies of the H uber M -es t im ato r  

for the G aussian  d is tr ibu tion  since the e s t im ato r  increasingly resembles the m ean  as c —* oo; 

similarly, the  e s t im ato r  increasingly resembles the m edian as c —* 0 . This shows th a t  the 

definition of each M -est im ato r  in Table 3 refers more properly to  a family of M -estim ators  

since different values of the tun ing  constan ts  produce es t im ato rs  t h a t  differ in perform ance 

b u t  have sim ilar overall characteristics as determ ined by the quali ta t ive  shapes for p and  ip.

H uber (1964) gives a more technical m otiva tion  for his M -e s t im a to r  and shows th a t  it 

is the M L -es tim ato r  for a “least informative” d is tr ibu tion . Consider

F(y) =  ( l - e )4 > ( j / )  +  e G׳(i/),  (20)

where $(!/) is G aussian  and G[y)  is sym m etric .  If G[y)  is chosen so t h a t  F (y )  has tails 

t h a t  fall off as ex p (— |t/|), then F(y )  can be shown to  have m in im um  Fisher in form ation  for 

all F  in (20 ) w ith  sym m etric  G.  A s tan d a rd  theorem  s ta tes  th a t  the inverse of the Fisher 

in form ation  is the C ram er -R ao  lower bound on the asym pto tic  variance of all unbiased 

es tim ators .  Hcnce, m inim izing the Fisher inform ation results in m ax im u m  variance for es

t im a to rs  of (20). Since M L -es tim ato rs  have m in im um  variance am ong unbiased es tim ators ,  

it  follows t h a t  the H uber M -es t im ato r  minimizes the m axim um  variance for all d is tr ibu tions 

in (20) w ith  sym m etric  G.

The H am pel M -es t im ato r  may be regarded as a refinement of the H uber M -estim ator.  

Like the H uber es tim ator ,  ip is linear for values of |u | <  a and  constan t  for u  between a 

and  b. However, F igure 6 shows th a t  ip redescends linearly tow ards zero for b <  | u| <  c and 

is identically zero for |«| >  c. This  perm its  the es t im a to r  to  downweight ou tly ing observa

tions progressively, providing additional pro tec tion  against extremely ab e r ra n t  observations. 

S im ilar perform ance can be obta ined  by rejecting extreme outliers and  applying the H uber 

M -es t im a to r  to  the rem ain ing  d a ta  except th a t  the H am pel M -es t im a to r  downweights such 

observations in a continuous m anner ,  unlike procedures th a t  identify and  reject po ten tia l  

outliers. Because ip redescends, p for the H am pel e s t im a to r  i l lu s tra ted  in Figure 5 is no t a 

convex function, as was true  for the m ean , median, and H uber es t im ato rs ,  b u t  is constan t 

for |u| >  c. This  may present technical difficulties since many values of Tn , corresponding 

to  different roo ts  of J2 1P ( U ) or to  local m in im a or m ax im a of p(u )i may satisfy (14) or
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(15).

The sine M -est im ato r ,  p roposed by Andrews, is defined by a  ip function t h a t  consists of 

one oscillation of the trigonom etric  sine function; hence, ip redescends and  is identically zero 

for sufficiently large ± u .  F igure 5 shows th a t  the p(u)  for the  H am pel and sine estim ators  

have roughly similar shapes; Figures 6 and 7, i l lu s tra ting  1p(u)  and  highlight the

differences between the two es tim ators .  One advantage of the sine es t im a to r  over the 

H am pel e s t im ato r  is th a t  i t  requires only one tun ing  constan t while the Ham pel es t im ato r  

requires th ree . A disadvantage is t h a t  ip for the sine es t im a to r  ascends and redescends at 

equal ra tes ,  unlike the H am pel ip function, which is typically ad justed  to  redescend a t a 

slower ra te  th a n  it ascends. In p a r ticu la r ,  th is  p roperty  for the sine ip function can result in 

an inconsistent e s t im ato r  for certa in  m ultim odal  densities (see the discussion on consistency 

in Section 4).

One unappealing  aspect of the Huber, H am pel and  sine M -es t im ato rs  is t h a t  ip changes 

slope abrup tly  for certa in  values of u,  resulting  in discontinuities for the  <j> in Figure 7. The 

ip function for Tukey’s bisquare is s imilar in shape to  ip for A ndrew s5 sine b u t  changes slope 

more smoothly. This  allows <j> to  be continuous and  ip to  redescend a t  a slightly slower ra te  

th a n  it ascends. It should also be noted t h a t  the bisquare enjoys g rea ter  popu lari ty  th an  

o ther M -estim ators  and  has received the m ost empirical study.

The shape of ip for the  Bell M -es t im a to r  roughly resembles the shapes of ip for the 

sine and  bisquare M -estim ators .  However, ip for the Bell M -e s t im a to r  redescends only 

asym ptotically , unlike the “h a rd ” redescending ip functions of H am pel,  Andrews, and  Tukey, 

which are identically zero for sufficiently large ± u .  In p ar ticu la r ,  1p possesses an infinite 

num ber of higher order derivatives t h a t  are everywhere continuous, unlike the four M- 

es tim ators  previously considered. This  accounts for the sm oo ther  overall shape for ip and 

eliminates the ab ru p t  changes in slope for <t> characteris tic  of the o ther M -estim ato rs  in 

Table 3.

Note t h a t  the sine, bisquare, and  Bell M -est im ato rs  have a single tu n in g  constan t k 

t h a t  can be ad justed  to  achieve different efficiencies for different d is tr ibu tions .  Since the 

tun ing  constan t k appears  in the denom inato r  of u =  ( y — 9 ) / k S , the effect of a larger value 

of k forces a larger p rop o r tio n  of the u ¡'s onto the central p o r t io n  of the 1p function, where 

the shape of the M -es t im ato r  is close to  linear, resu lt ing  in b e t te r  efficiency for the G aussian
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dis tr ibu tion .  Similarly, smaller values of the tun ing  constan ts  force more of the it,-’s onto 

the tails  of the  ip function, resulting in b e t te r  performance for heavy ta iled  dis tr ibu tions.

To sum m arize the previous discussion ab o u t  the M -est im ato rs  in Table 3, an exam i

na tio n  of p and  ip for the m ean  helps to  suggest why this classical es t im a to r  of location 

lacks resistance for d a ta  containing outliers. Figure 4 shows th a t  p is a rapidly increasing 

function of u and th a t  ip is unbounded in u\  hence the es t im a to r  is adversely affected by 

extreme outliers or gross errors. Similarly, an exam ination  of the M L -es tim ato rs  for various 

param etr ic  d is tr ibu tions  suggest t h a t  p and  ip for the m ean  correspond to  the light tails of 

the  G aussian  d is tr ibu tion ,  which fall off extremely rapidly as ex p (—y2).

The rem ain ing  es tim ators  in Table 3 have bounded  ip functions and  so offer much 

g rea ter  resistance aga inst  outliers. The m edian has a ip function th a t  is bounded bu t 

discontinuous a t  the origin. An exam ination  of the double exponentia l d is tr ibu tion ,  for 

which the m edian  is the M L -es tim ator,  suggests th a t  the discontinuity  of ip corresponds 

to  the unusual central peak of the double exponential density. The H uber M -es t im ato r  

provides a compromise between the m ean and m edian since ip is continuous and  linear for 

u  near the origin b u t  constan t for large ± u .  It can also be m otiva ted  as the  M L -es tim ato r  

for the least-inform ative d is tr ibu tion ,  which is G aussian  in the center b u t  has ta ils  th a t  fall 

off as ex p (— |y|), like those for the double exponential d is tr ibu tion .

The o th e r  M -estim ators  are defined by continuous ip functions t h a t  are approxim ately  

linear near the origin b u t  redescend for large ± y .  Hence these es t im ato rs  offer g rea ter  

p ro tec tion  aga ins t  d is tr ibu tions w ith  ta ils  t h a t  fall off more slowly th a n  ex p (— |y|). The 

Hampel M -es t im a to r  is s imilar to  the H uber es t im ato r  bu t  adds an add it ional  linear segment 

th a t  allows ip to  redescend; because of th is , i t  requires 3 tun ing  constan ts .  A ndrew s’ sine M- 

es t im ato r  is also defined by a redescending ip function but is s im pler in definition. Tukey’s 

bisquare M -es t im a to r  is sim ilar to  the sine M -es t im a to r  bu t  has a sm o o th e r  ip function for 

u  close to  ± 1 ,  which perm its  <f> to  be continuous. The Bell e s t im a to r  is defined by a ip 

function th a t  redescends asym ptotically , resulting in an even sm o o th e r  shape for ip th a n  

the bisquare.
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4. C R I T E R I A  F O R  R O B U S T  S T A T I S T I C S

This section formalizes several desirable properties first in troduced  in Section 1. The 

more technical sections have been s ta rred  and some readers may wish to  skim these sections 

on a first reading.

*Standard Statistical Criteria.  An es t im ato r  Tn = T ( F n) is unbiasedi f  and only if (iff)

E r ( r n) = 0 , (21)

where 9 is the location  p a ram ete r  characterizing the d is tr ibu tion  F ( y \ 9 ) .  If F( y ;9 )  is 

sym m etric  ab o u t  9 and  p is an even function (equivalently, xp is odd or <f> is even), then  Tn 

is unbiased.

If Fn converges to  F , for example, if Fn is the empirical d is tr ibu tion  function of obser

vations sampled according to  F,  then  Tn = T ( F n) is consistent  iff for all e >  0

lim  P r( |  Tn — 9 | >  e) =  0 . (22)
n — ►oo

T h a t  is, consistency requires t h a t  Tn converge in probability  to  the p o p u la t io n  value 9 as 

n —► oo. In con tras t,  bias simply requires th a t  the m ean value of Tn equal 9.

Regularity  conditions for consistency of M -estim ators  are som ew hat s tr ingent,  and 

some M -est im ato rs  can be shown to be inconsistent under certa in  special conditions even if 

F  is sym m etric .  Roughly speaking, if p[u) is convex or if the  underly ing density /  is strongly 

unim odal,  the M -es t im a to r  is consistent (Huber, 1981; F reedm an and Diaconis, 1982). If 

the density /  is m u ltim oda l  and p is n o t  convex, the M -es t im a to r  can be inconsis ten t . 11

If the e s t im a to r  is consistent, then  under certain  regularity  conditions (Huber, 1981) 

\ / n { T n -  0) is asym pto tically  d is tr ibu ted  according to  G au(0 , A 2(T; F,  5 ) ) ,  where 5  is the 

es t im a to r  for the  auxiliary scale p a ram e te r  and A 2 (T; F, S )— see expression (28) below— 

denotes the variance of the e s t im ato r  T.

* Influence Curve.  One way of evaluating an es t im a to r  is to  see how it is affected by 

one add itional observation y  in a very large sample. This idea leads to  the influence curve 

(Hampel, 1974a)



F( (u) =  ( l - e ) F ( i y )  +  e £ y ( i / ) ,  (24)

F ( v )  is the underlying d is tr ibu tion , e is a small positive num ber, and  £ is the ind icator 

function defined in (5). (I have replaced the usual F(¡/) by F ( v )  for n o ta t io n a l  clarity.) The 

expression in (24) s ta tes  t h a t  F( (v)  and F(u )  differ only by the presence of a po in t m ass of 

size e a t u =  y.  Since Fe(v)  approaches F (v )  as e —*■ 0, the influence curve may be viewed 

as the derivative of Tn w ith  respect to  e. It thus provides a useful qualita t ive  picture of the 

asym pto tic  behavior of T  under infinitesimal changes in the underly ing d is t r ib u tio n .12

U nder certa in  regularity  conditions (Huber, 1981), the influence curve for M -estim ators

IC(j/; F , T , S )  = —------------— — i  1------ , (25)

where

where F  is sym m etric  and 0  is an odd function. (Appendix 2 presents a derivation for 

25.) For example, the influence curve for the mean, which does no t require an  auxiliary 

e s t im ato r  S  for scale, is

IC(y; F, T) =  y .

Similarly, the influence curve for the m edian is (Huber, 1981; G oodall,  1983)

sign(¿/)
IC(y; F , T) =

Note t h a t  the expression in (25) varies w ith  F  only th rough  5 ( F )  and  the integral in 

the denom inato r.  Thus, evaluating (25) for different F  produces influence curves th a t  have 

identical qualita tive shapes b u t  different m agnitudes . This provides an asym pto tic  justif i

ca tion for choosing a shape for th a t  compromises between the shapes for ip corresponding 

to  M L -es tim ators  for different d is tr ibu tions F .

Resistance.  A robust  e s t im ato r  is said to be resistant  if i t  is insensitive to  large changes 

in a few observations or small changes in many observations. This p roperty  is of considerable 

appeal since social scientific d a ta  often contain  three types of observations th a t  can cause 

the classical es t im ato rs  to  lack resistance: gross errors (for example, observations th a t  have 

been incorrectly m easured or coded), outliers (for example, observations th a t  have large
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substantive differences from the rest of the popu la tion),  and  small errors (for example, 

observations t h a t  are close b u t  n o t  equal to  the ir  true  values because of round ing  errors).

As noted  in the  previous section, ■ip provides useful in form ation  for describing the qual

ita tive behavior of M -estim ators  under large changes to  a few observations. For example, 

the boundedness of ip is necessary to  insure the insensitivity to  large changes in a  few ob

servations. Hence, one ab e rran t  observation can completely determ ine the  value of T n if ip 

is unbounded.

The requirem ent t h a t  an e s t im ato r  be insensitive to  small  changes in many observations 

implies t h a t ip be continuous, since many observations occurring a׳  t  a discontinuity of ip could 

change the value of T n sharply. For example, many strategically  placed rounding  errors can 

cause instability  in the es tim ated  value of the m edian  b u t  no t of the m ean.

Consequently, an M -es t im ato r  is said to  be res is tan t i f f  ip is bounded and continuous.  

This definition provides a remarkably simple rule by which to  assess the resistance of an 

es tim ator .  For example, the m ean  and m edian  lack resistance since ip is unbounded  for 

the m ean  and discontinuous for the m edian. All o ther M -est im ato rs  discussed in Section 3 

are easily seen to  be res is tan t.  In practice, the discontinuity of ip for the  m edian  presents 

fewer difficulties th a n  does the unboundedness of ip for the m ean  since, for finite n,  the 

discontinuity of ip causes sharp  bu t  bounded  fluctuations of the  value of 77 1 3 ״.  Hence the 

m edian  is commonly regarded  as res is tan t despite the discontinuity of ip a t  the origin.

Breakdown Point.  The breakdown point e* of an es t im a to r  is, roughly speaking, the 

smallest p rop o r tio n  of the sample th a t  can be a rb itra ri ly  co rrup ted  before the e s t im ato r  

produces a large ab e rran t  value. An ab e rran t  value m ight be ± o c  for a location  e s t im ato r  

or ±1  for a correlation  es tim ator .  While breakdown provides a som ew hat crude m easure of 

robustness, it is nevertheless extremely useful for examining the effects of large departures  

from the d is tr ibu tiona l  assum ptions, in p ar ticu la r ,  large asym m etric  corruptions of the 

sample. Because d a ta  often have marked asym m etries,  breakdown may well be the criterion 

of g reatest  p ractical  im portance .

The notion  of breakdown is originally due to  H am pel (1974a), b u t  I present a more 

recent finite sample definition due to Donoho (1982; see also Donoho and H uber, 1983; 

H uber,  1983b) th a t  need no t refer to  any sam pling d is tr ibu tion  F . I consider two types 

of arb itra r i ly  corrup ted  samples Y * of the fixed sample Y . Let Y  =  (y i ,  ■. ., y n ) be a
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fixed sample of size n  and  let Z  =  ( z \ , . . . ,  z m) consist of m  a rb i t ra ry  values. T hen  a 

sample corrup ted  by e• contaminat ion  is defined by the sam ple F *  =  Y  U Z  consisting of 

n + m  po in ts ,  where e =  m / ( n  + m)  is the p ro por tion  of co n tam in a ted  points. Similarly, a 

sample Y *  co rrup ted  by e-replacement  is defined by replacing a subset of m  poin ts  of Y  by 

Z  = ( z i , . . . ,  zm), where e =  m / n  is the p ro por tion  of con tam ina ted  poin ts .  A sample th a t  

is corrupted  either by e-contam ination or e-replacement is called an  e• corrupted sample.

Given an e-corrupted sample F * ,  the m axim um bias of T  is defined as

b (e ; Y ,T )  =  sup | T {Y* )  -  r ( F )  | , (26)
Y  *

where the suprem um  is over all e-corrupted samples F * .  T hen  the  breakdown point  e* (F, T)  

for the location  es t im a to r  T  is defined as

e* (F, T)  =  inf{ 6(e; F, T)  =  oo} . (27)

Note t h a t  values of e* range between 0 and  1. For example, the sample m ean  has a 

breakdown point th a t  approaches zero as n —*• oo. A dding one sufficiently bad  observation 

to  a sample of size n can change the value of the m ean  by an a rb i t ra ry  am ount;  hence e* = 

l / ( n + l )  for samples co rrup ted  by t-replacem ent.  An es t im a to r  can also have a breakdown 

point of 1, for example, the trivial e s t im a to r  th a t  gives a cons tan t  value regardless of the 

sample. However, the breakdown po in t of a t ran s la t io n  equivariant e s t im a to r  is a t  best 1/2. 

If t* =  1 /2 , the t ran s la t io n  equivariant e s t im ato r  cannot d is tinguish  between the original 

sample Y  and the  set of con tam inating  points Z  and m ust break down. T he m edian  a t ta in s  

this upper breakdown point of e* = 1/2  and  so has excellent breakdown.

O ther  M -estim ators  also have excellent breakdown (Donoho and  Huber, 1983). For the 

M -estim ators  in Table 3, breakdown is largely determ ined  by the breakdow n of the auxiliary 

e s t im a to r  for scale and, i t  ip redescends, the breakdown of the in itial s ta r t in g  es tim ator .  (See 

A ppendix 3 for a derivation due to  H uber (1983b) for the breakdown point of redescending 

M -estim ators .)  Since the M AD and the in terquartile  range have breakdown points of 1/2  

and 1 /4 , respectively, a com m on procedure for es t im ating  a location  p a ram e te r  is to  s ta r t  

the i tera tions  from  the sample m edian  using the M AD as the es t im a to r  for auxiliary scale. 

If this procedure is used and  the tun ing  constan t is chosen for reasonably  high efficiency

-  24 -



for the G aussian  d is tr ibu tion ,  then  the breakdown po in t for M -es t im ato rs  typically exceeds 

0.40 or 0.45 (Huber, 1983b).

How large should the breakdown point be? An instructive example concerns two Hu

ber es tim ators  studied in Andrews et al. (1972). The es t im ato rs  were identical except th a t  

one used the M AD for auxiliary scale and  had  a breakdown point of 1 /2 ,  while the  o ther 

used the in terquartile  range and had a breakdown point of 1 /4 . In small sample M onte 

Carlo  simulations, the e s t im ato r  using the MAD performed substan tia lly  b e t te r  th an  the 

es t im ato r  using the in terquartile  range, especially for sam pling d is tr ibu tions  w ith  heavy 

tails. A lthough the two estim ato rs  have identical asym pto tic  p roperties  for all sym m etric  

d is tr ibu tions, the e s t im ato r  using the M AD appeared  to  deal b e t te r  w ith  the ra n d o m  asym 

m etries th a t  occur in finite sam pling from heavy tailed  d is tr ibu tions .  This  suggests th a t  the 

difference between a breakdown point of 1 /2  and 1/4 can lead to  a su b s tan tia l  difference in 

performance.

Efficiency.  This  section reports  small sample (n =  20) and  asym pto tic  efficiencies of 

several e s tim ators  for three sam pling dis tr ibu tions. It should be noted  t h a t  high efficiency 

is not always necessary. If we wish to describe or explore the d a ta ,  a re s is tan t  bu t  re la

tively inefficient e s t im a to r  like the m edian often suffices to  sum m arize the d a ta  roughly. In 

o ther circumstances nonparam etr ic  procedures are appropria te  when we are unwilling to 

make more th an  weak assum ptions. However, more efficient e s t im ato rs  are often needed 

to  ob ta in  precise es tim ates  or to reject inappropr ia te  hypotheses. In such cases efficiency 

is an im p o r tan t  consideration  since it lets us assess how closely T n es t im ates  the unknown 

pa ram ete r  9.

The fourth  criterion in Section 1 s ta ted  th a t  a robust es t im a to r  should have high effi

ciency for a range of d is tr ibu tions th a t  cover the d is tr ibu tions we may encounter in practice. 

B u t w ha t is a plausible range of d is tr ibu tions?  As noted earlier, su itable t ransfo rm ations  

of the d a ta  can often make the d is tr ibu tion  of the bulk of the d a ta  resemble a bell-shape 

curve, a tendency sometimes called W inso r’s principle— th a t  “all d is tr ibu tions  are G aussian 

in the m iddle” (Tukey, 1900, p. 457). This  suggests the use of a few sam pling  d is tr ibu tions 

th a t  resemble the G aussian  d is tr ibu tion  in the center bu t  differ in the heaviness of the tails. 

Following Tukey and  others (Beaton and Tukey, 1974; Tukey, 1979b), I examined three 

d is tr ibutions: a unit G aussian , a 5% con tam inated  G aussian a t  scale 10 (see expression 1),



and a slash d is tr ibu tion  defined by a un it Gaussian  d is tr ibu tion  divided by a uniform  (0,1) 

d is tr ibu tion , which is given formally (Rogers and Tukey, 1972) by

1 - e - v V 2 

y ' W 2 7

The Gaussian  d is tr ibu tion  has comparatively light ta ils  th a t  fall off as ex p (—y 2/2 ) .  

While such tails  are lighter th an  m ight be expected for m ost social scientific d a ta ,  we may 

encounter such d a ta  on occasion. The con tam inated  G aussian  d is tr ibu tion  has m odera te ly  

heavy tails . Such a d is tr ibu tion  is often plausible because it models a s i tu a t io n  in which one 

small segment of the popu la tion  is m easured w ith  g reater  error or differs substantively from 

the rem ain ing  popu la tion .  The slash d is tr ibu tion  has extremely heavy, Cauchydike tails 

t h a t  fall off as l / y 2 for large ± y .  Since the slash d is tr ibu tion  can be ob ta ined  by dividing 

a un it Gaussian  deviate by an unit uniform deviate, i t  can be regarded as a continuous 

m ixture of G aussian  d is tr ibu tions w ith  variances ranging from 1 to  oo. Hence, the slash 

d is tr ibu tion  represents a more radical a l ternative to  the con tam ina ted  G aussian , which is a 

m ix ture  of two Gaussian  popu lations, and  models a popu la t ion  in which variability in the 

popu la tion  or m easurem ent error ranges from a fixed lower limit to  a rb itra r i ly  large values.

For the finite sample variances, sam pling from the so-called one wild Gaussian  (1WG) 

is used in place of sam pling from a 5% con tam inated  G aussian a t  scale 10. For n =  20, 

the 1WG takes 19 observations from a un it  Gaussian  and 1 observation from  a G au(0 , 100). 

A lthough the two sam pling plans appear  similar, the 1WG samples according to  a nonprob- 

abilistic ru le—it always samples 19 observations from one popu la t ion  and 1 observation from 

the o ther p o p u la t io n — and so it  is no t a probability  d is tr ibu tion .

The results in Table 1 showed th a t  an e s t im a to r  th a t  is 100% efficient for one d is tr i 

bu tion may perform  poorly for o ther d is tr ibu tions. This suggests th a t  in place of op tim al 

efficiency for one d is tr ibu tion ,  we should instead  seek es tim ators  th a t  have "high'1 efficiency 

for a wide range of d is tr ibu tions. Tukey (1979a, p. 104) argues th a t  an e s t im a to r  w ith  90% 

efficiency should be regarded as highly efficient:

“ALL efficiencies between 90% and 100% are NEARLY the SAM E for the 

USER. . . .  A lte rna te  feedings of bodies of d a ta  to  2 s ta t is tic ians ,  one 

of w hom  uses a 90% efficient es tim ate , the o ther using a 100% efficient



es tim ate ,  followed by com paring each’s es tim ates  w ith  the corresponding 

tru th s ,  has to  involve like 3000 bodies of d a ta  before we can prove which 

is which. N oth ing  m ethodological th a t  takes this much d a ta  to  check is 

likely to  be im p o r ta n t .”

Tables 4 and  5 rep o r t  small sample (re =  20) and asym pto tic  relative efficiencies for a 

num ber of M -estim ators  of location  for the Gaussian, 1WG, co n tam in a ted  Gaussian , and 

slash d is tr ibu tions. The efficiency of an e s t im a to r  T  relative to  a reference es t im a to r  Tq for 

a d is tr ibu tion  F  is defined by

effr0 ( T . F  | =  1 0 0 x ^ 1 ,

where To is chosen to  be the e s t im ato r  w ith  the smallest variance for F.  A sym ptotic  

relative efficiencies are obta ined  from an expression for the asym pto tic  variance A 2 (T; F, S )  

(see Appendix 4 for a derivation)

(28)A 2(T - ,F ,S )  = j [ \ C ( y ; F ,  T, S )} 2d F (y )  .

Small sample relative efficiencies are taken  from  the results of M onte  C arlo  sim ulations 

reported  in Andrews et al. (1972), Bell (1980), and G oodall (1983).14

[Tables 4 and 5 ab o u t  here]

W ith  the exception of the 1WG, the reference es tim ators  are the P i tm a n  es t im ato rs  for 

the finite sample results and  the M L -estim ators  for the asym pto tic  results. The P i tm a n  and 

M L -es tim ators  have the sm allest finite sample and asym pto tic  variances, respectively, of all 

unbiased estim ators ;  the M L -es tim ato r  coincides w ith  the P i tm a n  es t im a to r  as re —► oo. In 

the case of the 1WG, neither the P i tm a n  nor M L -es tim ators  are well-deiined since the 1WG 

samples observations in a nonprobabilis tic  way. Instead, the subsam ple m ean  (Kafadar,

1982), a pseudo-estim ato r ,  was used as the reference e s t im ato r .  The subsam ple m ean 

assumes knowledge of the “wild” observation, t h a t  is, the observation sam pled according to 

G au(0 , 100), and com putes the m ean of the rem ain ing  19 observations.15

A glance a t  Tables 4 and  5 reveals the p oor  performance of the m ean . This es t im a to r  is 

the P i tm a n  and  M L -es tim ato r  for the  G aussian  d is tr ibu tion  and  so has the  best  small sample 

and  asym pto tic  efficiency for Gaussian  samples. However, it has only 16-17%  efficiency

-  2 7 -



for d is tr ibu tions w ith  m odera te ly  heavy tails  like the 1WG and  co n tam in a ted  Gaussian  

and produces extremely variable es tim ates  for the slash d is tr ibu tion ,  which does no t have 

finite m om ents .  Overall, the m ean  has the w orst efficiency—by subs tan tia l  m arg ins— of all 

es tim ators  considered for the 1WG, con tam ina ted  G aussian , and  slash d is tr ibu tions.

O th e r  es tim ators  have significantly b e t te r  perform ance. For example, the m edian does 

b e t te r  th a n  the m ean  for the 1W G, con tam ina ted  Gaussian , and  slash d is tr ibu tions. One 

gives up 35% efficiency if the d a ta  conform exactly to  a G aussian  d is tr ibu tion  in re tu rn  

for gains of 40-80%  in efficiency for heavier ta iled  d is tr ibu tions .  Such a trade-off is often 

reasonable for exploratory  or descriptive analyses, especially in light of the o ther good 

properties (high breakdown and resistance) t h a t  the m edian  possesses.

A closer exam ination  of Tables 4 and 5 reveals no uniformly best  es t im ato r ,  a lthough 

some es t im ato rs— notably  the m ean— can be e lim inated  from  consideration. The H uber 

es tim ators  do well for G aussian  samples bu t  less well for 1W G, co n tam in a ted  Gaussian, 

and slash samples. A lthough the H uber es t im ato rs  are definitely preferable to  the  m ean 

and generally perform  b e t te r  th a n  the m edian, o ther M -est im ato rs  in Tables 4 and  5 have 

b e t te r  overall performance.

Some es tim ato rs  give up a m odera te  am o u n t of efficiency for the  slash d is tr ibu tion  in 

re tu rn  for b e t te r  efficiency a t  the G aussian  d is tr ibu tion ,  for example, one of the Hampel 

es tim ators  (a=2 .5) and one of the bisquare es t im ato rs  ( k = 8 .8). A ndrew s’ sine es t im ato r  

falls into this group b u t  does slightly b e t te r  for the  slash and  slightly worse for the Gaussian.

One helpful criterion for assessing efficiency is the triefficiency  of an es t im a to r  (Beaton 

and Tukey, 1974), defined as the m in im um  relative efficiency of an e s t im a to r  for the three 

sampling d is tr ibu tions. Table 6 reports  the four es tim ators  w ith  h ighest small sample and 

asym pto tic  triefficiency. For the n =  20 samples, the Bell e s t im a to r  has a triefficiency of 

88.4%, which is the highest small sample figure am ong es t im ato rs  considered. A bisquare 

es t im a to r  w ith  tun ing  constan t k =  6.4 has the next bes t  triefficiency (86.9%), followed 

by two H am pel es tim ators  w ith  triefficiencies of 83.0% and  81.8%. T he asym pto tic  results 

differ slightly. The best e s t im a to r  is a bisquare e s t im a to r  (k =  6), which has a triefficiency 

of 89.6%, followed closely by a H am pel e s t im ato r  w ith  89.3%, the  Bell e s t im a to r  w ith  88.5%, 

and a bisquare (k =  6.4) w ith  87.5%.
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[Table 6 ab o u t  here]

Table 6 , like Tables 4 and  5, reveals no uniformly superior e s t im a to r .  However, given 

estim ato rs  w ith  high overall performance, we may wish to  examine the individual efficiencies 

for each es t im ato r ,  par ticu larly  if we consider some sam pling d is tr ibu tions  to be more 

plausible th a n  others. One reasonable approach is to  sacrifice a percentage po in t or two of 

efficiency for the slash d is tr ibu tion  in re tu rn  for slightly b e t te r  perform ance a t  the  Gaussian  

and con tam inated  G aussian d is tr ibu tions. Such an approach favors the  Bell e s t im a to r  and 

bisquare e s t im ato r  w ith  k =  6.4 over a Ham pel e s t im a to r  (a =  1.7) and  bisquare e s t im a to r  

(k =  6.0), which have m arginally  higher asym pto tic  triefficiencies. Since the Bell e s t im a to r  

has a simpler definition and  uniformly b e t te r  small sample efficiency th a n  the  bisquare with  

k =  6.4 (which appears  converge slowly to  its asym pto tic  perform ance— see Holland and 

Welsch, 1977), the Bell e s t im a to r  is a good overall choice. It should be borne in m ind, 

however, th a t  es tim ators  w ith  efficiencies differing by a percentage po in t  or two may be 

regarded, for all p ractica l  purposes, as having identical efficiencies.16

Gross Error Sensitivity.  A som ew hat crude asym pto tic  m easure of robustness  is given 

by the gross error sensitivity  7 * (Hampel, 1974a). Ideally, one observation¿/ added  to  a large 

sample should affect the es t im a to r  Tn only negligibly— an es t im a to r  T n should sum m arize 

characteristics  of the sample and  no t those of one p a r ticu la r  observation. In the w orst case, 

the es tim ated  value for Tn is determ ined by one strategically  placed observation. These two 

cases correspond to  IC ( y ; F , T , S )  =  0 and  lC(y \  F, T, S )  =  00, respectively. Hence, 7 * is 

defined as the largest absolute  value a t ta in ed  by IC(t/; F , T , S ) ,  t h a t  is,

7 * = s u p  |IC (!, ; F , 7 \ 5 ) | .  (29)
y

The gross error sensitivity can also be used to  give a rough approx im ation  to  the 

m axim um  bias of an e s t im a to r  T.  Suppose one observation is added to  a large sample. 

Then  the m ax im u m  bias of T  is given asym ptotically  by £7 * since

sup \T (Fe) - T ( F ) \ * n *  
n

by the definition of the influence curve in (23).

Table 7 gives some values for 7 * for the es t im ato rs  and d is tr ibu tions  considered in 

Table 5. The m ean has the worst a t ta in ab le  gross error sensitivity, w ith  7 * =  00, since ip
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for the m ean  is unbounded. The m edian has the  lowest values for 7 * am ong the es tim ato rs  

and the d is tr ibu tions  listed in Table 7. G oodall (1983) notes th a t  there  is a rough trade-off 

between gross error sensitivity and efficiency and an exam ina tion  of Tables 4 -7  confirms 

th a t  the good gross error sensitivity of the m edian is gained a t  the expense of lower overall 

efficiency. However, the es tim ators  found to  have high triefficiencies in Table 6 represent 

excellent compromises and  have bo th  high efficiency and low gross e rro r sensitivity.

[Table 7 ab o u t  here]

5. H Y P O T H E S I S  T E S T I N G  A N D  C O N F I D E N C E  I N T E R V A L S

This section discusses tes ts  of hypotheses and confidence intervals for M -estim ators .  

While a b e t te r  unders tand ing  of the underlying issues is beginning to  emerge (see, for 

example, Efron, 1981; Iglewicz, 1983), this subject has received less a t ten t io n  th a n  the 

robust es tim ation  of location. Hence the m ethods  discussed here m ust be viewed tentatively. 

In light of these difficulties, I have chosen to concentrate  on relatively simple (-like tests  

s imilar to  the classical S tudent (- test and a i-like tes t  due to  Johnson (1978; see also Efron, 

1981).17 These simple m ethods  appear  to perform  well (Gross, 1976; Shorack, 1976; Efron, 

1981; M artinez  and Iglewicz, 1981; K afadar ,  1982; Shoemaker and H e ttsm ansperger ,  1982; 

Iglewicz, 1983) and have the added advantage of familiarity and  ease of usage.

The classical tes t  of a hypothesis H o ‘-9 =  9o versus an a lte rna tive  hypothesis H \ : 9 >  9q 

involves the familiar S tudent (- test s ta tis tic

where the es tim ators  of location  and spread are the sample m ean  y and the sample s tan d a rd  

deviation »״ , respectively. Given a level a ,  the procedure typically used is to  accept the 

alternative  hypothesis H i  if the s ta tis tic  in (30) exceeds the critical value «<*,״ - !  and 

otherwise to  accept the null hypothesis H 0, where the critical value /ca!n _! denotes the (1 -  

a )  100 percentile of the S tudent ( -d is tr ibu tion  with  n — 1 degrees of freedom. Alternatively, 

one can use the s ta t is t ic  in (30) to  form the classical 1 -  2 a  central confidence interval

\]J ~  Ka,n-  1 9n , y  +  — (31)
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The value a  is the  level of the tes t  and  denotes the probability  of a Type I error:

Pr[Reject H 0 | Ho true] =  P r \ \ / n ( y  -  0 ) /« < ״  « c , ״ - ! ]  =  a .

For Gaussian  dis tr ibu tions, the tes t  s ta t is t ic  in (30) can be shown to  be the m ost  powerful 

a-level tes t ,  t h a t  is, a tes t  producing the shortes t  confidence intervals or, equivalently, 

minimizing the probability  of a Type 11 error: Pr[Accept H o | H o false] .

How does the S tudent (- test perform  if the underlying d is tr ibu tion  differs from  a G aus

sian d is tr ibu tion?  For custom ary levels of a ,  for example, a  <  .05, the S tuden t  (- test 

typically yields a conservative tes t  for m ost d is tr ibu tions, for example, d is tr ibu tions  resem 

bling a G aussian  d is tr ibu tion  in the center bu t  having g reater  mass in the  tails  (Benjamini, 

1983). T h a t  is, the classical (- test may lead an analyst  to reject the null hypothesis more 

often th an  would be expected from  a .05 level tes t  for heavy-tailed d is tr ibu tions .  This is 

intuitively plausible because the s tan d a rd  deviation is highly n o n ro b u s t— a few ab e rran t  

observations cause s n to  become extremely large even if the bulk of the d a ta  conform to a 

Gaussian d is tr ibu tion .  Since s n enters into the  denom inato r  of t in (30), the value for (, and 

hence the level of the tes t ,  tends to  be biased downward severely, leading to  a conservative 

tes t .  Moreover, the classical (•test appears  to  be even less robust  w ith  respect to  the power 

of the tes t  th an  to  the level of the tes t  (Hampel, 1973).

The tes t  s ta t is t ic  in (30) suggests a robust tes t  s ta tis tic

where Tn is the M -es t im ato r  and  <4 2 =  A 2 (Tn; Fn , S n) is the es t im a to r  of spread defined by 

a suitable m odification of ( and (־28  w ith  the same M -est im ato r  Tn . U nder ce rta in  regularity  

conditions and  for sym m etric  F ,  Tn and A2 are independent and have asym pto tic  Gaussian  

and chi-square d is tr ibu tions ,  respectively (Huber, 1981). T hen  a s tan d a rd  theo rem  sta tes  

th a t  the d is tr ibu tion  of the s ta t is t ic  in (32) should be close to a S tuden t  ( -d is tr ibu tion  w ith  

v  degrees of freedom (df ). A key difficulty, however, concerns the ap p ro p r ia te  value for 

ui which appears  to  depend in a complicated fashion on the  underly ing d is tr ibu tion  F ,  

the shape of ip, the value of the tun ing  constants ,  and the es t im a to r  of the auxiliary scale 

pa ram ete r  S  (Shoemaker and H ettsm ansperger ,  1982).
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To da te ,  two approaches have proven popu la r  in construc ting  confidence intervals and (- 

like tests  based on the s ta tis tic  in (32). One approach (Gross 1976; K afadar ,  1982; Iglewicz,

1983) construc ts  special tables for the critical values of ( using the results  of M onte Carlo 

sim ulations for p a r ticu la r  M -estim ators  and a few selected sam pling d is tr ibu tions .  Since the 

critical values of ( vary for different d is tr ibu tions, a typical procedure is to  take the largest 

critical value, which provides a conservative tes t .  Iglewicz (1983) rep o r ts  critical values 

for a  =  .05 and samples sizes of 10, 20, 30, 40, 50, and 100 for the  bisquare M -est im ato r  

w ith  k =  9.0 and for sample sizes of 20 for the sine M -es t im ato r  w ith  k =  2.4;r. For bo th  

es tim ators ,  the conservative critical values occur for the G aussian  d is tr ibu tion .

A som ew hat ad hoc b u t  simpler solution followed in this chap te r uses critical values Kait׳ 

from s tan d ard  (-tables bu t  reduces the classical n — 1 df  by a constan t fraction, where the 

specific fraction is usually determ ined  by M onte Carlo sim ulation . For example, M osteller 

and Tukey (1977) recom m end 0.7(n -  I)  df  for the bisquare. M artinez  and  Iglewicz (1981), 

K afadar (1982), and Iglewicz (1983) find th a t  using the tes t  s ta t is t ic  in (32) w ith  0 .7(n -  1) 

df  produces critical values t h a t  agree closely w ith  those found in sim ulations for a bisquare 

es t im ato r  w ith  k =  9.0. M artinez  and Iglewicz (1981) suggest using 0 .6 ( / i — 1) df  for a sine 

M -est im ato r  w ith  k =  3.1;r and  for a H am pel M -es t im ato r  w ith  a =  2 .25 ,6  =  3.75, and 

c =  15.0.18

M ore formally, the tests  considered above are based on a pa ir  of es t im ato rs  (T״ , A 2n). 

As noted  earlier, the center of the density was a n a tu ra l  location  p a ram e te r  under the 

assum ption  of a sym m etric  density / .  B u t even under the assum ption  of a sym m etric  

density /  there is no such n a tu ra l  scale p aram ete r ,  leading to  some arb itra r iness  in the 

choice of the scale es t im a to r  A 2 (Iglewicz, 1983). One consequence is t h a t  the choice of 

the m atch ing  scale es t im ato r ,  as in (32), does no t guaran tee  a m ost powerful tes t  in the 

sense of producing shortes t  confidence intervals or minimizing the probability  of a Type

II error. Despite these difficulties, evidence from numerous M onte C arlo  studies (Gross, 

1976; Shorack, 1976; K afadar ,  1981; Iglewicz, 1983) suggest th a t  the tes t  s ta t is t ic  in (32) 

performs well in practice in term s of b o th  level and  power.

Since a bisquare e s t im ato r  w ith  k =  6.4 and  Bell e s t im ato r  w ith  k =  1 /0 .35  were 

found to  perform  b e t te r  th a n  the two es tim ators  used by K afadar  and  Iglewicz, I checked 

the perform ance of tes ts  using 0.7(n — 1) df  for these es t im ato rs  in simple M onte Carlo
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sim ulations. Following Roeke and  Downs (1981) and  K afadar  (1982), A 2 is defined to  be

42 = (*fl»)aE^3M , < ״ ״

' ־ 1[(»)* i + E-][(»)*E] ־׳
T he denom inato r  of (33) differs slightly from  th a t  suggested by the asym pto tic  expression 

in (28) in a m an n er  s imilar to  the small sample correction of n — 1 in the definition of the 

sample variance.

Two te s t  s ta t is tics  were examined in the M onte  C arlo  sim ulations: the te s t  s ta t is t ic  t 

in (32), and t *, an analogue of a tes t  s ta t is t ic  due to  Johnson  (1978; see also Efron, 1981), 

defined as

r “ ^ + ׳ ( i2 + §) '34> 
where t is the tes t  s ta t is t ic  in (32) and

_ { k S n ?  EV3׳(«) , .

M3 777 • (35)

Johnson uses a C orn ish-F isher expansion for the m ean  and  s tan d a rd  deviation and  finds 

t h a t  t* has a d is tr ibu tion  m atching  the S tuden t ¿■distribution more closely th a n  the  classical 

t •sta tis t ic  in (32). For the m ean, ^  is the th ird  m om ent of the d is tr ibu tion ;  (35) presents 

a similar expression for M -est im ato rs  suggested by the expression in (33) for A 2 .19

Tables 8-10  rep o r t  the observed levels for nom inal 1%, 5%, 10%, and  15% two-sided 

tes ts  using t and  t* for the bisquare and  Bell e s t im ato rs  w ith  k =  6.4 and k =  1/0.35, 

respectively. For comparison, results for the m ean  and classical S tuden t  f-s ta tis t ic  are also 

reported . I examined three sam pling d is tr ibu tions:  the s tan d a rd  G aussian  d is tr ibu tion , 

the 5% con tam ina ted  G aussian  a t  scale 10, and  the slash d is tr ibu tion .  Five thousand  

samples of size 20 were used in sam pling from  the G aussian  and 5% con tam ina ted  Gaussian 

d istr ibu tions;  20,000 samples of size 20 were used in sam pling  from  the slash d is tr ibu tion .

[Tables 8-10  ab o u t  here]

As expected, the classical S tuden t i- tes t  for the m ean  performs well for the G aussian 

d is tr ibu tion  bu t  produces a conservative te s t  for the  co n tam in a ted  G aussian  and slash 

d is tr ibu tions. For a nom inal 5% two-sided tes t ,  the observed levels for the S tuden t i - tes t  

are approxim ately  3% and  2% for the co n tam in a ted  and  slash d is tr ibu tions ,  respectively.
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The tes ts  using n -  1 df  also do not provide op tim al results  for the  bisquare and  Bell 

es tim ators .  For example, the observed levels for the ¿■test in (3‘2) for a  nom inal 5% two- 

sided tes t  w ith  19 df  are approxim ately  6% for the Gaussian  and co n tam in a ted  Gaussian 

d is tr ibu tions for b o th  the bisquare and  Bell estim ators ,  which produces a som ew hat liberal 

test.  Since reducing the degrees of freedom from n — 1 to  0.7(ra -  1) implies larger critical 

values, the resulting  tes ts  are more conservative and produce observed levels in Tables 8-10 

th a t  agree more closely w ith  the nominal levels of a .20 The two te s t  s ta t i s t i c s (  and  (* differ 

only slightly for the G aussian  and con tam inated  Gaussian  d is tr ibu tions  when used w ith  the 

bisquare and  Bell M -estim ators ,  w ith  t* tending  to  provide a slightly more conservative 

tes t  th a n  (. The differences are more m arked for the slash d is tr ib u tio n ,  where (* tends to 

provide a less conservative tes t  th a n  (.

Since a conservative tes t  is usually preferred to  one th a t  is libera l, the results in Tables 

8-10 suggest th a t  for the Bell es t im ato r ,  using t* w ith  0.7(ra — 1) degrees of freedom provides 

a good overall tes t  t h a t  improves on the overly conservative S tuden t (- te s t.  However, a more 

system atic  study is clearly required to  determine the best  degrees of freedom, evaluate the 

perform ance of different te s t  s ta tis tics  and estim ators  of spread, and  assess the effects of 

asym m etric  sam pling d is tr ibu tions. In p ar ticu la r ,  (* for the b isquare m ight perform  b e t te r  

w ith  a different ad jus tm en t to  the degrees of freedom.

6 . R O B U S T  R E G R E S S I O N  

In th is  section, I consider M -estim ation  of the usual linear regression m odel21

y  = X 0  + e

where X  is an n x p m a tr ix  of known values for p independent variables, y  is an n x 1 vector 

of observations for the dependent variable, 0  is a p X  I vector of unknown p a ram ete rs ,  and 

6 is an n x  1 vector of ran d o m  dis turbance term s e,-, * =  1 , . . . ,  n.  The e, are assum ed to  be 

i.i.d. w ith  E(e,) =  0 .

M-est imators  of  regression. The OLS es t im a to r  bLs is given by

b LS =  (X X ׳ ) - 1X y ׳ .
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(I denote any es t im a to r  of the unknown p a ram ete r  vector 0  by b.) This e s t im a to r  is 

fully efficient if the e, conform to a Gaussian  d is tr ibu tion .  B u t like the  m ean, bi^s lacks 

resistance, has a breakdown point of zero, and quickly loses efficiency for error d is tr ibu tions 

with heavier tails th a n  the Gaussian  d is tr ibu tion .

The usual linear model can be rew rit ten  as

6! =  yi X,0, i =  1, . . ., 71 ,

where x, is the  i th  row of the m atr ix  X . This suggests defining the regression M -es t im ato r  

as the value of b  t h a t  minimizes n

53 ^ u 3 6 ) ’( (׳
1 = 1

where

־ " S r •  (37>

Taking p ar tia l  derivatives of the expression in (36) with  respect to  bj yields the p equations

n
^ 2 x iji>{ui) =  0 y =  l , . . . , p ,  (38)
1=1

where Xij denotes the i j th  entry of the m atr ix  X .

R ew rit ing  the las t  expression in a form  similar to  the weighted m ean  in expression (18)

gives
n

y  x, j  u, w, =  0,  =  l , . . . , p ,
1 = 1

where the weights w, are defined by

Wi =  i p ( u i ) / u i . (39)

This yields a weighted least-squares expression (Holland and Welsch, 1977; B yrd  and  Pyne, 

1979; Hogg, 1979)

b  =  ( X׳ W X ) ־1 X ׳ W y ,  (40)

where W  is a d iagonal m a tr ix  w ith  d iagonal elements w, .

Est imat ion.  As in the  case of es t im ating  a location  p a ram e te r  Tn , one can either 

minimize the  expression in (36) using a N ew to n -R ap h so n  type a lg o r i th m  or apply the i t 

eratively reweighted least-squares (IRLS) m ethod  suggested by (40) to  ob ta in  numerical
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values for the  M -es t im ato r  b. N ew to n -R ap h so n  m ethods  typically employ a search proce

dure to  identify the steepest descent direction a t  each i te ra tion ; the Hessian m a tr ix  may be 

used to  determ ine if convergence is to  a local m in im um  or saddle po in t of £  p( u )• For the 

IRLS procedure, the in itial es tim ate  b(0) is used to  calculate the weights u׳,, which are in 

tu rn  used to  calculate a new value b(1), continuing until a convergence criterion is satisfied. 

Byrd and  Pyne (1979) discuss conditions under which the IRLS m eth o d  converges either to 

a saddle point or local m in im um . They show th a t  under mild conditions the IRLS m ethod  

does no t converge to a local m ax im a in general. Convergence proofs generally assum e th a t  

the auxiliary p a ram ete r  of scale S n is either known or fixed; however, one also typically 

i te ra tes  on the auxiliary scale param ete r ,  par ticu larly  in the case of es t im atin g  regression 

param eters .

Hogg (1979) notes t h a t  robust es tim ation  of the nonlinear m odel y =  gf(x,, b)+€ follows 

from a simple modification of the u,

V, -  i?(x״ b)
u , = ־ -------Us------- ’

where y(x, , b) is a nonlinear function. T hen  M -estim ates  are ob ta ined  by either minimizing 

£2 p(w!) or using an IRLS m e th o d  obta ined  by tak ing  p ar tia l  derivatives of £  p(u¡) to  

calculate the  appropria te  weights for the expression in (40).

Leverage Points and Multiple Solutions.  The d a ta  in Figure 1 considered a t  the outse t 

of this chap te r  i l lu s tra ted  an example of the problems caused by leverage points , th a t  is, 

outliers in the x's  t h a t  can (potentially) exert a s trong  influence on the p a ram e te r  es tim ates
A

b or on the predic ted  values y, by virtue of their  position  in the d a ta .  B o th  the OLS 

es t im a to r  and the  Bell e s t im ato r  s ta r ted  from the OLS solution were adversely affected 

by the outlying cluster of leverage points. However, the Bell e s t im a to r  s ta r te d  from the 

repeated  m edian  es tim ate  identified and downweighted the cluster of 20 “b ad ” points.

The results  in Figure 1 showed th a t  the performance of the regression M -es t im ato r  

depends heavily on the breakdown properties  of tho in itial e s t im a to r .  Consider the Bell 

e s t im a to r  s ta r ted  from the OLS estim ate . Such a s ta r t  provided ■50 m oderate-sized in itial 

es tim ates  of the u¡. In this s i tua t ion ,  the Bell e s t im a to r  could not identify the 20 outlying 

observations and hence yielded estim ates s imilar to  the OLS estim ates .  In con tras t,  the 

repea ted  m edian  estim ate  provided the Bell e s t im ato r  w ith  30 small values of u, and 20
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large values of This  allowed the Bell e s t im ato r  to  refine the rough  in itia l  estim ate  

(a =  3.28, b =  0.816) by downweighting the 20 leverage points, thus yielding a more precise 

es tim ate  (â =  2.04, b =  0.999).

The expression in (38) helps to  explain why the Bell e s t im ato r  s ta r te d  from  the repea ted  

m edian estim ate  perform ed well. For redescending M -est im ato rs  like the Bell M -est im ato r ,  

the function tp(u) rapidly approaches zero as ± u  —<■ oo. Since an  extrem e outlier in the 

x ’s produces a  large value for u¡, the resulting  value of ip(iij) is effectively zero. Hence 

a large value of x  is com pensa ted  by a nearly zero value of ip(u) when m inim izing the 

expression ^ x i p ( u )  in (38). Then, given a sufficiently high breakdow n in itia l  es tim ate ,  a 

redescending ip function allows the regression M -es t im ato r  to  downweight leverage points 

and o ther extreme outliers and  to  have the same high breakdown as the corresponding 

location M -es t im a to r  (Donoho, 1984).22

P oor breakdown may also explain the perform ance of the d iagnostic procedures for 

the d a ta  in Figure 1. Gasko and  Donoho (1982) find t h a t  many such procedures have 

surprisingly low breakdown points . Hence, these diagnostic procedures can fail to  identify 

outliers when the d a ta  contain  even small clusters of leverage poin ts .  This  suggests th a t  

the breakdown properties  of regression es tim ators  or d iagnostic procedures yield im p o r tan t  

in form ation  ab o u t  the ir  perform ance when the d a ta  contain  severe co n tam in a tio n  such as 

clusters of leverage points.

As the  example in Figure 1 also dem onstra tes ,  one difficulty w ith  redescending M- 

estim ato rs  is the possibility of multiple solutions. As no ted  earlier, a l though  a single es

t im a te  for a given set of d a ta  and  m odel is a t t rac t ive ,  an implicit assum ption  is th a t  the 

d a ta  in fact provide a single un ita ry  indication. B u t multip le  solutions often arise if the 

error d is tr ibu tion  contains multiple modes. Hence, the choice between different es tim ates  

involves issues t h a t  cannot be easily resolved by simple s ta t is t ica l  cr ite ria .  For example, 

the M -estim ate  s ta r ted  from the OLS estim ate  had  a lower value of p(u i) th a n  the M- 

estim ate  s ta r te d  from  the repea ted  m edian  es tim ate ,  even though  the la t te r  possessed a 

higher breakdown poin t and  so sum m arized the m ajority  of the d a ta  b e t te r .  Thus, a u to 

m atically  accepting the es tim ate  th a t  minimizes £  P{u ) m ay n ° t  provide a reliable guide 

for choosing between different es tim ates .  Instead, multiple solutions often indicate  the need 

for m odel critic ism  or a réévaluation of substantive theory. For example, the goal of fitting
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a s tra ig h t  line to  all observations in Figure 1 is clearly in ap p ro p r ia te  since the d a ta  consist 

of two extremely d ispara te  populations, a  fact no t  reflected in the simple linear model used 

in the example.

I t  should be stressed th a t  the M -est im ato rs  of regression defined in (36) and  (38) 

are designed to  be robust aga inst  deviations from the  assum ed d is tr ib u tio n  of the e ,’s. 

Thus, an im plicit  assum ption  is th a t  the m a tr ix  X  is known and  observed w ithou t  error. 

N otw iths tand ing  the conceptual d is t inction between outliers in the  y's  and  outliers in the 

x 's  (including leverage poin ts) ,  it is often difficult in practice to  d is tinguish  between the 

two since b o th  produce large values for the u, in (37) given a sufficiently robust  (high 

breakdown) in itia l  estim ator.

Testing.  Simple tests  of hypotheses ab o u t  individual p a ram ete rs  bj of the form  H q: bj =  

fij versus an alternative  hypothesis H \ : bj > ¡3j generalize in a s tra igh tfo rw ard  m an n er  from 

the tests  associa ted  w ith  a location e s t im ato r  (Hogg, 1979; H uber,  1981). T he classical tes t  

forms the (-statistic

f , ־ , (40  ) 
»6,-

where 8y  is defined by the j th  diagonal element of the covariance m a tr ix

C o v (b LS) =  ( X ' X ) 1 ־ , 
n — p

and s2n is defined by

•I = ¿ ( ^ . ־*! *>)2   •
i=l

An analogous ro b u s t  tes t  for b  replaces in (41) by the square ro o t  of the j t h  diagonal 

of the covariance m atr ix

Cov(b) =  ^ M X ' X ) 1 ־ ,
n — p

where A is defined in (33), and ״  u, is given in (37). The resu lting  value of t can then  be 

used to  evaluate the modification of Joh n so n ’s (-statistic given in expression (34).

7. E X A M P L E S

The section presents two empirical examples i l lu s tra tin g  the  robust  regression M- 

es tim ato rs  described in the previous section. The first example consists of a simple re 

gression using d a ta  on aggregate employment in m e tro p o l i tan  areas previously analyzed in

-  38 -



a study of u rb an  grow th (Norton, 1979). The second example uses d a ta  from  the 1979 

wave of the N a tional Longitudinal Survey of Youth (Borus and  Santos, 1983) and  examines 

individual earnings of young white males employed and  ou t of school a t  the da te  of survey.

Growth of Em ploymen t  in the Service Sector.  The u rban  d a ta  describe grow th  of em 

ployment in the service sectors of the 30 largest S tan d a rd  M e tro p o l i tan  S ta t is t ica l  Areas 

for the period 1947-1972. These d a ta  provide an interesting example since the cities sam 

pled represent a heterogeneous popu la tion  consisting of older indus tr ia l  cities (for example, 

Boston, Cleveland, P i t tsb u rg h )  and  younger and  rapidly growing sun-belt  cities (for exam 

ple, Dallas, H ouston, Phoenix).  In addition , N orton  identifies an  obvious outlie r (Phoenix) 

and presents two sets of p a ram ete r  es tim ates— OLS estim ates  for the full sample and OLS 

estim ates after deleting d a ta  for Phoenix . His procedures provide a convenient com pari

son with  robust m ethods ,  which are designed to  accom m odate  and  identify outliers in an 

au tom atic  fashion.

Table 11 presents results for the specification used by N orton . T he percentage growth 

of employment in the service sector is regressed on the percentage grow th  of em ploym ent in 

the m anufac tu ring  sector (for details on the definition of these variables, see N orton ,  1979, 

p. 109). T he OLS results for the full sample (n  =  30) ind icate  t h a t  cities experiencing no 

growth in m anufac tu ring  employment nevertheless experienced an average ra te  of g row th  of 

61 percent in service sector employment for the period  1947-1972. Similarly, a one percent 

increase in the grow th of m anufac tu ring  employment resulted  in an increase of 0.4% in the 

growth of service sector employment. All p a ram ete r  es tim ates  repo rted  in Table 11 differ 

significantly from zero a t  the .05 level.

[Table 11 ab o u t  here]

For the full (n =  30) sample, the Bell M -estim ates  s ta r ted  from the rep ea ted  m edian 

estim ate  (B ell/RM ) differ considerably from  the OLS estim ates .  The B e l l /R M  es tim ate  of 

the intercept implies an increase of 48% in service sector employment for cities experiencing 

no growth in m anufac tu ring  and  differs from the OLS estim ate  by ab o u t  two OLS s tan d a rd  

errors. T he B e l l /R M  estim ate  for sectoral employment implies t h a t  a one percent increase 

in m anufacturing  employment corresponds to  an increase of 0 .6% in the average growth 

ra te  of service sector em ploym ent, a value substan tia lly  larger th an  the OLS estim ate .
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Figure 8 presents a sca tte rp lo t  of the 30 d a ta  points  w ith  the regression lines given 

by the OLS and B e ll /R M  regression es tim ates  superim posed over the d a ta .  Of p a r ticu la r  

interest is the high leverage position  of Phoenix , which experienced an extremely rap id  ra te  

of industria l  growth during th is  period. T he sca tte rp lo t  clearly shows the leverage effect of 

the observation for Phoenix on the OLS es t im ate  as well as the insensitivity of the robust  

M -estim ato r  to  this and o ther outlying observations.

[Figure 8 ab o u t  here]

Figure 9 presents a Gaussian probability  p lot for the residuals ob ta ined  from  the OLS 

and B ell /R M  estim ators .  Such plots are often used to  assess the fit between the assumed 

and  sample d is tribu tions of the residuals (see, for example, Cook and Weisberg, 1982b, 

pp. 55-58). Residuals are p lo t ted  along the y-axis and the expected Gaussian quantiles 

along the .r-axis. Note th a t  the p a t te rn  of the ro b u s t  residuals is close to linear, suggesting 

th a t  the bulk of the residuals conform to a G aussian  d is tr ibu tion . (The robust residual for 

Phoenix is no t p lo t ted  as it extends beyond the limits of the graph.) In con tras t,  the p a t te rn  

of the OLS residuals deviates markedly from  linearity. For b o th  es tim ates ,  the p a t te rn  of 

residuals indicates a small num ber of outliers since the residuals have an inverted “S” shape 

p a t te rn  in which large negative values of the residuals fall below and large positive residuals 

lie above the bulk of residuals.

[Figure 9 ab o u t  here]

Because of the outlying position  of Phoenix , N orton  d ropped  it  and  obta ined  OLS 

estim ates for the rem aining sample (n =  29). For th is  sample, the OLS estim ate  of the 

intercept (see Table 11) agrees closely w ith  the B e l l /R M  estim ate , b u t  the OLS estim ate  

of the effect of change in m anufac tu ring  employment is slightly higher th a n  the B e ll /R M  

estim ate . Since the B e ll /R M  es t im a to r  assigned Phoenix a weight close to zero (w¡ =  

.00041) in the full sample, the B e ll /R M  es tim ates  for the  sample w ith  Phoenix  deleted are 

v irtually  identical to  the B e l l /R M  estim ates  for the full sample.

Table 12 lists cities w ith  large residuals for the OLS and B ell /R M  estim ates  for the 

n =  30 sample. Surprisingly, the m agnitudes  of the OLS residuals for three cities (San Diego, 

H ouston, and A tlan ta) are larger th a n  the m agnitude  of the OLS residual for Phoenix. 

Note also th a t  Dallas is no t identified as a possible outlier by the OLS estim ates  in the full
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robust s tan d a rd  error). Because of this, the effects for collective barga in ing  and  u rban  

residence achieve significance a t  the .05 level in the Bell es tim ates  b u t  only approach sig

nificance for the  OLS estim ates  (p <  .15). Thus, despite overall sim ilarities, the differences 

in significance levels could lead to  quite different substantive conclusions.

Are these lower levels of significance due to  the smaller m agn itudes  of the OLS estim ates  

or the smaller s tan d a rd  errors of the Bell es tim ates? A rough indication  is provided by 

com puting  the ra tios  of the different p a ram e te r  and s tan d a rd  erro r es t im ates  for collective 

bargain ing  and  u rban  residence. For b o th  variables, the ra tio  of the OLS es tim ate  to the 

Bell s tan d a rd  error is less th a n  1.7 while the ra tio  of the Bell es t im ate  to  the  OLS s tan d a rd  

errors is slightly g reater  th an  2.0. This suggests t h a t  the differences between the m agnitudes  

of the OLS and  Bell coefficients are large enough to account for the differences in significance 

levels.

In order to  investigate the shifts in the coefficient es tim ates ,  I examined p a r t ia l  re 

gression plots (Mosteller and Tukey, 1977; Belsley, K uh, and  Welsch, 1980; Henderson 

and Velleman, 1981) for collective bargain ing  and u rb an  residence. Given a m odel y  =  

bo +  b\Xi + ■ • • + bpXp +  e, let e(j/.023...p) be the residuals ob ta ined  by regressing y  on all in 

dependent variables except a•! and let e(x! 023..#) be the residuals ob ta ined  from  regressing 

x\  on i ¡ , . .  ., x p. Then  the p a r t ia l  regression plot for 6! is ob ta ined  by p lo t t in g  e(y.023...p) 

aga inst  t ( x \  023...P) ■ W here no confusion may occur, I denote e(x! o23...p) and  e ( yo23...p) 

by e(x! rest) and  e(y.re, t ) ,  respectively. M osteller and Tukey (1977) show t h a t  slope of the 

OLS line th rough  the points of the par tia l  regression plot equals the OLS es tim ate  of b\.  

Moreover, the OLS residuals of the p a r t ia l  regression plot are the same as the residuals in 

the original model. Thus, these plots provide an extremely useful tool by allowing one to 

inspect the effects of individual observations on a p ar ticu la r  coefficient.

F igure 11 i l lus tra tes  the p a r t ia l  regression plot for collective bargain ing  using the re 

str ic ted  (re =  119) sample. The solid line is the OLS line fitted to the points in the p a r t ia l  

regression plot; the slope of this line equals the OLS estim ate  for the effect of collective 

bargain ing  in the re =  119 sample. For comparison, I have superim posed  a dashed line 

whose slope equals the robust p a ram e te r  es tim ate; note, however, t h a t  th is  line need not 

coincide with  the M -estim ate  fitted to  these points , as is the case for the OLS estim ate .
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[Figure 11 ab o u t  here]

Visual inspection suggests a few unusual points  are po ten tia l  leverage points  for this 

param eter.  These points are labeled by an identifier and  the weight assigned by the robust 

estim ator.  Considered separately, observations 14 and 99 are po ten tia l  leverage points 

since the extreme positions of each observation along the x- and  y -axes could cause the 

OLS estim ate to shift. However the ir  effects ap p e a r  to  cancel. Similarly, observation 44 

has a large ^־deviation bu t  a more central apposition and so seems less influential. M ore 

problem atic  are the three observations located  in the lower r igh t-hand  po rt ion  of Figure 11. 

Because these observations have relatively large residuals, the  Bell e s t im ato r  downweights 

the influence of these observations on the Bell es t im ate .  B u t  because the OLS es t im ato r  

assigns equal weights to all observations, these observations ap p ear  to  pull the es tim ated  

OLS line downward as com pared to  the robust  line, which may explain the lower level of 

significance for the OLS estim ate.

The original d a ta  show th a t  the individuals in question reported  lower th an  average 

hourly wages ($1.79, $2.90, and  $2.56 for observations 56, 107, and  112, respectively). 

A lthogh these wages seem low for jobs covered by collective bargain ing , it is difficult to 

assert confidently th a t  the observed d a ta  are in error and should be rejected. The Bell 

e s t im ato r  provides a middle ground between complete acceptance and  complete rejection of 

these observations by downweighting the ir  influence, thus lim iting  b u t  not e lim inating the 

inform ation in them.

The p ar tia l  regression plot in Figure 12 for u rb an  residence shows a s imilar overall p a t 

tern . While several large residuals occur in F igure 12, the  positions of three observations 

(44, 56, and 99) ap p ear  to  exert dam aging  effects on the OLS p a ram ete r  es tim ate ,  resulting 

in a smaller es tim ated  slope for the effect of u rban  residence. The small weights assigned 

to  these observations, (.299 for observation 44; .320 for observation 56; .295 for observation 

99) indicate th a t  robust e s t im ato r  provides a g rea ter  degree of p ro tec tion  against  the pos

sible downward bias caused by the s trateg ic position  of these observations th a n  the OLS 

estim ator.  Once again, the three observations identified as po ten tia lly  troublesom e repo rt  

unusually low hourly wages b u t ,  as before, it is difficult to assert w ith  great  confidence th a t  

such values are definitely inconsistent w ith  the rep o r ted  d a ta  for u rban  residence.
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[Figure 12 ab o u t  here]

Lastly, Table 14 provides a crude te s t  of the breakdown p roperties  of the OLS and 

Bell e s tim ators  by presenting results for the raw (untransform ed) wage d a ta  using the full 

(n =  120) sample. Since these d a ta  have a pronounced positive skew and  include the extreme 

outlier, th is  example presents a s i tua t ion  th a t  departs  sharply from  the  usual d is tr ibu tional 

assum ptions.

Not surprisingly, the OLS estim ate  breaks down dram atically , yielding extremely ab e r

ra n t  results. All coefficients show large shifts from the results in Table 13 and  only the 

effect of m a r i ta l  s ta tu s  remains significant a t  the .05 level. However, the Bell es tim ates,  

s tan d a rd  errors, and  significance levels are strikingly sim ilar to  those in Table 13. The 

Bell es tim ates  differ m ost for collective bargain ing  and m ar i ta l  s ta tu s ,  w ith  values roughly 

0 .75-1.0 s tan d a rd  errors higher in Table 14 th an  in Table 13. The la rger  coefficients for 

collective bargain ing  and m ari ta l  s ta tu s  are no t surprising in light of the  positive skewness 

of the d is tr ibu tion  of raw wages.

[Table 14 ab o u t  here]

Obviously, only a naive ana lyst  would fail to  om it the obvious outlie r and  tran sfo rm  

the dependent variable to  achieve sym m etry, par ticu larly  since these features are readily 

appa ren t  in even a cursory exam ination  of the s tem  and leaf display in F igure 10. Never

theless, i t  is reassuring th a t  the robust M -est im ato r  yields reasonable es tim ates  even in the 

presence of such noticeable departu res  from the d is tr ibu tional  assum ptions.

8 . C O N C L U S I O N

Careful d a ta  ana lysts  have long been a lert  to  the pitfalls resu lt ing  from  unusual ob

servations and d is tr ibu tions  with  g reater  mass in the tails th a n  a G aussian  d is tr ibu tion .  

U nfortunately , the classical es tim ato rs  routinely used by sociologists perfo rm  poorly for 

d is tr ibu tions  t h a t  deviate even slightly from a Gaussian  d is tr ibu tion  and  may produce p a

ram e te r  es tim ates  t h a t  are misleading or useless. This is of considerable p rac tica l  concern 

since empirical d a ta  seldom—if ever— conform exactly  to  a G aussian  d is tr ibu tion .

This  chapter  has discussed and  i l lu s tra ted  one class of ro b u s t  es t im ato rs ,  the M-
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es tim ators ,  which are designed to  perform  well for a wide range of d is tr ibu tions. The 

considerations in Section 4 showed t h a t  M -est im ato rs  satisfy several com m on sta tis tica l  

criteria , are re s is tan t  to  large changes in a few observations or small changes in many ob

servations, have a high breakdown point aga inst  severe departu res  from  the d is tr ibu tional 

assum ptions or large con tam inations of the d a ta ,  and  perform  efficiently for d is tribu tions 

resembling a G aussian  d is tr ibu tion  in the center bu t  differing in the  ta ils . Moreover, M- 

es tim ato rs  are readily extended to  problems such as m u lt ip a ram e te r  regression and  tests  of 

hypotheses.

Because extreme outliers are easily identified by a  variety of m ethods  and  can typ i

cally be rejected, they seldom cause great  difficulties. Hence, a l ternatives  to  M -estim ators ,  

such as regression diagnostic procedures and  graphical displays (sca tte rp lo ts ,  s tem  and 

leaf displays, p a r t ia l  regression p lots),  are often useful for identifying extrem e outliers or 

o ther unusual observations. Still, care m ust be taken. T he usual practice of inspecting the 

OLS residuals can fail to  identify outliers, as the u rb an  d a ta  and  the example in Figure 

1 il lus tra ted ,  even when the outliers are easily identified in graphical displays. Regression 

diagnostic procedures can also fail to  identify extreme outliers in ce rta in  extrem e s ituations, 

as the  example in Figure 1 il lus tra tes .  G raphical  displays are typically revealing bu t  may 

occasionally be m isleading in complicated  problem s involving many independent variables if 

the outliers do not have extreme values on any one variable (F riedm an and S tuetzle, 1982).

More p rob lem atic  are s i tua tions  in which one or more observations exert m o dera te  bu t 

po tentially  dam aging  effects on the  p a ram e te r  es tim ates ,  s ta n d a rd  errors, or significance 

levels. T he NLS d a ta  on wages provide two informative examples in which the OLS and 

robust  M -estim ates  differ in significance level. A more careful analysis of these d a ta  suggests 

t h a t  a few individuals w ith  low repo rted  wages ap p ea r  to  exert a downward pull on the 

OLS estim ates  b u t  no t  on the M -estim ates .  A lthough  the es tim ates  are roughly sim ilar in 

m agn itude ,  the  differences are great enough to  account for the lower levels of significance 

given by the  OLS es t im a to r  as com pared to  the M -es t im a to r  (p <  .15 vs. p <  .05). Clearly, 

these differences could easily a lte r  the conclusions drawn from these d a ta  on two variables 

of considerable substantive interest.

A lthough regression diagnostic procedures and  graphical displays can often identify 

possibly influential observations in such in term edia te  s i tua t ions ,  the  prob lem  of w ha t  to  do
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w ith  such observations once identified is less s traigh tforw ard . One approach  is to  sequen

tially delete selected observations or subsets of observations and observe the effects on the 

p a ram ete r  es tim ates .  B u t such a process is arduous, par ticu larly  if many observations are 

singled out for deletion or if (as in the NLS d a ta )  the observations identified as influential 

vary across param ete rs .  Moreover, we rarely have definitive substantive guidance for re ject

ing or accepting borderline cases, which can render difficult data-c leaning  decisions even 

more difficult.

Because th e  M -estim ators  provide a formal procedure for progressively downweighting 

observations, they allow one to  avoid the all or no th ing  approach  of m ethods  t h a t  clean the 

d a ta .  Of course, the additional effort needed to  ob ta in  the ro b u s t  M -es t im ato rs  may seem 

superfluous if the conclusions are unaffected or change in only small ways. B u t  the  examples 

indicate t h a t  the results ob ta ined  from the robust e s tim ators  can have quite different and 

im p o r tan t  substantive implications.

Despite many advantages, robust es tim ators  have ce rta in  drawbacks. They m ust be 

es t im ated  by an itera tive procedure and hence are more costly to  com pute th a n  the  classical 

es tim ators .  T he use of a robust  in itia l e s tim ate  is highly desirable, pa r ticu la r ly  when m u lti

ple solutions exist, b u t  is costly to  ob ta in  in large samples w ith  many independent variables. 

A lthough the robust tes ts  proposed in Sections 5 appeared  to  work well for sample sizes 

of n >  20 , more work is needed to  develop b e t te r  and more efficient m ethods  for tes ting  

hypotheses and  construc ting  confidence intervals. Finally, a l though  the IRLS es tim ation  

procedure lets one ad a p t  existing OLS procedures to  M -estim ators  of regression, the present 

lack of readily available software poses obstacles to  w idespread use.

Should we abandon classical es tim ators  like the sample m ean  and  OLS estim ators?  

Although the answer is a qualified no, we would do well to  modify our usual practices. One 

reasonable approach  is to  examine the results ob ta ined  from b o th  the classical and robust 

es tim ators .  If the results agree substantially , we should rep o r t  the agreem ent and the results 

of either (or bo th )  procedures. If the results disagree, fu r the r analysis can often help to 

isolate the causes of the differences, and the residuals or weights produced  from  the robust 

procedure can help to  identify unusual observations. Such observations can be checked for 

error or influence on the es t im ated  param ete rs  or predic ted  values. They also often help to 

suggest deficiencies in the model.

-  48 -



Based on a variety of theore tica l  and  p ractica l  criteria, the redescending M -estim ators  

are particularly  useful. Because of excellent overall performance (resistance, high b reak

down, high triefficiency, and low overall gross error sensitivity), the Bell M -es t im ato r  rep 

resents a good choice am ong the more popu lar  redescending M -estim ators .  However, the 

differences between the b e t te r  redescending M -estim ato rs  are often slight and o ther choices, 

such as Tukey’s bisquare w ith  tun ing  constan t 6.0 or 6.4, are likely to  give results similar 

to  those obtained w ith  the Bell M -est im ato r .  It is less easy to  make definitive recom m en

dations regarding procedures for construc ting  confidence intervals and tests  of hypotheses, 

partly  because these topics are less well unders tood  and much more work remains to  be 

done. However, the results of pre lim inary  M onte Carlo sim ulations reported  in Section 4 

indicate th a t  tests  using a m odification of Jo hnson’s ¿-statistic  w ith  0 .7 (n -  1) df  perform  

well when coupled w ith  the Bell M -est im ato r .

S trong negative recom m endations are m ade m ost easily. The worst es t im ato rs  and  

tes ts— by substan tia l  m arg ins— are the classical es tim ato rs  and  tes ts .  If the d a ta  conform 

exactly to the classical assum ptions, then  one loses litt le  by using robust  es t im ato rs  and  

tests. B u t one can lose substan tia lly  by only using the classical m ethods  if the d a ta  depa rt  

even slightly from the classical d is tr ibu tiona l  assum ptions.
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A P P E N D I X  I

This appendix  presents definitions for the least m edian  of squares (Rousseeuw, 1982) 

and repea ted  m edian  (Siegel, 1982) es tim ators  for b  in the linear m odel

2/. =  x ׳ b  +  e, .

A lthough neither e s t im a to r  has particularly  high efficiency for G aussian error d is tr ibu tions, 

either can be used to provide a highly robust (high breakdown) in itia l  es t im ate .  B oth  

es tim ato rs  are costly to  com pute for large n and  many independent variables.

The least m edian  of squares e s t im ato r  is defined by the value of b  minimizing

median (y, -  x f b )2 , (A l)
I

where i =  1, . . . ,  n.  In the case of the simple regression y, =  0o +  0 i x ,' +  the m in im iza tion  

problem  in ( Al )  corresponds to  finding the narrowest s trip  t h a t  covers half of the obser

vations (Rousseeuw, 1982). Som ew hat unexpectedly, the least m edian  of squares e s t im a to r  

has a slower ra te  of convergence th an  (the usual) re1/ 2 and  converges to  its asym pto tic  

perform ance a t  the ra te  n 1/3.

The repea ted  m edian e s t im ato r  (Siegel, 1982) is defined by a series of nested  medians. 

In the case of the simple regression y¡ = 0o + 0\ x¡ +  e, , the repea ted  m edian  es tim ate  for 

0\  is defined by

0i =  m edian m edian —  —  , (.42)
1 1 1 2̂ 1 1 Xi 3 — Xj L 

and the repea ted  m edian estim ate  for 0o by

00 =  m edian m edian 1  11 ? , (A3)
1 »*9 2 ׳1 ׳•  *I, —

where t! and  i j  range over i =  1, . . . ,  n.

M ore generally, let X  be an n X p m a tr ix  for p independent variables and let the indices 

i i , . . . ,  ip range over i =  1, . . . ,  n.  Then  the repea ted  m edian  es tim ate  for b  is given by

b  =  m edian m edian  ••• m edian b  (z! , . . . ,  i ״ ) . (A4)
eo־ ■ !}  ip*{«! <p-i} p
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The vector b ( i ! , . . ip) denotes the (unique) solution of the system  of p equations w ith  p 

unknowns

i/i! =  M i i . l  +  ¿2*11,2 + ־ ־   • +  bpXi^p

2/ip =  *l ^ . + l,״  M .p , a  +  • • • +  bpx, ' ,p  ,

where Xjj is the ! j - th  entry of the m atr ix  X . The innerm ost m edian  of (A4) lets the index 

i p range over all values of i =  1, . . . ,  n  no t equal to  ! and  takes the element-wise

median of the n — p +  1 values of b ( i ! , . . . ,  t p- i ,  •).  Linear dependencies in the p equations 

can be handled by considering only those p-tuples of observations t h a t  determ ine a unique 

value for b(t '! ,  • . ip).

B o th  es tim ators  can be shown to have breakdown points  th a t  approaches 50% as n —» oo 

for finite p. While b o th  es tim ato rs  are based on medians, not all m edian-based  regression 

m ethods have high breakdown. For example, least absolute value regression has a 50% 

breakdown po in t for outliers in the y's b u t  0% breakdown for outliers in the x's.

The com puta t iona l  complexity of the repea ted  m edian e s t im a to r  requires 0 ( n p) oper

ations; note th a t  the m edian can be found in O(n)  operations. I suspect th a t  the com pu

ta t io n a l  complexity of the least m edian of squares es t im ato r  is a t  least as great as th a t  for 

the repea ted  m edian  es tim ato r .

A P P E N D I X  2

In this appendix , I give an informal derivation of the influence curve for M -estim ators;  

for rigorous proof, see H uber (1981). Recall the definition of the influence curve in expression 

(23)

i M )
e— ►o e

where

Fc(v)  =  (1 -  e)F{u)  +  e£y(z /) , (A6)

F ( v )  is the  underlying d is tr ibu tion ,  e is a small positive num ber, and  £ is the ind icato r 

function defined in expression (5). As before, I have replaced the usual F (y )  by F(u)  for
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(A7)

not at i onal  clari ty.  Not e t ha t  F (u )  =  [F( (^)]c=o• I wi sh to show t ha t

k S ( F )  V׳ ( —  T (F ) \
k S ( F )

IC(y;  F , T , S )  =

where F  is symmet r i c  and tp is an odd funct ion.

Two i nt ermedi at e  steps are needed to prove (A7).  I first verify the fol lowing ident i ty 

for Fh+e(u)

n + ־ M  18-) -  1) ־  )

where h is a small positive num ber. S u b s ti tu t in g  (A6) into (A8 ) yields

Fh-^r(W) =  (1 -  № +  e) ) ^ M  +  ( h +  e K y M
, 1  

=  (1 -  (h + e) )F(u)  +  - h )  +  c ( l  -  A))*,(«/)

=  (1 -  h )F ( u )  -  eF(v)  + h £ y {v) +  £y (i>) -

1 -  h
+

(A9)
h =  0

\ d T ( F h)

h — 0

This verifies (A8).

S eco n d ,I  show th a t

IC (y;F,  T , S )

By the definition of a derivative for an implicit function

r d T ( F h U r,. T ( F h+e) - T ( F h )

d h

lim
.£ —0

\ d T ( F h h
d h h = 0

To verify (A9), su b s t i tu te  the expression for Fh+( in (A8) into the left-hand side of the 

above

[ d T W j r T[( 1 -  e / ( l  -  h ) ) F h +  (1 -  c/ ( l  -  / * ) ) £ » ]  -  T ( F k )■
d h h- 0 Le—o e h = 0

r [ ( l  -  <)Fh=0 +  e£y] — T(F h= q)
€

T ( F ( ) -  T ( F )

=  lim
«—*o

=  lim
(—>0
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by the definition of the influence curve in (A5). Note, however, th a t  some risky and  possibly 

illegal interchanges of passages to  the lim it and evaluating the expression a t  h =  0 are 

involved in the above.

I next calculate the influence function for an M -est im ato r .  If ip is an odd function and 

the d is tr ibu tion  F  is sym m etric  ab o u t  9, then  asym ptotically  an M -es t im a to r  T ( F )  satisfies

J  tp(u) dF(z/) =  0 ,

where

IA,0>

U nder certain  mild regularity  conditions (see H uber, 1981), one can su b s t i tu te  Fh(v)  for F  

into the above and  differentiate the result w ith  respect to  h

/ * ( t w V * * ־ ׳׳1״ • (A״ )
d_

dh

dip(u) dip(u) d u  . . d u  
---------= --------------- =  4>(u) —

By the chain rule

d h  d u  d h  dh

Then replacing T ( F )  by T(Fh)  in the expression for u  in (A10) above yields

d  ( v - T ( F h) } ( u - T ( F hU  d  v - T ( F h h  
d h  V k S ( F h ) )  \  kS ( F h )  t  d h  k S ( F h)

u - T ( F h ) =  1 d T ( F h) v  -  T(Fh)  d S ( F h )  
kS (F h )  k S  d h  k S 2 (Fh) dh

B ut
d_

d h

Thus

d / u - T (F h) \ = _______ 1 f u — T(Fh)\ dT(Fh) u - T (F h) , v - T(Fh) \dS(Fh) 

d h W\  k S ( F h) ) k S ( F h ) V k S ( F h ) )  d h  k S 2{Fh ) V k S ( F h ) )  dh  
(A12)

Note also th a t

- ^ - d F h (v) =  J ־ d [( l  -  h ) F { v )  + h f 9 {v)\  =  d [f ,( i / )  -  F(u)}  =  {6y (u) -  f ( v ) ) d v ,  (A13)

where 6״ (^) ,  denoting  the Dirac de lta  function, is the derivative of the ind ica to r  function 

£(t׳׳). Taking the p a r t ia l  derivative inside the integral ( Al l )  gives

i = / s K w ) 4 » ׳

53 -



T hen sub s t i tu t in g  (A12) and  (A13) into the above yields

+ k s > \n  93^  I W ־  ™ ( t w K 1 (•414'

For an even function <p and  sym m etric  d is tr ibu tion  F,  T ( F n) and  S ( F n) are asym ptotically  

independent, and  so the second integral in A(14) is identically zero. T hen  e lim inating the 

second integral and  le tt ing  h —* 0 yields

d T ( F h)
d h

0 =  -  1
k S { F )

( A id )

The second integral in (A15) can be expanded

/  ~  / M ) dt/ =  /  t f ( « ) M i/)di/ -  J  i p ( u ) d F ( v ) .  (¿16)

B ut by the definition of an M -est im ato r ,  the integral of ip(u) over dF(¿/׳) is identically zero. 

Hence, the second te rm  on the r igh t-hand  side vanishes and  (A16) simplifies

J  ^ ( « ) ( M " ) ־  / M ) di' =  /  rp^ - - ~ W - ) 6y ( u ) d u .  (*417)

T hen  since 6y (w) is a delta  function, the integral in (A17) is simply the  value of •ip evaluated

a t  v  =  y

J  ip(u)6y (u )dv  =  ^ ( j L -- H p .) , (Ai8)

Hence, (A15) reduces to

1 \ d T ( F h )
k S ( F ) dh

0 =  -
d h  ¡h =oJ  V /  \  k b  [ r ) /

T hen  rearrang ing  term s and using the identity in (A9) gives the desired result  in (A7)
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A P P E N D I X  3

This appendix  reproduces a theo rem  and  proof due to  H uber (1983b) regarding the 

breakdown point of redescending M -estim ators .  While the results are im p o r tan t  and infor

mative, they are as yet unpublished and  so som ew hat inaccessible.

The theo rem  shows th a t  the breakdown point of a redescending M -es t im a to r  depends 

on the shape of the function p (or t/׳ ), the value of the tun ing  constan t k , and  the  sample Y  , 

under the assum ption  th a t  the auxiliary scale p a ram ete r  5  is fixed. H uber s ta tes  th a t  if the 

tun ing  constan t is chosen such th a t  efficiency for the Gaussian  d is tr ibu tion  is reasonably 

high and  the gross error sensitivity is low, then  the breakdown po in t  of redescending M- 

es tim ato rs  is quite high (e* >  .40 in m ost cases). If the es t im a to r  of scale is the M AD, then  

according to  un rep o r ted  numerical examples, H uber finds th a t  the breakdown po in t can be 

close to  op tim al,  for example, e* =  .49 for the bisquare w ith  k =  6 .

Let Y  =  (2/1, . . . ,  y n) be a fixed sample of size n and let Z  =  ( z ! , . . . , z m) consist 

of m a rb it ra ry  values. I consider samples Y * = Y  U Z ,  t h a t  is, samples corrup ted  by 

e-contam ination, where e =  m / ( n  +  m) is the p rop o r tio n  of co n tam in a ted  poin ts .  For 

the purposes of the p roof to follow, it is convenient to  assume t h a t  (1) p(u)  is a monotone 

increasing even function w ith  m in im um  p(u)  =  p(0) =  - 1  and  (2) l im u_oo p(u) =  0. (Recall 

th a t  p is defined only up to  a rb it ra ry  additive and m ultip licative constan ts .)  In a slight 

abuse of no ta t io n ,  let T ( Y )  denote the M -es t im ato r  for the sample Y  =  (y \ , . . . ,  y n ) and 

T ( Y * )  denote the M -es t im ato r  for the sample Y *  = Y  U Z .

T h e o r e m  (Huber, 1983b). P u t

£  p ( y , - T ( Y ) )  = - A
y ¡€Y

for some constan t A  >  0. (Note th a t  n > A.)  T hen  the breakdow n poin t of a redescending 

M -es t im a to r  is given by

e*(F, T) =  —j — 7 > (¿19)
n +  m*

where m* is an integer satisfying [A] < m*  < [¿ J  +  1. ([A] denotes the sm allest integer 

no t smaller th an  A  and  [AJ denotes the largest integer no t  larger th an  A.) If there is a 

constan t k < 00 such th a t  p(u) =  0 for |u | >  k then  m* =  [A].
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R e m a r k .  H uber conjectures t h a t  if p ( u ) is s tric tly  negative for all finite u, then  m* =

1 4 + 1 •

P r o o f .  F irs t  consider the  case in which m  < A,  where to is the num ber of points  in Z;  

then T ( Y * )  does no t break down. Clearly

E P ( y : ~ T ( Y ) ) < A  ( ¿ 20)
y . - e v ׳ *

since

E  P ( V < - T ( Y ) ) < A
3l i £ Y

by assum ption. Note t h a t  equality in (A20) ob ta ins  iff p(z¿) =  0 for all z¡ 6  Z .  Choose 

some 6 > 0 such th a t  m  + n 6 < A .  T hen  let k satisfy p(u) >  —6 for |u | >  k , and  let t be 

any real num ber such t h a t  \y, — t \ > k for all !/, E Y . If for arb itra r i ly  large k , t minimizes 

p(y* 0 f°r ־־   the y* 6  F * ,  then  the es t im a to r  T ( Y * )  will break down. However

E p(y> 1־ )̂  ~n6
y ¡ev

by the choice of t .  Similarly

E p(z! ~ o — ־־m •
z t e z

Hence,

E p(y* - *■) ^  ~(n6 +  m ) • (̂ 21)
y * € * ׳ *

B ut this implies th a t

E ׳  ׳ ) ! ׳ , * -  T(Y))  <  5 3  * • - < ) ,

y * e v "  y * e v "

t h a t  is, the left-hand side of (A20) is strictly  less th an  the left-hand side of (A21). Then 

T ( Y *) falls w ithin a distance k from  any po in t in Y  and  so does no t break down.

Now consider the case m  > A.  Let 6 > 0 satisfy m  — mb > A  and k satisfy p(u) > —6 

for |u | >  k.  Also let all points  in Z  =  (2! , . . . ,  z m) be equal to z, where z is any real num ber 

such th a t  |z — ) | >  k,  and  let t be any real num ber such th a t  \z — i| >  k.  T hen  clearly

E P(z> 0 ־ ̂  -ra¿
e z
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J 2  p (w  -  ~ A
y . e r

E  P((y* - t ) > - ( A  + m6). (A22)
y . - e v ׳ *

E  P(«. - z )  =  - m
Zi€Z

E  p(y< ~  S) -  0 •
y ! 6 Y

E  P((¡׳ * ־  <  - m .  (A23)
y . - e v ׳ *

and

Hence,

Similarly,

and

Hence,

B ut this implies th a t

E  № ־   *) < E  pW  ~ () >
y‘e Y •  y i e Y *

th a t  is, the left-hand side of (A23) is s tric tly  less th a n  the left-hand side of (A22). Then  

T [ Y * )  falls w ith in  a d istance k from z.  Hence, if z —> 00, breakdow n occurs.

Finally, consider the case m  =  A. If p(u)  =  0 for |w| >  k,  then  (A22) is t rue  if 6 =  0 

and z is chosen such th a t  |y — z\ > k for all y  G Y . Then

L  P ( y < - T ( Y ) )  = - A
y . e v ׳

and

£  p ( z , - T ( Z ) ) = - A ,
t i S Z

if all points  in Z  =  ( z ! , . . . ,  z m) are set equal to  z.  Hence, the M -es t im a to r  T ( Y * )  has two 

possible solutions, T ( Y * )  =  T ( Y ) and T ( Y *) =  z. B ut since the M -es t im a to r  T  is location 

equivariant, it cannot choose between the two solutions. T hen  le tt ing  z —* 00 causes one 

solution to  be infinite; hence, T  breaks down.

Let m*  be an integer satisfying [A] <  m* < [Aj +  1. T hen  the three cases imply th a t

m*
n + m*

5 7 -

e*(Y, T) =



A P P E N D I X  4

This appendix  sketches a proof of the asym pto tic  variance of T  given in expression (28); 

for details, see H uber (1981, pp. 38-40).  Let Fn be the empirical d is tr ibu tion  of a sample 

drawn from F . Under certain  regularity  conditions, the influence curve can be w ri t ten  as

m i  r  t cm i• T ־ ( F n) - T ( F )IC ( y ; F , T , S ) =  lim  --------—---------  ¿2 4 )
n — oo 1/71

It is often possible to  expand T  in a  Taylor series in term s of the influence curve

T ( F n) -  T ( F )  = J  I C ( 2 / ;F , r ,5 ) [ d F n (t/) +  d F ( 2/)] +  o([IC(y; F , T,  S ) ]2) (¿25)

where o([IC(t/; F, T,  5 ) ] 2) refers to  second and higher order te rm s of the influence curve. 

Recall t h a t  for M -estim ato rs ,  IC(t/; F, T,  5 )  is p roportional to  !p. Hence, the  in tegral of 

IC(y; F, T , 5 )  over F  vanishes

I  l C [ r , F , T , S ) [ d F n ( y ) - d F ( y ) }  = j  l C ( y ; F , T , S ) d F n (y)

The integral over the empirical d is tr ibu tion  F n can be reexpressed in a som ew hat more 

familiar form

J  IC(»; F, T, S ) d F n (V) =  IC (2/;  ̂T, S )  ( ¿ 20)
1= 1

T hen  su b s t i tu t in g  (A20) into (A25) and m ultip ly ing b o th  sides by \ / n  yields

v ^ ( T ( F n) - F ( F ) )  =  - ^ ¿ I C ( 2 / ; F , r , 5 ) +  o( [ IC (2 / ;F ,F ,5 ) ]2) (¿27)
i=i

Often, the las t  te rm  of the righ t-hand  side of (A27) can be shown to  be negligible with  

respect to the lower order te rm s.  Then by the central limit theorem , the first te rm  of the 

r igh t-hand  side of (A27) is asym ptotically  G a u (0 ,A 2(F, F, 5) ) ,  where

A 2 ( F , T , S )  =  | [ I C ( /־ ; F , F , 5 ) ] 2d F (y )  (¿28)

A P P E N D I X  5

This appendix  com pares OLS estim ates,  bounded influence regression estim ates ,  and 

Bell regression M -estim ates  for age-adjusted m orta li ty  d a ta  in 00 S ta n d a rd  M etro p o li tan
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S ta tis t ica l  Areas. These d a ta  have been previously analyzed by Henderson and  Velleman 

(1981) and Krasker and Welsch (1982).

Table A 1 presents es tim ates  for the three es tim ators .  The specification follows th a t  used 

by K rasker and Welsch (1982) and  regresses age-adjusted m orta l i ty  for the 60 m etro p o li tan  

areas on the percentage nonwhite popu la tion ,  average years of education , popu la t ion  (in 

thousands) per square mile, p recip ita tion , and the lo g ari th m  of sulfur dioxide po ten tia l  (a 

pollution ind icator) .  The OLS estim ates  presented in Table A1 differ slightly from  those 

given by Krasker and Welsch and  are due to  different t r e a tm e n t  of round ing  for the logarithm  

of sulfur dioxide poten tia l .

K rasker and Welsch note th a t  the m ost noticeable differences between the  OLS and BIF 

estim ates occur for the effects of the percentage nonwhite popu la t ion ,  popu la t ion  density, 

and precip ita tion . Note however t h a t  the differences in coefficients are w ith in  1.5 s tan d a rd  

errors of one ano ther  for these param ete rs .  The BIF and Bell es tim ates  are quite close in 

m agnitude; the m ost noticeable differences are for the effects of po p u la t io n  density and  the 

logarithm  of sulfur dioxide po ten tia l .  Q ualita tive  differences between the  three es tim ators  

are slight.
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N O T E S

1. Rousseeuw (1982) describes a highly robust least m edian of squares es t im a to r  th a t  

could also be used as a s ta r t in g  estim ate.

2 . I examined a num ber of s tan d a rd  diagnostic measures including the  diagonals of the 

“h a t” m atr ix ,  studentized residuals, C ook’s D,  D FBETA S and  D F F IT S  (see Belsley, K uh, 

and Welsch, 1980, and Cook and Weisberg, 1982b for details and definitions). At various 

cutoff levels suggested by Belsley, Kuh, and Welsch (1980, p. 28), H uber (1981, p. 162), and 

Cook and Weisberg (1982b, pp. 25-28, 118, 151-156), none of the procedures identified any  

of the observations in the outlying of cluster points as po ten tia l  leverage points .  Similarly, 

inspecting the  10 largest scores for each m easure identified a t  m ost four (diagonals of the 

h a t  m atrix )  and  more usually none (the rem ain ing  measures) of the 20 observations in the 

outlying cluster. In con trast,  the 20 largest residuals ob ta ined  from  the  highly robust  M- 

es t im ato r  belong to the 20 observations in the outlying cluster; the sm allest such residual 

is —24.6, while the largest residual for the rem aining 30 observations is 0.486.

3. H uber (1977, 1981) and  Hoaglin, Mosteller, and Tukey (1983) present tho rough  

overviews of ro b u s t  s ta tis tics .  G oodall (1983) and  Iglewicz (1983) give excellent in tro d u c

tions to  the theory  of M -estim ation  and  robust  tests ,  respectively. Early  seminal works 

include papers  by Tukey (1960), H uber (1964), and H am pel (1971, 1974a). Andrews et 

al. (1972) repo rt  results from the 1972 P rince ton  R obustness Study, an early M onte Carlo 

study of the small sample properties  of over 60 estim ators .  M osteller and  Tukey (1977) 

provide a nontechnical in troduction  to  many concepts and issues. See also the review a r t i 

cles of H uber (1972), Ham pel (1973, 1975), Bickel (1976), and Hogg (1979). For in teresting  

historical details, see Stigler (1973).

4. D istr ibu tions w ith  heavier tails th an  the G aussian  d is tr ibu tion  ap p ea r  to  be com 

mon in practice; see, for example, S tudent (1927), Daniel and W ood (1980, Ch. 5), H am pel 

(1973), M osteller and Tukey (1977, Ch. 1), Agee and T urner (1979), Hogg (1979), Kleiner, 

M ar t in ,  and  T hom son  (1979), H uber (1981, p. 91), and Rocke, Downs, and  Rocke (1982). 

For historical examples drawn from astronom ical observations, see works cited in Stigler 

(1973). It should be noted  t h a t  classical es tim ators  often have good properties  for d is tr i 

bu tions w ith  slightly lighter ta ils  th a n  a Gaussian  d is tr ibu tion .  Such d is tr ibu tions typically
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arise from som ew hat artificial s i tua tions ,  for example, d is tr ibu tions  of s tandard ized  test 

scores (Hogg, 1974).

5. Section 5 describes es t im ato rs  of spread t h a t  are more ro b u s t  th a n  e ither »״ or d n.

6 . Some ra th e r  complex adaptive n onparam etr ic  es tim ators  can achieve full efficiency. 

These es tim ators ,  proposed by Stein (1956), assume a sym m etric  underly ing d is tributions 

only and use the sample d is tr ibu tion  to  approx im ate  aspects  of the popu la t ion  d istribution. 

See Bickel (1982) for a recent overview and  Donoho and H uber (1982) for some breakdown 

calculations. Hogg (1974) reviews some simpler adaptive es tim ators .

7. A num ber of o ther es tim ation  procedures are commonly used, par ticu la rly  one-step 

solutions to  (14) (see Bickel, 1975) and  sim ultaneous es t im ation  of location  and  scale (see 

H uber, 1977, 1981). E s t im a tio n  is discussed in g rea ter  detail in Section 5.

8 . The definition of sign(O) =  1 is som ew hat a rb it ra ry  since the derivative of |u| does 

no t exist a t  u =  0. For consistency, 1 define the sample m edian  to  be the larger of the two 

middle observations when the sample size n is even.

9. More formally, the de lta  function <5 (u) may be defined as the lim it of any sequence of 

functions {<5*•(«)} such th a t  / ^ , S M (»)׳ u ) du =  as A —♦ oo, where g(u)  is any bounded, 

in tegrable, and continuous function.

10. Table 3 presents the custom ary  definition of the H uber M -es t im ato r ,  which is 

given in te rm s of the tun ing  constan t c and  not the tun ing  constan t k in the denom inato r 

of u = (y — 9 ) / k S n . The H am pel M -es t im a to r  is similarly defined b u t  has three tuning 

constan ts  a, h, and c. Hence k =  1 for these two estim ators .

11. For example, Freedman and  Diaconis cons truc t ce rta in  sym m etric  bu t  m u ltim odal 

densities for which the bisquare M -est im ato r ,  defined by m inim izing £  /?(«), is inconsistent 

for k < 5.4; they note, however, tha i  a consistent es t im a to r  is ob ta ined  for these densities if 

k >  5.4 or the M -es t im a to r  is defined by the solution of (14) or (15) closest to  the m edian. A 

practical  im plica tion  of these results is t h a t  k for redescending M -es t im ato rs  should not be 

chosen too  small or, equivalently, ip should not redescend too  quickly. Note t h a t  small values 

of k are typically avoided in order no t to  excessively degrade efficiency for the Gaussian 

d is tr ibu tion .

12. Replacing the  continuous d is tr ibu tion  F  by the finite sample d is tr ibu tion  F n_! 

and  e by 1/re in expressions (23) and  (24) yields the sensitivity curve (Goodall,  1983). The
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jackknife and  b o o ts t ra p  (see, for example, Efron, 1982) are closely re la ted  to  the  influence 

curve.

13. The definition of resistance presented here accords extremely well w ith  a more 

technical concept called qualitative robustness , where qualita tive robustness  is defined either 

by continuity in the weak-star topology or the equicontinuity of sequences of es tim ators .  

For discussion and  details, see Hampel (1971) and H uber (1981).

14. The small sample variances for two bisquare es t im ato rs  w ith  tun ing  constan ts  6.0 

and 8.8 are taken from Goodall (1983). Small sample variances for the bisquare e s t im ato r  

with  tun ing  constan t 6.4 and the Bell e s t im ato r  are taken from  Bell (1980). Rem ain ing  

small sample results  are taken from results of the P rinceton  Robustness  S tudy repo rted  in 

Andrews et al. (1972). The results reported  in Goodall are a con tinuation  of the P rinceton  

Robustness study and were obta ined  using the same M onte C arlo  d a ta  of 640 to  1000 samples 

of size 20; hence, results should be com parable for these two studies. Bell uses substan tia lly  

larger num bers of samples in his M onte Carlo sim ulations (10,000, 20 ,000, and  100,000 

samples of size 20 for the G aussian, 1WG, and  slash d is tr ibu tions ,  respectively) to  ob ta in  

g rea ter  accuracy. Hence, some care is needed in com paring the results  rep o r ted  in Table 4.

15. F inite  sample variances for the subsample m ean  and slash P i tm a n  es t im ato rs  are 

taken from values repo rted  in G oodall (1983).

16. The differences between the small sample and asym pto tic  efficiencies for some 

es tim ators  are surprising. One possibility is the relatively small M onte C arlo  samples used 

in some of the  studies. This may account for discrepancies between the  small sample and 

asym pto tic  perform ance for the slash d is tr ibu tion  for some es tim ato rs .

17. 1 would like to  th an k  Bradley Efron for suggesting the use of Joh n so n ’s i -s ta t is t ic .

18. A num ber of o ther possible approaches have been suggested in the l i te ra tu re .  

Boos (1980) construc ts  approx im ate  confidence intervals; however, this approach  is limited 

to non-redescending t/׳ . A nother approach involves es t im ating  the ap p ro p r ia te  degrees of 

freedom using approx im ations derived from asym pto tic  theory. Shoem aker and  H ettsm an- 

sperger (1982) derive one such expression and show t h a t  A 2n has a d is tr ib u tio n  close to  a 

chi-square d is tr ibu tion  using the es t im ated  degrees of freedom; however they do no t exam 

ine the perform ance of the s ta t is t ic  in (32) using the es t im ated  degrees of freedom. Perhaps 

m ost prom ising are sample reuse m ethods  such as the b o o ts t ra p  (see Efron, 1982). How
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ever, such m ethods  are unusually com puter intensive, which may pose p rac tica l  difficulties. 

Rocke and Downs (1981) repo rt  some prelim inary findings on the  perform ance of A 3n and of 

jackknife and  b o o ts t rap  es tim ators  for the variances of several d is tr ibu tions .  Iglewicz (1983) 

examines b o th  A \  and simpler es tim ators  of spread; he also provides a broad  overview of 

the construc tion  of robust  tests  and  confidence intervals.

19. Some prelim inary evidence (Rocke and Downs, 1981) indicates th a t  the simple tes ts  

based on the Mike s ta t is t ic  in (3'2) perform  well for sym m etric  d is tr ibu tions  b u t  less well 

for asym m etric  d is tr ibu tions. Johnson (1978) and  Efron (1981) com pare the perform ance 

of the classical S tudent t, t *, and a b o o ts t rap  t for the m ean under sam pling from  a highly 

skewed asym m etric  d is tr ibu tion  in M onte Carlo  simulations. Joh n so n ’s sim ulations indicate 

t h a t  t* perform ed far b e t te r  th an  the classical s tudent t while E fron ’s s im ulations indicate 

a close agreement between the performance of t* and the theoretically  superior b o o ts t ra p ¿ ,  

which requires far g rea ter  co m puta t iona l  resources. These results  provide heuristic  su p p o r t  

for the use of t *. Note, in par ticu la r ,  th a t  small samples drawn from  heavy ta iled  sym m etric  

d is tr ibu tions may have large ran d o m  asym m etries.

20. An exception is the perform ance of the Bell M es־ t im a to r  for the  slash d is tr ibu tion ,  

where the tes t  w ith  n — 1 df  performs b e t te r  th a n  the tes t  w ith  0 .7(n — 1) df  . (The bisquare 

es t im ato r  shows a s imilar bu t  less m arked trend.) One explanation  is t h a t  since b o th  the 

bisquare and  Bell es tim ators  are defined by redescending ip functions, they have a som ew hat 

slower ra te  of convergence to  the ir  asym pto tic  perform ance for light ta i led  d is tr ibu tions  

relative to  the ir  ra te  of convergence for heavier ta iled  d is tr ibu tions. Hence, the  0 .7 (n — 1) 

df  , needed for the G aussian  and con tam inated  Gaussian d is tr ibu tions ,  overcompensates 

som ew hat for the slash d is tribu tion .

21. For add itional discussion of robust es tim ation  of linear models, see Andrews (1974), 

H uber (1973), Hill and  Holland (1977), Hogg (1979), Carro ll  (1980), and  H uber (1981).

22. Krasker and  Welsch (1982) propose an a lternative to  the M -es t im ato rs  of regression 

examined in this section th a t  is intended to  deal specifically the problem s caused by leverage 

points. The “bounded  influence” regression es t im ato r  is chosen to  minimize the  asym pto tic  

variance for G aussian  error d is tr ibu tions subject to a bound  on the asym pto tic  gross error 

sensitivity and  incorporates some s tan d a rd  d iagnostic m easures into its weighting func

tion. A lthough not designed specifically to  deal w ith  leverage, redescending M -estim ators
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of regression nevertheless have excellent breakdown (typically e* > .40) aga ins t  severe con

tam in a t io n ,  including con tam ination  by leverage points  (Huber, 1983b; Donoho, 1984). In 

con trast,  the  Krasker-W elsch e s t im ato r  has poore r breakdown (e* =  l / ( p +  1), where p is 

the rank  of the m a tr ix  X ; see M aronna ,  Yohai, and  Bustos, 1979). H uber (1983a, w ith  

discussion) discusses the Krasker-W elsch proposal in detail.  A ppend ix  5 com pares OLS 

estim ates,  bounded  influence regression estim ates ,  and Bell regression M -estim ates  for d a ta  

analyzed by Krasker and Welsch (1982).
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Figure Captions

Figure 1: Simple regression for hypo thetica l  d a ta  con tam ina ted  by a cluster of leverage 

points . Solid line: OLS estim ate; d o t ted  line: M -estim ate  s ta r te d  from the OLS estim ate; 

dashed line: M -estim ate  s ta r ted  from  the repea ted  m edian  estim ate .

Figure 2: N ormalized densities f ( y ) for the Gaussian , logistic, double exponential,  and 

Cauchy dis tr ibu tions defined in Table 2. The location p a ram e te r  9  = 0 .  Scale is assumed 

known and  is chosen such t h a t  / ( 0 )  =  \ / \ / 2 n .  To b e t te r  com pare the  extreme ta il  behavior 

of the densities, the right-hand-side i l lus tra tes  f ( y )  for 3 <  y < 12; f ( y )  is m ultiplied by 

a factor of 10 in th is  range. Solid line: G aussian  d is tr ibu tion ;  do t-dashed  line: logistic 

d is tr ibu tion ; dashed line: double exponential d is tr ibu tion ; d o t ted  line: Cauchy d is tr ibu tion .

Figure 3: i > ( u )  corresponding to  the  M L -estim ators  for the G aussian , logistic, double ex

ponentia l ,  and  Cauchy densities in Figure 2. Solid line: G aussian  d is tr ibu tion ; dot-dashed 

line: logistic d is tr ibu tion ; dashed line: double exponential d is tr ibu tion ; d o tted  line: Cauchy 

d is tr ibu tion .

Figure 4: p ,  i p ,  and <j> for the m ean  and three  hypothetica l  points , u׳  ! =  - 3 ,  u i  =  1, and 

U3 =  2, corresponding to  the deviations u, = y , 9 of three observations y ׳ —  \ , y ? ,  and y 3 

obta ined  by se tt ing  9  equal to  the sample mean.

Figure 5: p ( u )  for the median, H uber, H am pel,  sine, bisquare, and  Bell es tim ators .

Figure 6: i p ( u )  for the median, H uber, H am pel,  sine, bisquare, and Bell es tim ators .

Figure 7 : i f i ( u)  for the median, H uber, H am pel,  sine, bisquare, and  Bell es tim ators .

Figure 8: S ca tte rp lo t  of the percentage grow th  of employment in the m anufac tu ring  sec

to r  and the percentage grow th of employment in the service sector, 30 largest s tan d a rd  

m etro p o li tan  s ta t is t ica l  areas. Solid line: OLS estim ate;  dashed line: B e l l /R M  estim ate .



Figure 9: G aussian  probability  p lot of the expected G aussian  quantiles versus residuals 

ob tained from  the  OLS and  B ell /R M  es tim ato rs ,  full sample (ra =  30). Solid line: OLS 

residuals; dashed line: B e ll /R M  residuals.

Figure 10: Stem  and leaf display for untransform ed hourly wages in 1979 dollars for 19 year 

old white males employed and out of school, full sample (n =  120). T he outlying observation 

has wages of $404 /hour.

Figure 11: P ar t ia l  regression plot for collective bargain ing  in the workplace, res tr ic ted  

sample (n =  119). The residuals e (zColbar rest) and e( f / re5t) are p lo t ted  along the x- and 

.axes, respectively־/?

Figure 12: P ar t ia l  regression plot for u rb an  residence, res tr ic ted  sample (n =  119). The 

residuals e ( z u!•ban rest) and  e( y .rest) are p lo t ted  along the x- and  ¿/•axes, respectively.



Table 1: Asym ptotic relative efficiency of the mean absolute deviation d״ to the mean
square deviation for an e-contam inated Gaussian distribu tion  at scale 3.

e ARE(e)

0 0.876
.001 0.948
.002 1.016
.005 1.198
.01 1.439
.02 1.751
.05 2.035
.10 1.903
.2 1.510
.5 1.017
1 0.876



Table 2: The densities f ( y ;9)  for the G aussian, logistic, double exponential, and Cauchy
distributions and the functions p and ip for the corresponding M L-estim ators.

ip(u)p(u)D istribu tion

1 , . 1 2 -  log2;r +  - u 2e x p [ - ( y  -  0)2/ 2]

l== cosh \ J — ( y - 0 ) ^  ^ log2;r +  2 l o g c o s h ^ ^ ^ ■ u j  tanh ( / ? ■ )

^ e x P ( / f | 2 1 ~ 9 \ )  I  l og 2 * + ^ «  ^ s i g n  («)

Gaussian

logistic

2 nu  
2 +  n u 2j l o i |  +  l o s ( i  +  5 « J )

double —
exponential v 2 tt

Cauchy
spaa



Table 5: Some common M -estim ators of location.®

E st im a to r p(u) 1p(u) <j>(u) Range of u

m ean 1 2- u
2

u 1 |w| <  00

m edian M sign( ii) 6 (u) |m| <  00

H uber,

c >  0 ,

1 2
2 u

u 1 |w| <  c

k =  1 c |« | -  1- c 2 c sign(u) 0 |u| >  c

Hampel, 1 2 
2 U

u 1 |u | <  a

0 < a < b < c ,

k =  1 a\u\  -  X- a 2 a sign(w) 0 a < |u | <  b

ab — ^ a2 + a°  ~  ^  oiffniul b < M  <  c

( c -

a - sign^u;
C — 0

]

c -  b sign(u)

ab
1 Q / . V d

2+ ) ־ - > < ־2® ) 0 0 |u| >  c

A ndrew s’ sine, 

k >  0

1 — co s ( tu )  
;r2

— sin(^u)
7T

cos( ttu) |u| <  1

2 / tt2 0 0 M  >  1

Tukey’s t i ( l - u 2)2 (1 -  u 2) ( l  — 5u 2) |« | <  1

bisquare,

k >  0 1 / 6 0 0 M  > 1

Bell,
5
4 [ - ( > 4 ) 1

(  t/2 \ ־3  , 
U ( 1 + ־ (1־ ־5) «2>( ‘ 4 r | u|  <  00

k >  0

®Tuning constan ts  are denoted by a, b, c , and  k.  The function p(u)  is defined up to  a rb itra ry  
additive and  m ultiplicative constan ts .  Following Holland and  Welsch (1977) and  G oodall 
(1983), constan ts  are chosen such th a t  p(0) =  0 and  <¿(0) =  1.



Table 4: Finite sample (n =  20) relative efficiencies for the M -estim ators in Table 3 .a

E s t im a to r  Tuning  Scale G aussian 1WG Slash
constan t p a ram ete r

100.0% 16.2% 0 .0%
( 1.000) (6.485) (12951.48)

66.8% 67.7% 84.1%
(1.498) (1.555) (6.60)

95.2% 86.2% 63.5%
(1.050) (1.222) (8.75)

98.1% 82.7% 52.8%
(1.019) (1.273) (10.52)

83.0% 86.0% 89.1%
(1.205) (1.225) (6.23)

88.5% 90.3% 82.1%
(1.130) (1.166) (6.76)

95.6% 93.4% 69.3%
(1.046) (1.127) (8 .01)

93.5% 93.1% 71.7%
(1.070) (1.131) (7.74)

86.4% 89.4% 81.8%
(1.158) (1.177) (6.79)

89.0% 88.9% 86.9%
(1.123) (1.184) (6.39)

96.1% 93.6% 68.4%
(1.041) (1.125) (8 .12)

90.6% 89.5% 88.4%
(1.103) (1.177) (6.28)

100.0% 100.0% 100.0%
(1.000) (1.052) (5.552)

m ean

m edian

H uber 1.5 Normed
MAD

2.0

H am pel 1.2, 3.5, 8.0 MAD

1.7, 3.4, 8.5

2.5, 4.5, 9.5

sine 2.1 t MAD

bisquare 6.0 M AD

6.4

8.8

Bell 1 /0 .35 MAD

Reference

®Variances (times n) are reported  in parentheses. Reference es t im ato rs  are the P i tm a n  
estim ators  for the G aussian  and slash d is tr ibu tions and the subsam ple m ean  for the 1WG.



Table 5: Asym ptotic relative efficiencies for the M -estim ators in Table 3.®

E s t im a to r  Tuning Scale G aussian  5%C10 Slash
constan t pa ram e te r

100.0% 17.5% 0 .0%
( 1.000) (5.950) (oo)

03.7% 00.3% 77.1%
(1.571) (1.722) (6.283)

90.4% 84.6% 65.7%
(1.037) (1.228) (7.379)

99.0% 81.6% 54.3%
(1.010) (1.273) (8.925)

85.8% 84.1% 95.9%
(1.106) (1.235) (5.053)

91.6% 89.3% 89.5%
(1.092) (1.164) (5.413)

97.5% 92.7% 75.3%
(1.025) (1. 121) (6.441)

90.0% 92.6% 82.5%
(1.042) ( 1. 122) (5.879)

91.4% 89.8% 89.6%
(1.094) (1.150) (5.412)

93.2% 91.1% 87.5%
(1.073) (1.141) (5.538)

98.0% 92.8% 75.2%
(1.020) ( 1. 120) (6.443)

93.2% 90.3% 88.5%
(1.073) (1.151) (5.475)

100.0% 100.0% 100.0%
( 1.000) (1.039) (4.847)

mean

m edian

H uber 1.5 Normed
MAD

2.0

Ham pel 1.2, 3.5, 8.0 M AD

1.7, 3.4, 8.5

2.5, 4.5, 9.5

sine 2 .I t MAD

bisquare 0.0 M AD

6.4

8.8

Bell 1/0 .35 MAD

Reference

®Asymptotic variances are repo rted  in parentheses. Reference es tim ators  are the ML- 
estim ators .



Table 6: Four estim ators w ith high finite sample and asym ptotic triefficiencies.

A sym pto tic  resultsF inite  sample (n =  20) results

TriefficiencyTuning
constan t

Triefficiency E s t im a to rTuning
constan t

E s t im a to r

89.6%
89.3%
88.5%
87.5%

6.0

1.7, 3.4, 8.5
1/0 .35
6.4

bisquare
H am pel
Bell
bisquare

88.4%
86.9%
83.0%
82.1%

1/0.35
6.4
1.2, 3.5, 8.0 
1.7, 3.4, 8.5

Bell
bisquare
H am pel
H am pel



Table 7: Gross error sensitivity for the M• estim ators in Table 3.

E st im a to r Tuning
constan t

Scale
p a ram ete r

G aussian 5%C10 Slash

m ean oo oo oo

m edian 1.253 1.312 2.507

H uber 1.5 N orm ed MAD 1.731 1.909 6.448

‘2.0 2.095 2.307 7.153

H am pel 1.2, 3.5, 8.0 MAD 1.403 2.207 3.254

1.7, 3.4, 8.5 1.547 2.456 3.843

2.5, 4.5, 9.5 1.859 3.002 4.893

sine 2 . U M AD 1.817 1.967 4.709

bisquare 6.0 MAD 1.680 1.796 4.728

6.4 1.713 1.840 4.871

8.8 2.018 2.200 5.827

Bell 1/0.35 M AD 1.642 1.763 4.065



Table 8: Observed level of a  based on 5,000 samples of size n =  '20 drawn from a Gaussian
distribution by nominal level a , estim ator, and test (t and t *) .a

Location
es t im ato r

Test
s ta tis tic

Degrees of 
freedom^ .15

Nom inal

.10

level a

.05 .01

M ean t 19 .158 .105 .0520 .0102
19 .157 .104 .0530 .0098

bisquare, t 19 .103 .109 .0598 .0150
k =  6.4 i + 19 .101 .109 .0584 .0144

t 13 .155 .101 .0530 .0114
± * 13 .153 .100 .0530 .0118

Bell, t 19 .101 .107 .0590 .0142
k =  1/0.35 f* 19 .158 .100 .0570 .0128

t 13 .153 .100 .0510 .0104
i* 13 .149 .099 .0504 .0100

“ The tes t  s ta tis tics  f and (* are defined in expressions (32) and  (34), respectively. 
 ̂See tex t.



Table 9: Observed level of a  based on 5,000 samples of size n =  20 drawn from a 5%
C ontam inated Gaussian distribution by nominal level a,  estim ator, and test (t
and i*).®

L ocation
es t im ato r

Test
s ta tis tic

Degrees of 
freedom^ .15

N om inal level a  

.10 .05 .01

M ean t 19 .131 .074 .0304 .0042
f* 19 .230 .148 .0712 .0082

bisquare, t 19 .160 .113 .0614 .0144
k =  6.4 19 .158 .113 .0592 .0136

t 13 .152 .105 .0530 .0090
l * 13 .152 .104 .0526 .0098

Bell, t 19 .157 .108 .0594 .0128
k =  1 /0 .35 t* 19 .155 .108 .0572 .0130

t 13 .150 .102 .0506 .0090
13 .149 .102 .0498 .0086

®See notes to  Table 8 .



Table 10: Observed level of ct based on 20,000 samples of size n = 20 drawn from a Slash
distribution by nominal level a ,  estim ator, and test (i and t*) .a

L ocation
es t im ato r

Test
s ta tis tic

Degrees of 
freedom^* .15

Nominal

.10

level a  

.05 .01

M ean t 19 .113 .060 .0207 .0015
/ * 19 .270 .172 .0771 .0127

bisquare, t 19 .155 .105 .0524 .0102
k =  6.4 f * 19 .161 .111 .0583 .0117

t 13 .148 .096 .0467 .0071
f* 13 .154 .104 .0514 .0090

Bell, t 19 .150 .101 .0492 .0092
k =  1 /0 .35 f* 19 .154 .105 .0535 .0096

t 13 .142 .094 .0438 .0060
i * 13 .147 .097 .0467 .0071

a See notes to Table 8 .



Table 11: OLS and Bell estim ates for regression of the percentage growth in employment
in the m anufacturing sector on the percentage growth in employment in the
service sector, 30 largest standard  m etropolitan  sta tis tica l areas.

Full Sample R es tr ic ted  Sample
(n =  30) (n =  29)

OLS B e l l /R M a B e l l /O L S 6 OLS B e l l /R M a

G row th  in 0 .44c 0.66 0.43 0.74 0.66
m anufacturing (0.04) d (0 .02) (0 .02) (0.06) (0.04)

12.42e 16.67 14.84 12.17 12.02

Intercept 61.03 47.86 56.95 45.85 47.89
(6.49) (3.27) (4.47) (5.40) (3.74)
9.40 11.44 11.44 8.49 10.39

a Bell es tim ate  s ta r ted  from the robust repea ted  m edian  es tim ate .
^Bell es tim ate  s ta r ted  from the nonrobust OLS estim ate . 
c P a ra m e te r  es tim ates.
^S tan d ard  errors in parentheses.
e ¿■values (S tudent t on n — 1 df  and t* on the 0.7(n — 1) df  for the OLS and Bell es tim ato rs ,  
respectively).



Table 12: Seven largest residuals for the OLS and Bell/RM  estim ates, full (ra =  30)
sample.®

1 2 3 4 5 6 7

OLS San Diego 
93.37

H ouston
72.95

A tlan ta
56.82

Phoenix
-4 9 .0 2

New York 
■44.03

K ansas  City 
-3 6 .6 6

P it tsb u rg h
-3 6 .2 6

Bell Phoenix
-2 2 1 .9 3
(0.0004)

San Diego 
61.47 

(0.1335)

Houston
55.82

(0.1748)

A tlan ta
45.87

(0.2777)

Dallas
-3 9 .9 3

(0.3617)

Kansas  City 
-3 4 .3 8  

(0.4560)

New York 
-2 8 .9 5  

(0.5615)

®Weights for the B e l l /R M  es t im a to r  are reported  in parentheses. Small weights correspond 
to  large residuals.



Table IS: OLS and Bell estim ates for determ inants of log transform ed wages for 19 year
old white males employed and out of school.

Full Sample R es tr ic ted  Sample
(n =  120) (n =  119)

OLS Bell OLS Bell

Ability score 0.050® 

(0 .262)6 
0 .191c

0.335**

(0.146)
2.294

0.358**

(0.155)
2.316

0.334**

(0.147)
2.280

R ’s education —0.127 
(0.186) 

-0 .6 8 0

- 0 .0 1 6
(0.104)

-0 .1 5 6

- 0.010
(0.109)

-0 .0 9 1

-0 .0 1 6
(0.104)

- 0 .1 5 9

F a th e r ’s education 0.008
(0 .010)
0.871

0.003
(0.005)
0.496

0.004
(0.006)
0.629

0.003
(0.005)
0.489

F a th e r ’s SES -0 .0 0 5
(0.075)

-0 .0 6 6

-0 .0 5 1
(0.042)

-1 .2 3 4

-0 .0 3 3
(0.044)

-0 .7 5 2

- 0 .0 5 2
(0.042)

-1 .2 4 5

Collective 
bargain ing  =  1

0.356
(0.470)
0.758

0.584**
(0.262)
2.234

0.428t
(0.274)
1.562

0.589**
(0.261)
2.264

U rban
residence =  1

0.561
(0.414)
1.355

0.483**
(0.231)
2.097

0.388t
(0.242)
1.607

0.485**
(0.230)
2.114

Job in the 
m anufacturing  
sector =  1

0.989**
(0.437)
2.262

0.999***
(0.244)
4.112

1.041***
(0.255)
4.082

0.997***
(0.243)
4.124

M arried  =  1 2.153***
(0.555)
3.877

1.221***
(0.309)
3.953

1.081***
(0.332)
3.254

1.224***
(0.361)
3.885

Intercept 4.326**
(2.056)
2.104

3.818***
(1.145)
3.340

3.560***
(1.200)
2.965

3.824***
(1.141)
3.358

®Param eter es tim ates.
׳̂ S tan d a rd  errors in parentheses (*״ and  A n for the  OLS and  Bell e s t im ato rs ,  respectively). 
c ¿•values (S tudent t on n -  1 df  and  t* on the 0 .7 ( rc -  1) df  for the OLS and  Bell es tim ators ,  
respectively).

t  Significant a t  the .15 level.
*Significant a t  the .10 level.

**Significant a t  the .05 level.
***Significant a t  the .01 level.



Table 14: OLS and Bell estim ates for determ inants of untransform ed wages for 19 year
old white males employed and out of school, full (ra =  120) sample.®

OLS Bell

Ability score -6 .6 2 1 0.341**
(4.815) (0.160)

-1 .3 7 5 2.145

R ’s education -2 .6 0 5 - 0.012
(3.418) (0.114)

-0 .7 6 2 - 0.102

F a th e r ’s education 0.113 0.003
(0.176) (0.006)
0.638 0.430

F a th e r ’s SES 0.586 -0 .0 4 5
(1.374) (0.046)
0.427 - 0 .9 8 2

Collective -1 .0 5 5 0.730**
bargain ing  =  1 (8.612) (0.287)

0.591 2.571

U rban 4.486 0.568**
residence =  1 (7.596) (0.252)

0.591 2.266

Job in the -0 .0 6 8 1.097***
m anufacturing (8 .021) (0.267)
sector =  1 -0 .0 0 9 4.166

M arried  =  1 25.511** 1.538***
(10.192) (0.339)

2.503 4.605

Intercept 20.519 3.693***
(37.720) (1.254)

0.588 2.974

®See notes to  Table 13.



Table A l:  OLS, Bounded Influence (BIF), and Bell estim ates for determ inants of m ortality
rates in U.S. m etropolitan  areas (n =  60) .a

- OLS BIF Bell

Percent Nonwhite 3.35*** 2.60*** 2.72***
(0.59) (0.67) (0.48)
5.68 3.88 5.75

M ean years of -13 .28* -13.67** -13.84**
education (6.98) (6 .12) (5.68)

- 1 .9 0 - 2 .2 3 - 2 .4 2

Popu la t ion  (1000’s) 2.82 7.13t 4.49^
p er  square mile (3.76) (4.68) (3.07)

0.75 1.52 1.47

Prec ip i ta t ion 1.64*** 2 .01*** 1.90***
(0.62) (0.44) (0.50)
2.66 4.57 3.83

Log SO2 13.80*** 13.61*** 15.36***
(3.82) (4.10) (3.11)
3.61 3.32 5.00

Intercept 930.09*** 915.23*** 922.17***
(96.23) (30.97) (78.43)

9.66 11.30 12.12

®Param eter es tim ates,  s tan d a rd  errors in parentheses (»״ for the OLS and BIF es t im ato rs  
and A n for Bell es t im ato r) ,  and  (■values (S tudent t on n -  1 df  for the OLS and BIF 
es tim ato rs  and  t* on 0 .7 (n -  1) df  for Bell es t im ato r) .

^Significant a t  the .15 level.
*Significant a t  the .10 level.

**Significant a t  the .05 level.
***Significant a t  the .01 level.
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wages (nuits  (dollars ־־־ 1979 
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7
0 2 2
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(3 7 7 7 7 7 7 8 8 8 8 8 9 9  9
0 0 0 0 1 2 2 2 2 2
3 4 4 5 
6 7 7 7

5 5 5 6

0 0 0 0 2
3 5 5 5 
7 8 9

5 5 6

0 0 0 1 2
3 3 4 5 
6 8 9

5

5 5 
7 
1 
3
(404)

(n =  120) 
Depths Hourly

t l . t
1 1.•
Oo 2.*
6 .t
8 2 ..

16 3.*
14 .t
15 3,-
10 4.*
8 .t
4 4,-
5 5.*
7 .t
3 5.•
5 6 .*
5 .t
3 6 ,-
0 7.*
2 .t
1 7.•
1 8 .*
1 .t
1 outlier

F ig u r e  10
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