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ABSTRACT 

 

This research examines tropical cyclones in simulations of climates very 

different from modern. The tropical cyclones are simulated via two techniques: 

explicitly tracking TC-like structures in global climate model output, and by 

downscaling model output to be used in higher resolution models able to resolve tropical 

cyclones. These techniques are applied to climates such as the Last Glacial Maximum, 

mid-Holocene, and in a suite of simulations that feature very hot surface temperatures 

forced by higher global concentrations of CO2. The simulated tropical cyclone 

climatologies are compared with the large-scale environmental factors within these 

climates, in an effort to extend the knowledge of the tropical cyclone response across 

varying climate conditions. 

Explicitly resolved storms within CCSM4 did not relate well to a common set of 

environmental factors across 20th century and LGM climates, and in addition showed 

that changes in climate are potentially sensitive to the inclusion of the weakest systems, 

which are controlled by the choice of threshold detection criteria. Sensitivity tests 

conducted on these storms showed that altering the surface wind speed threshold an 

initial disturbance must achieve by as little as 20% significantly alters the overall result 

(showing a greater number of 20th century or Last Glacial Maximum storms generated 

depending on this choice). 

We show that the storms generated via Emanuel’s downscaled storms technique 

relates well in each of the climates to a combination of environmental factors important 
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for TC genesis and development, such as genesis potential and ventilation indices. 

Regional and temporal changes in these large-scale factors well predict changes in 

tropical cyclone activity between the different climates. In addition, these storms show 

relationships in intensity and genesis with warming, particularly with the strongest 

storms generated.  
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NOMENCLATURE 

 

0k Preindustrial Era 

20C Twentieth Century  

CCSM4 Community Climate System Model (version 4) 

CMIP Climate Model Intercomparison Project 

CZ02 Camargo and Zebiak (2002) Vortex Tracking Algorithm  

GPI Genesis Potential Index 

LGM Last Glacial Maximum 

MH Mid-Holocene 

MPI Max Planck Institute for Meteorology Model 

MRI Meteorological Research Institute Model 

NCAR National Center for Atmospheric Research 
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PMIP Paleoclimate Model Intercomparison Project 
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CHAPTER I 

INTRODUCTION 

The ways tropical cyclones (TCs) respond and adapt to changes in large-scale 

climate are significant and potentially consequential questions for the coming century. 

Assessments of historical TC records show increasing TC intensity, particularly in the 

frequency of the most intense events (Emanuel 2005; Webster et al. 2005; Elsner and 

Kossin 2008; Kossin et al. 2013), but persistent questions about the accuracy and 

completeness of these records undermine confidence in these findings (Landsea et al. 

2006, 2010; Klotzbach and Landsea 2015). Moreover, Ting et al. (2015) analyzed a suite 

of computer simulations that isolate the effects of natural and individual anthropogenic 

forces and found that potential intensity (e.g., Bister and Emanuel 2002; hereafter PI), a 

theoretical upper limit on TC intensity, has been subject to opposing pressures over the 

last three decades. While increasing levels of carbon dioxide (CO2) have the effect of 

increasing PI1, concurrent increases in sulfate aerosols had the opposite effect, offsetting 

the increase and rendering any trend detection in actual data difficult. Given these 

difficulties, model projections of future warming have been a major tool for studying 

aspects of TCs and climate.  

Using global climate models (GCMs) to address TC-climate connections presents 

a number of challenges. Historically, the spatial resolution of these models has been far 

too coarse to resolve the intense gradients needed to simulate intensity accurately 

                                                

1 At least in the range of modern values; Emanuel and Sobel (2013) and some results presented in Chapter 

VII of this thesis show this behavior does not extend indefinitely. 
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(Camargo and Wing 2016), and automated algorithms that detect and follow model 

generated cyclones are sensitive to thresholds chosen to identify them (Horn et al. 2014). 

Although some GCMs now run at 25-km resolution are able to simulate Category 4 and 

5 storms (Murakami et al. 2015), the uppermost tail of the intensity distribution has been 

truncated in regional models with even higher spatial resolution (Knutson et al. 2010). 

Downscaling GCM fields to regional or other high resolution models has been useful to 

study how intensity may change with warming (Knutson et al. 2015; Emanuel et al. 

2008; Emanuel 2013), but direct simulation requires extensive computation resources, 

while the Emanuel method uses an artificial seeding method that may affect its 

prediction of storm frequency. 

GCMs have also been used to study how the environments that spawn and 

sustain TCs change with climate. Since at least the work of Palmén (1948) and Gray 

(1968), it has been known that some large-scale environmental conditions must be 

present for storms to form and survive. These include a relatively high sea surface 

temperature (SST), low atmospheric stability, high column relative humidity, and low 

vertical wind shear over a deep layer of the troposphere. Additional factors such as high 

low level vorticity have also been identified and may be important locally, although 

Tippet et al. (2011) argued that climatologically persistent low vorticity might not aid 

genesis further. Out of these results, a number of tropical cyclone genesis indices have 

been developed with the intent of packaging the important factors in a way that can 

diagnose and predict areas conducive to development (e.g. DeMaria et al. 2001; 

Emanuel and Nolan 2004; Bye and Keay 2008; Bruyère et al. 2012; Waters et al. 2012; 
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Holland and Bruyère 2014). The difficulties in using this approach (as a stand-alone 

method) are determining which factors should be used, the discrete weightings of these 

factors, and extrapolating their response to climates different than our own (where it is 

impossible to calibrate against observations).  

More fundamentally, while some large-scale conditions appear necessary for 

genesis (e.g., warm ocean surface), they are nevertheless ubiquitous in tropical latitudes. 

And it is not immediately obvious that higher values of some genesis factors in an 

already favorable environment raise the prospects of genesis any further (e.g., Tippet et 

al. 2011, found that away from the latitudes nearest the equator, higher values of 

absolute vorticity, primarily a function of latitude, did not correlate with enhanced 

genesis). Moreover, actual genesis often depends on mesoscale features and conditions 

not necessarily well captured by large-scale analysis. So there are valid reasons to 

question the utility of such frameworks. Yet despite these concerns, they have proven 

useful predictors in many contexts such as relating interannual variability to changes in 

the large-scale environment associated with ENSO (Camargo et al. 2007). 

Analyses of simulations prepared for the 3rd Climate Model Intercomparison 

Project (CMIP3) showed that while environments may become more favorable for 

stronger storms by the end of this century, the overall number of storms may decline, 

largely owing to a reduction in the frequency of weak systems (e.g., Emanuel et al. 2008; 

Knutson et al. 2010). Newer simulations completed for CMIP (CMIP5) have shown 

some qualitatively similar behavior, but many of the differences between late 20th and 

21st century output had smaller amplitudes and only marginal significances (e.g., 
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Knutson et al. 2013). Recent reviews by Sobel et al. (2016), Walsh et al. (2016), and 

Camargo and Wing (2016) highlight that there is more confidence in how intensity 

responds to anthropogenic warming than there is how frequency may change. We lack a 

theory to predict even the order of magnitude of TCs observed, which limits our ability 

to understand the divergent results between methods. Thus despite the significant 

progress over the last decade, there is much still to learn, and complementary research 

avenues have the potential for novel insights. 

One such research avenue is the examination of the response of tropical cyclones 

in past climates (paleotempestology). This is an appealing approach as it allows the 

examination of TCs in climates vastly different than contemporary. As the global 

observational record for TCs is limited to the satellite era, proxies for hurricane landfall 

in sediment cores supplement the amount of data for research. Previous research (Liu 

and Fearn 1993, 1998; Donnelly 2005) examined sand layers in sediment records taken 

along barrier islands and proposed that these layers were transported via strong storm 

surge. While this technique has been validated against historical storms over the past 

four centuries (Donnelly 2005), its power comes from its ability to identify storms from 

centuries and millennia past. New techniques using offshore cores have shown the 

potential to identify events from the more distant past: the early Holocene and late 

Pleistocene (i.e., Younger Dryas; Toomey et al. 2016).  

To complement the geologic record, numerical studies of TCs in past climate 

simulations are becoming more common (Yan et al. 2016; Korty et al. 2012a, b, 2016; 

Yoo et al. 2016).In this thesis, we apply examples of each of the methods outlined above 
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to paleoclimate simulations (1) to learn how each method responds to different (and in 

many instances larger) forcing than examined to date, and (2) to provide new evidence 

of how various aspects of TCs change across climates. We focus first on equilibrium 

simulations of the Last Glacial Maximum 21,000 years ago (21ka), but also consider the 

effects of variable orbital forcing on mid-Holocene simulations 6,000 years ago (6ka), as 

well as high carbon dioxide simulations (up to 8960 ppm) that produce surface 

temperatures last seen during Miocene (~20 million years ago; 20Ma) and Eocene 

epochs (55Ma). 

The majority of results presented here stem from simulations produced with the 

National Center for Atmospheric Research’s (NCAR) Community Climate System 

Model version 4 (CCSM4) and its predecessors (e.g., Community Atmosphere Model 

version 3; CAM3). We use this family of models despite their well-known flaws in 

simulating the SST and climate of the tropical Atlantic (e.g., Grodsky et al. 2012) that 

limit production of TCs in that basin (Camargo 2014). Among the advantages it offers 

for this study are that it has been widely used in many past climate simulations and it 

benefits from a dedicated set of researchers and model developers that have tested 

various subroutines and components under conditions even more extreme than we study 

here (e.g., the radiation code has been tested past 10,000 ppm CO2; M. Huber, personal 

communication, 2016). It also saved output at high temporal frequency from 

paleoclimate runs prepared for model intercomparison projects, which enables directly 

tracking features in its 6 hourly data. Where able, we apply the same techniques to other 

major modeling center’s simulations using the same past climate forcing to see what 
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differences arise, but a thorough model intercomparison in any one climate lies beyond 

the scope of work presented here. Far fewer modeling centers contribute simulations to 

the Paleoclimate Modeling Intercomparison Projects (PMIP; see Braconnot et al. 2012 

for more information) than do for the current century, and most of the fields from them 

are archived only at monthly intervals. 

This thesis begins in Chapter II with a presentation and review of the methods we 

use to investigate TCs in past climate simulations. GCMs produce features with tropical 

cyclone-like structures (i.e. warm core, convectively driven), which we track using an 

algorithm developed to identify their defining characteristics (we use the Camargo and 

Zebiak 2002 algorithm, henceforth CZ02, although there is a long history of many 

others: e.g., Hodges 1994, 1995; Vitart and Stockdale 2001; Marchok 2002; Bengtsson 

et al. 2007; Walsh et al. 2007; Tory et al. 2013). The CZ02 algorithm tracks systems 

when specific model-dependent thermodynamic and kinematic variables exceed user-

chosen thresholds. Connecting nearby points that exceed one of these thresholds 

identifies model-generated tropical cyclone tracks. Should the track last longer than a 

specified period of time (in most algorithms, a couple of days), it is defined as a tropical 

cyclone. We explore the sensitivity of results to the thresholds chosen in later chapters. 

We also review the statistical downscaling method developed by Emanuel (2006), which 

we employ in later chapters. 

Chapters III, IV, and V present results of TCs from simulations of the Last 

Glacial Maximum (LGM) that featured tropical surface temperatures colder by 2-3°C 

than the modern world. Ice sheets covered many Northern Hemisphere continents, and 
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atmospheric concentrations of CO2 were only 185 ppm. Korty et al. (2012a) showed that 

despite these changes, many of the large-scale environmental conditions necessary for 

tropical cyclone genesis today were similarly favorable (and in some regions even more 

favorable) for genesis in the colder climate. The colder ocean temperatures are bound to 

a colder atmosphere, and the transfer of heat between the two media can occur as 

efficiently as in the modern world. The changes in environmental parameters shown by 

Korty et al. (2012a, b) predict responses in the climatology of tropical cyclones, but 

comparisons with actual model generated storms or downscaled events has yet to be 

attempted. This is the goal of the work presented in Chapters III and IV (that looks at 

explicitly simulated systems in CCSM4’s LGM and 20th century runs), as well as the 

results in Chapter V (that present results from Emanuel’s downscaling technique of 

LGM simulations with CCSM4 and other models). 

Variations in Earth’s orbit change affect the amount of solar radiation seasonally 

incident on the top of the atmosphere (TOA). During the mid-Holocene (MH), as much 

as 30 W/m2 more radiation was received during the Northern Hemisphere summer 

months than is received today. Korty et al. (2012b) showed that because the atmosphere 

warmed in response to this seasonal anomaly faster than the ocean surface, lapse rates 

were stabilized and PI was reduced during the early part of modern Northern 

Hemisphere hurricane season. In Chapter VI, we examine the response of TCs that form 

in CCSM4’s MH simulation and compare them to these environmental changes. We also 

present how Emanuel’s downscaling technique responds to them. 
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Finally, we explore TCs in simulations with very hot surface conditions (forced 

with 8x and 32x preindustrial era levels of CO2). As discussed in Zamora et al. (2016), 

these cases feature far more extensive coverage of moist neutral lapse rates: both a 

seasonal expansion and a spatial one to middle and high latitudes. The spreading of TCs 

to new territory is presented here (see also Korty et al. 2016). Chapter VIII summarizes 

the main findings of this thesis. 
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CHAPTER II 

DATA AND METHODS 

In this chapter, we review the properties of model data and the methods used to 

assess aspects of TC climatology in past climate simulations. We begin with a review of 

the model data and then discuss the Camargo and Zebiak (2002) tracking algorithm used 

to identify and follow TCs that the GCM explicitly generates. We show examples of the 

structure of systems that this algorithm picks up, as this is important to bear in mind 

when interpreting output from the algorithm in the results of Chapter III. We conclude 

this chapter by reviewing the Emanuel downscaling method that we apply to LGM 

(Chapter V), mid-Holocene (Chapter VI), and high CO2 climate (Chapter VII) 

simulations. Large-scale environmental factors are not reviewed here, but rather when 

first presented in Chapter IV. 

 

Paleoclimate Model Data: Last Glacial Maximum 

Braconnot et al. (2007) describes the paleoclimate experimental design for 

PMIP2 simulations, and the higher spatial resolution PMIP3 experiments are discussed 

in Braconnot et al. (2012). Briefly, we review the main characteristics of the LGM and 

experiments here. Orbital values for eccentricity, obliquity, and precession appropriate to 

21ka are used (Berger 1978), although LGM values are very similar to modern ones. 

CO2 was reduced to 185 ppm, methane to 350 ppbv (from 760 ppbv in preindustrial era 

climates), and NO2 to 200 ppbv (from 270 ppbv in preindustrial era); these decreases 

combined to reduce radiative forcing of the troposphere by -2.8 W/m2 at LGM 
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(Braconnot et al. 2007). The ICE-5G ice sheet reconstruction of Peltier (2004) is used 

for boundary conditions, which includes a 2-3.5 km ice sheet across modern-day central 

Canada and ~2 km thick ice on Greenland and in Scandinavia (although Siberia had no 

permanent, thick glacier). The large ice volume results in lower sea levels by about 120 

m, exposing continental shelves and making a significant change in the land-sea mask in 

the vicinity of the maritime continent near Southeast Asia. All experiments were run to 

equilibrium, and data from at least the last 100 years of output was archived for later 

analysis (these data are largely saved at monthly means). In the case of CCSM4 (0.94° x 

1.25° latitude-longitude resolution and 17 pressure levels), we use an additional 30-year 

extension of the PMIP3 experiment that saved output from all components of the 

coupled model at 6 hourly intervals and obtained the data directly from NCAR.  

These changes resulted in several important characteristics of the Last Glacial 

Maximum. Tropical sea surface temperatures were ~2-3°C cooler than in the 

preindustrial era (Broccoli 2000, Korty et al. 2012a) and even larger changes occur at 

higher latitudes (as much as 30°C cooler over Northern Hemisphere ice sheets), due to 

the significantly lower CO2 concentrations (185 ppm) and presence of extensive ice 

sheets. Global mean temperatures were between -3.6°C and -5.7°C cooler at LGM 

across the models included in PMIP2. Korty et al. (2012a) showed that despite these 

changes, many of the large-scale environmental conditions necessary for tropical 

cyclone genesis today were similarly favorable (and in some regions even more 

favorable) for genesis in the colder climate. The colder ocean temperatures are bound to 

a colder atmosphere, and the transfer of heat between the two media can occur as 
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efficiently as in the modern world, and regional changes in vertical wind shear can alter 

favorability locally. 

Figure 1 shows difference in surface temperature between CCSM4’s Last 

Glacial Maximum and 20th century climate simulations in January and July. These plots 

Figure 1 CCSM4 climatologically averaged surface temperature 

difference between Last Glacial Maximum and 20th century 

experiments during (a) January and (b) July. 
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show the 2-3°C drop in LGM temperatures relative to our current climate, and a much 

larger disparity at higher latitudes (particularly in the extension of the Northern 

Hemisphere ice sheet over the continental United States. and Europe). Note that the 

color range in Figure 1 truncates at -20°C, while departures of continental temperatures 

at high latitudes are much larger (as large as -55°C in January and -36°C in July). 

Comparing the seasonal extremes, we see a shift in the largest temperature differences 

that follow the hemisphere experiencing winter.  

We use the 6 hourly data from CCSM4 for vortex tracking, and use it along with 

the Max Planck Institute for Meteorology Model (MPI) and Meteorological Research 

Institute Model (MRI) for the Emanuel downscaling method presented in Chapter V. 

The MPI model was described by Stevens et al., (2013) and Giorgetta et al. (2013), and 

the current version of MRI is described in Yukimoto, et al. (2012), although additional 

details describing earlier versions are described in Kurihara et al. (2005), Kitoh (2004), 

and Yukimoto et al. (2006). Both of these models feature slightly coarser horizontal 

resolutions than used in CCSM4, and include 26 years of data available for the 20th 

century control (1980-2005), and 30 years available for each paleoclimate experiment. 

The MPI model has a 1.86° x 1.88° latitude-longitude horizontal resolution, and includes 

25 vertical pressure levels. MRI has a 1.12° x 1.13° horizontal resolution and includes 

23 vertical pressure levels. 
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Paleoclimate Model Data: Mid-Holocene 

The major difference between the mid-Holocene and preindustrial era is the 

orbital configuration that lead to a more than 25 W/m2 increase in the seasonal cycle of 

Northern Hemisphere incoming solar radiation and a decrease in the Southern 

Hemisphere cycle (Berger 1978; Braconnot et al. 2007). Earth made its closest approach 

to the Sun during mid-September 6ka (it is in early January in modern times). This leads 

to an increase in top-of-the-atmosphere (TOA) radiation during the Northern 

Hemisphere TC season, and a decrease during the Southern Hemisphere season. 

Figure 2 shows the annual change in the amount of TOA solar radiation received 

at 20°S and 20°N for modern and mid-Holocene CCSM4 simulations. The plot shows 

the relative shift in mid-Holocene insolation received towards later in the tropical 

Figure 2 Insolation cycle at 20° latitude during modern (red) and mid-Holocene (green).  
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cyclone season along the 20°N band, and earlier in the tropical cyclone season at 20°S. 

In addition to the seasonal shift in TOA solar radiation, the mid-Holocene featured a 

larger range of values at 20°N and a smaller range of values at 20°S relative to the 20th 

century.  

In addition to the models examined using Emanuel’s downscaled storms 

technique in LGM simulations (CCSM4, MPI, and MRI), for the mid-Holocene we also 

use the Hadley Global Environment Model 2 (HadGEM2), which does not currently 

have output for a 6-hourly LGM experiment. HadGEM2 (Bellouin et al. 2007; Collins et 

al. 2011; Martin et al. 2011) has 26 years of available data for 20th century simulations 

(1980-2005) and 17 years available for the mid-Holocene. HadGEM2 has a 1.25° x 

1.88° latitude-longitude horizontal resolution at 23 pressure levels. 

 

Control Climate Model Data: 20th Century 

Although the preindustrial era is usually taken to be the control climate for LGM 

and mid-Holocene experiments, we use the corresponding CMIP5 member from the late 

20th century historical run (1980-2005) to compare against. We do this primarily because 

there are no global observations of TCs from the preindustrial era, so comparing any 

model simulation with observations is only possible with 20th century runs. Additionally, 

unlike earlier generations of PMIP, PMIP3 used the same model versions, routines and 

resolutions as the CMIP5 control cases (Taylor et al. 2012), which removes several 

barriers to comparing them. Although the preindustrial era cases would facilitate some 

direct comparisons (CO2 at mid-Holocene is the same as preindustrial era, while it is 80-
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90 ppm higher in the late 20th century), we choose to sacrifice this in order to compare 

the 20th century climatology of TCs with observations.  

 

Hot Climate Model Data: High CO2 Experiments 

We also examined how the Emanuel downscaling technique responds to climate 

changes resulting from very large increases in carbon dioxide. We downscale three 

simulations of NCAR’s Community Atmospheric Model version 3 (CAM3) at T42 

horizontal resolution (~2.5° latitude-longitude spacing)2 coupled to a slab ocean model. 

Details of the experiments we use are described in Williams et al. (2009), Sherwood and 

Huber (2010), Caballero and Huber (2010, 2013), Zamora et al. (2016) and Korty et al. 

(2016), but the relevant features are introduced here.  

Three experiments using modern-day geography and aerosol forcing differ only 

in their levels of CO2. The control case (M-Ctrl) has 1990-levels of CO2 (355 ppm); 

another (M-3) is run to equilibrium with three doublings of preindustrial era levels (2240 

ppm); the hottest case (M-5) is run to equilibrium with five doublings of preindustrial 

era levels (8960 ppm). These feature progressively hotter surface conditions and are far 

larger departures from the modern day climate than have been examined in tropical 

cyclone-climate studies before. Zamora et al. (2016) assessed changes in middle and 

high latitude lapse rates in these three simulations, finding that lapse rates neutral to 

                                                

2 This resolution is marginal for using most detection algorithms to identify explicitly simulated events, so 

we limit our consideration to results of the downscaling method, which does not require the global model 

to have high resolution. 
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moist convection become increasingly common in the extratropics in the hotter 

simulations. As we show in Chapter VII, these conditions permit tropical cyclones to 

expand to new territory; these results are also reported in Korty et al. (2016). 

 

Camargo and Zebiak Vortex Tracking Algorithm 

To identify and track TCs in the LGM, Mid-Holocene, and 20th century 

experiments with CCSM4, we have adopted the Camargo and Zebiak (2002) algorithm 

(henceforth CZ02), which will be briefly summarized below (for a more comprehensive 

overview, see Camargo and Zebiak 2002, Camargo et al. 2005). First, the algorithm 

searches for regions that exceed thresholds of ~3.5 x 10-5 s-1 absolute value relative 

vorticity, ~1.5°C positive vertically integrated temperature anomaly, and ~11 m/s 

surface wind speed (these are all model dependent thresholds, but the values included 

here are those used with CCSM4 and will be further explored in the Chapter III). Next, a 

matrix of grid boxes3 centered on the region where the thresholds were exceeded is 

defined, and is used to search for anomalies at the following the time step (6 hours later 

in our dataset). The algorithm again searches the matrix for a relative vorticity anomaly 

that exceeds the threshold. Should a point in the matrix where the threshold is exceeded 

be found be found again, the process is repeated and the points are linked as a segment 

of a tropical cyclone track. In addition to the vorticity threshold, other thresholds must 

be met such as the surface wind speed, temperature anomaly at four pressure levels (850, 

                                                

3 The size of the matrix is resolution-dependent, but is intended to be wide enough to compare the TC core 

temperature with its environment. In T42 resolution, Camargo and Zebiak (2002) used a 7 x 7 grid box. 
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700, 500, and 300 hPa), and surface pressure. The temperature anomaly must be positive 

at each of the pressure levels and be greater at 300 hPa when compared to 850 hPa, 

while the mean wind speed should be larger at 850 hPa than at 300 hPa, and the sea level 

pressure minima is centered within the box. The algorithm continues to iterate until one 

of these criteria is not met, and the storm track is then designated as complete. Upon 

completion of detection of all storms during the time period, an assessment of possible 

duplicate or piecewise storms is made. Once the tropical cyclone climatology has been 

created duplicate storms are removed (those that contain similar track data yet were 

found to start from different initial disturbances). This evaluation makes the algorithm 

more accurate by removing bogus tropical cyclones.  

Model resolution affects the number of features that tracking algorithms have 

been able to identify and follow, with coarser runs generally yielding fewer storms than 

found in nature. Each run of CCSM4 considered here has common resolution of T85 

(about ~1° by 1°) and produces fewer storms in its 20th century run than observed in 

nature (Camargo 2014); we compare with the period between 1981-2005 when about 80 

storms year-1 were observed globally. Here we present an example of one of the storms 

from CCSM4’s 20th century run to illustrate the TC-like structure that GCMs of this 

resolution produce.  

Figure 3 shows a typical storm generated by the CZ02 algortihm for a variety of 

environmental variables: sea-level pressure, 850 hPa vorticity, 300 hPa temperature, and 

surface wind speed. This particular storm is generated from a CCSM4 20th century 

experiment, and is taken at the point it reaches its storm lifetime maximum intensity (the 
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specific climatology of these storms will be further explored in the following Chapter). 

This tropical cyclone has a local minima in sea-level pressure (though this value along 

with variables determining intensity such as wind speed is sensitive to the coarse 

resolution) coincident with a low level relative vorticity maxima. In addition there is a 

warm temperature anomaly aloft near the center of the storm and the surface wind field 

shows a clear cyclonic circulation. The sizes of individual storms vary, but many are 

larger than found in nature (likely a result of the coarseness of the horizontal resolution). 

It should be noted that while this specific storm is representative of a Category 1 storm 

in the dataset, a number of weaker storms show similar structures, yet less organized. In 

Figure 3 Example of a storm detected by the CZ02 algorithm showing (a) sea-level 

pressure, (b) 850 hPa vorticity, (c) 300 hPa temperature structure, and (d) surface wind 

speed.  
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operational tropical cyclone forecasting, a closed circulation is necessary to be seen in 

order to classify a disturbance as a tropical depression.  

However, a number of storms (~15% of 20th century storms generated out of a 

single year, when visually examined) lack a clearly closed surface cyclonic wind field, 

yet still pass the objective definitions used by the CZ02 algorithm. The number of these 

more questionable features is sensitive to choices in vorticity and other thresholds used 

in the algorithm, and more restrictive values can eliminate a number of weak systems. 

We explore this sensitivity in the next chapter. Figure 4 is similar to Figure 3 but for 

one of the ~15% of systems tracked that nevertheless lacks a clearly cyclonic circulation. 

While the criteria for the vortex tracking algorithm are met (positive temperature 

Figure 4 Example of an atypical storm detected by the CZ02 algorithm displaying local 

(a) sea-level pressure, (b) 850 hPa vorticity, (c) 300 hPa temperature structure, and (d) 

surface wind speed.  
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anomaly, strong relative vorticity, and minima sea level pressure relative to nearby grid 

points), this storm in particular lacks a closed circulation at the surface. The wind pattern 

shown in Figure 4d resembles that of an open tropical wave rather than a closed tropical 

cyclone. The direction of surface wind is easterly on its equatorial side, where as a 

Northern Hemisphere tropical cyclone with a closed circulation would feature westerly 

winds in this region. In the operational forecasting of tropical cyclones (such as done by 

the National Hurricane Center), a tropical disturbance requires a closed circulation 

before it is classified as a tropical cyclone. While stronger modeled storms do not 

demonstrate the disorganization in TC structure seen in Figure 4, a few weak storms do, 

which highlights that some additional objective definition for the surface wind field may 

improve the quality of tropical cyclone detection algorithms.  

 

Emanuel Downscaling Method 

In Chapters V and VI, we apply the downscaling method developed by Emanuel 

(2006; also see Emanuel et al. 2008) to the PMIP3 models described earlier. In Chapter 

VII, we apply it to experiments with CAM3 that feature very high levels of CO2. The 

technique is described further in Emanuel (2006, 2013) and Korty et al. (2016), but we 

review the procedure here.  

Emanuel (2006) developed a downscaling method that places a large number of 

weak vortices (their initial surface velocity is ~10 m/s), randomly distributed in space 

and time across all oceans in the output of a global climate model. These vortices are 

advected by statistics drawn from the 850 and 250 hPa wind at each location and a beta 
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drift that induces a poleward bias to the tracks. Along each path, the axisymmetric 

coupled hurricane model CHIPS (Emanuel et al. 2004) is run, and if the initial vortex 

grows in the environment through which it passes, it becomes a storm added to the 

database. The vast majority of these initial seeds fail to develop, however, as most are 

embedded in thermodynamically unsuitable environments, subject to strong vertical 

wind shear, or fail to develop due to internal inabilities to maintain a saturated column in 

the presence of dry air. The total number of seeds necessary to generate a pre-selected 

number of successful cases is used to calibrate the results and define an annual 

frequency. We generate ~5,000 events for each model in the PMIP3 set, and ~10,000 

events for each simulation using the high CO2 CAM3 experiments described in Chapter 

VII. This affords us a large enough dataset to examine changes in frequency, intensity, 

Figure 5 Map of ocean basins (adapted from Camargo et al. 2007). Identified as NI = 

North Indian, WNP = Western North Pacific, ENP = Eastern North Pacific, ATL = 

Atlantic, SI = South Indian, AUS = Australian, and SP = South Pacific.  
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lifetime, and geographic distribution across climates. Additional detail is provided in 

Chapter VII. 

Finally, throughout this thesis we will refer to some aspects of activity by basin. 

Figure 5 shows the definitions of the various basins along with their abbreviations that 

we use in later chapters; these follow the conventions adopted by Camargo et al. (2007).  
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CHAPTER III 

LAST GLACIAL MAXIMUM – EXPLICITLY TRACKED STORMS 

Studies of climate change and tropical cyclones have employed several 

techniques that can be broadly grouped into three categories: (1) explicitly tracking 

warm-core vortices simulated directly by global climate models (e.g., Camargo 2013); 

(2) investigations of how the large-scale environmental conditions necessary for tropical 

cyclones evolve in other climates (e.g., Vecchi and Soden 2007; Camargo et al. 2007; 

Korty et al. 2012); (3) dynamical or statistical downscaling of global climate model 

output to higher resolution models capable of better resolving tropical cyclones structure 

and intensity (e.g., Emanuel 2013; Knutson et al. 2015). In this Chapter, we apply the 

first of these methods to the Last Glacial Maximum (henceforth LGM) simulation of 

CCSM4, taking its 20th century simulation as a control case. (Although preindustrial era 

simulations are often used as a control for paleoclimate studies, as we noted in the last 

Chapter, the 20th century is chosen here as it is the only period for which global records 

of tropical cyclones exist.) The chapters that follow will apply the other methods to the 

LGM simulations.  

 We begin this chapter by presenting statistics on the tracks identified in both the 

LGM and 20th century experiments using the Camargo and Zebiak (2002) algorithm that 

was reviewed in Chapter II, followed by a study of the sensitivity of the algorithm to 

modifications in the assumptions used to define and follow these systems. We conclude 

with an analysis of the latitudes at which storms form in both climates. 
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Climatology of Vortices 

The tracks of TCs found by the CZ02 algorithm are shown in Figure 6 along 

with those from the historical record (1981-2005) of the IBTrACS datasets (Knapp et al. 

2010). We limit the historical record to years beginning with 1981 owing to limited 

global data in earlier decades (Schrek et al. 2014). Comparing the explicitly generated 

Figure 6 Tropical cyclone tracks for (a) historical storms 1981-2005 

(IBTrACS dataset), and generated using the CZ02 algorithm for (b) 20th 

century and (c) Last Glacial Maximum experiments. 
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features in CCSM4’s 20th century simulation (Figure 6b) to those of the historical 

record (Figure 6a) reveals that TCs are generated in many of the same places seen in the 

observed climatology, with the notable exception of the Atlantic Ocean where CCSM4 

continues a long-standing bias of generating too few storms. This bias is due to 

anomalously colder Atlantic sea surface temperatures, possibly caused by a mean sea 

level pressure bias in the region in the atmospheric component of the model (Grodsky et 

al. 2012), and has been a persistent feature in many of CCSM4’s predecessors. The 20th 

century simulated tracks (Figure 6b) also have a higher amount of storms than the 

historical record in the Indian and north central Pacific oceans, and simulated storms 

track much nearer to the equator than seen in observations. While limited in number, 

CCSM4 produces a few storms in the South Atlantic, where they are largely absent in 

the historical record (a single event occurred in 2004). CCSM4 produces storms in 

largely the same places in the LGM simulation as it does in its 20th century run. 

As there are 2,012 tracks in the historical record, 2,009 in the 20th century 

simulation of CCSM4, and 1,586 tracks CCSM4’s LGM simulations, track densities are 

a useful way to compare changes and better see the differences. To form the total track 

densities, a 5° latitude by 5° longitude grid is defined, and each 6 hourly position of 

every storm adds 0.25 to the grid cell in which it located at the time. Iterating this over 

all the time steps for the simulation and then normalizing by number of years yields a 

track density (in units of number of storm days per year for each box). The resultant 

track density for the tracks plotted in Figure 6 is shown in Figure 7. 
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One noticeable difference is that the poleward termini for the Northern 

Hemisphere simulated tracks occur at latitudes farther south than in historical TCs, and 

there are significantly higher track densities near the equator in CCSM4 than in 

observations. TCs formed in the Indian Ocean favor the southern region of the basin for 

LGM storms and the northern region for 20th century storms. Likewise, Pacific TCs 

Figure 7 Annually averaged tropical cyclone track density for (a) historical storms 

1981-2005 (IBTrACS dataset), and generated using the CZ02 algorithm for (b) 

20th century and (c) Last Glacial Maximum experiments. Values shown are in 

number of storm days per year for each 5° x 5° box. 
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favor the western region of the basin during the LGM, while having a much larger 20th 

century track density in other regions (especially in the east Pacific). TCs in the Atlantic 

Ocean are too few to yield significant track density in both climates. 

Table 1 shows general statistics of the storms, including a breakdown of the 

number of storms by TC classification. Comparing the statistics of observed systems to 

those simulated in the 20th century experiment, we note that the model produces fewer 

 
Historical 

(1981-2005) 
20

th
 century LGM 

Tropical mean SST -- 26.44°C 23.54°C 

Global mean SST -- 11.02°C 6.09°C 

Number of TD -- 20.91 13.77 

Number of TS 37.80 31.86 33.39 

Number of H1 18.52 3.60 3.68 

Number of H2 10.16 0.91 0.26 

Number of Major 

Storms 
14.00 0.11 0.06 

Total number of 

Tropical Cyclones 
-- 57.40 51.16 

Number of TS+ 80.48 36.49 37.39 

 

Table 1 Average number of historical (1981-2005) and CCSM4 20th century and 

LGM sea surface temperatures SST and storm counts by intensity. Bold fonts 

indicates the larger of the two climates’ value. Values for storm counts are in 

number of storm per year. Historical record originates from a global best track 

dataset (IBTrACS).  
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events than nature and that its intensity distribution is shifted to weaker events that are 

abruptly truncated by the model’s coarse resolution. (Less than one storm each year 

reaches a peak intensity that exceeds category 1 status.) In fact, 36% of the 20th century 

features identified by the algorithm have maximum surface winds that never reach 

tropical storm force. These deficiencies limit the utility of explicitly resolved features in 

models of this resolution to studying changes in the climatology that are related to 

frequency, genesis, and geographic distribution, but we will see below that even some of 

those properties can be sensitive to definitions of what constitutes a system. 

Overall, while having fewer storms generated (-10%) in the Last Glacial 

Maximum, there are a greater number of storms that reach tropical storm (TS) intensity 

and higher. Omitting the number of tropical depressions (TDs) in each climate yields a 

higher genesis count (+2%) for LGM storms (however this change is not a statistically 

significant difference). Given the sensitivity to the treatment of tropical depressions, in 

later parts of this chapter I consider how my analysis might differ if the dataset were 

restricted to only the subset of events that feature tropical storm force winds at some 

point in a storm’s lifetime. 

Figure 8 plots the distribution of the zonally averaged genesis density by latitude 

and month that exceed 0.1 events per 1° latitude area per year. The range of months of 

tropical cyclone genesis is shifted in the Northern Hemisphere (NH) simulations from 

that of observed storms. Observed NH storms start ~mid-May and end in December, 

while 20th century storms begin in mid-June and end at the end of January. Furthermore, 

the poleward extent of the latitude at which NH storms form in the 20th century 
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simulations lies ~8o latitude equatorward of observations during the peak months of the 

season. The Southern Hemisphere (SH) distribution shows greater similarity between 

simulation and observations, although the end of the season extends into mid-May (mid-

April in observed storms). Simulated events also form at latitudes nearer to the equator 

than in nature in both hemispheres of the model. 

Comparing the distribution of genesis in the simulations of the LGM and 20th 

century storms shows their distributions to be similar, though the genesis period shortens 

slightly (~1 or 2 weeks) in LGM (primarily during the NH season). This contraction of 

season length in the colder LGM simulation is consistent with the expansion of the 

Figure 8 Annually averaged cycle of genesis density by latitude and month that exceed 

0.1 events per 1 degree latitude area per year for historical (black), 20th century (red), 

and Last Glacial Maximum (blue) experiments. 
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genesis period that Dwyer et al. (2015) reported in anthropogenic climate change 

studies. One surprising difference is the slight poleward expansion of genesis during the 

Figure 9 Annually averaged number of storms by month for (a) Northern and 

(b) Southern Hemispheres. (c) Annually averaged number of storms by 

latitude. Historical storms (1981-2005) are shown in black. Explicitly 

resolved 20th century storms are shown in red, while LGM storms are shown 

in blue.  



 

31 

 

peak of the each hemisphere’s season in the LGM. 

Figure 9a and b shows the average number of tropical cyclones per month for 

20th century (red), and LGM (blue) as output by the CZ02 algorithm for Northern and 

Southern Hemispheres, respectively. The number of systems simulated by the global 

model is significantly lower during the Northern Hemisphere season compared to 

observations (Shaevitz et al. 2014). (This is partly owing to the inability to simulate 

events in the Atlantic; we discuss the events confined to the Eastern Hemisphere below.) 

The peak is smaller and occurs later in the model than in nature, and there are more 

events simulated during the winter (December to February) than occur in nature. The 

model’s Southern Hemisphere produces about the correct number of events but is 

likewise shifted to a later peak (March, compared to January-February in observations) 

with more fall and winter activity (April to September) than observed. It is also of note 

that there are some months when counts of SH LGM storms are higher than in the 20th 

century. The total number of model-detected storms in the LGM is reduced in the 

Northern Hemisphere when compared to the 20th century, however, the distribution of 

the annual cycle is comparable. 

Figure 9c shows the distribution of storm genesis by latitude and reveals a model 

bias for generating too many storms near the equator and too few poleward of 10 degrees 

latitude. The number of Northern Hemisphere storms is particularly underestimated at 

latitudes poleward of 10 degrees, but a large part of this error arises from CCSM4’s lack 

of activity in the Western Hemisphere (the Atlantic, as noted earlier, but to a lesser 

extent the eastern North Pacific too). Restricting the domain to the Eastern Hemisphere, 
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the total counts are much more similar (Figure 10), although the bias of producing too 

many events near the equator remains. The seasonal cycle of modeled storms in the 

northeastern quadrant (i.e., Eastern Hemisphere north of the equator) shows much 

weaker amplitude than observed in nature: counts are smaller during the peak months of 

Figure 10 As in Figure 4, but for Eastern Hemisphere events only. 
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the season and larger counts during offseason. The cycle of events south of the equator 

in the Eastern Hemisphere is similar to those observed but lingers into autumn and 

winter. (There is little difference between this and Figure 9 showing global SH---

because few events occur east of the International Dateline in the Southern Hemisphere 

at all.) 

Figure 11 shows the distribution of the genesis of storms by basin. In addition to 

a deficiency in generating Atlantic storms as discussed above, the CZ02 algorithm also 

fails to predict the number of storms in both the western north and eastern north Pacific 

and over predicts activity in the Indian basins. Both the global and the sum of northern 

hemisphere storm counts show a statistically significant difference between the two 

Figure 11 Annually averaged number of storms by basin for 

historical (black), 20th century (red), and Last Glacial 

Maximum (blue) experiments. 
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experiments, but only show significance in South Pacific, North Indian, and eastern 

North Pacific basins. The sensitivity of these counts to the thresholds chosen will be 

explored in the next section of this chapter. 

Figure 12 Annually averaged tropical cyclone genesis density (binned by 

5° x 5° grid boxes) for (a) 20th century and (b) LGM storms. 
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Figure 12 shows the tropical cyclone genesis density for the vortices explicitly 

simulated in the (a) 20th century and (b) LGM. This data was interpolated into 5° 

longitude by 5° latitude grid boxes (as was done for track density in Figure 7). Even 

considering the larger number of total storms in the 20th century simulation, there are 

some regions (130°E – 170°E, 5°N – 30°N; 60°E – 90°E, 15°S – 10°N) where there is a 

larger density of LGM storms generated. This can be more clearly seen in Figure 13, 

which plots the difference between them (LGM-20th century). Conversely, the central to 

eastern North Pacific region has a significantly higher 20th century genesis density.  

Although this coarse resolution model does not resolve the intensity distribution 

of actual events (see earlier discussion and Table 1), the model has sufficient resolution 

Figure 13 Annually averaged tropical cyclone genesis density difference 

between LGM and 20th century shown in Figure 12. Positive (blue) values 

indicate regions of higher genesis density in LGM experiments, while negative 

(red) values indicate regions of higher 20th century genesis density. 
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to simulate marginal hurricane intensity (H1). While this dataset cannot reproduce the 

values observed in nature owing to its resolution, it may nevertheless be useful to see if 

the locations of the most severe wind speeds resolvable change or shift between the 

Figure 14 Annually averaged tropical depressions genesis density (binned 

by 5° x 5° grid boxes) for (a) 20th century and (b) LGM storms. 
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models’ two climate states, and to compare whether the location of the strongest storms 

in the 20th century run agree qualitatively with those of observations. We defer a more 

thorough examination of the intensity question to Chapter V, where we consider a 

downscaling technique that can resolve the full spectrum of possible intensities.  

Figure 14 shows the annually averaged genesis density exclusively for tropical 

depressions (peak intensities ≤ 17 m/s) in 20th century and Last Glacial Maximum 

climates. These weak storms are generated in similar regions as the storms featuring 

stronger intensities but show larger genesis frequencies in the Eastern Pacific and Indian 

Oceans. Examining the difference between these two climates (Figure 15) highlights 

any of the regional differences with climate. The distribution of genesis is generally 

uniformly distributed for each of the climates, although generally showing larger 

Figure 15 Annually averaged tropical depressions genesis density difference 

between LGM and 20th century experiments. Positive (blue) values indicate 

regions of higher genesis density in LGM experiments, while negative (red) 

values indicate regions of higher 20th century genesis density. 
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differences in the 20th century as the number of TD for this climate is much larger. The 

number of storms generated in the Eastern Pacific (specifically near the western coast of 

Central America) shows the greatest activity in the 20th century. 

Figure 16 Annually averaged tropical cyclone accumulated cyclone energy 

ACE for (a) historical, and (b) 20th century and (c) LGM simulations. 

Values shown are in m2/s2. 
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 Accumulated cyclone energy (ACE; Bell et al. 2000; Camargo and Sobel 2005) 

is an integrated measure of tropical cyclone activity, and is a function of storm 

frequency, intensity, and lifetime. It is defined as the integral of the square of the 6-

hourly maximum sustained wind speed of all tropical cyclones in a given year (we show 

the average annual value for each climate here). Actual kinetic energy carried in all 

tropical cyclones would additionally require integrating the radial wind distribution over 

the dimensions of every storm, but given the lack of reliable measurements or records of 

these fields in the historical record, an index based only on the maximum wind speed has 

been used in the literature (Bell et al. 2000). 

Figure 16 shows the tropical cyclone ACE density for historical, and 20th century 

and LGM simulations. The distributions have many similarities between observations 

and 20th century, albeit with many of the differences shown for genesis density (absence 

of Atlantic storms and more equatorial activity). Because ACE is dependent on intensity, 

lifetime, and storm count, the value of ACE is significantly higher for historical storms, 

however the globally integrated value for ACE is on the same order for historical 

(4.83*105 m2/s2), simulated 20th century (1.72*105 m2/s2), and LGM storms (1.60*105 

m2/s2).  

Figure 17 shows the annually averaged difference between 20th century and 

LGM ACE density. Given the limitations coarse resolution models impose on resolving 

storm intensity, alternate ways of investigating the intensity distribution have been used 

on GCM data. While increasing resolution permits some examination of the surface 

wind speed (e.g., Camargo et al. 2014), the low level relative vorticity in the core of the 
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storm and minimum surface pressure of the storm have long been used to classify storm 

intensity in low resolution models (Bengtsson et al. 1982; Lau 1991; Vitart et al. 1997). 

Values are limited by the resolution of the model, as the area that feature the strongest 

pressure gradients in the storm is small (typically on the order of tens of kilometers). 

Furthermore, owing to the vastly different climate properties of the LGM, sea levels 

were lower (and, therefore, sea level pressures higher) than in the modern world 

(namely, ice sheets covered much of the LGM, lowering global sea level by more than 

100 m). One way to compare systems in the two climates despite this difference is to 

examine the pressure relative to its average value over the oceans of the tropics (here 

Figure 17 Annually averaged tropical cyclone ACE difference between 

LGM and 20th century storms. Positive (blue) values indicate regions of 

higher ACE density in LGM experiments, while negative (red) values 

indicate regions of higher 20th century ACE density. 
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taken to be ocean regions within the 30oS – 30oN latitude band), a value known as the 

sea level pressure depression (SLPstorm - SLPtrop_avg). 

Figure 18 shows the tropical cyclone intensity distribution represented by (a) 

storm lifetime maximum 850 hPa relative vorticity and (b) the storm lifetime minimum 

sea level pressure depression. Low values of maximum vorticity, representing weak 

storms, are the most frequent, with higher values becoming increasingly less frequent. 

The distributions between 20th century and LGM have similar structures, albeit with 

Figure 18 Annually averaged tropical cyclone intensity distribution 

depicted by (a) 850 hPa relative vorticity and (b) surface pressure 

depression for 20th century (red) and Last Glacial Maximum (blue) storms. 
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higher frequencies for 20th century storms due to their higher annual counts. Similarly, 

minimum sea level pressure depression has similar distributions in both the 20th century 

and LGM, with the majority of events featuring depressions of ~20 hPa (by comparison, 

the strongest storms in nature may feature surface pressures near 900 hPa, more than 100 

hPa lower than mean tropical sea level pressures; minimal hurricanes typically have 

pressures of ~990 hPa or lower, a depression of ~20 hPa from the environment). 

Normalizing this data (not shown) by the number of storms for each climate (rather than 

the number of years) yields a distribution that favors the weakest storms (lower value for 

Figure 19 Monthly averaged tropical cyclone mean lifetime 

climatology for (a) Northern and (b) Southern Hemisphere 20th 

century (red) and Last Glacial Maximum (blue) storms. 
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vorticity and surface pressure depression within the first couple bars) in the 20th century, 

then favoring the LGM (for the next couple bars), and then the differences between the 

two become negligible. This is consistent with the distribution of TC type (Table 1) 

which shows a larger number of weak storms in 20th century. 

Figure 19 shows the climatology of average storm lifetime by month for all 20th 

century and LGM storms. LGM storm lifetimes by month are generally longer, 

especially in the Southern Hemisphere and lifetimes of Southern Hemisphere storms in 

both experiments are longer (1.72 in 20th century and 2.72 days in LGM). In addition, 

Northern hemisphere storms have a smaller variation of lifetimes by month. However, 

excluding tropical depressions (not shown) from this dataset, favors longer 20th century 

storm lifetimes. Changes in the globally averaged lifetime values show a statistically 

significant change between the two experiments, favoring the LGM. When examining 

the differences between the two experiments by category, LGM tropical depressions 

have a statistically significant longer lifetime, while the same is true for 20th century 

tropical storms.  

 

Sensitivity Tests 

Given the fact that many of the systems identified in the previous section are 

weak, and that Horn et al. (2014) showed that different tracking algorithms can produce 

very different track sets, we explore sensitivity to the assumptions and parameters used 

to identify and track systems in this section. While all of the detection routines employed 

by global modeling centers search for some common characteristics, including 
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anomalously cyclonic low-level vorticity and positive temperature anomalies in the 

middle and upper troposphere, many differ in the thresholds used to identify and follow 

systems and in the altitude at which data are examined (Horn et al. 2014). Sensitivity to 

the thresholds within a single algorithm is explored in this section. 

Here we run sensitivity tests on the Camargo and Zebiak (2002) vortex tracking 

algorithm by varying the thresholds that must be met in order to classify an initial vortex 

as a tropical cyclone. These thresholds are usually calculated within the algorithm itself, 

using the standard deviations of vorticity, surface wind speed, and temperature within 

the model to define them, but the algorithm can be modified to enforce user-prescribed 

values. Even in the standard approach of calculating thresholds from variances has been 

employed in different ways in the literature, some defining basin-dependent thresholds 

based on regional variability (Camargo and Zebiak 2002), with others applying a single, 

globally defined threshold (Vitart and Stockdale 2001). Our standard dataset presented 

in the previous section follows the latter method here, but a consequence is that it 

yielded few events in some basins.  

Yet another consideration is in the way such thresholds are applied to other 

climates. For climate change studies of the next century, the most common approach has 

been to apply the thresholds defined in the control (late twentieth century) climate 

simulation to the future simulation, but there has been discussion about using the 

variances from the differing climates to define their own climate-specific thresholds (S. 

Camargo, personal communication 2015). As the LGM features a climate whose means 
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and variances are farther removed from modern control states, we feel the issue requires 

further examination here than is customary in anthropogenic studies.  

As we saw in Table 1, while the number of storms generated in CCSM4 was 

larger in the 20th century when compared to the Last Glacial Maximum, a large number 

of these storms were classified only as reaching tropical depression intensity. Moreover, 

excluding tropical depressions in the total count of storms yields a higher number of 

LGM storms than found in 20th century. Altering the thresholds used in determining 

initial vortices will most influence the number of these weak storms, and thus our goal is 

to examine the breadth of their sensitivity to the tropical cyclone statistics.  

Table 2 shows the values of the thresholds as generated by the individual 

datasets. Larger values of a threshold are more restrictive, while smaller values are more 

relaxed. Each of the LGM generated thresholds are larger than the 20th century values, 

but with differences < 10%. These thresholds are generated from the mean values of the 

threshold variable in the basins as determined from Figure 5. 

Thresholds σtemp σvort σspeed 

20th century 1.6204 K 3.8493E-5 s-1 11.4820 m/s 

Last Glacial 

Maximum 
1.6268 K 4.1898E-5 s-1 11.9882 m/s 

 

Table 2 Thresholds for vertically integrated temperature anomaly, vorticity, and 

surface wind speed as determined by 20th century and LGM CCSM4 experiments. 
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We first examine the effects of establishing climate-specific thresholds used in 

the vortex tracking algorithm by comparing two sets of tracks generated using alternate 

methodologies: (1) we follow the usual convention of establishing thresholds for the 

control (20th century) climate and apply these thresholds to both 20th century and LGM 

climates and (2) generate tracks for each climate using thresholds determined by their 

respective variances.  

The results of these changes are shown in Figure 20. Each bar shows the percent 

change in the number of storms between LGM and 20th century (20C) by (a) intensity 

Figure 20 Percentage change of number of storms generated in LGM and 

20C simulations by (a) category and (b) basin for tracks using thresholds 

generated from the 20th century (blue), and respective (yellow) datasets. The 

respective dataset uses 20C generated thresholds for 20C, and LGM generated 

thresholds for LGM. 
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and (b) basin for the two configurations described above. Changes are calculated relative 

to the 20th century value (i.e., values shown are given by 100*[LGM-20C]/20C). 

While the total number of storms generated changes depending on the threshold 

used, each configuration yields a larger number of 20th century storms than in the Last 

Glacial Maximum. This is due to fact that the LGM thresholds are more constrictive than 

their 20C counterparts, which yields a larger positive percent change predominantly 

from a larger decrease in the number of 20C storms (although the number of LGM 

storms also decreases). Using Welch’s t-test, we test the significance of the differences 

in these changes by basin and intensity. For either configuration of thresholds, the 

changes in Australian, western North Pacific, and Atlantic basins (where few storms 

exist) cannot be determined as significant. The data shows that while the absolute value 

changes, in no case does the sign of the difference between LGM and 20C reverse, 

leading us to conclude that the results are not sensitive to switching LGM thresholds to 

values set by the LGM climate. 

 Also of note, if the datasets exclude systems whose strongest surface winds never 

reach tropical storm strength (excluding all tropical depressions; bars denoted by 

‘>TD’), there is a larger number of storms generated in LGM than those found in 20C. 

Many of the 20C storms (a much larger number than in LGM) are very weak systems 

with peak wind speeds equivalent to tropical depressions. This shows the results are 

sensitive to the treatment of the weakest systems, which we explore next by varying the 

magnitude of perturbations in vorticity, temperature, and wind speed that a system must 

pass to be detected and classified by the algorithm. 
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We now test the sensitivity of the thresholds by varying each in 10% increments. 

Figure 21 shows this analysis for changing the magnitude of the vertically integrated 

local temperature anomaly (using three pressure levels: 700, 500 and 300 hPa) threshold 

while keeping all other thresholds constant. 

Figure 21 Temperature anomaly threshold sensitivity test. Percentage 

change of number of storms generated in LGM and 20C simulations by (a) 

icategory and (b) basin. The middle bar of every group (teal), is using the 

control case threshold, while the other bars use a threshold multiplied by a 

factor (shown in the legend). 
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Figure 21a show data for tropical depressions (TD), tropical storms (TS), and 

hurricane categories 1-5 (H1-H5), TS&H, and total counts. The control case (using the 

20th century values as in Table 2) is the middle bar of each set, with 10% deviations 

from this displayed adjacent to it. As noted, due to the resolution of the model very few 

major hurricanes (in fact only H3 category storms) are generated. As the temperature 

anomaly threshold becomes more restrictive, this favors a slightly larger difference in 

Figure 22 850 hPa relative vorticity threshold sensitivity test. Percentage change 

of number of storms generated in LGM and 20C simulations by (a) category and 

(b) basin. The middle bar of every group (teal), is using the control case threshold, 

while the other bars use a threshold multiplied by a factor (shown in the legend). 
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favor of 20C storms, particularly for TDs and TSs (at increases higher than control 

favors a slight increase in LGM H1 storms). In terms of basins (Figure 21b), the all 

except the Northern Indian Ocean show proportionally fewer storms at LGM, pushing 

the difference between LGM and 20C in a more negative direction, which is reflected in 

the total counts as well. The changes by category cannot be determined to be statistically 

significant, however the significance of many of the changes by basin follow those 

found in the control case. 

Figure 22 is similar to Figure 21 but shows sensitivity to the vorticity threshold. 

Making the threshold more restrictive produces small changes overall, however at its 

highest values creates a larger number of LGM TS and 20C H3 storms (the actual count 

is still rather small which yields a large percentage change). The basin changes generally 

favor a trend towards more positive change, however the number of storms ultimately 

still favors 20th century storms. Similarly to what we found for the sensitivity tests for 

the σtemp threshold, the significance of the changes by basin follow those found in the 

control case. 

Figure 23 is similar to the previous figures but shows sensitivity to the surface 

wind speed threshold. This is the minimum surface wind that must be met for a system 

to be classified and added to the dataset, and as noted earlier are typically ~11.48 m/s. 

These experiments show important sensitivity that differs from the ones examined 

above. As the threshold becomes more restrictive, the total number of storms generated 

between the two climates becomes similar (1.1σspeed), and then reverses sign yielding a 
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larger number of LGM storms overall (1.2σspeed). This is an important sensitivity, as we 

find that increasing the wind speed threshold by only 20% alters the sign of the change 

in count with climate. This change arises owing to the larger number of 20C storms 

whose peak intensity is that of tropical depressions, and as fewer of these events are 

included in the dataset, the surviving subset of stronger systems are more numerous at 

Figure 23 Surface wind speed threshold sensitivity test. Percentage change of 

number of storms generated in LGM and 20C simulations by (a) category and 

(b) basin. The middle bar of every group (teal), is using the control case 

threshold, while the other bars use a threshold multiplied by a factor (shown in 

the legend). 
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LGM. As discussed previously, using a more restrictive threshold for surface wind speed 

significantly decreases the number of weak storms. This trend is found in a majority of 

Threshold 

Total 

σ(20C) 

TD+ 

σ(20C) 

Total 

σ(respective) 

TD+ 

σ(respective) 

Control 0.14 0.33 0.02 0.46 

.8σvort 0.12 0.40 0.02 0.49 

.9σvort 0.11 0.36 0.01 0.55 

1.1σvort 0.18 0.28 0.02 0.42 

1.2σvort 0.22 0.22 0.03 0.37 

.8σspeed 0.02 0.33 0.01 0.33 

.9σspeed 0.04 0.33 0.01 0.36 

1.1σspeed 0.94 0.37 0.20 0.50 

1.2σspeed 0.41 0.21 0.35 0.41 

.8σtemp 0.25 0.29 0.04 0.42 

.9σtemp 0.26 0.30 0.04 0.42 

1.1σtemp 0.12 0.40 0.02 0.52 

1.2σtemp 0.12 0.42 0.03 0.53 

 

Table 3 P-values generated from Welch’s t-test using 20th century experiment 

thresholds (columns 1 and 2) and respective experiment thresholds (columns 3 and 4) 

for sensitivity tests. These tests were run for total counts and excluding tropical 

depressions. Bold values indicate statistically significant differences between the 20th 

century and LGM counts. 
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the basins, in both hemispheres, and in the global count. Additionally, we found the 

effects of using LGM defined thresholds for the LGM does not change the overall 

results.  

In Table 3 we again apply Welch’s t-test to determine the statistical significance 

of the changes in counts for the various threshold testing runs generated using 20C 

thresholds for both simulations (columns 1 and 2) and the models respective thresholds 

in each (columns 3 and 4). Only two of the track sets (.8σspeed and .9σspeed) show a 

statistically significant difference in the total number of storms for the ~30 year period 

when applying the 20C threshold to both climates. Both of these sets produce more 20th 

century than LGM storms. However, when using each climate’s respective thresholds, 

all but two of the sets (1.1σspeed and 1.2σspeed) produce statistically significant changes in 

the total counts between the two climates. Because the LGM generated thresholds are 

more restrictive than the 20C, the counts and the means of those counts decrease 

throughout the LGM, shifting the mean to being statistically significant for a majority of 

the runs. None of the sets that exclude tropical depressions can be designated as 

statistically different as the other. It should be noted that regardless of thresholds chosen, 

the number of 20C storms is greater than in LGM when examining total counts, while 

the opposite is true when excluding tropical depressions (a relatively greater number of 

LGM storms generated when looking at storms TS strength and greater). This being with 

one exception discussed previously (the 1.2σspeed case that generated a larger number of 

total storms in LGM when using 20C thresholds) 
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These tests were run in order to emphasize that there is not a single universally 

agreed upon threshold for detection (Horn et al. 2014), and that even the sign of the 

change with climate can be reversed depending on user choices in the algorithm design. 

There is some arbitrariness in the definition of what defines a tropical cyclone within the 

model itself. The weakest events generated our quite sensitive to the choice of 

thresholds, and can change the climatology. Here we presented a scenario where the 

choice of thresholds yielded a change in the dominant simulation in respect to number of 

storms; while most show fewer storms at LGM, it is a plausible scenario. When vortex 

tracking algorithms were introduced (Manabe et al. 1970; Bengtsson et al. 1982), general 

circulation models were so coarse that even TS strength storms were not expected to be 

resolved. The goal however, was to search for systems that could possibly be a tropical 

storm. A number of models have high enough resolutions to explicitly resolve hurricane 

strength winds (Walsh et al. 2015), however their limitations become more apparent in 

lower resolution models. 

We summarize the major findings of this section as follows: 

1. Results are sensitive to the handling of weak systems 

2. More weak events were detected in 20C than in LGM using the 

standard thresholds. 

3. Making the σspeed threshold tighter can reverse the sign of the LGM-

20C difference by altering it as little as 20%. 

4. Increasing σtemp does the opposite, making it harder for LGM systems 

to pass. 
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The second point is particularly surprising in light of results from CMIP3 and 

CMIP5, that found more storms in 20C than in the warmer climate change experiments, 

and the handling of weak systems appears to be a major part of the difference (Emanuel 

et al. 2010). Here we also find a decrease in count at the LGM relative to 20C, with 

changes in the weakest storms being responsible for all of the difference. This raises a 

curious result, at least for CCSM4: there are more storms explicitly generated and 

tracked in 20C than in either the colder LGM or in the warmer anthropogenic 

experiments. We have also shown that there is sensitivity to threshold values in the 

detection algorithm in changes in storm count.  

 

Latitude of Lifetime Maximum Intensity 

In this final section of this chapter, we examine whether the location at which 

storms reach their highest intensity changes with climate. Kossin et al. (2014, 2016) 

have reported that the latitude at which storms reach their lifetime maximum intensity 

(ΦLMI) has increased over the last several decades, and they note its consistency with 

other measures of a widening of the tropics. Korty et al. (2016) identified a significant 

poleward expansion of downscaled TCs in simulations of the much hotter Eocene-like 

climates, and here we test whether there is a consistent contraction in the explicitly 

simulated sets at LGM. 

Tropical cyclones occur in regions of high potential intensity (PI), which are 

found where deep convection is possible. This condition is generally found throughout 

the tropics (Xu and Emanuel 1989), but abruptly terminates in the subtropics where the 



 

56 

 

trade inversion is found. PI drops to a substantially lower value at the latitude of the 

trade inversion, and remains low in middle and higher latitudes. High values of PI can be 

found only at places and times that convection can reach the upper troposphere (Korty et 

al. 2012a). Kossin et al. (2014, 2016) has documented poleward shifts in the position of 

peak intensity for tropical storms in both observations and in projections of the coming 

century. This shift occurs concurrently with poleward expansions of other aspects of the 

tropics with warming, including the Hadley circulation (Hu and Fu 2007; Seidel and 

Randel 2007; Seidel et al. 2008; Adam et al. 2014) and subtropical dry zones (Mbengue 

and Schneider 2013). Korty and Emanuel (2007) and Zamora et al. (2016) also showed 

that convectively neutral lapse rates become common at higher latitudes of significantly 

warmer climate simulations. 

Figure 24 Average latitude of lifetime maximum intensity ΦLMI by basin for 

historical (black), 20th century (red), and Last Glacial Maximum (blue) storms. 
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Here we examine whether the colder LGM simulation shows an equatorial 

contraction in the latitude of peak intensity consistent with the expansion that Kossin et 

al. (2014, 2016) found in warming climates. Figure 24 shows the average latitude of 

lifetime maximum intensity by basin. Many of the changes in ΦLMI are small and have 

large interannual variance, rendering most differences statistically insignificant. 

Differences in ΦLMI are statistically significant only in the Australian basin and in 

summing all Northern Hemisphere storms, but in both cases the ΦLMI is higher at LGM 

than in 20th century. (All significance tests are performed using Welch’s t-test.) We note 

Figure 25 (a) Probability distribution by latitude of ΦLMI in 20th 

century (red) and Last Glacial Maximum (blue) experiments. (b) 

LGM-20C difference of the probability distribution of ΦLMI shown 

in (a). 
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that while many of the basin differences are insignificant, ΦLMI in the LGM is 

nevertheless more often found poleward of the 20th century distribution. 

Figure 25a shows the probability distribution function (PDF) of ΦLMI for 20th 

century and LGM experiments. The data are interpolated into 5° equally spaced bins to 

eliminate noise. The two experiments have similar distributions of ΦLMI, with the most 

frequent latitude of storms reaching max intensity occurring ~15° in both hemispheres. 

Figure 25b shows the differences between the two curves in Figure 25a: there is a small 

poleward shift in LGM ΦLMI in both hemispheres. A greater number of LGM storms 

reach their maximum intensity in the 30°S-10°S band, and less equatorward and 

poleward of this region. Likewise, more 20th century storms are favored to reach max 

intensity near the equator, while favoring LGM storms at latitudes greater than ~15°N. 

This response is not consistent with the shift reported in Kossin et al. (2016), but the 

differences here are largely insignificant. We will revisit this issue in Chapter V when 

examining results of the Emanuel downscaling method on the LGM simulations. 

In the next Chapter, we explore how the large-scale environmental factors 

differed at LGM, and compare them with the properties of the tropical cyclone 

climatology reported here. 
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CHAPTER IV 

LAST GLACIAL MAXIMUM – ENVIRONMENTAL CONDITIONS 

In the last Chapter, we examined the climatology of TCs in CCSM4’s 20th 

century and LGM experiments. We found that while the global frequency was lower at 

LGM, this decrease came primarily from a decrease in the number of weak systems 

tracked (e.g., see Figure 18), and that the change was reversed if the detection 

algorithm’s thresholds were tightened (i.e., there were more LGM than 20th century 

events using tighter surface wind criteria for detection). Cumulative metrics like ACE 

that depend on frequency and intensity showed that the LGM featured less activity in the 

eastern North Pacific, South Pacific, and northern Indian Oceans, but more activity in 

the western North Pacific and southern Indian Ocean (e.g., see Figure 17). In this 

Chapter, we examine how environmental conditions necessary for TCs changed between 

the two climates in CCSM4, and compare the spatial changes to the explicitly resolved 

systems discussed in Chapter III. 

 

Sea Surface Temperature and Potential Intensity 

Early composites of global observations showed that TCs routinely form only in 

regions of the warm with SST > 26°C (Gray 1968). The development of PI theory in the 

1980s showed that TCs were possible only in regions where thermodynamic soundings 

support deep convection, which is coincident with the region of highest SSTs, but that 

the actual SST correlated with such a boundary would differ in other climates (Emanuel 

1987). Indeed Korty et al. (2012a) confirmed that regions of LGM simulations with SST 
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> 24°C featured ranges of PI similar to those found over warmer waters in the 20th 

century. 

Figure 26 shows the storm season mean (which we define as July-October for 

the Northern Hemisphere and January-April in the Southern Hemisphere) sea surface 

temperature (SST) for 20th century and Last Glacial Maximum simulations, respectively; 

genesis locations of vortices are overlaid (gray shaded circles). While temperatures are 

lower globally (~3°C cooler in the tropics and ~5°C cooler in the global average), the 

Figure 26 Storm season mean (July-October in the Northern Hemisphere 

and January-April in the Southern Hemisphere) sea surface temperature 

SST for (a) 20th century and (b) Last Glacial Maximum. Values shown 

are in °C. Shaded circles (gray) denote genesis locations. Black contour 

denotes the 26°C isotherm. 
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gradient of temperature within the tropics is very similar between the two climates. 

Average tropical SSTs (taken from the 30°S – 30°N band) are 26.31°C and 23.40°C in 

20th century and LGM climates, respectively. Note that storms are produced in largely 

the same areas even though SST < 26°C through the eastern North Pacific at LGM, 

confirming that the absolute value of SST does not control the model’s ability to produce 

TCs. Storms remain possible here because the vertical temperature profiles that support 

deep convection, and potential intensity remains high. 

Potential intensity (PI) is the thermodynamic upper bound on the intensity of 

tropical cyclones. To put it more simply, it is the speed limit for a tropical cyclones 

maximum surface wind speed. Tropical cyclones require a flux of enthalpy k (heat) from 

the ocean to the atmosphere, and a marine boundary layer heated by this heat transfer 

becomes buoyant against the environmental sounding and can rise via convection to the 

upper troposphere. Potential intensity is high in regions where convection can carry a 

heated boundary layer parcel to the tropopause (or even lower stratosphere) and low in 

regions where the sounding caps the ascent at shallow altitudes. The level of neutral 

buoyancy (LNB; the altitude at which a heated parcel becomes neutrally buoyant) of a 

parcel, therefore, is an important factor. The difference between the sea surface 

temperature and temperature at the LNB where outflow convection occurs (To) directly 

affects the value of PI: 

 

𝑃𝐼 = √
𝐶𝑘
𝐶𝑑

𝑆𝑆𝑇 − 𝑇𝑜
𝑇𝑜

(𝑘0
∗ − 𝑘) 

( 1 ) 
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Here Ck and Cd are the exchange coefficients for enthalpy and drag, respectively 

(the value of its ratio is ~1; see Bister and Emanuel 1998), k0
* is the saturation enthalpy 

of the sea surface, and k is the atmospheric boundary layer enthalpy. Potential intensity 

is highest in regions where thermal soundings permit deep convection, which in our 

contemporary climate lies within regions generally equatorward of the position of the 

26ºC isotherm. It is particularly important to note that the limiting factor for PI is most 

often the depth of the convective layer established by the sounding, not the underlying 

SST; thus, in different climates (such as the LGM), the correlation between SST 

Figure 27 Storm season mean (July-October in the Northern 

Hemisphere and January-April in the Southern Hemisphere) 

potential intensity PI. Values shown are in m/s. Black line denotes 

the 55 m/s contour. 
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thresholds and high potential intensity occur at different values than in the modern world 

(see Korty et al. 2012a for further discussion). 

Figure 27 shows the storm season mean potential intensity with genesis positions 

superimposed. The distribution of PI is much more similar between the two simulations 

than the SST shown in Figure 26, although the highest values of PI cover larger areas in 

20th century simulation, and the low values are larger in middle latitudes of the 20th 

century than in LGM. Regions with climatologically high values of PI (> 55 m/s, which 

is correlated with LNB levels in the upper troposphere; see Korty et al. 2012b) are highly 

correlated with the genesis of individual storms in both climates. The largest values of PI 

are found in the western Pacific, while PI is much lower in the Atlantic basin when 

compared to those commonly found in the Pacific Ocean. The low PI values in the 

Atlantic are due to the cold SST bias in this basin, and is consistent with the significantly 

decrease in genesis of simulated storms. (A regional SST anomaly can produce a large PI 

anomaly if the temperatures aloft show smaller deviations. This is the rationale behind 

Vecchi and Soden’s (2007) use of “relative SST” as a proxy for PI.) 

Figure 28 shows the difference (LGM-20th century) in storm season mean PI 

values shown in Figure 27, with contours of storm season mean SST differences (LGM-

20th century) overlaid. In this and subsequent difference plots, we adopt a uniform color 

scheme in which the warm colors (red, orange, and yellow) indicate regions that have 

more favorable values for TCs in the 20th century, while the cooler green, blue and 

purple colors indicate more favorable values for TCs in the LGM experiment. This plot 

shows that PI is larger in the 20th century experiment throughout much of the world, but 
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that parts of the central North Pacific show no change or more favorable values at LGM. 

Other regions with higher PI at LGM include the area off the western coast of the United 

States and of central South America, but these regions spawn few if any tropical 

cyclones in either climate, as despite the increase at LGM the values here are far below 

55 m/s in each (see Figure 27). 

An interesting aspect of Figure 28 is the relationship between the degree of 

cooling and change in PI. Note that while all SSTs are 2-3°C cooler at LGM, regions that 

cooled more than the average of 2.9°C have the largest decreases in PI at LGM, while 

those that cooled less (such as the central North Pacific) saw PI rise. This shows that 

while the entire atmosphere and ocean surface cooled at LGM, where SSTs are relatively 

warmer at LGM (meaning surface cools less than average), PI is larger. This point was 

Figure 28 Difference in PI shown in Figure 27. Black contour indicates LGM-

20C difference in 4-month storm season mean SST. 
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made by Korty et al. (2012a) and is similar to the arguments made by Vecchi and Soden 

(2007). 

To further illustrate the point that the colder SSTs at LGM can still support large 

values of PI, Figure 29 shows the joint distribution of SST and PI for 20th century and 

LGM experiments. The plot shows that to first order the range of PI values is similar in 

the two climates, but that the transition to large PI values occurs over colder 

temperatures at LGM than in 20th century. On closer inspection, the highest values of PI 

Figure 29 Normalized histograms of sea surface temperature and potential 

intensity for (a) 20th century and (b) Last Glacial Maximum experiments. 

Data is divided into 0.125°C (SST) and 1 m/s (PI) bins. 
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are slightly larger in 20th century than in LGM, which is consistent with the small 

increases in PI reported with warming from elevated CO2 (Wing et al. 2015). 

Lastly, we consider one other useful way to view the relationship between SST 

values and TC activity. Vecchi and Soden (2007), Swanson (2008), Vecchi et al. (2008), 

and Ramsay and Sobel (2011) have shown that locally warmer SSTs (relative to the 

tropical mean value) are strongly correlated with TC activity and high PI. Here we 

calculate relative sea surface temperature (RSST) by taking the difference between local 

SST and its monthly averaged value between the 30°S – 30°N band. Thus positive values 

Figure 30 Storm season mean (July-October in the Northern Hemisphere 

and January-April in the Southern Hemisphere) relative sea surface 

temperature RSST. Values shown are in °C. Black contour denotes the 

contour where the storm season mean SST equals the tropical average SST. 
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of RSST indicate regions of anomalously warm tropical waters, while negative values 

show locally cooler conditions. 

Figure 30 shows the storm season mean of RSST for 20th century and LGM 

experiments. The locations of storm genesis are concentrated where RSST is largest 

(2°C or more above tropical mean). Figure 31 shows the difference in RSST between the 

LGM and 20th century experiments shown in Figure 30, along with a solid black contour 

outlining regions where the difference is 0. Overlaid on the figure are circles (o) to 

denote regions where the track density is higher at LGM, or crosses (x) to denote regions 

where the track density is larger in the 20th century. The size of the marker scales with 

the magnitude of the difference. RSST is larger at the LGM in many of the basins, 

Figure 31 Difference in storm season mean RSST shown in Figure 30. Markers 

show the difference in track density normalized by year. The size of the marker 

scales with difference between LGM (o) and 20th century (x). The black contour 

marks the line of no change between the two climates. 
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especially between 60°E – 120°W. The Atlantic basin has larger RSST values in the 20th 

century, but track density in both climates was low in this basin. While Figure 30 shows 

that TCs form only where RSST is largest in each climate, in general there is not a strong 

relationship between the smaller increases or decreases in its magnitude and changes in 

track density. 

To summarize, PI at LGM is similar to its 20th century throughout the tropics, 

despite the universally colder temperatures. TCs formed in similar areas of both 

climates, and are co-located with regions offering the warmest water in their respective 

climate (highest RSST). Small changes in the magnitude of RSST, however, do not 

appear related to any differences in track density between the two climates. 

 

Tropospheric Humidity and Moisture Content 

Low-level convergence and high tropospheric humidity were among the 

characteristics that Gray (1968) identified in regions of TC genesis. Numerical 

experiments performed by Nolan and Rappin (2008) and Rappin et al. (2010) showed 

that the time needed for a TC to form was longer in warmer climates, as saturating a 

column through moist convection required stronger fluxes of moisture from the sea 

surface. While these increased in intensity with warming, their growth was 

approximately linear with temperature, while saturation deficits in the troposphere rose 

exponentially with the Clausius-Claperyon relation as relative humidity (RH) was 

approximately constant. In this section we look at differences in RH between CCSM4’s 

LGM and 20th century climate, but also consider the thermodynamic resistance 
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parameter that is a function of both moisture and temperature that Nolan and Rappin 

(2008) found to be relevant to storm formation times. This ratio of moist entropy deficits 

to surface fluxes of enthalpy is an important non-dimensional parameter () and is 

defined: 

 𝜒 =
𝑠𝑚
∗ − 𝑠𝑚
𝑠0
∗ − 𝑠𝑏

 
( 2 ) 

where s is moist entropy, the asterisk denotes values at saturation, and the subscripts b, 

m, and 0 are evaluated at the boundary layer, mid-troposphere, and surface, respectively. 

The moist entropy, s, as calculated following Emanuel (1994); it is defined: 

 𝑠 = 𝑐𝑝𝑙𝑛(𝑇) − 𝑅𝑑𝑙𝑛(𝑃) +
𝐿𝑣𝑞

𝑇
− 𝑅𝑣𝑞𝑙𝑛(𝐻) ( 3 ) 

where cp is the heat capacity at constant pressure, T is temperature in kelvin, Rd is the gas 

constant for dry air, P is pressure in pascals, Lv is the specific latent heat of vaporization, 

q is specific humidity, Rv is the gas constant for water vapor, and H is the relative 

humidity. Entropy, or relatedly equivalent potential temperature, of a parcel determines 

its stability with respect to moist convection. Importantly, this quantity is a function not 

only of the actual humidity of a parcel, but its temperature (and pressure) too.  

The numerator of ( 2 ) is the saturation deficit of the middle troposphere, which 

we evaluate using 600 hPa data. The denominator is proportional to the strength of the 

surface fluxes from the ocean to the atmosphere. Thus ( 2 ) gives a measure of the ratio 

of how much entropy is required to saturate the troposphere relative to the strength of the 

fluxes that supply it. In climates that differ from our own, this parameter is especially 

useful, as changes in moist entropy deficits are affected by temperature changes as well 
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as changes to humidity. Simply put, χ is a measure of the moisture supply (denominator; 

strength of surface fluxes) and demand (numerator; saturation deficit). Thus, large values 

of χ are indicative of dry columns of mid-tropospheric air. The ratio between saturation 

deficit and strength of surface fluxes gives χ the property of being scaled with 

temperature. In cooler climates (such as the Last Glacial Maximum), the strength of the 

surface fluxes decrease, accompanied with a larger decrease in the saturation deficit in 

the numerator. If RH remains constant between climates, increasing the temperature will 

yield higher values of χ. 

Figure 32 Storm season mean (July-October in the Northern Hemisphere and 

January-April in the Southern Hemisphere) thermodynamic resistance parameter χ 

for (a) 20th century and (c) LGM simulations. Values shown are unitless. (b, d) As 

in (a, c) but for relative humidity at 600 hPa RH600. Values shown are in percent. 

Shaded circles (gray) denote storm season genesis locations. 
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Figure 32 shows the storm season mean of  (left) and RH at 600 hPa (right) for 

20th century and Last Glacial Maximum simulations, respectively. Generally, genesis 

occurs within regions with low values of  (< 0.4) and high values of RH600 (> 50%). 

Figure 33 shows the difference in storm season mean  and RH600 between LGM and 

20th century experiments shown in Figure 32. The two environmental variables 

generally show opposite trends: lower values of χ in the LGM experiment, but higher 

values of RH600 in the 20th century. As mentioned previously, values of χ are closely 

linked with temperature, and will generally yield lower values in cooler climates (if RH 

remains constant). The few areas that show relatively lower values of χ in the 20th 

century do not coincide with any appreciable genesis or track density. Similarly, while 

Figure 33 (a) Difference in storm season mean thermodynamic resistance 

parameter χ. (b) Difference in storm season mean relative humidity at 600 hPa 

RH600. Markers show the difference in storm season track density normalized by 

year. The size of the marker scales with difference between LGM (o) and 20th 

century (x). The black contour marks the line of no change between the two 

climates. 
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RH600 is generally favored in the 20th century, there exist many regions where values are 

higher in the LGM (particularly in the Southern Hemisphere extratropics, but also in the 

North Indian ocean, a tongue of lower values in the central/eastern North Pacific, and an 

area ~10°S in the central Southern Pacific). 

 

Vertical Wind Shear 

Large magnitudes of vertical wind shear discourage TC development and 

intensification partly because of their detrimental kinematic effects (DeMaria 1996) and 

also because it mixes environmental air into the storm’s core (Tang and Emanuel 2010). 

Compared with the saturated air within the core of a TC, the ambient environmental air 

surrounding the storm is drier. Thus, in the presence of shear, dry air can be entrained 

into the mid-levels of a TC’s core, requiring still stronger fluxes of moisture from the 

ocean to supply sufficient moisture to overcome the newly larger deficit. However, it is 

important to note that in particular limited cases, certain wind shear arrangements can 

actually be beneficial to development. Nieto Ferreira and Schubert (1999) showed that 

when a tropical upper tropospheric trough exists to the east of a tropical cyclone, the 

upper level divergence necessary for storm strengthening can be enhanced (Ferreira and 

Schubert 1999). Here we consider large-scale measures of tropospheric wind shear, 

which is nearly always detrimental to development, and follow the common practice in 

the literature of examining the magnitude of a deep layer (850-250 hPa here) vertical 

wind shear vector. 
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While wind shear can have a relatively high sensitivity to regional and temporal 

variations in individual storms, climatological averaged values in the tropics are 

generally smaller in magnitude than at higher latitudes, where horizontal temperature 

gradients are larger. In the absence of vertical wind shear, the gestation period in 

numerical simulations shortened as the surface warms and surface fluxes increased 

(Nolan et al. 2007). But with any non-zero vertical wind shear present, the opposite 

occurred (developing TCs took longer to moisten the troposphere in the warmer 

climates; Nolan and Rappin 2008; Rappin et al. 2010). This has been argued as one of 

Figure 34 Storm season mean (July-October in the Northern 

Hemisphere and January-April in the Southern Hemisphere) vertical 

wind shear Vshear. Values shown are in m/s. Black contour denotes 

the 10 m/s isoline (somewhat arbitrarily chosen to separate regions 

of high/low shear). 
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the driving forces behind lower genesis rates in simulations of future warming (e.g., 

Emanuel et al. 2008). 

Here we take the magnitude of the vertical wind shear (Vshear) as the vector 

difference between 850 and 250 hPa winds. Figure 34 shows the storm season averaged 

vertical wind shear for 20th century and Last Glacial Maximum simulation. Regions of 

low wind shear in the 20th century are located throughout much of the Pacific Ocean 

within the 5°N – 15°N latitude band, with regions of high Vshear in the Indian Ocean and 

just west of North and South America. The distribution of LGM Vshear is comparable to 

that in 20th century, while having regionally higher or lower amplitudes.  

Figure 35 Difference in Vshear shown in Figure 34. Markers show the 

difference in track density normalized by year. The size of the marker scales 

with difference between LGM (o) and 20th century (x). The black contour 

marks the line of no change between the two climates. Values shown are in m/s.  
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Figure 35 shows the difference in wind shear between the two climates with 

track density difference markers as in Figure 31. The color scheme is flipped from the 

previous figure, so that the colors have consistent meaning: bluer (cooler) ones indicate 

regions of lower, more favorable shear at LGM, while red (warmer) ones indicate more 

favorable conditions (lower shear) in the 20th century. There are regional differences 

between the two climates, namely showing more favorable wind shear in the central 

Pacific during the LGM. However, many of the differences in track density do not 

directly relate to the local changes in vertical wind shear. Many of the regions in the 

Indian Ocean, where LGM track density is much larger than in 20th century, occur in the 

presence of stronger vertical wind shear. 

 

Ventilation Index 

Of course the environmental conditions examined in the last section do not 

operate in isolation, and an increase in vertical wind shear might be offset by an increase 

in atmospheric humidity levels. In an effort to represent the combined effects that these 

parameters have, Tang and Emanuel (2010, 2012) showed that a non-dimensional 

parameter called the ventilation index () that combines the thermodynamic properties 

of PI and  with measures of wind shear successfully predicted changes in TC activity 

(Tang and Emanuel 2012a,b; Tang and Camargo 2014). This index is the same 

parameter that Nolan and Rappin (2008) and Rappin et al. (2010) identified as useful in 

describing the time needed for a TC to organize. 
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Higher values of the ventilation index indicate regions containing either high 

vertical wind shear, a shortage of ambient tropospheric moisture, low potential intensity, 

or some combination of all three. It is a metric that assesses the effects of the influx of 

dry air into a disturbance on the genesis and development into a tropical cyclone. Larger 

values of  increase the difficulty and length of time an initial vortex takes in 

developing into a tropical storm (if it is even able to). The parameter is defined by: 

 𝜦 =
𝑽𝒔𝒉𝒆𝒂𝒓𝜒

𝑷𝑰
 

( 4 ) 

where individual variables are as defined in earlier section. Similar to the discussion of 

χ, this ratio can easily be explained as a ratio of the supply and demand of a tropical 

cyclone. Substituting the definition of  from ( 2 ), the numerator of ( 4 ) describes the 

flux of dry air entrainment by shear, while the denominator is related to the strength of 

the surface fluxes that supply the fuel for a storm (Tang and Emanuel 2012). Thus ( 4 ) is 

a normalized measure of vertical wind shear that incorporates important measures of the 

thermodynamic environment that occur concurrently but may evolve independently from 

the shear. 

Figure 36 shows the logarithm of ventilation index. (We plot the value log10 

over the range of values from -2 to 0, as the actual values of ( 4 ) are generally too small 

to see clearly.) Regions where log10 is most negative indicate regions most favorable 

for TCs, as these occur when Vshear is low, PI is high, and  is small. There appears to be 

correspondence of the most favorable regions with genesis locations. The black contour 

line denotes the regions where the ratio of denominator of ( 4 ) to its numerator is 10%, 
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while the most negative values of log10 indicate regions where the ratio of the terms is 

1%. Each of the basins where the simulated storms generate (and where we expect 

genesis to occur in current climate) feature low values of , although higher (less 

favorable) values are found in the North Indian Ocean when compared to the other 

basins. In addition, regions with the most favorable values of  are where genesis 

occurs, with the exception of the Atlantic basin near the United States (for reasons 

related to the cold Atlantic bias mentioned previously), and near the equator (where 

storms do not form). 

Figure 36 Storm season mean (July-October in the Northern 

Hemisphere and January-April in the Southern Hemisphere) 

logarithm of ventilation index log10Λ. Black contour denotes the -1 

isoline (where the ratio of “anti-fuel” to “fuel” terms is 10%). 
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Figure 37 shows the difference between storm season mean ventilation index 

(LGM-20th century) with differences in track density overlaid as before (circles show 

higher track density at LGM; crosses denote higher track density in 20th century). While 

PI was nearly everywhere (except central North Pacific) slightly lower at the LGM 

(Figure 31), and Vshear was in many places larger, these are offset by the colder 

temperatures that reduce the amount of water needed to reach saturation. Comparing 

Figure 37 with Figure 35 (showing differences in shear alone), the region of lower 

(more favorable) ventilation index is larger and covers wide swaths of the Pacific and 

Indian Oceans.  

Figure 37 Difference in log10Λ shown in Figure 36. Markers show the 

difference in track density normalized by year. The size of the marker scales 

with difference between LGM (o) and 20th century (x). The black contour 

marks the line of no change between the two climates. 
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In much of the eastern North Pacific and Atlantic, conditions are less favorable at 

LGM, and there is generally less TC track density here and to the west. Moving west, 

conditions are more favorable at the LGM (lower Vshear, SSTs that are in a relative sense 

milder, and lower saturation deficits) across the central Pacific extending into the eastern 

portion of the western North Pacific basin. Track densities are higher on the western side 

of this area, possibly indicating an increase in storm activity that began under more 

favorable conditions to its east (Yoo et al. 2016). 

In the Southern Hemisphere, conditions are in most places more favorable in the 

LGM. This can be explained by the χ term, which was significantly lower in LGM 

experiments (Figure 32), while the PI and Vshear terms featured generally a similar range 

of values (albeit with some regional differences). Further, there is some correspondence 

between the difference in track density with the difference in log10 in the Southern 

Hemisphere in parts of the South Indian and Southwestern Pacific. 

This Chapter has largely focused on qualitative comparisons of spatial changes in 

environmental factors and the TC climatology. We turn in the next Chapter to a 

downscaling method to simulate storms from global climate data. This will permit us to 

look at many questions that the vortices cannot (changes in intensity and their associated 

metrics of ACE and power dissipation). 
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CHAPTER V 

LAST GLACIAL MAXIMUM – STATISTICALLY DOWNSCALED STORMS 

In this Chapter, we apply a downscaling method developed by Emanuel et al. 

(2006, 2008) to the output of several global climate model’s LGM and 20th century 

simulations. This method, which was reviewed in Chapter II, embeds random “seeds” in 

the tropospheric flow of GCMs. Along the tracks, which are determined by a beta-

advection model using statistics of GCM’s 850 and 250 hPa winds, the computationally 

efficient Coupled Hurricane Intensity Prediction System model (CHIPS; Emanuel et al. 

2004) is run for each seed. The vast majority of these fail, but the seeds that intensify 

form a part of the event sets examined here. This method is continued until a preselected 

number of events (200 per year for each simulation are used here) are reached. The 

greater the number of seeds it takes to get 200 successful cases, the lower the annual 

frequency. We establish a separate calibration factor for each GCM so that all results in 

this chapter are normalized to produce an average of 80 events per year in the 20th 

century.  

The advantage of this method is that it is computationally efficient at generating 

a very large number of events while also resolving the full range of possible intensities. 

The hurricane model is a later generation of the code first used by Rotunno and Emanuel 

(1987). It capitalizes on the computational efficiency of angular momentum coordinates, 

which give high resolution in the vicinity of the eyewall without resolving details in the 

periphery less important to the storm’s intensity. The version used here incorporates the 
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thermodynamic effects of wind shear through dry air entrainment into the storm’s core 

(Tang and Emanuel 2010) and ocean mixing (Emanuel et al. 2004).  

We complement the results of the previous chapters by applying this method to 

the same CCSM4 experiments, but also apply the method to the output of the LGM and 

20th century simulations from MPI and MRI global models as well. (While we could 

examine vortices in Chapter III only for data saved at 6 hourly intervals or more, this 

method can be applied to the more commonly saved monthly means and variances, 

without need for data from each individual time step.) Our interest in these runs is not 

only on how the frequency, location, and times that storms form change, but also how 

the intensity distributions vary as well. We begin this chapter by examining the 

frequency and intensity changes in each of the three models, and continue with an 

assessment of how differences in the TC climatology relates to the changes in 

environmental factors.  

 

Tropical Cyclone Frequency and Intensity Distribution 

Table 4 and Figure 38 show the frequency of TCs for each model in both its 20th 

century (control) and LGM climate simulations. The total number of cyclones is 

partitioned into the six intensity categories of the Saffir-Simpson Hurricane Wind Scale, 

with each storm’s category determined by the maximum wind speed achieved at any 

point in the cyclone’s lifespan. As noted above, the total number of cyclones in each 

model’s 20th century experiment has been normalized to be 80 storms per year, the 

average number observed in the historical record from 1981-2005 (Shaevitz et al. 2014).  
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We draw attention to two main points in the data in Table 4. First, all models 

 
CCSM4 

20C 

CCSM4 

LGM 

MPI 

20C 

MPI 

LGM 

MRI 

20C 

MRI 

LGM 

Tropical mean 

SST (°C) 
26.44 23.54 25.35 22.92 25.53 22.91 

Global mean 

SST (°C) 
11.02 6.09 11.40 8.33 10.33 5.80 

Annual 

Frequency 
80.00 

63.71 

(-20%) 
80.00 

65.54 

(-18%) 
80.00 

82.97 

(+4%) 

Number of TS 40.70 
32.32 

(-21%) 
41.83 

36.49 

(-13%) 
31.40 

32.72 

(+4%) 

Number of H1 12.42 
11.49 

(-8%) 
15.02 

14.22 

(-5%) 
13.09 

14.95 

(+14%) 

Number of H2 7.85 
6.49 

(-17%) 
7.61 

6.16 

(-19%) 
8.22 

10.15 

(+23%) 

Number of H3 6.78 
4.90 

(-28%) 
5.92 

3.82 

(-35%) 
7.65 

7.66 

(±0%) 

Number of H4 7.32 
5.13 

(-30%) 
6.50 

3.55 

(-45%) 
10.17 

8.96 

(-12%) 

Number of H5 4.93 
3.39 

(-31%) 
3.13 

1.29 

(-59%) 
9.47 

8.53 

(-10%) 

Global PDI  

(106 m3/s3) 
12.39 

9.53 

(-23%) 
10.50 

7.08 

(-33%) 
18.96 

18.61 

(-2%) 

 

Table 4 Downscaled Storms. Average number of 20th century and LGM sea surface 

temperatures SST, storm counts by intensity, and global power dissipation index PDI. 

Colored values indicate percentage change between 20th century and LGM storm 

counts. Blue colors indicate larger number of LGM generated storms, while red colors 

indicate larger number of 20th century generated storms. 
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yield fewer of the most severe events (H4, H5) in the colder LGM. This behavior is 

consistent with results from numerous studies and many different methods that show that 

the number of the most intense events increases with warming in projections of the 21st 

century (Walsh et al. 2016; Camargo and Wing 2016; Sobel et al. 2016). Second, the 

total number of cyclones is lower at LGM in CCSM4 and MPI, but MRI’s LGM 

Figure 38 (a) Average number of storms per year by category for 20th century 

and LGM experiments for CCSM4 (blue), MPI (red), and MRI (green). 

Brighter colors indicate the LGM simulation for each model. (b) Ratio of Last 

Glacial Maximum to 20th century average number of storms per year by 

category. 
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simulation supports more storms than its 20th century experiment does. The response of 

the total number of cyclones differs between models because of the number of weaker 

storms rises in MRI (it supports more TS, H1, and H2 storms at LGM than in the 20th 

Figure 39 PDI densities for 20th century storms generated using Emanuel’s 

downscaled storms technique for (a) CCSM4, (c) MPI, and (e) MRI models in 20th 

century simulations. (d-f) Difference (LGM-20C) in PDI density for the models in 

(a, c, e). Values are in 105 m3/s3 per 5° x 5° grid box. 
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century), while CCSM4 and MPI have fewer in all categories. We note that in contrast to 

the response of explicitly resolved systems (such as those presented in Chapter III), the 

Emanuel downscaling method has generally produced more storms in warmer climates 

(Emanuel et al. 2008, 2013; Fedorov et al. 2010), and so the decline in two of these three 

models is consistent with its behavior in downscaling simulations of warmer periods. We 

also note that the inconsistent changes in the total number of cyclones with climate have 

often been associated with different responses in the number of weak systems (Emanuel 

et al. 2010). This is true here too, both with the explicitly tracked systems in Chapter III, 

and the different downscaling response between MRI and the other models. 

The decline in the number of the strongest events is important, as cumulative 

metrics of TC activity like ACE and PDI are weighted heavily by strong events. Figure 

39 shows the power dissipation index (defined in Chapter IV) for each model’s 20th 

century run and the difference between PDI in its LGM simulation and it. Note that all 

three models produce the most PDI in the western North Pacific, with a second 

substantial source in the Southern Hemisphere from the Indian Ocean across Australia 

into the Southwest Pacific. The eastern North Pacific and Atlantic in general contribute 

less. Global power dissipation is lower at LGM in all three models (Table 4), but the 

right panels of Figure 39 show places in each model that produce locally larger PDI at 

LGM (e.g., part of the western North Pacific in CCSM4, part of the central South Pacific 

in MPI, and the Atlantic and central Pacific in MRI). 
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 Genesis, Tracks, and Annual Cycle 

Figure 40 shows the spatial distribution of genesis density for 20th century 

simulations of each model (left panels), and the difference at LGM (right panels: red 

Figure 40 Genesis densities for 20th century storms generated using 

Emanuel’s downscaled storms technique for (a) CCSM4, (c) MPI, and (e) 

MRI models in 20th century simulations. (d-f) Difference (LGM-20C) in 

genesis density for the models in (a, c, e). Values are in number of storms 

per year per 5° x 5° grid box. 
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colors indicate higher 20th century genesis density and blues indicate higher LGM 

genesis density at that point). Values were computed by counting the number of events 

per year for each 5o latitude by 5o longitude box. (Given that all storm counts have been 

normalized to 80 for the 20th century, the sum of all values in (a), (c), and (e) is 80.) 

Figure 41 Track densities for 20th century storms generated using Emanuel’s 

downscaled storms technique for (a) CCSM4, (c) MPI, and (e) MRI models 

in 20th century simulations. (d-f) Difference (LGM-20C) in track density for 

the models in (a, c, e). Values are in number of storm days per year per 5° x 

5° grid box. 
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Likewise, Figure 41 shows the track densities in the 20th century (left) and the 

differences at LGM (right). 

The difference among the models in their change in total number of cyclones at 

LGM reported in Table 4, is apparent from both of these figures: right panels of CCSM4 

and MPI are dominated by red, showing more genesis and track density in the 20th 

Figure 42 Distribution of genesis by basin for Historical (1981-2005) storms, 

and downscaled storms from 20th century and Last Glacial Maximum (a) 

CCSM4, (b) MPI, and (c) MRI models. 
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century, while much of the Western Hemisphere in MRI is dominated by blue (showing 

more LGM activity). As with the PDI examined earlier, there are local regions in each 

model that have higher LGM genesis and track densities. Note that subtropical and 

middle latitudes of the North Pacific have lower track density at LGM in the CCSM4, 

but higher track density at LGM in MPI. The Atlantic features higher track density at 

LGM in MRI, but lower in the other two models.  

Figure 42 shows the number of storms by basin for each model’s two climate 

experiments along with the historical record. All three models overestimate the number 

of Southern Hemisphere storms and underestimate the number of Northern Hemisphere 

storms (compared to the historical record). In addition, the models tend to produce a 

larger amount of activity close to the equator than is observed in nature, especially in the 

Southern Hemisphere. This was also seen in the explicitly resolved cases studied in 

Chapter III. CCSM4 and MPI feature less activity in nearly every basin at LGM, while 

MRI shows increases in LGM activity in the eastern North Pacific, Atlantic, and South 

Pacific. Relationships between these particular model differences and local 

environmental conditions will be examined in the sections that follow. 

Figure 43 shows the distribution of genesis by latitudes in each of the 6 

experiments. MRI produces storms farther poleward in the Southern Hemisphere than 

does CCSM4 or MPI, and CCSM4 has higher genesis densities at deep tropical latitudes 

than MPI or MRI in both hemispheres. The LGM (dashed) spawns fewer storms on the 

poleward side of the peak of the distribution in the Northern Hemisphere for CCSM4 

and MPI, while MRI activity at LGM spreads farther poleward in both hemispheres. We 
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will return to this issue below when we examine the statistics of the latitude of maximum 

intensity.  

Figure 43 (a) Distribution of genesis by latitude for downscaled storms in 

CCSM4 (blue), MPI (red), and MRI (green) for 20th century (solid) and Last 

Glacial Maximum (dashed) simulations. Distribution of genesis by month 

for (b) Northern and (c) Southern Hemispheres. Brighter colors indicate the 

LGM simulation for each model. 
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Figure 43b and c show the annual cycle of activity for the Northern and 

Southern Hemispheres, respectively. July to October in the Northern Hemisphere and 

January to April in the Southern Hemisphere are the four most active months for each 

model of both the 20th century and LGM. Given the similarity of the annual cycles in all 

models and in both climates, we use these months to define the storm seasons for their 

respective hemisphere. In the next section, we examine how the changes noted here 

relate to each model’s changes in large-scale environmental conditions. 

 

Thermodynamic Environmental Conditions  

In the last Chapter we looked at the environmental properties of CCSM4, and in 

this Chapter we expand this to MPI and MRI. Note that while all three models were 

forced using the same external parameters (CO2 reduced to 185 ppm at LGM; the same 

continental ice sheets; see Chapter II for additional details), they are separate coupled 

models and their response to these conditions has some regional variations that are 

important to the response of TCs downscaled here. 

Figure 44 shows the highest SST achieved in any month of the year for the 20th 

century of each model (left panels) and the change in SST at LGM (red colors again 

indicate that 20th century values are warmer). Note that cooling is fairly uniform across 

tropical latitudes of each of the models, but that the degree of cooling is larger in 

CCSM4 and MRI (approximately −3°C) than in MPI (closer to −2°C). All three models 

produce qualitatively similar cooling to what proxies of temperatures from the period 
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suggest, but differences in climate sensitivity, ocean circulation strength or other internal 

model dynamics yield slightly different quantitative values for the same forcing.  

Importantly, middle latitudes of the North Pacific LGM show significantly lower 

peak SST in CCSM4 than in either of the other models, showing that the summer 

Figure 44 Annual peak sea surface temperature SST in (a) CCSM4, (c) MPI, and (e) 

MRI 20th century climates overlaid with genesis locations (gray shaded circles). 

Difference in SST (LGM-20C) for (b) CCSM4, (d) MPI, and (f) MRI models. Black 

line denotes locations where SST is equal between the two climates. Values shown 

are in °C. 
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northward migration of warm waters is sharply curtailed in LGM. A similar structure but 

smaller magnitude is present in MPI, while MRI shows no such change. Also relevant is 

that the Atlantic cools more than the remainder of the tropics in CCSM4 and MPI, but 

less than the remainder of the tropics in MRI. These responses are likely attributable to 

Figure 45 Annual peak potential intensity PI in (a) CCSM4, (c) MPI, and (e) 

MRI 20th century climates overlaid with genesis locations (gray shaded circles). 

Black line denotes the 55 m/s PI contour. Difference in PI (LGM-20C) for (b) 

CCSM4, (d) MPI, and (f) MRI models. Black line denotes locations where PI is 

equal between the two climates. Values shown are in m/s. 
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model differences in the Atlantic circulation, although an investigation of the origin of 

these differences lies beyond the scope of this thesis. 

We calculated the potential intensity (PI) for each of the three models using the 

Bister and Emanuel (2002) algorithm discussed in the last Chapter. Figure 45 shows the 

highest value of PI achieved during the year in the 20th century along with the points of 

origin for the downscaled events (left column). Note that essentially all genesis points 

fall equatorward of the 55 m/s contour, which Korty et al. (2012a) showed to be 

correlated with the boundary of the area in which deep tropospheric convection occurs.  

Differences at LGM are show in the right panels of Figure 45. Despite the 

universally lower SSTs seen in Figure 44, there are some regions in each model with 

locally higher PI values. CCSM4 shows generally lower PI at LGM across the tropics, 

with substantially lower peak values in the Atlantic and subtropics and middle latitudes 

of the Pacific (consistent with the stronger cooling seen in these locations). MPI shows 

higher PI at LGM across much of the central Pacific, but lower PI at LGM in the 

Atlantic (where conditions cooled more than average) and in the far western North 

Pacific and Indian Oceans. The region near Australia also shows lower PI at LGM in 

MPI. MRI shows higher PI at LGM in much of the tropical Atlantic particularly along 

the swath from Africa to the Caribbean (as much as 20 m/s higher at LGM) where SSTs 

cooled by the smallest amount (see Figure 44f). Much of the tropical North Pacific has 

similar or slightly higher PI at LGM, although it is slightly lower in the Southern 

Hemisphere and substantially lower in the Indian Ocean.  
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A few points are worth bearing in mind: in all three models, PI remains large in 

the tropics at LGM (the magnitude of the changes discussed above are generally 1-5 m/s, 

while peak values are ~70-90 m/s). The spatial changes at LGM show some 

correspondence to the degree of cooling relative to other locations at the same latitude: 

Figure 46 Bivariate joint distribution of potential intensity PI and sea surface 

temperature SST for 20th century (red) and Last Glacial Maximum (blue) 

simulations in (a) CCSM4, (b) MPI, and (c) MRI models. Thick line denotes the 

0.0075 contour, while the thinner line denotes the 0.02 contour. Data is binned by 

0.125 °C (SST) and 1 m/s (PI). 
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where cooling is larger than average, PI decreases, but where it was less (e.g., the 

Atlantic of MRI) PI rises despite the lower temperatures. This is consistent with the 

arguments Vecchi and Soden (2007) about relative SST being a first order proxy for PI 

values, and with the findings of Korty et al. (2012a) in an ensemble of LGM 

paleoclimate simulations. Because conditions in the tropical middle and upper 

troposphere are more homogeneous, coupling a locally warmer or cooler surface to it 

affects the local value of PI. 

Figure 46 shows the joint distribution of SST and PI for the two climate 

experiments for each model. The major result is that similar ranges of PI can be found at 

LGM over colder SSTs than in 20th century. In CCSM4, there is also a slight decrease in 

PI values at LGM compared to 20th century, but this is a secondary effect.  

 

Tropospheric Humidity Differences 

High levels of tropospheric humidity reduce the time it takes for convection in 

developing cyclones to saturate the column (e.g., Nolan and Rappin 2008) and lessen the 

detrimental effects of shear entraining ambient, subsaturated air (Rappin et al. 2010; 

Tang and Emanuel 2010, 2012). In this section, we look at two measures of mid 

tropospheric moisture content, and relate changes to the spatial differences in the track 

densities presented in an earlier section. 

Figure 47 shows the storm season mean (here and elsewhere defined as JASO in 

the Northern Hemisphere and as JFMA in the Southern Hemisphere) relative humidity at 

600 hPa in the 20th century climate simulations (left panels) and the change at LGM 
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(right panels). Humidity levels are high throughout the tropics, although MRI has 

notably higher RH values (>80%) than either CCSM4 or MPI across major swaths of the 

tropics. Changes in each model’s storm season mean RH are shown in the right panels, 

with yellow and red colors indicating higher 20th century values (i.e., drier at LGM) and 

Figure 47 Storm season (July-October in Northern Hemisphere, January-April in 

Southern Hemisphere) relative humidity RH at 600 hPa in (a) CCSM4, (c) MPI, 

and (e) MRI 20th century climates overlaid with storm season genesis locations 

(gray shaded circles). Difference in RH at 600 hPa (LGM-20C) for (b) CCSM4, 

(d) MPI, and (f) MRI models. Black line denotes locations where RH at 600 hPa is 

equal between the two climates. Values shown are in percent. 
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green and blue values showing higher RH at LGM. CCSM4 shows generally small 

differences across the western North Pacific (±3%), but is more commonly drier at 

LGM in general. MPI shows larger reductions in LGM RH in both hemispheres. MRI 

shows more spatially mixed changes, with generally smaller magnitude changes in the 

Figure 48 Storm season (July-October in Northern Hemisphere, January-April in 

Southern Hemisphere) thermodynamic resistance parameter χ in (a) CCSM4, (c) 

MPI, and (e) MRI 20th century climates overlaid with storm season genesis 

locations (gray shaded circles). Difference in χ (LGM-20C) for (b) CCSM4, (d) 

MPI, and (f) MRI models. Black line denotes locations where χ is equal between 

the two climates. Values shown are unitless. 
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tropical and subtropical North Pacific, but higher LGM RH in much of the tropical North 

Atlantic and Southern Indian Ocean. RH values are also higher at LGM in the central 

North Pacific. 

Differences in relative humidity affect the actual (absolute) saturation deficits in 

conjunction with changes in temperature. Counterintuitively, colder environments 

provide a benefit to developing TCs in that the amount of moisture that it takes to 

moisten a column of tropospheric air is smaller (for fixed RH) than in a warmer 

environment. While the surface fluxes from the ocean that supply the moisture tend to be 

lower in colder environments too, they change more nearly linearly with temperature 

than do saturation deficits, which are exponential (Emanuel et al. 2008). The 

thermodynamic resistance parameter  introduced in the last Chapter provides a non-

dimensional measure of these effects. 

Figure 48 shows  for the storm season means of the 20th century simulations 

(left panels) and the differences at LGM (right panels; negative values [shown in green 

and blue] indicate lower LGM resistance, which is more favorable for TC genesis and 

development). The temperature effect dominates over the changes in RH shown in 

Figure 47, as nearly all of the tropics in all models have lower  at LGM. However,  is 

locally larger across much of the tropical North Pacific in MPI, which comes from two 

sources: conditions did not cool as much in MPI as in other models (see, e.g., SST in 

Figure 44) and RH is much lower at LGM in MPI than in other models (it is as 

approximately 10% lower across much of the central tropical North Pacific; see Figure 

47d). 
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This drying at LGM in MPI is coincident with the decrease in TC genesis and 

tracks across much of the central and western Pacific (see Figure 40d and Figure 41d). 

Even though PI values did not change as much as in CCSM4, and SSTs did not cool as 

much, the drier midlevel conditions leads to an increase in  at LGM here in MPI. 

 

Vertical Wind Shear 

Storm season mean 850-250 hPa wind shears are shown for each model’s 20th 

century simulation in the left panels of Figure 49, and the changes at LGM are shown in 

the right panels (yellows and reds indicate larger shears at LGM). Storm genesis points 

(superimposed for each of the three models in the left panels) are coincident with regions 

of the lowest mean shear. At LGM, mean shears are larger in middle latitudes where 

temperature gradients are strong, approaching the very cold permanent ice sheets, but 

even through much of the tropics shears are higher in many areas at LGM. This is true in 

the tropical Atlantic of both CCSM4 and MPI, but MRI has higher shear in the 20th 

century than the other two models with significant reductions here at LGM. This is 

another change supporting the divergent Atlantic responses: MRI has more favorable 

shear at LGM than 20th century in this basin (in addition to higher PI at LGM and higher 

RH at LGM). Shear is also lower at LGM in the central Pacific near Hawaii in MRI, 

where track densities where higher. Shear is also lower in MRI across the band of the 

South Pacific near 20°S, where genesis, track, and PDI densities also increased (Figure 

39f, Figure 40f, and Figure 41f). Higher LGM shears in MRI in the Indian Ocean and 

western North Pacific are consistent with the decrease in TC activity in that climate 
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there. Both CCSM4 and MPI featured reduced Atlantic activity at LGM, consistent with 

the stronger shears in those basins. All three models show increases in shear at LGM in 

the far western North Pacific, and genesis, track, and PDI densities were all lower here 

too (right panels of Figure 39-Figure 41).  

Figure 49 Storm season (July-October in Northern Hemisphere, January-April in 

Southern Hemisphere) vertical wind shear Vshear in (a) CCSM4, (c) MPI, and (e) 

MRI 20th century climates overlaid with storm season genesis locations (gray 

shaded circles). Difference in Vshear (LGM-20C) for (b) CCSM4, (d) MPI, and (f) 

MRI models. Black line denotes locations where Vshear is equal between the two 

climates. Values shown are in m/s. 
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As we noted at the start of this Chapter, fewer storms reach H4 and H5 intensity 

in all three LGM simulations than in their 20th century counterparts. Figure 50a shows 

the ratio of the average time that it takes to reach a particular intensity in LGM storms to 

the average time that it takes to achieve the same intensity in 20th century storms. There 

is little difference in the ratio for weaker intensities, and the ratio in MPI and CCSM4 

actually is often <1 for intensities weaker than H2. This indicates that it takes about the 

Figure 50 (a) Ratio of the average time storms take to reach tropical storm 

and hurricane classifications in CCSM4 (blue), MPI (red), and MRI (green). 

(b) Ratio of average storm Vshear during times to reach tropical storm and 

hurricane classification. 
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same time for LGM storms (or less time, when <1) to reach these intensities as it does in 

the 20th century. But it takes 10-15% longer for MPI and CCSM4’s smaller number of 

LGM H4 and H5 storms to achieve these intensities. Figure 50b shows the ratio of the 

average wind shear experienced during the time leading up to these intensities, and they 

are consistently higher in CCSM4 and MPI. MRI has a ratio closer to 1, as shears are 

substantially lower through the Atlantic in its LGM simulation. The time to reach H5 

intensity in MRI is, globally averaged, about the same for the two climates. 

 

Ventilation Index 

Normalizing the shears shown in Figure 49 by PI and multiplying by  yields 

the ventilation index Λ defined by Tang and Emanuel (2010). This is shown in Figure 

51 for the three models’ 20th century experiments (left panels), with the change in Λ 

shown in the right panels. This combined metric incorporates the combined effects of 

shear and thermodynamic changes: lower values of shear that are offset by higher values 

of saturation deficits were shown to be more detrimental to storm development in the 

experiments of Rappin et al. (2010). The ventilation index is higher (less favorable) at 

LGM in the Atlantic of CCSM4 and MPI, while it is lower (more favorable) at LGM in 

MRI. These changes are all consistent with each model’s respective changes in LGM 

activity in that basin. The ventilation index is higher at LGM in the western North 

Pacific of CCSM4 as well as in middle latitudes across the North Pacific. Track densities 

decreased here but they increased over the eastern half of the western North Pacific 

where the ventilation index decreases. 
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Figure 52 shows the difference in storm season track density at LGM (from right 

panels of Figure 41), but filtered to show only points where the ventilation index is 

higher at LGM than in the 20th century (i.e., conditions are, on average, less favorable at 

Figure 51 Storm season (July-October in Northern Hemisphere, January-April in 

Southern Hemisphere) logarithm of ventilation index log10 Λ in (a) CCSM4, (c) MPI, 

and (e) MRI 20th century climates overlaid with storm season genesis locations (gray 

shaded circles). Difference in log10 Λ (LGM-20C) for (b) CCSM4, (d) MPI, and (f) 

MRI models. Black line denotes locations where log10 Λ is equal between the two 

climates. Values shown are in unitless. 
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LGM). The points where this condition is met feature mostly lower track densities at 

LGM. Figure 53 is similar to Figure 52, but filtered to show only points where the 

ventilation index is lower (i.e., more favorable) at LGM. Their relationship is mixed, 

although the increase in LGM activity in MRI occurs concurrently with the large 

decreases in ventilation index in the Western Hemisphere (see Figure 51f). CCSM4 

Figure 52 Difference in storm season track density. Only includes locations where 

storm season mean Λ > 0. Black line denotes line of zero change in storm season 

mean Λ. 
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shows some higher LGM activity where ventilation index drops in the eastern part of the 

western North Pacific, but there is a decrease in track density in the eastern North 

Pacific, Atlantic, and South Pacific despite the reduction in this index. MPI featured a 

lower ventilation index at LGM across most of the tropical North Pacific, but track 

density is lower. Some of this discrepancy may be related to the very small change in 

Figure 53 Difference in storm season track density. Only includes locations 

where storm season mean Λ < 0. Black line denotes line of zero change in storm 

season mean Λ. 
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ventilation: Figure 51d shows that the change in ventilation index across the latitude 

belt where most storms form (see Figure 51c) in the Pacific in fact has close to zero 

change in ventilation. Also possible is that the much larger decrease in relative humidity 

at LGM in MPI (Figure 47d) is affecting the results more than its role in the ventilation 

index changes would suggest. As we will see in Chapter VII, the ventilation index does 

quite well predicting the locations of changes in TC activity in two experiments with 

CAM3 that go to very high levels of CO2. 

 

Latitude of Lifetime Maximum Intensity 

Finally, we revisit the issue of differences in the latitude of lifetime maximum 

intensity 𝛷𝐿𝑀𝐼 in the LGM. At the end of Chapter III, we saw that the vortices simulated 

directly by CCSM4 reached a peak intensity in LGM at an average latitude slightly 

poleward of where this occurred in the 20th century simulation in many basins (see 

Figure 24). However, the vortices examined in Chapter III are limited in the range of 

possible intensities by the spatial resolution of the model. The downscaling technique 

presented in this Chapter does not suffer from this limitation, and we revisit changes 

𝛷𝐿𝑀𝐼 in the downscaled set of storms by basin, hemisphere, and global mean in Table 5. 

The data show the average absolute value of 𝛷𝐿𝑀𝐼 for events downscaled from 

both climate experiments in the three global models. Differences that are statistically 

significant (using Welch’s t-test) are highlighted in red or blue; red colors indicate 𝛷𝐿𝑀𝐼 

contracts equatorward with the cooling at LGM, while blue indicates 𝛷𝐿𝑀𝐼 expands 

poleward at LGM. In CCSM4, 𝛷𝐿𝑀𝐼 changes in many of the basins change in the same 
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way that the explicitly simulated vortices did in Chapter III (Figure 24). The average 

𝛷𝐿𝑀𝐼 moves equatorward at LGM in the South Indian and Atlantic basins in both cases. 

Mean 

ΦLMI 

CCSM4 

20C 

CCSM4 

LGM 

MPI 

20C 

MPI 

LGM 

MRI 

20C 

MRI 

LGM 

Global 16.97° 16.67° 16.30° 16.79° 16.62° 17.14° 

Northern 

Hemisphere 
18.60° 18.09° 17.33° 17.82° 17.40° 18.32° 

Southern 

Hemisphere 
14.77° 14.86° 14.67° 15.48° 15.86° 15.91° 

Southern 

Indian 
12.98° 12.57° 13.04° 13.90° 15.42° 15.73° 

Australia 14.58° 15.01° 13.54° 14.11° 14.64° 14.38° 

South Pacific 18.13° 19.30° 19.05° 19.43° 17.60° 17.38° 

North Indian 12.56° 13.05° 13.23° 15.24° 13.44° 14.50° 

Western 

North Pacific 
18.55° 18.03° 16.63° 17.36° 16.50° 16.84° 

Eastern 

North Pacific 
16.13° 16.79° 15.43° 17.34° 15.37° 15.76° 

Atlantic 26.67° 24.68° 21.51° 21.88° 26.30° 26.36° 

 

Table 5 Absolute value of mean latitude of lifetime maximum intensity of 

downscaled storms for 20th century and Last Glacial Maximum simulations for 

CCSM4, MPI, and MRI by basin. Gray shaded cells indicate basins that show no 

statistical difference in mean ΦLMI.  
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The average 𝛷𝐿𝑀𝐼 moves poleward at LGM in the Australia region, South Pacific, North 

Indian, and eastern North Pacific in both methods. The western North Pacific, which is 

responsible for the largest amount of the activity in any basin of the Northern 

Hemisphere showed a poleward shift in the 𝛷𝐿𝑀𝐼 of explicitly resolved systems at LGM, 

but the downscaled set in Table 5 show a statistically significant (~0.5°) equatorward 

contraction in this basin.  

Both MPI and MRI show a poleward shift in all Northern Hemisphere basins. 

(These are significant for MPI in all except the Atlantic, but the changes are statistically 

Figure 54 Probability distribution of ΦLMI for CCSM4 (purple), MPI (blue), and 

MRI (green) 20th century (solid) and Last Glacial Maximum (dashed); (a) northern 

and (b) southern hemisphere downscaled storms. LGM-20C difference of the 

probability distribution of Φ-LMI for (c) Northern and (d) Southern Hemisphere 

storms. 
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insignificant for MRI). Recall that the responses of the SST fields (Figure 44) between 

models differed, with a sharp cooling of the North Pacific in CCSM4 that was 

diminished or absent in MPI and MRI. PI values (Figure 45) were higher at LGM in 

subtropical latitudes of the North Pacific of MPI and MRI, while they were significantly 

lower in CCSM4 between 20°N and 40°N. Also note that changes in basin activity can 

affect these results: while none of the differences in 𝛷𝐿𝑀𝐼 in individual basins is 

statistically significant in MRI, the large increase in activity in the Atlantic lifts the 

hemispheric (and global) average position of 𝛷𝐿𝑀𝐼. (𝛷𝐿𝑀𝐼 occurs much farther poleward 

in the Atlantic than in other basins.) Figure 54 shows the distribution of all 𝛷𝐿𝑀𝐼 by 

latitude. The top panels show that there is a great deal of similarity between all of the 

models and the two climates.  

Our findings show there are some qualitative correlations between environmental 

factors with tropical cyclone activity, particularly in areas featuring large differences in a 

single variable or a combination of many relatively favorable factors. CCSM4 and MPI 

models showed decreases in TC genesis during the LGM, while MRI showed an 

increase in the total counts (this increase is predominantly from weaker storms). In some 

regions (e.g. the Atlantic basin) models showed divergent responses in TC activity 

between the two climates, concurrent with changes in vertical wind shear and relative 

humidity that predict this response. Changes in vertical wind shear generally shows 

consistency with changes in TC activity (regions of high LGM wind shear such as in the 

MRI Indian Ocean and western North Pacific, as well as CCSM4 and MPI Atlantic 

showed decreases in track density. The MPI model showed a much larger degree of 
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drying (lower values of RH) coincident with decrease in TC genesis across much of the 

central and western Pacific. Most importantly, each of the models showed decreases in 

the number of highest intensity storms and global power dissipation at the LGM, 

consistent with results of increased events with increased warming in the 21st century. 



 

112 

 

CHAPTER VI 

MID-HOLOCENE 

In this Chapter, we apply the techniques introduced in earlier chapters to 

simulations of the mid-Holocene. By six thousand years ago (6ka), CO2 was 280 ppm, 

the level it would remain until the industrial revolution. Although methane levels were 

~100 ppb lower than the preindustrial era, broadly speaking the Holocene is 

characterized by a stable climate. The major difference over the period comes from the 

precession of Earth’s orbit, and so we focus on the changes in the seasonal cycle caused 

by top-of-the-atmosphere (TOA) solar radiation anomalies. We begin this chapter by 

providing a background on the precession of Earth’s orbit, the changes it causes in TC 

environmental factors, and then present the response of both explicitly simulated 

systems in CCSM4’s mid-Holocene run and results from applying Emanuel’s 

downscaling technique. 

 

Introduction 

There is a growing source of geologic evidence of prehistoric storm activity from 

the Holocene. The first evidence came from select coastal sites where coarse-grained 

sand layers in sediment records taken on the inland side of barrier islands were identified 

(e.g., Liu and Fearn 1993, 2000; Donnelly 2005). Liu and Fearn (1993) proposed that 

these sand layers were preserved sediment transported by a strong storm surge to inland 

lakes, inserting a layer of sand on top of the ordinary organic-rich sediment. These large 

grain sediments are most likely deposited via intense tropical cyclones that generate 
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large storm surge, and they provide evidence of variability in overwash deposits over the 

length of the core, which often spans the most recent two or three millennia. 

Radiocarbon dating is applied to the organic material at both ends of the sand layers to 

estimate the age of the sand deposit.  

In select locations along the East Coast of the United States, historical 

observations of TCs recorded (e.g. weather logs) over the past 400 years can be used as 

another line of support for recent centuries of this analysis. Woodruff et al. (2008) has 

shown that a core from Cape Cod, Massachusetts, contained sedimentary deposits from a 

number of historic storms, including Hurricane Carol in 1954, the Great New England 

Hurricane in 1938, the Great September Gale in 1815, and the Colonial Hurricane of 

1635, which was observed in the Jamestown, Virginia, colony a day earlier.  

Overwash records in a sedimentary core create the ability to examine hurricane 

frequency in recent millennia, as some of these cores extend back to the age of modern 

barrier islands 5,000 years ago. The current barrier islands have been fairly stable over 

this time period due to the slowing of sea level rise that began around that time. Before 

5,000 years ago, the change in sea level was much faster (Lighty et al. 1982), and barrier 

islands that existed then have succumbed to the rapid dynamics of coastal 

geomorphology.  

However additional new methods may open the possibility of examining deep-

sea sediment cores back to the late Pleistocene (i.e. prior to 11ka; Toomey et al. 2013). 

This technique, while still in its infancy, examines offshore cores located on sloping 

banks. As a storm travels across the ocean it generates strong currents in the ocean 
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mixed layer, which over time will transfer momentum into the thermocline below it. 

Inertia-gravity waves, excited by the passage of strong surface winds, propagate 

downward (Price 1983) and pick up coarse-grained material from adjacent shelves and 

transfer them to sloping canyon walls where they would not be normally found. It is in 

these locations that a core can be drilled to possibly obtain records from earlier than was 

possible on barrier islands. Initial analysis in the Great Bahama Bank using this 

technique have been consistent with findings produced from nearby overwash records 

(Toomey et al. 2013), and cores from the Dry Tortugas show a stormy period during the 

Younger Dryas, 12-13 thousand years ago (Toomey et al. 2016).  

The results from recent millennia show a large variability in storm frequency 

correlated with independent proxies of ENSO and West African Monsoon variability. 

However, prior to this time, increased Northern Hemisphere solar during the summer 

months had larger effects on seasonal climate, and Korty et al. (2012b) showed that it 

was likely to have repressed TC activity in the Northern Hemisphere during middle 

Holocene. The limited proxy evidence prior to 4ka generally shows little middle 

Holocene activity at sites in the Northern Hemisphere (Toomey et al. 2013), but there is 

not yet a large amount of geologic data from the period. 

Berger (1978) calculated the variation in Earth’s orbital parameters over time, 

and 6000 years ago (6ka) Earth made its closest approach to the Sun during September 

(this occurs during January in modern times). Simulations of this period (Braconnot et 

al. 2007) are forced by this shifted seasonal cycle of solar radiation, which features 
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larger top of the atmosphere radiation between June and October and reduced levels 6ka 

during the Southern Hemisphere summer months. 

The orbital geometry during the mid-Holocene (MH; defined here to be 6ka) 

makes it an interesting period to examine. The atmospheric composition during this time 

is similar to that of the pre-industrial era, but the perihelion (when Earth is closest to the 

sun) occurred during September, the peak month of hurricane season in the Northern 

Hemisphere in modern times. The resulting shift in the top-of-the-atmosphere 

distribution during the mid-Holocene is the driving force behind the major differences in 

the seasonal cycle of climate. This variation results in the land surface warming faster 

than the ocean because of their different heat capacities, and Korty et al. (2012b) argued 

that this was also responsible for the increased tropospheric stability found over oceans. 

The warming of the upper troposphere coupled with little immediate change in the ocean 

surface temperature resulted in stabilized lapse rates, lower potential intensity, and larger 

saturation deficits in the mid-troposphere during the early months of the Northern 

Hemisphere TC season. By October, as ocean surface temperatures warm after several 

months of larger TOA solar radiation, the negative potential intensity anomalies 

disappeared. 

Figure 55 plots the TOA solar radiation anomalies over the past 10k years 

(measured relative to our current climate) averaged over the 5°N – 20°N and 20°S – 5°S 

latitudinal bands for the peak months of each hemisphere’s respective TC season. This 

plot was created by first calculating the daily insolation received as a function of latitude 

and past time (over the last 10k years) and then subtracting the modern-day value at that 
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latitude to get the anomaly. This plot shows more TOA solar radiation was received 

between June and October during the mid-Holocene Northern Hemisphere storm season 

than is today. The Southern Hemisphere storm season is dominated by negative 

anomalies during this period, as Earth makes its closest approach to the Sun today in 

Figure 55 Top-of-the-atmosphere solar radiation anomalies over the 

past 10k years relative to our current climate averaged over the (a) 

5°N – 20°N and (b) 20°S – 5°S latitudinal bands during the peak 

months of each hemisphere’s respective TC season. 
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January. The precession of Earth’s orbit results in a significant change in the received 

solar insolation (~20 W m-2) during the MH at these tropical latitudes, and results in 

changes in surface temperatures as well. However, over the ocean changes in SSTs tend 

to lag the anomalies in TOA solar radiation themselves, while temperature changes over 

land in at upper levels of the troposphere respond more rapidly to these anomalies. This 

results in an increase in stability in the MH in months of positive TOA radiation 

anomalies, and a decrease in stability during months of negative TOA radiation 

anomalies. The influence of these changes on potential intensity and tropical cyclone 

climatology is our primary interest in the mid-Holocene. 

  

Effect on the Tropical Pacific Climate 

Karamperidou et al. (2015) show that the mid-Holocene TOA anomalies affect 

the seasonal cycle of the Pacific equatorial cold tongue. In the 20th century and 

preindustrial era climate simulations, CCSM4 produces a fully developed cold tongue 

along the equator of the eastern and central Pacific during the late summer and fall 

months (JASO), concurrent with stronger southeasterly and northeasterly trade winds 

and the maximum northward extent of the intertropical convergence zone (ITCZ). They 

also show that, consistent with observations, the simulated cold tongue disappears during 

late Northern Hemisphere winter and spring. During this interval (February to May), 

trade winds are weaker. 

In response to the stronger JASO radiation, Karamperidou et al. (2015) show that 

there is a weakening of the seasonal cycle in the cold-tongue region, with warmer SSTs 
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(relative to the preindustrial era control) during JASO, and colder SSTs from February to 

May. The simulated trade winds are actually stronger during JASO in the mid-Holocene 

(Mantsis et al. 2013), which should drive a stronger cold tongue from Ekman transport 

away from the equator during these months, but the cold tongue actually warms in the 

simulation. Ocean dynamics are necessary to explain the discrepancy between the 

stronger trade winds yet weaker summer/fall cold tongue. 

The analysis of Karamperidou et al. (2015) also showed that anomalous westerly 

winds in the western Pacific resulted in what they called an “annual Kelvin wave”, 

which is visible in the difference in thermocline depth between 6ka and the preindustrial 

era control (cf. their Fig. 6). The Kelvin wave pattern propagates across the Pacific in the 

mid-Holocene simulation during summer and reduces the eastern Pacific upper ocean 

stratification by fall. 

Whether other models (or nature) respond in the same way to the mid-Holocene 

forcing is a question beyond the scope of this thesis. We review this response in 

CCSM4, however, as it affects the SST patterns felt by TCs in the different simulations. 

Our interest is in the relationship between TCs and their environment, whatever the 

source of the changes in that environment. This is considered in the next section, with 

the changes in TC climatology from both the Emanuel downscaling method and directly 

simulated vortices to follow. 
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Effects on Environmental Conditions 

The change in surface temperatures averaged over the period July to October at 

mid-Holocene are shown in Figure 56. We compare to both the preindustrial era 

simulation and to the 20th century simulation. The late 20th century is warmer than either 

Figure 56 Change in Northern Hemisphere peak season (July-

October; JASO) surface temperature Tsfc between (a) mid-Holocene 

and 20th century, and (b) mid-Holocene and preindustrial 

experiments. 
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the mid-Holocene or preindustrial era run because of the cumulative effects of building 

CO2 and other greenhouse gases. A second effect superimposed on this is the change in 

seasonal cycles induced by the different orbital parameters at MH. We include the charts 

showing the difference between MH and preindustrial era also to separate this element of 

the total response. 

Korty et al. (2012b) showed that the different timescales for land and ocean 

surface temperatures to respond to the solar radiation anomalies led to lower potential 

intensity values during the summer months of the Northern Hemisphere TC season, as 

both land surface and upper tropospheric temperatures warmed faster than ocean surface 

temperatures did. This led to more stable lapse rates over tropical oceans in Northern 

Hemisphere summer, which in turn reduced potential intensity values. 

The difference in surface temperatures shown in Figure 56 reveals that 

temperatures along the equatorial cold tongue are warmer at mid-Holocene during these 

months than in the preindustrial era control. Across all tropical oceans, temperatures are 

universally cooler than in the 20th century, but the cooling is much smaller in the 

equatorial cold tongue region than in the western North Pacific. This relative change in 

SST means that the western Pacific was relatively colder at mid-Holocene than it is today 

(or in other words it is less warm relative to the remainder of the tropics), while the 

eastern North Pacific was relatively warmer. Temperature differences in the Atlantic are 

similar to those of the eastern North Pacific. 

In response to this change in SST pattern, the potential intensity values shown in 

Figure 57 were lower in the western North Pacific during JASO in the mid-Holocene, 
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while it was locally higher in the eastern North Pacific compared to the 20th century. As 

in the case with the LGM, despite the universally colder temperatures at mid-Holocene 

(compared to 20th century), some areas have higher PI because they cooled less than 

others. (Note here that the differences in temperature are all small compared to the 

anomalies at LGM.) In Figure 57 we have overlaid the Tsfc = -0.5°C contour to show 

the strong relationship between relative changes in SST and PI (Vecchi and Soden 2007). 

Where SST cooled more than this (i.e., the western North Pacific), PI fell. Where it 

cooled by less than this amount, PI remained the same or increased despite the lower 

temperature (eastern North Pacific and Atlantic). 

Figure 57 Change in Northern Hemisphere peak season (JASO) 

potential intensity PI between mid-Holocene and 20th century 

experiments, overlaid with change in surface temperature ΔTsfc = -

0.5°C contour (red). 
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Seasonal means of the difference between mid-Holocene and 20th century 

thermodynamic resistance parameter (, and 850-250 hPa shear (Vshear) are shown in 

Figure 58. Korty et al. (2012b) used a genesis potential index to summarize the 

cumulative effects of the different thermodynamic properties and wind shear at the mid-

Holocene (cf. their Figure 8). As they noted, at the time there was not yet any study of 

simulated or downscaled storms in paleoclimate data, so the index was intended only a 

means to summarize the combined effects of individual factors. Nevertheless, the form 

they used has shown success relating activity from simulations of anthropogenic 

projections of warming with the environmental factors in those models. They used the 

form introduced by Emanuel (2010) but restricted the vorticity dependence to near 

equatorial latitudes, adopting the results of Tippet et al. (2011) who showed that elevated 

Figure 58 Change (MH-20C) in peak season (JASO in Northern 

Hemisphere, JFMA in Southern Hemisphere) (a) thermodynamic 

resistance parameter , and (b) 850-250 hPa shear Vshear. 
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levels of absolute vorticity had no additional influence on genesis beyond ~10° or 15° 

latitude. The index is defined: 

 𝐺𝑃𝐼 =
𝒂[𝒎𝒊𝒏(|𝜼|, 𝟒 × 𝟏𝟎−𝟓)]

𝟑
[𝒎𝒂𝒙(𝑷𝑰 − 𝟑𝟓, 𝟎)]𝟐

𝝌
𝟒
𝟑⁄ [𝟐𝟓 + 𝑽𝒔𝒉𝒆𝒂𝒓]𝟒

 
( 5 ) 

where a is a normalizing coefficient chosen to predict an annual total of 80 events in the 

modern control climate, 𝜂 is the absolute vorticity, and all other variables are as defined 

previously. Note that GPI is structurally similar to the inverse of the ventilation index, 

but with different offsets, weights, and exponents for its individual components. 

Koh and Brierley (2015) repeated this method on the newer ensemble of mid-

Holocene simulations from PMIP3, and found a repression of conditions during the 

Northern Hemispheric season, but without evidence of a late season rebound in October 

and November of the Northern Hemisphere. CCSM4’s simulations were a part of this 

newer ensemble, and we apply ( 5) to its data here. Figure 59 shows the annual cycle of 

( 5) for each hemisphere of CCSM4’s 20th century and mid-Holocene cases and a spatial 

map of the changes in each hemisphere’s storm season. The annual cycle of GPI follows 

the seasonal cycle of historical tropical cyclones having peak values in September in the 

Northern Hemisphere and March in the Southern Hemisphere in both climates. Values of 

GPI are overall larger in the 20th century climate in both hemispheres, but show 

increases in the mid-Holocene during many months in the Southern Hemisphere.  

Figure 59c shows the difference in storm season mean of GPI in both 

hemispheres, highlighting the regional increases in its value in many locations in the MH 

despite having lower values overall. GPI is enhanced in the mid-Holocene in a swath of 
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area off the western coast of Central America into parts of the central Pacific, off the 

eastern coast of Central America (south of the Gulf of Mexico), and parts of the western 

Figure 59 Annual cycle of genesis potential index GPI in the (a) 

Northern and (b) Southern Hemisphere for 20th century (red) and 

mid-Holocene (green) storms. (c) Storm season mean (JASO in NH, 

JFMA in SH) change in GPI between mid-Holocene and 20th century 

experiments. 
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North Pacific and North Indian ocean along the ~10°N band. In the Southern 

Hemisphere, GPI has higher MH values off the eastern coast of South America (where 

there is little historical activity but a few storms do form), and parts of the central 

Pacific. 

In the following sections we examine the climatology of downscaled TCs using 

the Emanuel seeding method applied in the last Chapter to the LGM. We also look at 

changes in the warm-core vortices simulated directly in CCSM4 and tracked with the 

Camargo and Zebiak (2002; henceforth CZ02) algorithm. In both cases, we compare 

changes in the climatology with changes in the large-scale environmental factors 

introduced here.  

 

Statistically Downscaled Storms 

 We now examine results of downscaling CCSM4’s mid-Holocene experiment to 

the climatology of events from its 20th century and preindustrial era simulations. While 

we continue to use the 20th century simulation as a control case (as it is the only period 

against which output can be compared to observations), we include the result of 

downscaling the preindustrial era control as well, to see what effects the changes in orbit 

had in isolation from the changes in CO2 and other greenhouse gas changes since the 

industrial revolution. 

 The annual frequency of events in the 20th century has been calibrated to be 80 

storms per year to match observations, and data breaking down the total number by 

intensity category and by hemispheres is shown in Table 6. The preindustrial era run 
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produced 76 per year (5% fewer), and the mid-Holocene yielded 71 per year (10% lower 

than 20th century; 5% lower than preindustrial era). The decline from 20th century to 

mid-Holocene is statistically significant, but the smaller differences between the 20th 

century to preindustrial era and from preindustrial era to mid-Holocene are not.  

  Figure 60 shows the difference in track density between mid-Holocene and (a) 

20th century and (b) preindustrial era. As expected from the changes in PI and relative 

SST pattern, there is a decline in TC activity in the western North Pacific while the 

  
Annual 

Frequency 

Number 

of TS 

Number 

of H1 

Number 

of H2 

Number 

of H3 

Number 

of H4 

Number 

of H5 

MH 71.2 35.29 11.98 7.4 5.52 6.63 4.38 

20C 
80 40.7 12.42 7.85 6.78 7.32 4.93 

(+12%) (+15%) (+4%) (+6%) (+23%) (+10%) (+13%) 

0k 
75.9 36.23 13.7 7.52 5.91 6.27 4.46 

(+7%) (+3%) (+14%) (+2%) (+7%) (–5%) (+2%) 

MH 
40.12 19.39 6.5 4.31 3.02 4.1 2.8 

(NH) 

20C 44.04 22.97 6.89 4.19 3.59 3.7 2.7 

(NH) (+10%) (+18%) (+6%) (-3%) (+19%) (-10%) (-4%) 

0k 43.5 20.9 8.24 4.48 3.06 4.03 2.79 

(NH) (+8%) (+8%) (+27%) (+4%) (+1%) (-2%) (±0%) 

MH 
31.08 15.9 5.47 3.09 2.5 2.53 1.59 

(SH) 

20C 35.96 17.73 5.53 3.66 3.19 3.62 2.23 

(SH) (+16%) (+12%) (+1%) (+18%) (+28%) (+43%) (+40%) 

0k 32.4 15.33 5.46 3.04 2.85 2.24 1.67 

(SH) (+4%) (-4%) (±0%) (-2%) (+14%) (-11%) (+5%) 

 

Table 6 Downscaled Storms. Average number of mid-Holocene, 20th century, 

and preindustrial (0k) storm counts by intensity. Colored values indicate 

percentage change between 20th century and MH (20C-MH/MH), as well as 

preindustrial and MH (0k-MH/MH) storm counts. Green colors indicate larger 

number of MH generated storms. 
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eastern North Pacific shows more TC tracks at mid-Holocene. The data in Table 6 

shows that the decline between mid-Holocene and preindustrial era in the Northern 

Hemisphere activity comes mostly from the weaker part of the intensity spectrum: there 

Figure 60 Downscaled storms. Total difference in track density 

between mid-Holocene and (a) 20th century, and (b) preindustrial era 

experiments. Values shown are in number of storm days per year. 
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is a ~10% decline in tropical storms and Category 1 hurricanes, but smaller changes in 

stronger ones. Decreases in tropical cyclone activity in the South Indian Ocean and 

western North Pacific are consistent with the decreases in GPI in these regions. In 

addition, increases in activity north of Australia and off the eastern coast of South 

America is concurrent with increases in GPI. 

 Figure 61 shows the annual cycle of events in 20th century, preindustrial era, and 

mid-Holocene in the Northern Hemisphere, Atlantic, western North Pacific, and eastern 

North Pacific. There is less activity in the Northern Hemisphere at mid-Holocene in 

Figure 61 Downscaled storms. Annual cycle of events for 20th century (red), 

preindustrial era (gray), and mid-Holocene (green) in (a) Northern 

Hemisphere, (b) Atlantic, (c) western North Pacific, and (d) eastern North 

Pacific basins. 
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every month except April and May. The annual cycles by basin shows that the decline in 

the western North Pacific is largest from July to November, consistent with the relative 

warming of the eastern North Pacific during these months reported by Karamperidou et 

al. (2015). There are smaller differences during the offseason months in the western 

North Pacific, and some of them feature more activity at mid-Holocene than in the 20th 

century. In the eastern North Pacific and Atlantic, mid-Holocene activity is the same as 

or higher than in the 20th century between July and September. During these months, 

SSTs in the Western Hemisphere are not as much cooler than the tropical mean in the 

Figure 62 Downscaled storms. Annual cycle of events for 20th century 

(red), preindustrial era (gray), and mid-Holocene (green) in (a) Southern 

Hemisphere, (b) South Indian, (c) Australian, and (d) South Pacific 

basins. 
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mid-Holocene as they are in the 20th century. (Relative SST increases here, leading to the 

higher PI at mid-Holocene.) 

 Figure 62 shows the annual cycle of events in 20th century, preindustrial era, and 

mid-Holocene in the Southern Hemisphere, South Indian, Australia, and South Pacific 

basins. There is more activity in the Southern Hemisphere at mid-Holocene only in 

December and January when compared to the 20th century. Of the southern hemisphere 

peak season months, March and April have consistently lower values of MH genesis, 

particularly in the South Indian Ocean, while the Australian basin shows increases in 

January and February. There exists a decrease in MH activity in the South Indian and 

South Pacific Oceans (despite having relatively lower values of χ) coincident with values 

of relatively large vertical wind shear (Figure 58b) and potential intensity.  

 Decreases in mid-Holocene activity in the South Indian Ocean are consistent 

with decrease in both spatial distributions of GPI and in its value integrated over the 

Southern Hemisphere in individual months (Figure 59). Decreases in genesis and track 

density in the western South Pacific also echo these decreases in local GPI, as well as 

slight increases in both GPI and track density of the eastern coast of South America 

(although while track density is larger in the MH here, there is little activity in either 

climate). Mid-Holocene TC activity is generally larger or similar in the Australian basin 

when compared to the 20th century, though many of these regions depict lower values of 

MH GPI. 

The downscaled results respond as the changes in environmental factors predict: 

there is less activity in the western North Pacific in mid-Holocene where potential 
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intensity is lower. Reasons that it is lower in CCSM4 may be from external forcing 

(Korty et al. 2012b) and from the response of ocean dynamics leading to a weaker east 

Pacific cold tongue (Karamperidou et al. 2015). In the eastern North Pacific, locally 

higher potential intensity values are consistent with the increase in activity; these are 

consistent with the western Hemisphere being closer to the tropical mean (smaller 

negative relative SST) in the mid-Holocene than in the 20th century. In this model, this 

resulted indirectly from the orbital forcing via its effect on thermocline depths in the 

Pacific (Karamperidou et al. 2015). We leave it for future work to see if this aspect of 

the response is robust across the ensemble of mid-Holocene experiments in PMIP3, or 

unique to CCSM4. 

 

Explicitly Tracked Storms 

 Climate and tropical cyclone statistics for systems explicitly simulated and 

tracked in the 20th century and mid-Holocene experiments are shown in Table 7. The 

global and tropical averaged sea surface temperatures are within 1°C of each other, with 

higher temperatures in the 20th century. The major difference between the two periods 

again comes from shifts in the annual cycle, although the 20th century simulation period 

(1980-2005) is also slightly warmer than the conditions present in the Holocene prior to 

the industrial era. 

The average number of mid-Holocene storms generated by CCSM4 per year is 

greater than in the 20th century (+4%), and this remains true if the weakest systems 

(those whose surface winds fail to reach tropical storm force at any point in their 
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lifetime) are excluded from the dataset. The 20th century experiment has a larger number 

of these weak tropical depressions in both hemispheres in addition to a larger number of 

storms with intensities H2 and greater, but it should be noted that there are very few 

cases of storms this strong in either climate.  

 
20C 

Total 

MH 

Total 

20C 

NH 

MH 

NH 

20C 

SH 

MH 

SH 

Tropical mean 

SST (°C) 
26.44 25.56 26.91 26.01 26.02 25.15 

Global mean 

SST (°C) 
11.02 9.86 9.41 8.18 12.38 11.26 

Number of TD 20.91 17.25 13.20 11.25 7.71 6.00 

Number of TS 31.86 37.00 17.77 18.78 14.09 18.22 

Number of H1 3.60 4.63 1.74 1.72 1.86 2.91 

Number of H2 0.91 0.56 0.57 0.25 0.34 0.31 

Number of 

Major Storms 
0.11 0.00 0.00 0.00 0.11 0.00 

Number of Total 

Storms 
57.40 59.44 33.28 32.00 24.11 27.44 

Number of TS+ 36.49 42.19 20.08 20.75 16.40 21.44 

 

 Table 7 Explicitly tracked storms. CCSM4 20th century and mid-Holocene SST and 

storm counts by intensity. Bolded fonts indicate values that are higher between 20th 

century and MH climates. Tropical means are averaged over 30°S–0° in the Southern 

Hemisphere and 0°–30°N in the Northern Hemisphere. 
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We note that while the difference in the total number of storms per year between 

the two experiments is not statistically different (by use of Welch’s t-test), if the tropical 

depressions are excluded from further consideration, the differences of the remaining 

subset (tropical storms and stronger) are statistically significant.  

Figure 63 Explicitly resolved storms. Storm tracks for (a) 20th 

century and (b) mid-Holocene storms.  
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Figure 63 shows the tropical cyclone tracks for all of the cyclones tracked in 

both the 20th century and mid-Holocene experiments. The spatial distribution of the 

storms in the two experiments is similar, including the regions of genesis, their tracks 

Figure 64 Explicitly resolved storms. Annual track density for (a) 

20th century and (b) mid-Holocene storms. Values shown are in 

number of storm days per year. 
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and terminus, and the lack of Atlantic basin storms common in CCSM4. We followed 

2,009 cyclones in the 20th century over 26 years of model output and 1,902 over 30 years 

of output in the MH experiment. We present the track densities that result from these 

cyclones (formed from 5° interpolated data as in the previous chapter for LGM 

experiments) in Figure 64, in an effort to more clearly see differences between the sets. 

While the two climates differ in the values of track density regionally, the regions where 

the highest densities exist do not change (i.e. western North Pacific, East Pacific, South 

Indian, and South Pacific basins). Although, there are broad similarities in the 

distributions of track density, there exists a much larger concentration of track density in 

the Australian basin the MH than what is found in the 20th century experiments. Track 

Figure 65 Explicitly resolved storms. Storm season (JASO in NH, 

JFMA in SH) difference in track density between mid-Holocene and 

20th century. Values shown are in number of storm days per year.  
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densities are significantly lower at the mid-Holocene in the western North Pacific than in 

the 20th century. 

Figure 65 shows the difference in track density between MH and 20th century 

during each hemispheres peak storm season. MH features a higher track density in the 

Southern Hemisphere than in the 20th century experiment, while the opposite is true in 

the Northern Hemisphere (20th century storms have a higher track density). This decline 

in Northern Hemisphere activity and increase in the Southern is consistent with the 

changes in environmental conditions that arose from increased stability during the 

Northern Hemisphere season in the PMIP2 ensemble members and the decrease during 

the Southern Hemisphere season (Korty et al. 2012b). Yet the increase in the Southern 

Figure 66 Explicitly resolved storms. Distribution of zonally 

summed genesis density by latitude and month that exceed 0.2 events 

per 1° latitude per year for 20th century (red) and mid-Holocene 

storms. 
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Hemisphere was not predicted by the environmental conditions from this model 

(CCSM4) itself (see Figure 59c); we revisit this point below. 

As noted in the introduction of this chapter, the major change that we expect 

from mid-Holocene forcing is to distinct changes in the annual cycle in each hemisphere. 

If there is any influence of the TOA solar radiation anomalies on the climatology of TCs, 

do those changes match those predicted by the environmental factors?  

Figure 66 shows the distribution of the zonally summed genesis density by 

latitude and month that exceed 0.2 events per 1° latitude per year. There are two findings 

of note in this plot: (1) significant genesis rates are delayed until autumn in the Northern 

Hemisphere of the mid-Holocene and (2) there is an expansion of the season and area of 

genesis farther poleward in the Southern Hemisphere in the mid-Holocene. The 

reduction of activity during peak months of July to September in the Northern 

Hemisphere at mid-Holocene is consistent with the response of the downscaling events 

examined in the last section, and it is consistent with the broadly less favorable 

environmental conditions in the model, particularly in the western North Pacific. The 

consistency of this Northern Hemisphere summer decline in both datasets, combined 

with its relationship to underlying changes in the large-scale environment, increases our 

confidence in the result. Koh and Brierley (2015) report that the environmental 

conditions are less favorable in the Northern Hemisphere in the ensemble of mid-

Holocene simulations in PMIP3, as did Korty et al. (2012b) for the PMIP2 set. 

The difference between the response of the vortices and of the downscaled set 

comes later in the year and during the Southern Hemisphere’s season. Figure 67 shows 
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the annual cycle of genesis in the Northern and Southern Hemisphere for 20th century 

and mid-Holocene simulated TCs. There is an important shift in the season in the 

Northern Hemisphere activity: genesis is lower at MH from June to September, but 

Figure 67 Explicitly resolved storms. Annual cycle of genesis in the 

(a) Northern and (b) Southern hemisphere for 20th century (red) and 

mid-Holocene storms. (c) Frequency and distribution of genesis by 

latitude per year. 
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activity recovers in October and even increases in November and December. In addition, 

there are a greater number of mid-Holocene storms in the Southern Hemisphere during 

the peak 4-months of its storm season (January to April), which is in contrast to the 

declines seen in most basins with the downscaling set. Figure 67c depicts the frequency 

and distribution of genesis by latitude, and shows that the distribution between the two 

climates shifts southward in both hemispheres. Although the late season increases in 

Northern Hemisphere activity were a feature of the PMIP2 data Korty et al. (2012b) 

analyzed, it is not consistent with annual cycle constructed from (6) using the 

environmental factors from CCSM4 data (see Figure 59c). Below we examine the 

Figure 68 Explicitly resolved storms. Annual cycle of events for 20th 

century (red),and mid-Holocene (green) in (a) North Indian, (b) 

Atlantic, (c) western North Pacific, and (d) eastern North Pacific basins. 
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cycles by basin in more detail to identify the locations where the major contributions to 

the hemispheric and global totals originate. 

Figure 68 shows the annual cycle of explicitly resolved storms in 20th century, 

and mid-Holocene experiments in Northern Indian, Atlantic, western North Pacific, and 

eastern North Pacific basins. One of the more apparent features of these plots is the 

relatively large number of off-season storms generated in the western North Pacific 

(January – May). This signature is unique to this basin, although large values are also 

seen in January and February in the North Indian Ocean. Generally the seasonality of 

20th century storms (Figure 67a) is seen in each of the basins with the exception of the 

Figure 69 Explicitly resolved storms. Annual cycle of events for 20th 

century (red),and mid-Holocene (green) in (a) Southern Hemisphere, 

(b) South Indian, (c) Australian, and (d) South Pacific basins. 
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North Indian Ocean where peak values are reached in December. The other basins 

generate a peak number of storms in September or October, similar to our current 

climate. The mid-Holocene features peak storm counts occurring later in the season, 

predominantly in the western and eastern North Pacific basins (seasonality between the 

20th century and mid-Holocene in the north Indian and Atlantic basins are similar).  

Figure 69 shows the annual cycle of explicitly resolved storms in 20th century 

and mid-Holocene experiments in the Southern Hemisphere, South Indian, Australian, 

and South Pacific basins. The seasonality between each of the basins is similar. While 

the number of MH storms generated is higher in the peak TC season months (January – 

April), these increases can be only be attributed to the Australian and (to a lesser degree) 

South Indian Ocean basins, as the South Pacific generally featured relatively lower 

amounts of MH activity (with an exception of April). The number of off-season TCs is 

generally low in each of the Southern Hemisphere basins. While there are a few 

correlations between TC activity and the large-scale environment, (particularly in the 

20th century WNP were values are predominantly higher during the peak TC season with 

coincident increases in 20th century PI, RH600, and decreases in χ), the large scale 

environment does poorly in predicting changes in TC activity. 
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CHAPTER VII 

SIMULATIONS OF VERY HOT CLIMATES* 

The effects of a warmer climate state, relative to our current climate, on the 

environment is one of the currently most researched disciplines within our field. In 

particular, the sensitivity of tropical cyclones (and their consequent destruction) to an 

altered warmer climate state is of fundamental importance, as changes in intensity and of 

the frequency of high intensity events with warming have been reported in the historical 

record and in projections of the 21st century (e.g., Sobel et al. 2016; Walsh et al. 2016; 

Camargo and Wing 2016). In this Chapter, we apply Emanuel’s downscaling storms 

technique to two global climate model simulations with very high carbon dioxide (CO2) 

levels and very hot surface temperatures.  Specifically, we examine how experiments 

with global levels of CO2 that reach 8 (hereafter M-3) and 32 (hereafter M-5) times the 

preindustrial-era level of 280 ppm contrast with a contemporary experiment that uses 

1990 levels of CO2 (M-Ctrl). 

 We begin this chapter by presenting environmental variables that characterize 

each of these simulations, followed by an analysis of how the tropical cyclone 

climatology varies in these climates. We conclude with an analysis of the relationship 

between TC climatology and its environment in hotter climates, particularly in an 

expansion of the regions of favorable TC genesis and sustainment. 

                                                

* Part of the data reported in this chapter is reprinted from: Korty, R. L., K. A. Emanuel, M. Huber, and R. 

A. Zamora, 2016: Tropical Cyclones Downscaled from Simulations with Very High Carbon Dioxide 

Levels. Journal of Climate, doi:10.1175/JCLI-D-16-0256. ©American Meteorological Society.  Used with 

permission. 
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Properties of the Warmer Climate Simulations 

 The results presented here are generated from output of the final ~20 years of 

equilibrium simulations run with coarser spatial resolution (T42; ~2.5° horizontal 

resolution) of CAM3 than in earlier chapters, and with the atmospheric model coupled to 

 M-Ctrl M-3 M-5 

Carbon Dioxide 355 ppmv 2240 ppmv 8960 ppmv 

Tropical mean SST 25.7°C 30.1°C 40.1°C 

Global mean SST 17.1°C 22.9°C 29.3°C 

Annual Frequency 90.0 105 (+16%) 108 (+20%) 

Number of TS 33.7 48.5 (+44%) 74.5 (+121%) 

Number of H1 17.9 16.7 (-7%) 16.9 (-6%) 

Number of H2 8.96 6.96 (-22%) 4.18 (-53%) 

Number of H3 9.85 7.6 (-23%) 2.76 (-72%) 

Number of H4 9.76 9.96 (+2%) 3.40 (-65%) 

Number of H5 9.90 15.0 (+52%) 5.91 (-40%) 

Mean storm lifetime 8.4 days 8.7 days (+3%) 9.8 days (+17%) 

 

Table 8 M-Ctrl, M-3, and M-5 sea surface temperatures SSTs, storm counts 

by category, and mean storm lifetime. Italicized fonts indicate percentage 

change from M-Ctrl to M-3 and M-5 experiments 
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a slab ocean (Caballero and Huber 2010, 2013). (Recall that the downscaling method 

that is employed here simulates events in a separate hurricane model, and that it takes as 

input winds and thermodynamic properties from the global model being downscaled. It 

is not sensitive to the global model’s resolution, unless that resolution affects the large-

scale wind and temperature distributions used as input for the downscaling method [K. 

Figure 70 Annual peak surface temperatures Tsfc in (a) M-Ctrl, 

(b) M-3, and (c) M-5 climates. Values shown are in °C. 
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Emanuel, personal communication, 2016].) Table 8 shows some of the properties of the 

CAM3 environment in the control climate and in simulations with CO2 concentrations 23 

and 25 times the level of the preindustrial era.  

 Figure 70 shows the annual peak surface temperatures for the three climates 

presented in Table 8. All three simulations use modern-day continental configurations. 

There are large increases in both ocean and land temperatures across each of the 

warming climates. Land regions show particularly large increases in surface 

temperatures, and in addition, the meridional temperature gradient weakens with climate 

as polar temperatures rise more rapidly. By the hottest case (M-5), air masses with 

convectively neutral lapse rates expand beyond the tropics into middle and even high 

latitudes (Zamora et al. 2016). The amount of warming is enhanced in particular in polar 

regions, where even in M-3, many of these regions have surface temperatures well above 

freezing, and in the hottest climate, features polar temperatures as high as 30°C warmer 

(although there remains an annual cycle to temperatures in the Arctic; annual means do 

not rise to the levels shown in Figure 70, which depicts the warmest month’s 

temperature.) 

We calculated the potential intensity (PI) in each of the three climate simulations, 

and the annual peak value of PI is shown in Figure 71. The highest values are confined 

to the tropics in M-Ctrl, but expand farther poleward (all the way to the Arctic in M-5) in 

higher CO2 environments. This expansion is consistent with the results of Zamora et al. 

(2016), who showed expansions of air masses having convectively neutral lapse rates 

and overall tropical-like environmental conditions. It is also consistent with the 
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numerous results reporting an expansion of the tropics in projections of the warmer 21st 

century: these include a widening of the Hadley circulation (Hu and Fu 2007; Seidel et 

al. 2008; Adam et al. 2014), a poleward shift in the region of the dry sinking branch of 

the Hadley cell and of middle latitude storm tracks (Barnes and Polvani 2013; Simpson 

et al. 2014), and in the lateral extent of low values of total column ozone found in the 

Figure 71 Annual peak potential intensity PI in (a) M-Ctrl, (b) 

M-3, and (c) M-5 climates. Values shown are in m/s. 
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tropics (Hudson et al. 2006). Note that while PI expands to regions it does not currently 

exist, the values do not exceed levels found in lower latitudes today. PI values as reach 

as high as 95-100 m/s in M-Ctrl, but regions supporting 100 m/s are sparse even in the 

warmest climate (this issues is explored later in the chapter, and is consistent with the 

results of Emanuel and Sobel [2013] who showed that PI saturates in response to 

increasing CO2 at temperatures not far above those of the modern climate). 

 

Climatology of Downscaled Results 

The data in Table 8 report some properties of the downscaled storms. The annual 

frequency has been normalized to 90 storms per year for the control case, and each of the 

other simulations show increases over this amount. However, these increases are not 

homogenous across the distribution of storms by intensity. While, there are increases in 

tropical storms with warming (by 44% in M-3 and 121% in M-5 experiments), there 

number of category H1-H3 systems and of all tropical cyclones greater than TS decline. 

The number of the most intense H5 systems increases in M-3, but is lower in M-5. It is 

noteworthy, that while there are significant increases in the number of tropical storms 

with warming, the mean storm lifetime of all storms increases as well, possibly due to a 

higher expanse of regions favorable to TC growth and sustainment (this will be explored 

further in this Chapter).  

 Figure 72 shows the annual genesis density per year (each value shows the 

density of genesis in a 2° x 2° grid box). The M-Ctrl simulation shows genesis in regions 

similar to the historical record, with the largest concentration of storms in the western 
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North Pacific basin. A major change in the two warmer climate simulations is an 

expansion of the genesis regions to higher latitudes (particularly in the Northern 

Hemisphere in latitudes greater than 20°N). Further, the hottest climate features some 

regions of genesis in the Arctic. Expansion of genesis territory in the Southern 

Hemisphere is less substantial, although total counts in M-3 have feature higher genesis 

Figure 72 Annual genesis density in (a) M-Ctrl, (b) M-3, and (c) M-5 climates. 

Values shown are in number of storms per year per 2° by 2° grid box. 
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in these regions. Likewise, Figure 73 shows the annual track density per year in each 

climate. Similar to what is seen in genesis density, there is a poleward expansion of 

tracks with climate. In addition to shifts in formation regions, the track density increases 

from increases in the number of TCs and in their average storm lifetime with warming. 

Figure 73 Annual track density in (a) M-Ctrl, (b) M-3, and (c) M-5 climates. 

Values shown are in number of storm days per year per 2° by 2° grid box. 
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 Figure 74a shows the annually averaged cycle of genesis density by latitude and 

month that exceed 0.6 events per degree latitude area per year for M-Ctrl (black), M-3 

(light blue), and M-5 (red) simulations. Each of the climates feature mostly similar 

seasons for genesis density, with changes occurring largely at the beginning of the 

season (start date of this level of activity in the Northern Hemisphere is delayed ~1 

Figure 74 (a) Annually averaged cycle of genesis density by latitude and month 

that exceed 0.6 events per 1° latitude area per year in M-Ctrl (black), M-3 (light 

blue), and M-5 (red) simulations. (b) Annual cycle of genesis per year in the 

Northern Hemisphere. (c) As in (b), but for the Southern Hemisphere. 
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month in M-3 and M-5 simulations, and an earlier end in M-5 in the Southern 

Hemisphere), but the important change within the peak of the season is the poleward 

shift in activity. There is an expansion of the poleward boundary of significant genesis 

events in both climates and both hemispheres, but there is also a significant decline in 

low latitude activity of M-5 in the Northern Hemisphere. Figure 74b and c show the TC 

annual cycle in Northern and Southern Hemispheres, respectively. Counts for each of the 

simulations have a similar seasonal distribution (that follow the historical distribution, 

Figure 75 Difference in total genesis density between (a) M-3 and M-Ctrl, and (c) 

M-5 and M-Ctrl. Values shown are in number of storms per year per 2° by 2° grid 

box. (b, d) As in (a, c) but for track density. Values shown are in number of storm 

days per year per 2° by 2° grid box. 
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not shown), and feature generally amplified values in the peak storm season months in 

the warmer climate scenarios.  

 To explore the spatial changes in genesis and track density in greater detail, we 

show maps of differences in annual genesis and track density between the two warmer 

climates and M-Ctrl in Figure 75. Figure 75a and b capture the changes in the regions 

where TC genesis occurs between M-3 and M-Ctrl, showing a northwestward shift in 

genesis in the western North Pacific and a poleward shift in the Southern Hemisphere 

(note that there are declines in genesis activity on the equatorial side of the genesis band, 

and increases on the poleward side). These shifts in location result in substantial 

increases in tracks not only where storms form, but to the middle and higher latitudes 

where they travel. Genesis regions shift in both hemispheres, with large increases in 

activity along 20°S and 25°N.  

 Although storms still form in the deep tropics in M-5 there is a substantial 

decline in genesis (Figure 75c) and subsequent track density (Figure 75d) here. Genesis 

occurs at higher latitudes, expanding into subtropical regions (with some small amounts 

of activity even in the Arctic). While genesis expands poleward by 5°–10° latitude, the 

track density expands much further than this; it is substantially higher in middle and high 

latitudes of M-5 as systems live longer and travel farther into these regions of the planet. 

Figure 76a shows the distribution of maximum intensity in each climate binned 

by Saffir-Simpson wind scale categories and one additional column showing the limited 

number of systems whose peak intensity exceeds 190 knots. (Note that to better show the 

smaller numbers for higher intensity categories, the axis showing annual frequencies is 
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on a logarithmic scale.) About one third of all events in M-Ctrl peak at tropical storm 

intensities, while about half of all hurricanes reach at least H3 status. In M-3 there is a 

very large increase in the number of tropical storms, mostly from an expansion of 

activity to higher latitudes, and a 52% increase in the number of H5 storms. The number 

Figure 76 (a) Annual frequency by Saffir-Simpson wind scale category with an 

additional column for events with peak intensities higher than 190 knots. (b) Area 

where track density of Category 5 winds (137 knots and higher) exceeds 0.02 

storms per 1° latitude square. 
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of tropical storms in M-5 is 121% larger than in M-Ctrl, again primarily owing to a 

significant expansion of activity in subtropical, middle, and even some polar latitudes. 

But hurricanes of all intensities decline in frequency in M-5, with a 64% drop in the 

number of H2-H4 storms. There is a smaller drop in the number of H5 storms, but it still 

large (40%). On the other hand, the upper tail of the intensity distribution continues to 

become more populated in the warmer cases: the number of the most severe storms 

(those exceeding 190 knots) become 2.4 times more frequent than in the control case. 

The isolated number of events whose peak intensity exceeds 210 knots increases from 

about one storm every five years in M-Ctrl and M-3 to approximately one per year in M-

5 (not shown). In fact, M-5 produced one hypercane (Emanuel 1987) that formed over 

the Caspian Sea and reached a peak velocity of 510 knots, the first observed in any set of 

events downscaled from global climate experiments (K. Emanuel, personal 

communication, 2016). 

Figure 76b shows the area of significant track density for the subset of the event 

set with wind speed exceeding 137 knots, the threshold for H5. Importantly, the area 

experiencing such winds moves poleward with warming. The shift is not only in the 

poleward extent, but also in a poleward retreat from lower tropical latitudes, which 

experience a decline. This decline in low latitude activity drives down the global number 

of H5 events in M-5, and the environmental changes responsible for this are examined 

next. As noted earlier, the poleward expansion reported in this section is consistent with 

the changes in convectively neutral lapse rates reported in these simulations in Zamora et 

al. (2016). This expansion is also consistent with the findings of Kossin et al. (2014, 
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2016), who showed that the latitude at which TCs reach their peak intensity increases in 

both the historical record and in projections of the 21st century as the planet warms. The 

relationship between these changes and those of the underlying environmental factors 

are explored in the next section. 

 

Environmental Factors 

 We now show that the changes in the TC climatology are related to the changes 

in the TC environmental factors. We examine the same set of parameters introduced in 

earlier chapters, namely changes in PI, the thermodynamic resistance parameter , and 

vertical wind shear. We show that the increases in genesis and track density reported 

above occur where aggregate conditions become more favorable, and that local 

decreases occur where aggregate measures become less favorable. In particular, PI does 

not increase much further from control values in the deep tropics despite significant 

warming, and robust shear and larger saturation deficits at these latitudes combine to 

reduce the favorability as measured by the ventilation index in the warmer climates 

(Tang and Emanuel 2010). On the other hand, although the highest PI values do not 

increase with warming (Emanuel and Sobel 2013), high values do expand poleward. 

This raises the favorability in the subtropics and middle latitudes, where genesis and 

track densities increase as reported above. 

Figure 77 shows the difference in peak potential intensity between the hotter 

climate simulations and M-Ctrl. The largest values of PI expands to the subtropics in M-

3, and even to some middle and polar latitudes in M-5, and this results in substantial 
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increases in PI values there. There are also some noteworthy changes at low latitudes: 

the Atlantic features values lower than elsewhere in the tropics in M-Ctrl, but they 

become as high as much of the western tropical Pacific in M-5. (In response, TC activity 

also increases by 50% in the Atlantic in M-5.) Values of PI across the Pacific near the 

Figure 77 Difference in storm season (July – October in Northern Hemisphere and 

January – April in Southern Hemisphere) potential intensity PI between (a) M-3 and 

M-Ctrl, and (b) M-5 and M-Ctrl. Values shown are in m/s. 
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equator are no larger in M-3 or M-5 than they were in M-Ctrl, and are even lower in 

parts of the central equatorial Pacific where SSTs rise less than the average over entire 

the tropics. This change in relative SST patterns is coincident with a decrease in PI over 

the central Pacific (Vecchi and Soden 2007). As noted earlier, Emanuel and Sobel 

(2013) found that PI saturates when surface warming results from increasing CO2, 

because the net surface longwave flux approaches zero at sufficiently high temperature 

(O’Gorman and Schneider 2008). They showed that the expression for PI can be 

rewritten using the surface energy balance to show that PI is proportional to the sum of 

Figure 78 Bivariate joint distribution of potential intensity PI and sea surface 

temperature SST. Data is limited to the Northern Hemisphere storm season (July to 

October) in the 0° – 20°N latitudinal band for M-Ctrl (black), M-3 (light blue), and 

M-5 (red). Thick line denotes the 0.025 contour, while the thinner line denotes the 

0.065 contour. 
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net solar and longwave fluxes at the surface. An upper bound is achieved as the net 

longwave flux tends to zero as CO2 rises. Figure 78 shows the joint distribution of SST 

and PI in the 0° – 20°N latitudinal band for each of the climates. This plot is limited to 

the months of peak storm season in the Northern Hemisphere (July – October). The data 

are binned by 0.125°C and 1 m/s spaced bins for SST and PI, respectively. The plot 

Figure 79 Storm season mean saturation deficit between (a) M-3 and 

M-Ctrl, and (b) M-5 and M-Ctrl. Values shown are in J. 
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shows how the values of SST vary with PI, particularly showing the saturation in PI 

values in the M-5 experiment despite the large warming. 

A second important thermodynamic measure is the resistance parameter (χ), 

which compares the magnitude of the saturation deficit in the middle troposphere to the 

strength of surface fluxes that supply the moisture. This resistance parameter is tightly 

coupled to temperature, showing increases in colder climates (Chapter IV; Korty et al. 

2012a), and decreases in warmer ones (Emanuel et al. 2008). The figures that follow 

show how these individual factors change in the increased CO2 concentration scenarios. 

Figure 79 shows the storm season mean saturation deficit (numerator of χ) for 

each of the climate experiments. While the regional distribution of the changes of its 

value with climate is similar, the saturation deficit greatly increases with warming 

climate. A growing saturation deficit makes it increasingly difficult for a tropical 

cyclone to receive a sufficient amount of moisture, unless the surface fluxes grow 

proportionally. Figure 80 shows the strength of surface fluxes (denominator of χ) with 

climate. As with saturation deficit, which is also tightly coupled to temperature, surface 

fluxes increase in strength homogenously with increased warming. Stronger surface 

fluxes provide an increased supply of moisture for convection to carry to the mid-

troposphere. However, the rate at which the value of the numerator χ increases greatly 

outpaces the change in the denominator. This results in larger values of χ in warmer 

climates (which mirrors the results showing decreases in colder climates). 
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 Large increases with saturation deficit become particularly important in regions 

of large vertical wind shear as this will impede TC growth and sustainment via 

entrainment of dry environmental air. Figure 81 shows the storm season mean 

magnitude of vertical wind shear for each of the climate experiments. Generally, the 

distribution of vertical wind shear in M-Ctrl shows lower values in the tropics, and 

Figure 80 Storm season mean surface fluxes between (a) M-3 and M-Ctrl, and 

(b) M-5 and M-Ctrl. Values shown are in J. 
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increases at higher latitudes (particularly in the extratropics, as smaller values exist in 

polar regions). In the increased warming scenarios, the magnitude of vertical wind shear 

declines, particularly in the Northern Hemisphere. This decrease in wind shear in the 

midlatitudes is consistent with the increases in genesis density (Figure 75) and potential 

intensity. Similarly, large values of wind shear in the Southern Hemisphere persist in the 

Figure 81 Difference in storm season mean vertical wind shear between (a) M-3 

and M-Ctrl, and (b) M-5 and M-Ctrl. Values shown are in m/s. 
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~30°S – 50°S latitudinal band, in the M-3 and M-5 simulations, coincident with a much 

smaller poleward shift in genesis (relative to the Northern Hemisphere). 

 However, Tang and Camargo (2014) showed that it is not a change in any single 

factor, but rather changes in their aggregate effects that matter. For example, the 

thermodynamic effects of a small increase in wind shear can be more than offset if 

relative humidity rose so that the air entrained by wind shear were not as dry. Similarly, 

even reductions in wind shear may not have a beneficial effect if the environmental air is 

that even low values of shear mix into a storm is hot and dry (Rappin et al. 2010). We 

combine these factors into a single parameter ( 4) that describes the inhibiting effects of 

ventilation (Λ). Figure 82a and c show the difference in log10Λ of the warmer climate 

scenarios with M-Ctrl. (We again follow the practice introduced in Tang and Emanuel 

(2012) and show the logarithm of ventilation, to aid visualizing the changes.) Lower 

values of log10Λ indicate a higher favorability of TC genesis, and as such positive values 

(redder colors) indicate regions of higher favorability in M-Ctrl. These plots show a 

general increase in favorability of log10Λ at poleward latitudes in the warmer climate 

scenarios than in the control simulation.  

To show the effectiveness of this parameter in predicting the changes found in 

TC activity, Figure 82b and d plot the change in total genesis density (as in Figure 75a 

and c, but restricted only to each hemispheres 4-month storm season), overlaid with the 
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0-valued contour (gray) in log10Λ from Figure 82a and c, respectively. Regions where 

genesis density has decreased relative to M-Ctrl (generally near the equator), are 

likewise co-located with less favorable regions of log10Λ. Similarly, many of the regions 

showing increased genesis density in the hotter climate scenarios are highly 

correspondent to regions of favorable log10Λ. The rapid rise in saturation deficits with 

the extreme levels of warming in these simulations, coupled with PI that is no higher 

than in M-Ctrl leave the near equatorial latitudes less favorable in the warmer 

simulations. Evidence of this is seen in M-3 with the decrease in genesis density at the 

same low latitudes where ventilation increases, but it is especially prominent in M-5, 

Figure 82 Difference in storm season mean log10Λ between (a) M-3 and M-Ctrl, 

and (c) M-5 and M-Ctrl. Values shown are unitless. Difference in storm season 

genesis density between (b) M-3 and M-Ctrl, and (d) M-5 and M-Ctrl, overlaid 

(gray) with line of zero change in log10Λ. 
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where almost every point equatorward of 20° latitude in the Pacific shows both less 

favorable conditions and lower genesis density. Poleward of this region, where PI rises 

to high levels in the warmer climates, ventilation decreases and genesis density 

increases. Consistent with the findings of Kossin et al. (2014, 2016), we observe a 

significant poleward shift in TC activity in both climates with favorable conditions 

expanding to higher latitudes. The latitude at which storms reach their peak intensity 

moves 1.6° latitude poleward in M-3, and 7.4° latitude poleward in M-5. Additional 

analyses of these simulations can be found in Korty et al. (2016). 

We summarize the major findings of this section as follows: 

1. Tropical cyclone activity shifts to higher latitudes in simulations of 

increased CO2 environments. The latitude at which storms reach their 

peak intensity shifts 1.6o latitude poleward in M-3 and 7.4° latitude 

poleward in M-5. 

2. Regions of high values PI expands poleward with regions of moist 

neutral lapse rates, which follow results from Zamora et al. (2016) 

showing that the tropics expand and areas of tropical-like conditions 

expand with it. 

3. Although the larger values of PI become more widespread globally in 

warmer climate scenarios, the highest values of PI do not increase 

despite the significant amounts of warming. This is consistent with 

the results of Emanuel and Sobel (2013), who showed that PI 

saturates in response to increasing CO2 levels.  
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4. Differences in large-scale environmental factors known to be 

favorable for TC genesis are strongly correlated with changes in the 

genesis density of simulated storms. As the environment becomes 

more favorable at higher latitudes, it can support genesis in regions 

our modern climate cannot support, and the better conditions permit 

storms to track farther poleward from there. In low latitudes, where PI 

remains unchanged, and saturation deficits increase exponentially 

with temperature, conditions become quite hostile in the hottest 

climate to TC activity. This is consistent with the results of Rappin et 

al. (2010) who showed that in the presence of any nonzero wind 

shear, it became more difficult—in some of the parameter space 

impossible—to spin up storms when such hot and dry environmental 

air surrounds a system. 
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CHAPTER VIII 

SUMMARY 

This thesis examined the relationship between simulated tropical cyclones and 

the large-scale environmental conditions that support them across a large range of 

climates. The simulated storms that we studied were generated via two techniques: 

explicitly tracking TC-like structures simulated directly in coarse global climate models, 

and a method that downscales global climate output to a higher resolution models able to 

resolve tropical cyclones. These techniques were applied to three climates in several 

models (but with a focus on NCAR’s Community Climate System Model) that uniquely 

differ from modern: the Last Glacial Maximum (a period 21,000 years ago when tropical 

surface temperatures were 2°–3°C colder, ice sheets covered many Northern Hemisphere 

continents, and concentrations of CO2 were only 185 ppm), the mid-Holocene (a period 

6,000 years ago with a climate very similar to preindustrial era but that received an 

increased amount of solar radiation during Northern Hemisphere summer due to 

variations in Earth’s orbit), and a suite of simulations that feature very hot surface 

conditions (forced by high levels of CO2) applicable to hot periods like the Miocene and 

Eocene epochs. We compared the climatologies of these simulated tropical cyclones 

with large-scale environmental factors important for TC genesis and development to 

complement existing research on how TCs change in projections of 21st century 

warming, and to extend these to a wider understanding of how the properties very across 

different climates. 
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Storms generated from Emanuel’s downscaled storms technique generally relate 

well to ventilation index or GPI. Many of the areas that featured increased TC activity 

exhibited favorable values in vertical wind shear, relative humidity, and potential 

intensity. Similarly, areas that showed decreased activity were coincident with 

unfavorable changes in the large-scale environment. While there existed some regions 

where this trend was not true, areas that featured large departures in values of 

environmental factors appeared to be able to capture corresponding changes in TC 

activity. 

Intensity and genesis rise in simulations of warmer climates (although the hottest 

climate scenario shows that if conditions in the tropics become too harsh, this is not 

indefinite). Tropical cyclone activity shifted to higher latitudes with increased CO2 and 

showed some subsequent decreases at lower latitudes. This expansion was consistent 

with findings from Zamora et al. (2016) that showed the expansion of tropical like 

conditions to higher latitudes than are found in our present climate. Regions exhibiting 

high values of potential intensity also expanded poleward, while the highest values did 

not show significant increases (barring a few regions such as the Indian Ocean) than 

what is found in our current climate. Differences in environmental factors predicted the 

expansion of genesis to higher latitudes particularly in the combination of factors (high 

PI, low Vshear, and low χ) that generate low values of ventilation index. Further, 

downscaled storms in LGM simulations in two (CCSM4 and MPI) of three models 

showed decreases in the total number of LGM storms, while the MRI model showed 

slight increases during the LGM. Despite an increased amount of LGM storms generated 
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in MRI, each model showed decreases in the strongest (Category 4 and 5) storms and 

global power dissipation at the LGM. For the relevant range in this and coming 

centuries, however, number of intense storms and their average intensity would appear 

on track to increase with warming, should nature follow the behavior of the Emanuel 

downscaling. 

Yet there are some important drawbacks to the technique (especially related to 

the question of frequency). Khairoutdinov and Emanuel (2013) showed that the distance 

separating storms in radiative-convective equilibrium simulations increases with 

warming, a possible constraint not included in Emanuel's downscaling technique. 

Further, changes in the climatology, location, etc. of precursor events may be important, 

and is not considered in the Emanuel method. 

Explicitly resolved systems did not relate well to any common set of 

environmental factors. While tropical temperatures were much colder during the LGM, 

the environment could still foster TC genesis and sustainment, as potential intensity and 

relative sea surface temperatures exhibited large values in many basins. Distribution of 

genesis locations were restricted to regions of high potential intensity, large amount of 

moisture, and low vertical wind shear. However, when examining the difference in these 

factors between climates and comparing them to associated changes in genesis or track 

density, many regions do not exhibit favorable correlations. 

In addition, the changes in climate are potentially sensitive to the inclusion of the 

weakest systems, which differed when thresholds were tightened. The total counts of 

explicitly tracked storms showed decreases during the much colder LGM when 
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compared to the 20th century control. However, when excluding the weakest intensity 

storms (tropical depressions), the number of storms during the LGM was larger than in 

the 20th century. Through a series of sensitivity tests on the thresholds that determine a 

tropical cyclone in the algorithm (exceedance of vertically integrated temperature 

anomaly, surface wind speed, pressure, and low-level vorticity), it was found that the 

resultant TC climatology was sensitive to the handling of weak systems. Altering the 

threshold that must be exceeded for surface wind speed of an initial vortex, by making it 

tighter, resulted in a reversal in the sign of the LGM-20C difference in total counts (by 

as little as 20%). This underscored the importance to better understand the sensitivity of 

these techniques to chosen thresholds and model resolution, particularly for the weakest 

storms generated. Still, broadly speaking, there are some common results: fewer 

Northern Hemisphere storms at mid-Holocene the number of the strongest systems at 

LGM capable of being resolved was lower. Storms in the LGM form in the same regions 

as the downscaled method, and during the same season.  

All of this is consistent with the recent reviews by Sobel et al. (2016) showing 

higher confidence in the results that intensity rises with warming. But that changes in 

frequency were less certain, certainly partly because we lack a theoretical understanding 

of what controls frequency in the modern climate. 
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