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ABSTRACT 

 The aim for this study was to test if the City of Austin (COA) would gain more 

accurate estimations on Aquatic Life Potential (AQP) by regression equations with 

common watersheds characteristics, rather than using one general equation from Glick et 

al. (2010) for all twenty-four monitoring sites. Therefore, four objectives including 

grouping monitoring sites according to shared characteristics, creating regression models 

to predict AQP in each group, selecting the best regression model and comparing the 

best equation with the regression from Glick et al. (2010) were established. 

The monitoring sites were divided into five groups based on five hydrological 

characteristics. The multivariate regression analysis and simple linear regression analysis 

were performed in each group to form five sets of regression equations. The R2 ( 

Coefficient of Determination), standard error, the distribution of the monitoring sites, the 

goodness-of fit statistics of NSE (Nash-Sutcliffe efficiency index) and RMSE (Root 

Mean Square Error) were used to compare for the best equation. The R2, NSE and 

RMSE were also used to compare the best regression with the regression equation from 

Glick et al. (2010). The results indicated that the best predicting equations were from the 

Impervious Cover group with R2 larger than or equal to 0.68 and RMSE less than or 

equal to 11.99. That is much better than the regression equation from Glick et al. 

(2010) which has a slightly higher R2 of 0.70, but much larger RMSE of 15.84. 

Therefore, the hypothesis that grouping monitoring sites based on common 

charachteristics would result in better predictive models for AQL than one equation

for all watersheds in the City of Austin was approved.
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1. INTRODUCTION 

1.1. Background 

Humans have been using streamflow for centuries in a pursuit of a better life, 

from water supply for expanding cities to irrigation for crops. The same is true for 

instream aquatic species. Aquatic species are constantly seeking ideal environments in 

which to reproduce and thrive. Numerous studies have investigated the factors which 

might affect the instream quality of life for aquatic vegetation, macroinvertebrates, and 

vertebrates such as the Barton Spring Salamander (Eurycea sosorum) found in the 

natural springs in Austin, Texas (Bowles et al., 2006; McClintock, 2002; Paul and 

Meyer, 2001; Turner, 2009; U.S. Fish and Wildlife Service, 2005). 

Evolution of the base soil in the streambed, alterations in drainage size, 

adjustments in streamflow and baseflow and even changes in land use practices may 

impact stream water quality, and potentially have an adverse influence on the 

ecosystem’s health (Austin, 2014; Omernik, 1986; Richter, 2011b; Sung et al., 2011). 

The city of Austin (COA) uses the Aquatic Life Score (AQL), a measure of benthic 

macroinvertebrate communities, as one of the sub-indices in the Environmental Integrity 

Index (EII), a program to monitor and assess the physical, biological and chemical 

integrity of their creeks and streams. AQL is scored from 0 to 100, where higher AQL 

scores indicate a better environment for aquatic species survival. In addition to the AQL, 

the EII also includes measures of water quality, sediment quality, non-contact recreation, 

contact recreation, and habitat quality in its overall estimate of (McClintock, 2002). The 

difficulty in continuously measuring the factors making up the index, AQL in particular, 
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has resulted in relatively infrequent assessments, approximately every 2 to three years 

(McClintock, 2002). Therefore, it is necessary to predict AQL, termed the Aquatic Life 

Potential (AQP), based on the factors, particularly the hydrologic factors, that effect 

benthic macroinvertebrate communities.  

The significance of using AQP to predict AQL is easily seen. Having equations 

to predict AQP allows those making decisions regarding future developments in the 

COA to assess the effects on the EII through simulation of scenarios of change.  

Accurate equations to predict AQP equation allows more frequent assessments of AQL 

to be made while at the same time reduce heavy financial burden of frequent 

measurements. In 2010, the COA created a multiple regression equation to be use for all 

monitoring sites to determine AQP based on several hydrologic factors. The best set of 

regression equations were developed based on previous five watershed characters, like 

the Drainage Area (DA) Group, the Impervious Cover (IC) Group, the Baseflow Ratio 

Group, the Baseflow Group, and the Channel Geology Group, in twenty-four watersheds 

in and around Austin to verify the hypothesis for this research. The importance of all 

crucial factors will be determined from regression analysis as well as the backward 

elimination process. The five grouping criteria were made according to given numerical 

criteria ranges, which would be stated in Section III.   

1.2. Hypothesis for this Research 

The hypothesis for this research is that more accurate estimates of AQP can be 

made when watersheds are grouped based on similar characteristics ( impervious cover 

%, drainage area, streamflow, baseflow, channel geology etc.), and a set of regression 
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equations is developed for each of these groupings, rather than a single equation for all 

watersheds. 

1.3. Objectives 

The specific objectives done to test the research hypothesis are as follows: 

1.3.1. Group monitoring sites according to shared characteristics 

1.3.2. Create a regression model to predict AQP for each resulting group of 

watersheds. 

1.3.3. Select the one “best” monitoring site grouping method based on regression 

analysis results and goodness-of-fit to observed AQL. 
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2. LITERATURE REVIEW 

2.1. The Importance of Ecological Health in Streams 

Ecological health has been defined as the “goal for the condition at a site that is 

cultivated for crops, managed for tree harvest, stocked for fish, urbanized, or otherwise 

intensively used” (Karr 1996).  Long term monitoring of stream health is important 

because changing land use and other forms of human activity can have significant 

impacts on biological and physicochemical conditions of stream systems (Platt and 

Connell 2003). There is a need to ensure instream species are not endangered by 

instream conditions that favor invasive species, that streamflow is free from most 

nonpoint source pollution and that instream flows are sufficient for survival. 

Sousa (1984) defined an ecological disturbance as “a discrete, punctuated killing, 

displacement, or damaging of one or more individuals (or colonies) that directly or 

indirectly creates an opportunity for new individuals (or colonies) to become 

established”. Instream ecological disturbances can lead to changes in species diversity 

(Platt and Connell, 2003), and alter the length of instream food chains (Marks et al., 

2000; Post, 2002). Eutrophication is one example of an ecological disturbance (Ansari, 

2011). When the concentration of nutrients, phosphorus, nitrate and sulfate in particular,  

exceed the digestive ability in a water body, aquatic vegetation such as green algae 

multiply quickly consuming the available instream dissolved oxygen (DO) (Ansari, 

2011). As a consequence, aquatic species either die off or decrease in diversity.  

Instream flows are essential for all aquatic life, providing a basic habitat for 

aquatic species. Flow patterns determine both the quality and quantity of physical 
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habitats for instream aquatic organisms (Fritz and Dodds, 2005). Instream species have 

evolved survival strategies that correspond to the natural flow regime, frequency, and the 

rate of change of flow conditions, making it necessary to understand the relationship 

between stream hydrology and aquatic species health (Poff and Ward, 1989). 

Unimpaired in-stream ecosystems are more likely to keep the adaptive capacity to face 

potential environmental changes, such as climate change (Baron et al., 2003). A healthy 

stream ecosystem is able to capture or transform excessive nutrients to other absorbable 

forms for other aquatic species. Changes in land cover, soil type and canopy cover can 

affect the water resource distribution of aquatic systems, (City of Austin, 2015a; 

Duncan, 2012; Richardson et al., 2007). Riparian zones, which are the transitional areas 

between aquatic systems and the streamside land environment, reflect the biodiversity 

conditions in surrounding watersheds. Well maintained vegetated riparian areas around 

urban streams add quality of life for provide supplementary recreational opportunities 

for the people living around them (City of Austin, 2015a). A sound aquatic ecosystem 

provides perfect habitat for existing species to reproduce and survive in a stable 

environment (Baron et al., 2003; Richter et al., 1996).      

2.2 EII Scores in Austin and Its Applications in Austin 

Water quality in streams and creeks, is not only important for human needs, but 

also for aquatic life including plants, mammals, and amphibians (Baron et al., 2003). In 

1974, the Austin City Council adopted the Bicentennial Project with the goal of 

preserving and enhancing all creeks and waterways for municipal use function as well as 

future ecosystem health function (City of Austin, 2009a). Since 1974, several studies 
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have been done to maintain or improve the aquatic health of Austin streams (City of 

Austin, 2009a; Michael et al., 2010), including the Lake Austin Watershed Ordinance 

(1978) and the Barton Creek Watershed Ordinance (1980). In 1986, the COA passed the 

Comprehensive Watersheds Ordinance (CWO) for NPS control measuring which 

specified requirements for water quality, locations of water quality buffer zones and 

limitations for impervious cover (IC) (Johns, 1991). 

The Environmental Resource Management Division (EMR) of COA developed 

the Environmental Integrity Index (EII) in 1996. The goal was to use the EII as a tool to 

“assess the current water quality conditions of Austin’s watersheds, and to have a 

baseline for long term evaluation of our water resource”, based on specific water 

resource requirements of the Clean Water Act Section 303d list (McClintock, 2002).  

Ranging from 0 to 100, a higher EII score in a watershed indicates better biological, 

chemical and physical health.  High scores also indicate that watersheds have been less 

impacted by their surrounding projects or programs (Herrington, 2003). The EII score is 

a weighted mean value of six annual sub-indices, water quality, sediment quality, non-

contact recreation, contact recreation, habitat quality, and aquatic life. The EII score for 

each watershed in the City of Austin was initially calculated over a three-year period 

(1996-1999). Data requirements from the Texas Commission of Environmental Quality 

(TCEQ) Clean Water Program increased the frequency to once every two years 

(Herrington, 2011). The EII score is not only useful for estimating water quality in both 

urban and rural areas, but also validating estimation of ecological health of aquatic 
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resources made by local agencies which merely use chemical analysis for water quality 

assessments (McClintock, 2002).  

EII scores are widely used in combination with other index values for various 

purposes (Richter, 2011; Scoggins et al., 2013; Thompson, 2007). For example, the 

Index of Riparian Integrity (IRI), which is a macro-scale tool built using land use and 

aerial photography in Austin, uses the EII to measure the integrity of riparian zones 

along creeks and streams in Austin. EII scores were used as the dependent variable in 

combination with Drainage Acre Thresholds (DAT) of 64 acre and 640 acre in 

regression models used to estimate health in riparian zones of all creeks in COA’s 

jurisdiction (Scoggins et al., 2013).   

A third example is the Austin Lake Index (ALI). Following similar logic to  and 

using modified methodology than the EII, the Nature Conservancy developed a new 

assessment for the physical, chemical and biological conditions in three watersheds 

which were not covered in EII (Richter, 2011). The ALI is applied on a larger scale with 

more sub-metrics and more frequent measurements than the EII. Habitat and aquatic life 

scores in ALI calculation are used by decision makers to identify aquatic systems 

suitable for potential habitat restoration in lakes instead of streams. (Richter, 2011). 

Although there was not much difference in ALI scores in lakes compared to the original 

assessment, they can still serve as a baseline for the City of Austin to detect other 

potential environmental changes in area lakes (Richter, 2011).  
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2.3.  Aquatic Life Score (AQL) 

The Aquatic Life Score (AQL) is one part of part of the EII score. The AQL 

score is composed of several factors affecting aquatic life. Those factors are the 

macroinvertebrate community structure,  the diatom community structure, percent algae 

cover, chlorophyll-a index, and the presence or absence of fish making up 30%, 25%, 

10%, 25%, and 10% of the total AQL score, respectively (McClintock, 2002). The COA 

uses several biologic metrics computed based on samples acquired for use in the EII to 

compute the AQL. Since the AQL score represents the overall aquatic health of a 

monitoring site, the COA tends to use this index more often than EII. A detailed 

description of the methodology to calculate AQL can be found in the EII Quality 

Assurance Project Plan (COA, 2008). The AQL score in the Barton Creek in 1994 was 

74, it was the least impacted creek, and the Barton Creek was in the Good category 

(McClintock, 2002). The acceptable level in each factors varies, for example, it is 

considered good for aquatic healthy living when chlorophyll-a index is higher than 50 

while the diatom community structure score needs to be higher than 65 (McClintock, 

2002). AQL scores can be used to examine the effect of NPS pollution loads on stream 

health to assess the effectiveness of  NPS pollution control regulations (City of Austin, 

2015b).  

2.4.      Relating Hydrologic Characteristics to Aquatic Life  

Several studies regarding the relationship between stream hydrology and 

ecological life score of species have focused on northern regions of United States 

(Zimmerman, 2010; Poff et al., 1997). However, there lacks more regional studies in 
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Austin, Texas to investigate sub daily stream hydrological characters with instream 

aquatic life scores for watersheds.  

AQP = 63.417+ 3.914 × ln Q
90

+ 12.041BF1 − 18.227T
dry

   (2.1) 

where  

Q90 is defined in Table 1 (ft3/s),  

BF1 is the baseflow calculated from measured streamflow using one pass through 

a baseflow filter (ft3/s) 

and Tdry is the fraction of time when the mean daily flow was less than 0.1 ft3/s 

(decimal) 

Glick et al. (2010) used multiple regression analysis to create a predictive 

equation for AQP to use for all watersheds in the COA, based on several hydrologic 

characteristics. The Qmean (mean daily flow during 1958-2007), Qpeak (peak daily flow 

during 1958-2007), Q90 (the daily flow rate that is over 10 percent of the time during 

1958-2007), +mean (the average of all positive differences between consecutive daily 

values) and –mean (the average of all negative differences between consecutive daily 

values) are the area-adjusted measurements and they were a log-normally distributed 

environmental statistics, so they were included in the analysis. The flow measurement 

score, BF1, was used in the final equation. FLN and Tdry had negative correlation with 

AQP value from regression analysis.   

2.5 The Importance of Watershed Characteristics for Ecosystem Health 

In order to create the most appropriate groupings of watersheds to predict AQP, 

several factors must be examined to determine which would provide the most accurate 
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assessment of ecosystem health. The following is a discussion of five such factors that 

have shown to have such an influence.  

Drainage Area and Slope 

The importance of drainage area (DA) on ecosystem health is mainly related to 

the volume of baseflow and the frequency of peak flows. In addition, the drainage basin 

area in square miles (A) is related to the overland runoff (D), according to Fetter’s book 

regarding hydrographs of regular storm events (2001).      

Asquith (1998) studied peak-flow frequency predication in tributaries of the 

Colorado River, in which monitoring stations were divided into two groups based on 

their Contributing Drainage Area (CDA). Watersheds with CDA of less than 32 square 

miles, were termed small basins, while those with CDA larger than 32 square miles, 

were termed large basins (Asquith, 1998). They found regressions to be used to estimate 

the peak flow frequency under 50, 67 and 90% confidence level and the regression for 

67% confidence level was presented in text (Asquith, 1998). In the drainage criteria 

manual, Dodson (1989) set up standards for hydrologic analysis in determining peak 

flow in Texas and he classified watersheds into three groups based on DA, watersheds 

smaller than 50 acres, watersheds between 50 to 640 acres, and the watersheds larger 

than 640 acres. For example, when a watershed is less than 50 acres in size, it is 

common to use the Rational Method to determine the peak discharge but when the size 

increase to be between 50 to 640 acres, the local runoff rate curve could be used to find 

the peak flow rate (Dodson, 1989).  
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Drainage area is an indicator of habitat size for aquatic species which has a  

direct relationship with AQP score (Richter, 2011). Changes in habitat size affect total 

food storage, and the availability of shelter. Therefore, drainage area is one factor 

necessary for understanding the benthic macroinvertebrates and fish populations 

(Richter, 2011a; USEPA, 2012).  

In a study in Massachusetts Weiskel et al. (2010) found with no change in other 

factors, like flow length and drainage area, aquatic communities of invertebrates and 

other aquatic plants tend to have a more diverse and healthier life as the slope of the for 

streambed increases. Fend et al. (2005) found that the slope for average stream channels 

size and the stream elevation are two important factors for stream environment and the 

availability of water flow in Santa Clara Valley, California. Additionally, the study 

found benthic macroinvertebrate abundance was also related with the percent of 

impervious cover near impacted watersheds.    

Baseflow 

Baseflow is a major water supply to rivers, springs and streams during dry 

weather (Zhan, 2015). The definition for baseflow is “The part of stream flow that is 

neither from nor runoff results from seepage of water from the ground into a channel 

slowly over time.” (Xu et al, 2011). The prevention of the reduction of  baseflow volume 

as a result of urbanization is one of the missions in the COA Watershed Protection Plan 

(City of Austin, 2015b). Baseflow has shown to be a major explanatory variable for 

streamflow patterns prediction in Austin (Porras and Scoggins, 2013). Tennant (1976) 

found that when baseflow decreased, the sustainability of fish species in streams 
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declined. In its most recent watershed master plan, instream baseflow is considered an 

important factor in determining aquatic life in Austin streams (City of Austin, 2015b).  

Abel Porras and Scoggins (2013) found that baseflow in the streams of Austin 

have a positive relationship with the frequency of wet days. With the probability of dry 

or wet days in each stream annually, people can be informed by the basic ecological 

health status of this stream. Therefore, using the baseflow data for gaining the expected 

aquatic score is an important parameter for predicting aquatic life score.   

Streamflow 

Streamflow is one of the major components in the continental hydrological cycle 

and the interactions between streamflow from lakes, rivers and oceans strongly impact 

the response of hydrologic systems to atmospheric recycling (Fetter, 2001; Zhan, 2015). 

The continuous streamflow is the primary condition for aquatic species survival because 

it not only maintains the morphology of a basin or channel, but also provides a stable 

living environment for all aquatic life needs as well as supports fluvial processes during 

both the wet and dry periods (Austin, 2014). Austin (2014) stated the importance of 

average streamflow for aquatic and terrestrial organisms is from its provision of 

adequate food and habitats for the entire ecosystem. Most aquatic species tend have a 

better ability  to reproduce in streams with regular streamflow patterns (Allan and 

Castillo, 2007).   

Impervious Cover  

Impervious cover (IC) percentage can be defined as the percentage of the 

drainage area that prevents the infiltration of water into the ground, such as roads, 
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parking areas, concrete, and buildings. IC is an important parameter of instream 

hydrology because it alters streamflow patterns, changes the timing for peak flow and 

greatly reduces the storage rate during precipitation events (Arnold Jr and Gibbons, 

1996; Dunne and Leopold, 1978; Paul and Meyer, 2001).  

Since 2000, Austin has been one of the fastest growing metropolitan cities with 

nearly 20% increase in population (U.S. Census Bureau, 2009). As the population of a 

city rapidly increases, the land use is likely to be changed as well. Various changes in 

land use, not only limited to the increase in IC during the urbanization process, can cause 

dramatic ecological disturbances in watersheds (Sousa, 1984). Furthermore, observed 

urbanization has caused changes in watershed hydrology, such as severe degradation of 

aquatic systems within the watershed, reduction of total drainage area, and loss of 

floodplains and wetlands (Arnold Jr and Gibbons, 1996; Hollis, 1975; Klein, 1979; 

Tennant, 1976). Tennant (1976) defined severe degradation of aquatic systems as 

impervious surfacing reaches 30 to 70 percent surrounding the watershed. Under this 

situation, adequate watershed restoration is needed (Tennant 1976). Glick et al. (2010) 

also found a negative relationship between water quality and impervious cover in 

streams in Texas. Sung et al. (2011) concluded that urbanization had lowered 

groundwater levels and reduced the soil moisture in Austin. As a result of rapid 

development of urban area in Austin in the late 1990s, increases in impervious cover 

near streams significantly impacted the hydrology of the streams.   

 Multiple studies have found  that the IC percentage has obvious adverse effects 

on benthic macroinvertebrates and assemblages of fish in streams (Klein, 1979; 
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Schueler, 1994). Klein (1979) in research on twenty-seven small watersheds in the 

Piedmont province of Maryland looked at the relationship between stream quality and 

the extent of watershed urbanization. It was concluded that when more than 65 percent 

of watershed covered by impervious materials, the baseflow was reduced by 90 percent 

(Schuler, 1994).  

Channel Geology  

Texas is unique among states in United States due to its geographic location and 

various topographic diversity. There are in total ten ecoregions in Texas (Texas Parks 

and Wildlife Department, 2015), Austin and its surrounding cities are composed of two 

main ecological regions. The Prairie (Backland Prairie) group is a common ecoregion in 

Austin area (Omernik, 1986; Texas Parks and Wildlife Department, 2015).  Usually the 

Backland Prairie land allows growth of crops and vegetation because the soil is rich with 

average rainfall between 28 to 40 inches every year (Texas Parks and Wildlife 

Department, 2015).    

Goodness-Of-Fit Statistics 

Since it is necessary to validate these models generated from this study by 

statistical test, the NSE and RMSE values were applied to testify how close the predicted 

AQP from the AQP predicting equations fits with the observed AQL provided by the 

COA. From previous studies, the NSE and RMSE are two of the most frequently used 

goodness-of-fit indicators in evaluating deviations between observed and predicted data 

of various hydrologic model’s (Croke, 2009; Harmel and Smith, 2007; Moriasi et al., 
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2007). The following paragraphs described the NSE and RMSE in brief but more 

detailed discussion on the indicators can be found in Legates and McCabe (1999).     

The NSE is a widely used tool to assess and quantify the goodness-of-fit of 

hydrological models goodness-of-fit on a scale ranging from negative infinity to 1.0 

(Gupta and Kling, 2011; Harmel et al., 2010; Legates and McCabe, 1999; Nash and 

Sutcliffe, 1970). NSE is calculated as (Moriasi et al., 2007): 

NSE=1- [
∑ (Oi-Pi)

i=n
i=1

2

 ∑ (Oi-O̅
i=n
i=1 )2

] 

 (2.2) 

where: 

n is the total number of observations;   

Oi is the ith observation of the evaluated variable, AQL in this study; 

Pi is the ith predicted value of the evaluated variable, AQP in this study; and 

O̅ is the mean of the observed data for the evaluated variable, mean AQL for this study. 

One advantages of the NSE index is its flexibility. For example, NSE was used to 

evaluate a nonlinear regression model to predict the amount of sediment transported 

between wind-driven and rain-impacted flow events in Belgium  (Erpul et al., 2003). In a 

case study conducted by Moriasi et al. (2007), NSE was used to compare monthly 

streamflow simulated using SWAT2005 with observed monthly streamflow. A negative 

NSE value indicates the residual variance in the observations is larger than the residual 

variance in the predications. In other words, the model is not able to accurately predict 

because the error in data is too large (Gupta and Kling, 2011). A positive NSE value 

indicates the residual variance in the observed data is smaller than the residual variance 
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in predicted data. Therefore, a positive NSE value means the generated equation for 

prediction is able to provide accurate predictions (Beven and Young, 2013; Moriasi et 

al., 2007). The closer model efficiency is to 1, the better the predictive ability of the 

model (Nash and Sutcliffe 1970.  However, one of the most obvious drawbacks in NSE 

is from squaring the residuals, making it very sensitive to outliers (Harmel et al., 2010).  

Since using more than one goodness-of-fit measure for calibration helps to 

reduce uncertainty and increase the confidence level (White and Chaubey, 2005), the 

RMSE was also used to measure goodness-of-fit. RMSE is calculated as (Harmel et al., 

2010):    

RMSE =√𝑁−1 ∑ (𝑂𝑖 − 𝑃𝑖)2𝑁
𝑖=1   (2.3) 

where 

N is the number of observations; 

Oi is the observed value used in regression equation; 

Pi is the predicted value from regression. 
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RMSE is a type of error index which indicates the absolute fit between observed 

and predicted data (Moriasi et al., 2007). While R2 and NSE are relative assessments of 

goodness-of-fit, RMSE is an absolute measure of fit (Haan, 2002). The predicted values 

fit with observed values perfectly when the RMSE equals 0; therefore, lower values of 

RMSE indicate a better fit (Franz and Hogue, 2011; Moriasi et al., 2007). The RMSE of 

is a valuable error index for this study for two reasons. First, the RMSE value shows 

absolute error in the units of the variable being examined (Moriasi et al., 2007). 

Secondly, Chai and Draxler (2014) suggested that the RMSE best represents datasets 

with normally distributed errors (2014). In this study all errors from the regression where 

checked to ensure they were normally distributed.    
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3. METHODOLOGY 

3.1. Study Area 

 The study area is located in the City of Austin, TX, defined by 22 United States 

Geological Service (USGS) stream monitoring sites and two stream monitoring sites 

served by the City of Austin. Twenty-one of the sites are located in Travis County (30° 

16' 0" N, 97° 44' 34" W), the remaining three in surrounding counties (Fig. 1). Table 1 

contains a list of the monitoring sites by watershed name, identity number and site name. 

In total, there were 14 different watersheds included in this study defined by the COA 

(City of Austin, 2015a), some containing more than one monitoring site. For example, 

the Barton Creek Watershed contains four monitoring sites.  

The climate in Austin is subtropical, with temperatures in the summer exceeding 

90ᵒ F more than 80% of the time and relatively mild winters (NOAA, 2007). Average 

rainfall in this region is approximately 33 inches per year (NOAA, 2007). Larger 

amounts of rainfall usually occur in the spring and summer (from April to September). 

When rainfall depths exceed  five inches in a single rain event, flooding events can occur 

(NOAA, 2007). 

Austin is located in the conjunction of two ecoregions; the Blackland Prairie, and 

Central Texas Plateau (Omernik, 1986; Omernik and Griffith, 2013). Austin overlies two 

major geologic regions. The Glen Rose Limestone or the Edwards Limestone, has strong 

resistance to erodibility by rainfall and runoff, and is mostly distributed in the western 

part of Austin. Buda Limestone, found in the eastern part of Austin, has less resistance to 

erosion than the Edwards Limestone (Jordan, 1977). Buda Limestone is harder and more 
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resistant to erosion in its upper regions and less so in its lower regions. Purves and 

Tarrant soils are the dominant soil types in  the eastern part of Austin around the Buda 

Limestone (Jordan, 1977). In western Austin, Walnut Clays occur around Edwards 

Limestone (Jordan, 1977).  

 

 

 
Figure 1. Study area in Austin, TX with USGS monitoring sites and sub-watersheds 
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Figure 1 shows that most of the USGS monitoring sites have relatively low elevations—

below 200 meter ASL. According to the elevation data provided by the COA, in Travis 

County, the slopes for all 24 sites were less than 7.6 degrees or fairly flat. 

 

 

Table 1. Twenty-four United States Geological Service (USGS) and COA 

monitoring sites used in this study. 

Watershed Name Station ID Station Name 

Bull Creek 08154700 Bull Creek at Loop 360 

Barton Creek 08155200 Barton Creek at SH 71 

Barton Creek 08155240 Barton Creek at Lost Creek Blvd. 

Barton Creek 08155300 Barton Creek at Loop 360 

Barton Creek 08155400 Barton Creek above Barton Springs 

Shoal Creek 08156700 Shoal Creek at Northwest Park 

Shoal Creek 08156800 Shoal Creek at 12th Street 

Waller Creek 08157000 Waller Creek at 38th Street 

Waller Creek 08157500 Waller Creek at 23rd Street 

East Bouldin Creek 08157600 East Bouldin Creek at S. 1st Street 

Blunn Creek 08157700 Blunn Creek near Little Stacy Park 

Boggy Creek 08158050 Boggy Creek at US 183 

Walnut Creek 08158600 Walnut Creek at Webberville Road 

Onion Creek 08158700 Onion Creek near Driftwood, TX 

Onion Creek 08158800 Onion Creek at Buda, TX 

Bear Creek 08158810 Bear Creek below FM 1826 

Onion Creek 08158827 Onion Creek at Twin Creeks Road 

Slaughter Creek 08158840 Slaughter Creek at FM 1826 

Williamson Creek 08158920 Williamson Creek at Oak Hill, TX 

Williamson Creek 08158930 Williamson Creek at Manchaca Road 

Williamson Creek 08158970 Williamson Creek at Jimmy Clay Road 

Onion Creek 08159000 Onion Creek at US 183 

Bear Creek FBU Bear Creek at FM 1826 

Fort Branch FTB Fort Branch Creek at Webberville Road 
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Data   

Table 2 contains a description of the data collected needed to either group the 

watersheds or to create the regression equations in this study. The physical 

characteristics for the monitoring sites which were assumed constant throughout the 

study period, drainage area (DA), longest flow path (L) to the outlet, and slope (S), are 

shown in Table 3. The impervious cover % (IC) shown in Table 3 was used to group 

watersheds. These IC values came from 2013, which was the most complete record. The 

data for these physical characteristics were obtained from the COA (Zhu, 2015).    

 

Table 2. Data needed for study. 

Streamflow Variables 

Variables Definition Unit 

QB Daily average baseflow   ft3/s  

QS Daily average streamflow  ft3/s  

Qpeak Peak daily streamflow ft3/day 

QB% 
Baseflow ratio or percent of daily average streamflow 

that was contributed by baseflow 
dimensionless 

QS90  

The 90th percentile streamflow or daily average 

streamflow rate exceeded 10% of the time during the 

period  ft3/day 

QS+ 
The mean of all positive differences between consecutive 

daily values, rise rate ft3/day 

QS- 
The mean of all negative differences between 

consecutive daily values, fall rate ft3/day 

Monitoring Site Physical Characteristics 

Variables Definition Unit 

DA Drainage area  square miles 

IC Impervious Cover   % 

S Mean slope for selected site  % 

L The longest flow path for each watersheds  Feet 

 

COA provided twenty years (1993-2013) of 15-min streamflow and 15-min 

baseflow for most of the monitoring sites (Zhu, 2015). Data from COA were then 
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aggregated into daily average streamflow and baseflow using MATLAB. For sites or 

time periods that were missing data from the COA−for example site 08158810 in 1997 

was missing the 15 minutes mean daily baseflow and streamflow data− they were  

obtained from the USGS (USGS, 2016). The SWAT digital filter was used to calculated 

the ratio between baseflow and streamflow for each site. Data for all of the streamflow 

and baseflow metrics used in the regression analysis are shown in Appendix A by 

monitoring site and time period.  

Measured Aquatic Life Scores (AQL) and IC values used in the regression 

analysis are shown in Appendix B by monitoring site and date. Limited data from the 

COA on AQL and IC values required some assumptions be made to fill in the data 

record so there was a sufficient amount of data to create significant regression equations. 

The first assumption was that the AQL, which was typically reported for a two to three 

years period by COA, did not change within that period for a particular monitoring site. 

The second assumption was that the IC% was the same for two different monitoring sites 

located a short distance from one another within the same watershed. Lastly, if data on a 

physical characteristic, like the Impervious Cover, was missing for a monitoring site, it 

was assumed to have the same value as the nearest monitoring site within the same 

watershed or, if that was lacking, with a nearby watershed. 

  



 

23 

 

Table 3. Monitoring site physical characteristics. 

Station 

ID 

Drainage Area 

(DA) 

(sq. miles) 

Longest Flow 

Path (L) 

(feet) 

Slope (S) 

 (%) 

Impervious 

Cover (%) 

08154700 22.3 27567.6 3.3 20.6 

08155200 89.7 392.0 2.1 5.6 

08155240 107.0 70010.2 3.9 6.4 

08155300 116.1 4752.8 3.5 7.2 

08155400 125.1 34671.1 4.1 7.8 

08156700 6.5 719.5 6.3 54.3 

08156800 12.3 5969.4 3.9 51.6 

08157000 2.3 1188.19 3.4 48.7 

08157500 4.1 103831.2 2.6 54.3 

08157600 2.4 8777.8 3.4 54.4 

08157700 1.2 66862.2 6.6 58.2 

08158050 13.1 455.3 3.1 43.4 

08158600 51.3 392.0 5.9 36.4 

08158700 124.3 1338.3 2.1 6.6 

08158800 166.3 9129.8 7.6 36.4 

08158810 12.2 49391.8 6.6 6.7 

08158827 181.2 546905.4 4.4 8.8 

08158840 8.2 48563.5 4.7 6.5 

08158920 6.3 4589.6 4.8 9.4 

08158930 19.0 4505.8 2.5 20.7 

08158970 27.6 5696.3 4.2 34.2 

08159000 321.2 21238.0 6.4 29.8 

FBU 5.5 N/A N/A 19.4 

FTB 2.6 N/A N/A 44.0 

 



 

24 

 

 

3.2.  Methodology for Objective 1  

Five different grouping schemes were created using the 24 monitoring sites. 

Grouping categories were drainage area, daily average baseflow, baseflow ratio, 

impervious cover and channel geology. These characteristics of the monitoring sites 

were selected according to the relationship they each have with aquatic life as described 

in the literature review.   

Drainage Area   

Drainage areas were determined from the stream network delineation completed 

by the COA Watershed Protection Department in 2000. Drainage area categories used in 

previous studies were either too coarse (Asquith, 1998) or too fine (Dodson, 1989) to 

apply in this study. Therefore, monitoring sites were placed into one of three newly 

defined groups; very small−drainage area is less than 10 square miles; small− drainage 

area is between 10 and 100 square miles; and large− drainage area greater than 100 

square miles.   

Baseflow  

 Daily average baseflow was used to group the monitoring sites based on the 

permanence of baseflow over the 1993-2013. The monitoring sites were characterized as 

strictly permanent (observed baseflow over 85% of the period), strictly impermanent (no 

baseflow was observed over 85% of the period), and semi-permanent (watersheds not 

included in either of previous two groups) (Berhanu et al., 2015; City of Austin, 2000; 

Porras and Scoggins, 2013).  
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Baseflow Ratio 

The baseflow ratio, the proportion of total streamflow that is contributed by 

baseflow, is an indicator of a stream’s ability to support ecosystem services including 

fish habitat, wildlife, recreation, and other related environment resources. The ratio was 

calculated using the average daily baseflows and streamflows from 1993 to 2013.  

Monitoring sites were divided into one of three groups according to Tennant (1976): 

Poor − the average daily baseflow was less than or equal to 10% of average daily 

streamflow; Good − the average daily baseflow was between 10% and 30% of the 

average daily streamflow; and Optimal – average daily baseflow was greater than 30% 

of the average daily streamflow. 

Impervious Cover  

Glick et al. (2010) found a negative relationship between water quality and 

impervious cover in streams in Texas. Tennant (1976) defined a stream as “severely 

degraded” and in need of restoration if its surrounding watershed had imperious cover 

from 30 to 70% of the drainage area. Monitoring sites categorized as according to 

Schueler (1994) as: sensitive− IC is less than 10% of the drainage area; impacted−IC is 

greater than 10% but less than 25% of the drainage area; and non-supporting − IC is 

greater than 25% but less than 100% of the drainage area. 

Channel Geology 

The COA provided a final grouping describing the prominent channel geology of 

each monitoring site based on the prominent ecoregion and their professional judgement.  

Sites were divided into one of three subgroups: rock−streambeds primarily located in the 
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western portion of the study area and are more resistant to erosion; prairie−streambeds 

primarily located in the eastern portion of the watershed and are less resistant to erosion; 

and transitional−monitoring sites located in the area between rock and prairie.    

3.3. Methodology for Objective 2  

Regression analysis was used to analyze the statistical relationships between one 

dependent variable, Aquatic Life (AQL) score, and several independent variables for the 

purpose of predicting Aquatic Life Potential (AQP). The independent variables, shown 

in Table 2 include: average daily (QB), average daily streamflow (QS), daily peak 

streamflow (Qpeak), 90th percentile average daily streamflow (QS90), daily streamflow 

mean rise rate (QS+) and daily streamflow mean fall rate(QS-), selected to reflect different 

components of the streamflow regime. Watershed characteristics were described by four 

additional variables: drainage area (DA), impervious cover (IC), longest flow path (L), 

and mean slope (S).   

The type of regression used for a particular subgroup, multivariate or simple 

linear, was dependent on the amount of data available for the regression. Two conditions 

had to be met for multivariate regression to be used. The minimum number of 

observations required to do a multivariate regression is the number of independent 

variables plus one (p+1). In addition, to avoid overfitting the number of independent 

variables should not exceed 20 to 25% of the number of observations (Haan, 2002). The 

rule of thumb applied here was the number of observations must be 4 times the number 

of independent variables.   
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Multivariate Regression Analysis 

 In the cases where there was enough data, multivariate regression analysis using 

backward elimination was done using the following steps:  

1. Microsoft Excel was used to create a multiple linear regression equation for the 

full model using all of the independent variables in Table 2 in the form (Haan 

2002): 

 Y'=β
0
+β

1
*X1+β

2
*X2+…+β

m
*Xm+ε                              (3.1) 

Where 𝛽0 is the intercept, 𝛽1, 𝛽2and 𝛽𝑚 are the regression coefficients of the 

corresponding independent variables X1, X2 and Xm, 𝑌′is the AQP value and 𝜀 is 

the residual between the observed value of the dependent variable and the 

predicted value of the dependent variable, in this case AQL and AQP, 

respectively.    

2. Backward elimination was used to select the “best” regression model. Several 

factors were used for eliminating variables that did not contribute significantly to 

the model.  

a. First, a correlation matrix was created using all of the independent 

variables for the full regression model. When two variables are highly 

linearly correlated in a multiple linear regression model, they are both 

trying to explain the same thing in the model.  If one of them is not 

removed than the variation in AQP that either would explain if used alone 

would be “split” causing one or both of them to be insignificant (Haan, 
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2002). Any two variables with a linear correlation value higher than 0.75 

(Scoggins, 2000) were candidates for removal from the model. 

b. Insignificant independent variables were selected for removal by testing 

the hypothesis that β
m

= 0, or that a particular β is statistically not 

different from 0, adding nothing to the regression equation.  In order to do 

this test, several assumptions about the residuals must be met. 

Specifically, tests are made to insure that the residuals are independent, 

identically and normally distributed (i.i.d).  

c. The mean of the residuals was calculated to ensure that it is close to zero. 

All residual values were ranked from the smallest to the largest with a 

corresponding observation number and the empirical probability of each 

error was determined where prob(ε < εi) =  
rank

(n+1)
. The mean and 

standard deviation of the residuals (standard error) were used with the 

empirical probability for each residual value in the NORM.INV function 

in Microsoft Excel to calculate the z-value for each residual. The z-values 

were plotted against the ranked residuals in a normal probability plot to 

check for normality in the distribution. A linear plot indicates that the 

residuals are normally distributed. 

d. Once all the residuals were determined to be i.i.d., the p-values, the 

probability that the observed result is obtained by chance, of the 

regression coefficients were checked. If the coefficient had a p-value 

greater than α=0.05  than that independent variable is insignificant in the 
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regression equation and is a candidate for removal. In the case of two 

highly correlated variables if both variables have p-values higher than 

0.05, the variable with higher p-value was removed.  Variables were 

removed one or two at a time. 

3. After Xm is removed, the regression is recalculated and both the standard error 

(se), and the correlation coefficient (R2) are used to determine the effect on the 

regression equation (Haan, 2002).  If the standard error increased significantly or 

the R2 value dropped significantly than the variable was put back into the 

equation.  

4. Steps 2 and 3 were repeated until the best model was found (all or most 

independent variables were significant, with the highest R2 and lowest se).  

 With ten dependent variables available for each equation there were some cases 

where the number of observations did not allow the use of all independent variables in 

the full model.  When the number of observations in a group was less than or equal to 

the number of independent variables minus one (n ≤ m − 1), nine in this case, the 

matrix of the correlations between the independent variables was used to select variable 

for deletion before completing the multiple regression steps. If there was still not enough 

data to do a multivariate regression than simple linear regression was used. 

Simple Linear Regression 

For subgroups which did not have enough observations to conduct a significant 

multivariate regression analysis, simple linear regressions analysis was done between 

AQL and each of five of the hydrologic variables from Table 2 (QB, QS, QS-, QS+, Qpeak). 
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Q90 was not used in this analysis because it had an almost perfect correlation with Qpeak 

and was redundant.  The best fitting simple regression model from the six variables was 

used to represent that subgroup. In this way, each subgroup had a regression model 

associated with it that included at least one hydrologic variable.    

The steps in doing simple linear regression were as follows: 

1. A simple linear regression was calculated using Microsoft Excel with the 

observed AQL values as independent variable and one of five streamflow 

variables as the dependent variable.  

2. This process is repeated until all five streamflow variables are used to create a 

simple linear regression model.    

3. The best linear equation was selected based on the highest R2 value, the lowest 

standard error and lowest p-value in the regression coefficient. 

Regression analysis was repeated for all subgroups identified in objective 1, resulting 

in 5 sets of regression equations, one set for each type of group (DA, IC, baseflow, 

baseflow ratio and channel geology); each set containing one equation per subgroup (i.e. 

very small drainage area subgroup, small drainage area subgroup, large drainage area 

subgroup). 

3.4. Methodology for Objective 3  

Selection of Best Grouping Scheme 

 

In order to select the best method for grouping the monitoring sites for predicting 

AQP all five sets of regression equations were compared using their R2, standard error, 
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NSE, RMSE values and the distribution of the monitoring sites among the subgroups. 

The selection process was as follows: 

1. For each subgroup within the five major categories the best fitting regression 

equation (multivariate or simple linear) was used to calculate AQP. AQP values were 

calculated for every available AQL value in the subgroup, based on the streamflow 

metrics and watershed characteristics for the time-period and monitoring site 

associated with that AQL. For example, site 8154700 had an AQL value from 1993. 

It was grouped into the Small Watershed subgroup of DA group. The AQP value was 

generated based on the best fitting regression equation from the small watershed 

group, based on the watershed metrics from 1993 and the watershed characteristics 

for that site.   

2. The NSE and RMSE were calculated between measured AQL and predicted AQP for 

each subgroup according to equations 2.2 and 2.3.  

3. The R2, standard error, distribution of the monitoring sites among the subgroups, 

NSE, and RMSE, were used to select one of the grouping schemes as the “best” for 

predicting AQP. 

Comparison to Previous Work 

In order to determine whether grouping watersheds based on similar 

characteristics will provide more reliable predictions of AQP than using one equation for 

all watersheds, a comparison between the goodness-of-fit measures for the equation 

developed by Glick et al. (2010) were compared to the goodness-of-fit measures from 

the “best” set of equations selected in this study.  
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The regression analysis done by Glick et al. (2010) resulted in the equation 

described in the literature review (Equation 2.1) as:  

AQP = 63.417+ 3.914 LN (Q
90

)+12.041BF1-18.227T
dry

 

where: 

Q90 is defined in Table 2 (ft3/s)  

BF1 is the daily average baseflow after one pass of a baseflow filter, QB, in Table 

2 (ft3/s) 

and Tdry is the fraction of time when the mean daily flow was less than 0.1 ft3/s  

AQP values,Q90, BF1, and Tdry data were obtained from Glick et al.(2010) during 

1997-2007 period because this period has the most abundant data for all metrics. After 

gaining the summations for all the differences between AQL and AQP as well as the 

differences between AQL and the mean of AQL, the NSE and RMSE between AQL and 

AQP were calculated using eqs. 3.2 and 3.3. The resulting metrics were compared to 

those calculated for the “best” grouping regression equations; comparing one set of NSE 

and RMSE from the Glick et al. (2010) equation to three sets of NSE and RMSE from 

this study.      
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4. RESULTS AND DISCUSSION 

4.1. Objective 1:  Monitoring Site Grouping Results  

Drainage Area Groups 

The 24 monitoring sites were divided almost equally between the three drainage 

area subgroups (Table 4). The nine very small, eight small and seven large monitoring 

sites were 39, 248 and 1140 square miles, respectively.  

 

 

Table 4. COA monitoring sites grouped according to drainage area (DA). 

Subgroups Site Number Watershed Name 

Drainage 

Area  

(square miles) 

Very Small Watershed 

(DA < 10) 

08157700 Blunn Creek 1.2 

08157000 Waller Creek 2.3 

08157600 East Bouldin 2.4 

FTB Fort Branch 2.6 

08157500 Waller Creek 4.1 

FBU Bear Creek 5.5 

08158920 Williamson Creek 6.3 

08156700 Shoal Creek 6.5 

08158840 Slaughter Creek 8.2 

Small Watershed 

(10 < DA< 100) 

08158810 Bear Creek 12.2 

08156800 Shoal Creek 12.3 

08158050 Boggy Creek 13.1 

08158930 Williamson Creek 19.0 

08154700 Bull Creek 22.3 

08158970 Williamson Creek 27.6 

08158600 Walnut Creek 51.3 

08155200 Barton Creek 89.7 

Large Watershed 

(DA > 100) 

08155240 Barton Creek 107.0 

08155300 Barton Creek 116.1 

08158700 Onion Creek 124.3 

08155400 Barton Creek 125.1 

08158800 Onion Creek 166.3 

08158827 Onion Creek 181.2 

08159000 Onion Creek 321.2 
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The drainage area for a monitoring site is defined by the land surface area that 

drains through it based on elevation.  The closer the monitoring sites are to one another, 

the smaller the drainage area.  From Fig. 1, it can be seen that the larger drainage area 

sites are found in the Onion Creek Watershed in the southern part of Travis County and 

the Barton Creek Watershed on the western side of Austin, relatively less developed 

areas that have fewer monitoring sites.  The very small watersheds, not surprisingly were 

mostly found in the center of the City of Austin, an artifact of the larger number of 

monitoring sites in a smaller area. As shown in Table 4, several watersheds had 

monitoring sites in more than one group including the Williamson, Bear, Barton, and 

Shoal Creek Watersheds. 

Baseflow Groups 

 Although three subgroups were defined for this group, the monitoring sites fell 

into one of two subgroups, strictly permanent baseflow, or semi-permanent baseflow, 

with 12 monitoring sites in each (Table 5). For the most part, monitoring sites within the 

same watershed fell into the same baseflow subgroup including three of four monitoring 

sites in the Barton and Onion Creek Watersheds and all of the monitoring sites in the 

Waller and Williamson Creek Watersheds, confirming that the baseflow was not largely 

different from site to site within individual watersheds. 

There does not appear to be a direct connection between the drainage area and 

the baseflow subgroup. The large drainage area monitoring sites were divided fairly 

evenly between the strictly permanent and semi-permanent baseflow subgroups. 
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Table 5. COA Monitoring sites grouped according to % of time site had observed 

baseflow (QB %). 

Subgroups Site Number Watershed Name 

% of 

Time 

with 

Observed 

QB 

Strictly Permanent 

(QB > 85% of Period) 

08157600 East Bouldin 89.9 

FTB Fort Branch 92.0 

08154700 Bull Creek 92.3 

08158600 Walnut Creek 94.7 

08156700 Shoal Creek 95.4 

FBU Bear Creek 96.0 

08158827 Onion Creek 96.2 

08155400 Barton Creek 98.0 

08155240 Barton Creek 99.8 

08155200 Barton Creek 99.9 

08157000 Waller Creek 100.0 

08157500 Waller Creek 100.0 

Strictly Impermanent 

(No QB > 85% of Period) 
No Sites 

Semi-Permanent Baseflow 

(15% < QB < 85% of Period) 

08158920 Williamson Creek 42.9 

08158800 Onion Creek 43.6 

08158840 Slaughter Creek 47.5 

08156800 Shoal Creek 48.2 

08158930 Williamson Creek 49.7 

08157700 Blunn Creek 66.4 

08158700 Onion Creek 71.0 

08155300 Barton Creek 72.0 

08158810 Bear Creek 72.5 

08158970 Williamson Creek 75.8 

08159000 Onion Creek 77.0 

08158050 Boggy Creek 81.9 

 

 

The study period (1993-2013) was relatively wet because none of the watersheds 

had baseflow less than 42% of the time during this period. It is very likely that if a 

different time period were used, monitoring sites would shift into different subgroups, 



 

36 

 

including the strictly impermanent baseflow group, particularly if conditions were very 

dry.   

Baseflow Ratio Groups 

 The three subgroups formed by considering different values of the baseflow 

ratio were termed poor, good and optimal based on their ability to support ecosystems. 

Two monitoring stations were in the poor ratio group, nine in the good ratio group and 

13 in the optimal ratio group (Table 6).   

 

Table 6. COA Monitoring sites grouped according to baseflow ratio (QB/QS). 

Subgroups Site Number Watershed Name QB/QS  

Poor 

QB/QS < 0.10 

08158930 Williamson Creek 0.1 

08156800 Shoal Creek  0.1 

Good 

0.10< QB/QS ≤ 0.30 

 

08156700 Shoal Creek 0.1 

08158970 Williamson Creek 0.1 

08158050 Boggy Creek 0.1 

08157700 Blunn Creek 0.1 

08157000 Waller Creek 0.2 

08157600 East Bouldin Creek 0.2 

08158600 Walnut Creek 0.3 

08157500 Waller Creek 0.3 

08158920 Williamson Creek 0.3 

Optimal 

QB/QS > 0.30 

08159000 Onion Creek 0.3 

08155240 Barton Creek 0.4 

08158840 Slaughter Creek 0.4 

08155300 Barton Creek 0.5 

08154700 Bull Creek 0.5 

08158800 Onion Creek 0.5 

08158810 Bear Creek 0.5 

08155200 Barton Creek 0.6 

08158700 Onion Creek 0.6 

FBU Bear Creek 0.6 

FTB Fort Branch 0.8 

08155400 Barton Creek 0.8 

08158827 Onion Creek 0.9 
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 All seven monitoring sites in the large drainage area group (greater than 100 

square miles) had optimal baseflow ratios. As indicated earlier, these larger drainage 

areas are in relatively undeveloped areas. All nine sites in the very small drainage area 

subgroup fell either into the good or optimal baseflow ratio subgroup. The small 

drainage area monitoring sites (between 10 and 100 square miles) had mixed results 

falling into each of the 3 baseflow ratio subgroups.  

As expected, the watersheds that fell into the strictly permanent baseflow 

category all had favorable baseflow ratios. Additionally, the two watersheds that fell into 

the poor baseflow ratio subgroup had baseflow less than 50% of the time. What is more 

surprising is that the remaining three sites that also had baseflow less than 50% of the 

time all fell into or very close to the optimal subgroup (ratio of 0.3 or better).  

Impervious Cover Groups 

 Table 7 contains the results of the 24 monitoring sites grouped by their 

impervious cover percentage. The final grouping contained eight sites in the sensitive 

watershed subgroup, three sites in the impacted watershed subgroup, and 13 sites in the 

non-supporting watershed subgroup.  

As expected, the very small drainage area monitoring sites clustered around the 

most densely populated areas of Austin have the highest IC. 66% of the very small and 

50% of the small drainage area groups fell into the non-supporting IC subgroup.  

 IC did not appear to be highly correlated with QB as there was no obvious 

pattern related to the IC and the permanence of a site’s baseflow. However, a majority of 

the sites with good baseflow ratios (8 of the 9) fell into the non-supporting IC subgroup 
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(IC > 25%). This indicates a stronger relationship of IC to streamflow volume than to 

baseflow in these watersheds. As IC increases, runoff from a monitoring site increases 

and the baseflow ratio decreases.    

 

 

Table 7. COA Monitoring sites grouped according to impervious cover % (IC%). 

Subgroups Site Number Watershed Name IC (%) 

Sensitive Watershed 

(IC % < 10%) 

 

08155200 Barton Creek 5.6 

08155240 Barton Creek 6.4 

08158840 Slaughter Creek 6.5 

08158700 Onion Creek 6.6 

08158810 Bear Creek 6.7 

08155300 Barton Creek 7.2 

08155400 Barton Creek 7.8 

08158827 Onion Creek 8.8 

08158920 Williamson Creek 9.4 

Impacted Watershed 

(10%< IC% < 25%) 

FBU Bear Creek 19.4 

08154700 Bull Creek 20.6 

08158930 Williamson Creek 20.7 

Non-supporting Watershed 

(IC% > 25%) 

08159000 Onion Creek 29.8 

08158970 Williamson Creek 34.2 

08158600 Walnut Creek 36.4 

08158800 Onion Creek 36.4 

08158050 Boggy Creek 43.4 

FTB Fort Branch Creek 44.0 

08157000 Waller Creek 48.7 

08156800 Shoal Creek 51.6 

08156700 Shoal Creek 54.3 

08157500 Waller Creek 54.3 

08157600 East Bouldin Creek 54.4 

08157700 Blunn Creek 58.2 
 

 

Channel Geology   

 Monitoring sites divided according to their channel geology provided by the 

COA are shown in Table 8. Eleven sites were categorized as rock, four as prairie and ten 
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sites as transitional.  Most monitoring sites in the urban areas of Austin were grouped as 

transitional or prairie (Figure 1). The rock group contained the 11 westernmost 

monitoring sites. The prairie group contained the three easternmost monitoring sites.   

Transitional monitoring sites were those that occurred between these two ecoregions.    

 

Table 8. COA Monitoring sites grouped according to channel geology.   

 

Site Number 

Rock Transitional Prairie 

08154700 08156700 08158050 

08155200 08156800 08158600 

08155240 08157000 FTB 

08155300 08157500  

08155400 08157600  

08158700 08157700  

08158800 08158827  

08158810 08158930  

08158840 08158970  

08158920 08159000  

FBU   

 

 

Discussion of the Groups 

 The distributions of the 24 monitoring sites among subgroups varied widely 

between the groups. The drainage area group had the most uniform distribution of 

monitoring sites among subgroups (Table 3). All remaining groups has one subgroup 

that had significantly fewer monitoring sites than the other two ranging from zero in the 

baseflow grouping to three in the IC and channel geology groups. Therefore, it was not 
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reasonable to expect that monitoring sites would be evenly distributed among subgroups 

regardless of which grouping scheme was used.    

There was a very strong negative correlation between drainage area and IC. Of 

the seven monitoring sites in the large drainage area group, five of them had IC less than 

25%. As stated earlier, these larger watersheds are in relatively undeveloped areas rural 

or suburban areas with less development and fewer monitoring sites, so this finding is 

not unexpected.    

There was also a very strong negative correlation between IC and the baseflow 

ratio (QB/QS). Of the 13 monitoring sites in the optimal baseflow ratio group (ranging 

from 33 to 85%), 10 of them had IC values less than 25%, and seven of them had 

drainage areas greater than 90 square miles. As the IC increased the baseflow ratio 

decreased. Eight of the nine monitoring sites with baseflow ratios between 10 to 30% 

had IC > 25%. At the same time the groups showed no real correlation between IC and 

QB, the baseflow volume. As stated above, this can be explained by the effect that IC has 

on runoff.  As IC increases the amount of rainfall converted to runoff increases. Higher 

runoff leads to higher overall streamflow, but the baseflow contribution remains 

relatively unchanged. Therefore, the baseflow ratio decreases and the stream becomes 

less favorable to aquatic life. This finding is supported by study by Richter et al (1996) 

which found that the IC has negative relationship with macroinvertebrate diversity. It is 

reasonable to assume that macroinvertebrate diversity would also be affected by the size 

of drainage area in this study area. However, the drainage areas in this study are strongly 

tied to developed area. As areas become more developed and more monitoring sites are 
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added, the drainage areas for each monitoring site will decrease. It is likely that if more 

monitoring sites were added to these larger watersheds prior to development, the tie 

between drainage area size and IC would be much more tenuous.   

From the standpoint of overall stream health, the results are mixed. Half of the 

monitoring sites are non-supporting based on their IC values. However, all but two of 

the monitoring sites have good or optimal baseflow/streamflow ratios. These baseflow 

ratios are strongly influenced by the rainfall during the study period. During dryer 

periods, baseflow ratios would most likely change. 

4.2. Objective 2: Regression Analysis Results   

Drainage Area Group 

The number of observations of AQL in each subgroup guided the type of 

regression (multiple or simple linear) that would be possible (significant). In the case of 

the DA groups, the small and large drainage area subgroups, had thirty-three and twenty-

five observations, respectively, allowing for multiple regression. The very small 

drainage area subgroup had only 8 observations of AQL, not enough to create a 

significant multiple regression equation, and so the best fitting simple linear regression 

was found.  

Small Drainage Area Subgroup 

Using backward elimination, nine of the ten independent variables were 

eliminated (Q90, QS+, QB, QS-, S, Qpeak, DA, L, and IC) in this order from the regression 

equation predicting AQP for the small drainage area group. The final equation, a 

function of IC, can be found in Table 9 along with the R2 and standard error of the 
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regression. Table 10 shows the summary statistics describing the observed AQL and 

predicted AQP for all of the drainage area groups.  The normal probability plot of the 

residuals from the final equation, shown in Figure 2 indicates that the residuals are 

normally distributed, and therefore, hypothesis tests on the regression equation are valid. 

Figure 3 shows the fit between the observed AQL and the predicted AQP. The R2 of 

0.16 and large standard error indicate a very poor fit, particularly in the extremes. 

 

 

 
Figure 2. Normal probabililty plot for the residuals of the regression 

equation for AQP for the small drainage area subgroup. 
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Table 9. Best fitting regression equations for each subcategory in the drainage area group. 

DA Regression Equation (AQP=) n R2 Se 

Small 

Watershed 
71.2551+0.2006×Q

S
 33 0.16 11.57 

Large 

Watershed 

 93.2182+0.1060×DA − 0.0244×Q
S
+0.1134×Q

B
− 6.5951×S+0.0001×L

− 0.0754Q
S-

 
25 0.94 0.77 

Very Small 

Watershed 

 

67.8300+1.2682×Q
S
 8 0.53 3.08 

 
 

 

 

 

Table 10. Summary statistics describing AQL and AQP for the drainage area groups. 

 Small  Large Very Small 

 Mean 
Std. 

Dev. 
Min. Max. Mean 

Std. 

Dev. 
Min Max Mean 

Std. 

Dev. 
Min Max 

AQL 77.97 12.43 51 91 88.76 2.72 86 92 75.25 4.17 73 82 

AQP 77.97 4.96 71 88 88.76 2.64 85 93 75.25 3.04 71 79 
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Figure 3. Observed AQL vs. predicted AQP for the small drainage area subgroup. 

 

 

Large Drainage Area Subgroup 

Four of the independent variables (QS90, QS+, IC, and Qpeak) were removed from 

the full model for predicting AQP in the large drainage area subgroup using the 

backward elimination process.  The remaining variables, DA, QS, QB, S, L, and QS-, 

formed the equation found in Table 9, resulting in an R2 of 0.94. Figure 4 shows the 

normal probability plot of the residuals between measured AQL and predicted AQP for 

large drainage area sites. The fit is linear for the most part, but shows some deviation in 

the extremes indicating a deviation from the normal distribution. Figure 5 shows the 

goodness-of-fit between the observed AQL and predicted AQP. The fit in the large 

drainage area subgroup was much better than the small drainage area subgroup, which 

much less variation throughout the range of the data. 
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Figure 4.  Normal probabililty plot for the residuals of the regression equation for 

AQP for the large drainage area subgroup. 

 

 

 

 

  
Figure 5. Observed AQL vs. predicted AQP for the large drainage area subgroup 
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Very Small Drainage Area Subgroup 

There were not enough measured values of AQL in the very small DA subgroup 

to do a significant multiple regression. Therefore, simple linear regression analysis was 

done using each of the flow related independent variables (QS, QB, QS+, QS-, and Qpeak) 

with the observed AQL. The results of those regressions can be found in Table 11. Three 

of the five simple linear regression equations were not significant with p-values for the 

slope of the regression line much greater than α = 0.05. The best fitting simple linear 

regression, came from the regression of QS with AQL, which had the highest R2 value of 

0.53 and lowest standard error of 3.07 and the most significant p-value (0.04) for the 

slope of the regression. QB also had a significant relationship with AQL with an R2 value 

of 0.50, a standard error of 3.16 and a p-value on the slope of the regression line of 0.05. 

However, since QS had a slightly better relationship with AQL, that equation was 

selected to represent the very small drainage area group. 

The normal probability plot (Figure 6) shows that the residuals from the very 

small drainage area plot follow a linear pattern. The plot of the measured AQL versus 

the predicted AQP (Figure 7), along with the R2 show a fit that is very much influenced 

by one point in the higher end of the AQL range.  

 



 

47 

 

Table 11. Simple linear regression results for AQL versus each flow related independent variable for the very small 

drainage area subgroup.  

 QS QB Qpeak QS+ QS− 

AQP 

Equation 
67.8300+1.2682×Q

S
 74.6315+1.3602×Q

B
 74.7161+0.0011×Q

peak
 77.1655+0.0046×Q

s+
 76.0801+0.0221×Q

S-
 

R2 0.53 0.50 0.15 0.10 0.18 

p-value 0.04 0.05 0.35 0.44 0.30 

Se 3.07 3.16 4.11 4.22 4.04 
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Figure 6. Normal probability plot for the residuals of the regression equation for 

AQP for the very small drainage area subgroup. 

 

 

 

 
Figure 7. Observed AQL vs. predicted AQP for the very small drainage area 

subgroup 
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Discussion of the Drainage Area Regressions 

The regression equation for the large DA subgroup had the best fit with the AQL 

data, with highest R2 (0.94), and lowest standard error (0.77) out of the three subgroups. 

This subgroup also had the largest number of significant dependent variables (six of ten 

variables). Of those variables, half of them are related to the watershed characteristics, 

DA, S and L, not the flow characteristics of the monitoring site. The independent 

variable DA was only included in the large watershed subgroup regression equation. In 

fact, the large DA subgroup was the only one that contained any physical characteristics 

of the watershed as part of the final predictive equation. This may indicate that physical 

attributes of the watershed such as drainage area, slope and maximum flow length 

become more important as drainage area increases, while smaller watersheds are more 

dependent on the instream flow characteristics. In all three subgroups QS was included in 

the final predictive equations indicating a very strong relationship between drainage 

area, streamflow and aquatic life potential. 

Both the large and very small DA subgroups had very limited data resulting in a 

small number of observed AQL values spread over the time period. AQL values were 

reported by COA for a period of 2 to 3 years and so were considered the same on an annual 

basis during that period resulting in the vertical lines in the data in figures 3, 5 and 7. Table 

10 shows the summary statistics for AQL and AQP for all three subgroups.  The nature of 

multiple regression insures that the means will be the same for AQL and AQP. The mean 

AQL and AQP decrease when moving from larger to smaller DAs. This is as expected 

since the very small and small DAs are centered around the more developed watersheds 
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with higher risk to aquatic life. The small DA group showed the most variation in AQL 

values, with a much higher standard deviation and a very wide range between the lowest 

and highest AQL values. The drainage areas have the most significant variation in size, 

from very close to the very small DA group to very close to the large DA group. The 

difference in the standard deviation, minimum and maximum values between AQP and 

AQL are significant for the small DA group. Both the large and very small DA subgroup 

equations do a much better job of capturing the standard deviation, and extremes of the 

AQL. 

Baseflow Groups 

Although three subgroups were defined for the baseflow group, streams for the 

most part flow continuously in this area and there were no sites in the strictly 

impermanent subgroup. The strictly permanent subgroup and the semi-permanent 

subgroup had forty-seven and eighteen AQL observations, enough for multivariable 

regression equations to be developed.     
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Strictly Permanent Baseflow Subgroup 

  Eight of ten independent variables were removed (QS90, QS+, QB, IC, QS-, Qpeak, 

S, and DA) in this order in the strictly permanent baseflow group. The remaining 

variables, L, and QS, formed the equation found in Table 12, resulting in an R2 of 0.40. 

Table 13 shows the summary statistics describing the observed AQL and predicted AQP 

for the two baseflow subgroups.  Figure 8 shows the normal probability plot of the 

residuals between measured AQL and predicted AQP for sites in the strictly permanent 

baseflow subgroup, indicating a fairly good fit throughout most of the distribution.   

Figure 9 demonstrates the goodness-of-fit between the observed AQL and predicted 

AQP, and shows some significant deviations from the 1:1 line for lower values of the 

residuals. 
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Table 12. Best fitting regression equations for each subcategory in the baseflow group. 

Baseflow Regression Equation n R2 Se 

Strictly Permanent 66.4889+0.1814×QS+0.0002×L 47 0.40 9.61 

Semi-Permanent 106.2573 − 41.6681×IC − 0.0005×L  18 0.94 3.24 
 

 

 

 
 Table 13. Summary statistics describing AQL and AQP for the baseflow groups. 

 Strictly Permanent  Semi-Permanent 

 Mean 
Std. 

Dev. 
Min. Max. Mean 

Std. 

Dev. 
Min Max 

AQL 79.96 12.16 51 92 80.17 12.35 58 92 

AQP 79.96 7.72 69 99 80.17 11.97 57 92 
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Figure 8. Normal probability plot for the residuals of the regression equation for 

AQP for strictly permanent baseflow subgroup. 

 

 

 

 
Figure 9. Observed AQL vs. predicted AQP for the strictly permanent baseflow 

subgroup
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Semi-Permanent Baseflow Subgroup 

  Eight of ten independent variables (QS90, QB, QS+, S, DA, QS, Qpeak, and QS-) 

were removed in this order from the full model for predicting AQP in the semi-

permanent baseflow subgroup using the backward elimination process. The remaining 

variables, L and IC, formed the equation found in Table 12, resulting in an R2 of 0.94.    

Figure 10 shows the normal probability plot of the residuals between measured AQL and 

predicted AQP for sites in the semi-permanent baseflow subgroup. The normal 

probability plot shows that although the residuals of this subgroup have an increasing 

trend they do not fit a normal distribution. Figure 11 shows the goodness-of-fit between 

the observed AQL and predicted AQP. The fit in the semi-permanent baseflow subgroup 

was good but was based on limited data. 
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Figure 10. Normal probability plot for the residuals of the regression equation for 

AQP for the semi-permanent baseflow subgroup. 

 

 

 

 
Figure 11. Observed AQL vs. predicted AQP for the semi-permanent baseflow 

subgroup. 
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Discussion of Baseflow Regression Equations 

The longest flow path, L, was included in the final predictive equations for both 

the strictly permanent and semi-permanent baseflow subgroups. The semi-permanent 

group had a significantly higher R2 (0.94) and the lower standard error (3.24) than the 

strictly permanent group. Table 13 shows that both the strictly and semi-permanent 

groups were similar in the mean, standard deviation and range of the AQL values, an 

indication that categorizing monitoring sites by baseflow does not result in significantly 

different groupings. Like the three drainage area groups, the strictly permanent baseflow 

group included Qs as a significant independent variable. The semi-permanent group 

equation contained only characteristics that describe the watershed, IC and L, and none 

that describe the instream flow conditions. However, as indicated in the grouping results, 

there appears to be a strong relationship between monitoring sites with high IC values 

and those with high QS values. It was somewhat surprising to find that although 

baseflow was used to create the subgroups in this group, QB was not a significant 

independent variable in either of the resulting equations.  

Baseflow Ratio Groups 

The optimal and good baseflow ratio subgroups had forty-eight and fifteen AQL 

observations, respectively, allowing for multiple regression analysis. The poor baseflow 

ratio subgroup had only six observations of AQL, not enough to create a significant 

multiple regression equation, and so the best fitting simple linear regression equation 

was found.  
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Poor Baseflow Ratio Group 

There were not enough measured values of AQL in the poor baseflow ratio 

subgroup to do a significant multiple regression. Therefore, simple linear regression 

analysis was done using each of the flow related independent variables (QS, QB, QS+, QS- 

and Qpeak) with the observed AQL. The results of those regressions can be found in 

Table 14. All the simple linear regression equations were insignificant at the α = 0.05 

level. However, the equation containing QB is significant at the α = 0.10 level, with an 

R2 of 0.58 and a standard error or 3.19. Therefore, this equation was used to represent 

the poor baseflow ratio subgroup. Figure 12 shows the normal probability plot for the 

residuals of the AQP equation and indicates a somewhat normal distribution.  Figure 13 

shows the predicted AQL versus the observed AQP. The limited data in this group 

makes judging the goodness-of-fit difficult. 
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Table 14. Simple linear regression results for AQL versus each flow related independent variable for the poor baseflow 

ratio subgroup. 

 QS QB Qpeak QS+ QS- 

AQP 

Equation 
64.5239+0.0796×Q

S
 52.8124+2.0023×Q

B
 

58.8866

− 0.0002×Q
peak

 
56.3431+0.0230×Q

S+
 

58.3342

− 0.0024×Q
S-

 

R2 0.00 0.58 0.01 0.11 0.01 

p-value 0.94 0.08 0.82 0.52 0.84 

Se 15.04 3.19 4.86 4.62 4.87 
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Figure 12. Normal probability plot for the residuals of the regression equation for 

AQP for the poor baseflow ratio subgroup. 

 

 

 
Figure 13. Observed AQL vs. predicted AQP for the poor baseflow ratio subgroup. 
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Good Baseflow Ratio Group 

  Eight of ten independent variables were removed from the full model for 

predicting AQP in the good baseflow ratio subgroup using the backward elimination 

process. The remaining variables, IC, and QB, formed the equation found in Table 15, 

resulting in an R2 of 0.55. Figure 14 shows the normal probability plot of the residuals 

for the good baseflow ratio subgroup and shows deviation from the normal distribution 

throughout. Therefore, hypothesis tests on the regression equation are approximations. 

Figure 15 shows the goodness-of-fit between the observed AQL and predicted AQP, 

were there were significant deviations for larger values of AQL.   

 

 

 
Figure 14. Normal probability plot for the residuals of the regression equation for 

AQP for the good baseflow ratio subgroup. 
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Figure 15. Observed AQL vs. predicted AQP for the good baseflow ratio subgroup. 

 

 

 

Optimal Baseflow Ratio Group 

 

  Seven of ten independent variables (QS90, QS+, QB, QS-, Qpeak, S, and L) were 

removed from the full model for predicting AQP in the optimal baseflow ratio subgroup 

using the backward elimination process. The remaining variables, DA, IC, and QS, 

formed the equation found in Table 15, resulting in an R2 of 0.61. The normal 

probability plot (Figure 16) shows the residuals for the optimal baseflow ratio subgroup 

fit a normal distribution throughout most of the range. Therefore, hypothesis tests on the 

regression equation are valid. Figure 17 shows the goodness-of-fit between the observed 

AQL and predicted AQP, showing an acceptable fit throughout the range of AQL. 
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Figure 16. Normal probability plot for the residuals of the regression equation for 

AQP for the optimal baseflow ratio subgroup. 

 

 

 

 
Figure 17. Observed AQL vs. predicted AQP for the optimal baseflow ratio 

subgroup. 
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 Table 15. Best fitting regression equations for each subcategory in the baseflow ratio group. 

Baseflow Ratio Regression Equation n R2 Se 

Optimal 81.9679+0.0363×DA − 61.2476×IC+0.0578×Q
S
 48 0.61 4.91 

Good 17.5792 + 120.6383 × IC + 0.9508 × QB 15 0.55 12.66 

Poor* 52.8123 + 2.0023 × QB 6 0.57 3.19 
* Significant at the  = 0.10 level. 

 

 

 

 

Table 16. Summary statistics describing AQL and AQP for the baseflow ratio groups. 

 Optimal Good Poor 

 
Mean 

Std. 

Dev. Min. Max. Mean 

Std. 

Dev. Min Max Mean 

Std. 

Dev. Min Max 

AQL 83.43 7.63 68 92 71.33 17.39 51 91 58 4.00 54 62 

AQP 83.43 5.97 73 98 71.33 12.83 58 108 58 3.03 55 63 
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Discussion of Baseflow Ratio Regression Equations 

 

Table 16 contains the summary statistics for AQL and AQP for all three baseflow 

ratio groups. The average value of AQL clearly increases when moving from poor to 

good to optimum baseflow groups, with values of 58, 71, and 83, respectively. This is a 

clear indication that the ratio of baseflow to streamflow has a significant effect on 

aquatic life. The three equations shown in Table 15 all contain either QS or QB, the 

variables that make up the baseflow ratio groups. The two equations that were developed 

using multiple regression also included IC as a significant variable, reinforcing the 

influence that impervious cover has on the relative proportions of baseflow and 

streamflow in an urban stream. All three equations have similar R2 values ranging from 

0.55 to 0.61, however the standard error for the good baseflow ratio group significantly 

larger than the standard error of the other two subgroups. As a result of its very high 

standard deviation, the good baseflow ratio group also has a maximum predicted value 

of AQP of 108, which exceeds the maximum of the AQL index itself, 100.   

Impervious Cover Groups 

 

The sensitive, impacted and non-supporting watersheds of IC subgroups had 

thirty-two, ten, and twenty-one AQL observations, respectively, allowing multiple 

regression analysis for all three groups.     

Sensitive Watershed Group 

Using backward elimination, seven of the ten independent variables were 

eliminated (QS90, QB, QS+, QS-, S, Qpeak and DA) in this order. The final equation to 

predict AQP in the sensitive watersheds, a function of IC, L, and QS, can be found in 
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Table 17 along with the R2 and standard error of the regression. Table 18 contains the 

summary statistics for AQL and AQP for all three IC subgroups. The normal probability 

plot of the residuals from the final equation, shown in Figure 18 indicates that the 

residuals are normally distributed with some deviation in the positive tail; therefore, 

hypothesis tests on the regression equation are valid. Figure 19 shows the fit between the 

observed AQL and the predicted AQP. The R2 of 0.54 indicates a moderate fit. 

 

 

 
Figure 18. Normal probability plot for the residuals of the regression equation for 

AQP for the sensitive watershed subgroup. 
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Table 17. Best fitting regression equations for each subcategory in the impervious cover group. 

IC Group Regression Equation (AQP=) n R2 Se 

Sensitive 

Watershed 
80.8313 − 96.4598×IC+7.85×10

-5
×L+0.0918×Q

S
 32 0.54 4.06 

Impacted 

Watershed 
41.9829+218.8894×IC  10 0.97 1.11 

Non-

supporting 

Watershed 
63.3630 − 0.0002×L+1.3547×QS-   21 0.68 13.26 

 

  

 

 

 

Table 18. Summary statistics describing AQL and AQP for the impervious cover groups. 

 Sensitive Impacted Non-supporting 

 Mean 
Std. 

Dev. 
Min. Max. Mean 

Std. 

Dev. 
Min Max 

 

Mean 

Std. 

Dev. 

 

Min 

 

Max 

AQL 84.88 5.35 72 92 73.7 5.68 68 81 70.52 22.39 36 93 

AQP 84.88 4.14 76 94 73.7 5.58 68 80 70.52 18.52 43 102 
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Figure 19. Observed AQL vs. predicted AQP for the sensitive watershed subgroup. 

 

 

 

Impacted Watershed Group  

 

  Nine of the independent variables (L, QS90, S, DA, Qpeak, QS-, QB, QS+, and QS) 

were removed from the full model for predicting AQP in the impacted watershed 

subgroup using the backward elimination process. The remaining variable, IC, formed 

the equation found in Table 17 resulting in an R2 of 0.97. Figure 20 shows the normal 

probability plot of the residuals between measured AQL and predicted AQP for 

impacted watershed and shows that the residuals do not fit a normal distribution, and so 

hypothesis on the regression are approximations. Figure 21 shows the goodness-of-fit 

between the observed AQL and predicted AQP. The plot and R2 show a very good fit, 

however, although there are 10 observations of AQL, the equation containing only IC 

resulted in only 3 AQL/AQP pairs.   
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Figure 20. Normal probability plot for the residuals of the regression equation for 

AQP for the impacted watershed subgroup. 

 

 

 

 

 
Figure 21. Observed AQL vs. predicted AQP for the impacted watershed subgroup. 
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Non-supporting Watershed Group 

Eight of the independent variables (QS90, QS, QS+, DA, Qpeak, QS-, QB, and IC) 

were removed from the full model for predicting AQP in the non-supporting watershed 

subgroup using the backward elimination process. The remaining variables, QS and L 

formed the equation found in Table 17 resulting in an R2 of 0.68. Figure 22 shows the 

normal probability plot of the residuals between measured AQL and predicted AQP for 

non-supporting watershed and shows that the residuals fit a normal distribution. 

Therefore, hypothesis tests on the regression equation are valid. Figure 23 shows the 

goodness-of-fit between the observed AQL and predicted AQP.  The fit is acceptable but 

shows significant variation in larger values of AQL. 

 

 

 
 Figure 22. Normal probability plot for the residuals of the regression equation for 

AQP for the non-supporting watershed subgroup. 

-40

-30

-20

-10

0

10

20

30

40

-40 -30 -20 -10 0 10 20 30 40

R
an

k
ed

 R
es

id
u
al

s

z value



 

70 

 

 
 Figure 23. Observed AQL vs. predicted AQP for the non-supporting watershed 

subgroup. 

 

 

 

Discussion of Impervious Cover Regression Equations 

Like the baseflow ratio group, there is a decrease in the average AQL score when 

moving from sensitive to impacted to non-supporting watersheds, from 85 to 74 to 71, 

respectively (Table 18). However, the distinction between impacted and non-supporting 

is not clear based on the data from these watersheds. The non-supporting watersheds 

have the lowest values of AQL, but the maximum from the subgroup is larger than the 

maximums in both the sensitive and impacted groups. In fact, eleven of the AQL values 

from the non-supporting group are greater than 86. The remaining 10 range from 36 to 

58.  All of the AQL values from the sensitive watershed group are greater than 72. The 

standard deviations of AQL and AQP in the non-supporting group is quite high. This 

seems to indicate that grouping based on IC results does not clearly differentiate the 
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effect of IC on AQL. Two of the regression equations, sensitive and impacted, did 

contain IC as an independent variable, but IC was not significant in the non-supporting 

watershed group. The longest flow path, L, was a factor in both the sensitive and non-

supporting watershed groups, again showing the influence of watershed physical 

characteristics on AQL. 

Channel Geology Groups 

In the channel geology groups, the rock subgroup, had 46 observations, allowing 

for multiple regression. The transitional and prairie subgroups each had only 9 

observations of AQL, not enough to create a significant multiple regression equation, 

and so the best fitting simple linear regression was found. 

Rock Subgroup  

Using backward elimination, eight of the ten independent variables were 

eliminated (QS90, QS-, QB, QS+, Qpeak, L, S, and QS) in this order. The final equation to 

predict AQP in rock subgroup, which including DA, and IC, as independent variables, 

can be found in Table 19 along with the R2 and standard error of the regression. 

Summary statistics for AQL and AQP for all three channel geology subgroups can be 

found in Table 20. The normal probability plot of the residuals from the final equation, 

shown in Figure 24 indicates that although the residuals have a linear trend they are not 

normally distributed, and therefore, hypothesis tests on the regression equation are 

approximations. Figure 25 shows the fit between the observed AQL and the predicted 

AQL. The R2 of 0.57 indicates an acceptable fit.



 

72 

 

Table 19. Best fitting regression equations for each subcategory in the channel geology group. 

Channel Geology 

Group 
Regression Equation (AQP)= n R2 Se 

Rock 78.3933+0.1065×DA − 38.7441×IC 46 0.57 5.24 

Transitional 67.4091+0.0016×Q
peak

   9 0.61 9.92 

Prairie 22.3741+0.3246×Q
S+

  9 0.87 8.03 

 

 

 

 

Table 20. Summary statistics describing AQL and AQP for the channel geology groups. 

 Rock Transitional Prairie 

 Mean 
Std. 

Dev. 
Min. Max. Mean 

Std. 

Dev. 
Min Max Mean 

Std. 

Dev. 
Min Max 

AQL 83.21 7.83 68 99 76.66 14.93 58 92 72.89 20.77 51 91 

AQP 83.21 5.92 74 90 76.66 11.70 67 98 72.89 19.36 48 98 
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 Figure 24. Normal probability plot for the residuals of the regression equation for 

AQP for the rock subgroup. 

 

 

 

 

 
 Figure 25. Observed AQL vs. predicted AQP for the rock subgroup.
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Transitional Subgroup     

There were not enough measured values of AQL in the transitional channel 

geology subgroup to do significant multiple regression. Therefore, simple linear 

regression analysis was done using each of the flow related independent variables (QS, 

QB, QS+, QS-, and Qpeak) with the observed AQL. The results of those regressions can be 

found in Table 21. All of the five simple linear regression equations were significant 

with p-values for the slope of the regression line less than α = 0.05. The best fitting 

simple linear regression, came from the regression of Qpeak with AQL which had the 

highest R2 value, 0.61, lowest standard error, 9.91, and the most significant p-value, 

0.01, for the slope of the regression. The normal probability plot (Figure 26) shows that 

the residuals from the transitional channel geology subgroups plot do generally follow a 

linear pattern, but deviates from normal in both extremes. The R2 indicates a moderate 

fit between the measured AQL versus the predicted AQP (Figure 27) with most of the 

points underestimated. 
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Table 21. Simple linear regression results for AQL versus each flow related independent variable for the transitional 

channel geology subgroup. 

 QS QB Qpeak QS+ 
 

QS- 

 

AQP 

Equatio

n 
70.2778 +0.1496 ×QS 69.9649+0.2690×Q

B
 67.4091+0.0016×Q

peak
 70.0999+0.0241×Q

S+
 69.6004+1.1100×Q

S-
 

R2 0.47 0.50 0.61 0.47 0.50 

p-value 0.04 0.03 0.01 0.04 0.03 

Se 11.65 11.24 9.91 11.61 11.25 
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 Figure 26. Normal probability plot for the residuals of the regression equation for 

AQP for the transitional channel geology subgroup. 

 

 

 

 
 Figure 27. Observed AQL vs. predicted AQP for the transitional channel geology 

subgroup. 
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Prairie Subgroup  

There were not enough measured values of AQL in the prairie subgroup to do 

significant multiple regression. Therefore, simple linear regression analysis was done 

using each of the flow related independent variables (QS, QB, QS+, QS-, and Qpeak) with 

the observed AQL. The results of those regressions can be found in Table 22. One of the 

five simple linear regression equations, QP, was insignificant with a p-value for the slope 

of the regression line of 0.68. The best fitting simple linear regression, came from the 

regression of QS+, with the highest R2, of 0.87, the lowest standard error, 8.03, and the 

lowest p-value, 0.0002, for the slope of the regression. The normal probability plot 

(Figure 28) shows that the residuals from the prairie subgroup fit the normal distribution 

fairly well. The R2 indicates a good fit between the measured AQL versus the predicted 

AQP, but figure 27 shows that the data is grouped in the extremes of AQL.    
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Table 22. Simple linear regression results for AQL versus each flow related independent variable for the prairie 

channel geology subgroup. 

 QS QB Qpeak QS+ QS- 

AQP 

Equation 
38.8151+0.9915×Q

S
 31.2962+2.5819×Q

B
 

63.1182+0.0014× 

Q
peak

 
22.3741+0.3245×Q

S+
 48.3840+2.6564×Q

S-
 

R2 0.50 0.63 0.03 0.87 0.62 

p-value 0.03 0.01 0.68 0.0002 0.01 

Se 15.67 13.54 21.91 8.03 13.65 
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Figure 28. Normal probability plot for the residuals of the regression equation for 

AQP for the prairie channel geology subgroup. 

 

 

 

 
Figure 29. Observed AQL vs. predicted AQP for the prairie channel geology 

subgroup. 
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Discussion of Channel Geology Regression Equations 

 Table 20 shows that the average AQL increases when moving from prairie to 

transitional to rock, from 73 to 77 to 83. The standard deviations in the prairie and 

transitional groups are quite large, and their minimum and maximum values are similar, 

so there may not be a significant difference between them in terms of AQL. The prairie 

subgroup had the best fitting regression equation of the three with an R2 of 0.87, but the 

standard error of the rock subgroup was the smallest. All three equations contained 

different independent variables. Rock was dependent only on the physical watershed 

characteristics of drainage area and impervious cover. Transitional was the only group of 

all the regression equations that had Qpeak as an independent variable and prairie was the 

only group to have QS+ as an independent variable.   

Discussion of All Regression Results 

 The regression analysis resulted in 14 equations for predicting AQP, 3 each in 

the drainage area, baseflow ratio, impervious cover and channel geology groups, and 2 

in the baseflow group. Of those 14 equations, 6 of them contained QS as an independent 

variable, 6 contained IC, 5 contained L, 3 contained DA, 3 contained QB, 2 contained 

QS-, and QS+, Qpeak and S were all found in only one equation. Because Q90 was so 

closely correlated with Qpeak it was not used as one of the possible independent variables 

in the linear regressions, and it did not appear in any of the multiple regression 

equations. Of note is the number of equations that contain one or more watershed 

physical characteristics for predicting AQL because Glick et al. (2010) did not use these 

factors in their analysis. Nine of the 14 equations had one or more watershed physical 



 

81 

 

characteristics and three of those contained only watershed physical characteristics as 

dependent variables (rock, impacted IC and semi-permanent baseflow). This may have 

been higher if the linear regressions had not been restricted to flow related characteristics 

only. IC was found in all of the groups except the DA group. L was found in 3 of the 

groupings, DA, baseflow and IC and DA was found in three of the groups, drainage area, 

baseflow ratio and channel geology.  

This does not diminish the importance of the flow related characteristics. Eleven of 

the 14 equations had at least one flow related dependent variable. QS was found in all of 

the groups but channel geology. It is a little surprising that QB did not have more 

influence but it is important to remember that these streams were for the most part 

flowing continuously during the study period. The effect of QB may be more prominent 

when streams are drier.   

4.3. Objective 3 Results:  Select the “Best” Monitoring Site Grouping Method 

Based on Regression Analysis and Goodness-of-Fit to Observed AQL and Compare 

to Previous Work 

Selection of Best Grouping Scheme 

The Nash Sutcliffe Coefficient of Efficiency (NSE) and Root Mean Standard 

Error (RMSE) were calculated for each of the 14 regression equations in the five groups.  

NSE and RMSE values and the number of sites in each subgroup are shown in Table 23.  

These values along with the R2 and standard errors of each of the equations were used to 

select one of the grouping schemes as the best representation for calculating AQP. 
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Table 23. NSE and RMSE values for each of the 5 groups and 14 regression 

equations predicting AQL. 

 Subgroup No. of Sites NSE[a] RMSE[b] 

Drainage Area   

Very small  9 0.53 2.66  

Small  8 0.16 11.22 

Large  7 0.94 0.65 

Baseflow  Strictly permanent 12 0.40 9.30 

Semi-permanent 12 0.94 2.96 

Baseflow Ratio  

Poor 2 0.58 2.60 

Good 9 0.55 11.33 

Optimal 13 0.61 4.70 

Impervious Cover   

Sensitive watershed 9 0.53 3.79 

Non-supporting watershed 12 0.68 11.99 

Impacted watershed 3 0.97 0.99 

Channel Geology 

Rock 11 0.57 5.06 

Transitional 10 0.61 8.74 

Prairie 3 0.87 7.08 
[a] NSE = Nash-Sutcliffe Efficiency   
[b] RMSE = Root Mean Standard Error   

 

 

 

The NSE values as a whole ranged from 0.16 (small drainage area group) to 0.97 

(impacted IC group). All 14 NSE values were positive meaning that all of equations 

produced predictions for AQP that are better than just using the mean value of the AQL 

values. Moriasi et al. (2007) defined ranges for general performance of hydrologic and 

water quality models based on the NSE score, where an NSE between 0.75 and 1.00 is 

considered very good, between 0.65 and 0.75 is considered good, between 0.5 and 0.65 

is considered satisfactory and less than 0.50 is considered unsatisfactory. Based on these 

categories all but two of the equations were at least satisfactory. Four of the equations 

can be considered very good, one was good, and the remaining seven were satisfactory.  

The RMSE values ranged from 0.65 (large drainage area group) to 11.99 (non-

supporting IC group). Most of the groups showed a wide range in the NSE and RMSE 
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values within the group. The baseflow group had the most consistency between 

subgroups in terms of the NSE, but the RMSE varied widely.   

Selection of the best grouping was based on distribution of the watersheds among 

the subgroups, a distinction between groups based on the measured AQL values, 

satisfactory or better NSE values and small values of RMSE. Groups that had 2 or more 

multiple regression equations were given priority over those that had several simple 

linear regressions that only included flow related independent variables.   

Based on these criteria the Impervious Cover Group was selected as the best 

fitting group of equations to predicted AQL. There is a distinct pattern in the measured 

AQL values when moving from the lowest IC values (sensitive watersheds) to the 

highest IC values (non-supporting watersheds). All three equations were developed 

using multiple regression unlike the channel geology group where two of the equations 

were based on simple linear regression. The NSE values ranged from 0.53 to 0.97, 

higher than any other group and all in the satisfactory to very good range. The baseflow 

ratio group, for instance, had consistent NSE values among the subgroups, ranging from 

0.55 to 0.61, but two of the three NSE values in the IC group were higher than 0.61 and 

the third was consistent with the baseflow ratio group (0.53). The drainage area group 

also contained one equation with an NSE that was very good (large drainage area) but 

also had one in the unsatisfactory category (0.16). While the non-supporting watersheds 

had the highest RMSE out of all of the equations developed, the RMSE for the other two 

subgroups were low.   
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4.4. Comparison to Previous Work 

 The hypothesis for this work was that grouping watersheds based on common 

characteristics would result in better predictive models for AQL than one equation for all 

watersheds in the City of Austin. Additionally, using independent variables that describe 

both the hydrology and the physical watershed will be more accurate than one just based 

on hydrology. To test this hypothesis the equation developed by Glick et al. (2010) that 

used only hydrologic characteristics of all the streams in the COA to predict AQP. The 

NSE and RMSE were calculated using the data used to develop that equation in 2010. 

Table 24 shows the results of this equation along with the results from the IC group, the 

best fitting group equations from this study. 
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 Table 24. Comparison between Glick et al., (2010) AQP prediction equation and AQP with the best fitting group from 

this study. 

IC Regression Equation (AQP=) n R2 Se NSE[a] RMSE[b] 

Sensitive 

Watershed 
80.8313-96.4598×IC+7.85×10

-5
×L+0.0918×Q

S
 32 0.54 4.06 0.53 3.79 

Non-

supporting 

Watershed 
63.3630-0.0002×L+1.3547×QS-   21 0.68 13.26 0.68 11.99 

Impacted 

Watershed 
41.9829+218.8894×IC  10 0.97 1.11  0.97 0.99 

Glick et al. 

(2010) 
63.417+3.914× ln( Q

90
)+12.041×BF1-18.227×Tdry 24 0.70 N/A 0.212 15.84 

[a] NSE = Nash-Sutcliffe Efficiency   
[b] RMSE = Root Mean Standard Error   
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 The IC group equations and the Glick et al. (2010) equation have no independent 

variables in common. The R2 value for the Glick et al. (2010) equation falls into the 

good category according to the categories established by Moriasi et al. (2007) and falls 

right in the middle of the collective R2 values for the IC group. However, the NSE, 

although positive, is much smaller than the NSE for all of the IC group equations.  

Additionally, the RMSE is higher than the RMSE for all of the IC group equations.  

Therefore, in this limited application, it appears that grouping watersheds based on their 

percentage of impervious cover and using both hydrologic and physically based 

watershed characteristics does result in better predictions of AQP than using a single 

equation using only hydrologic variables that describe all watersheds.
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5. CONCLUSION AND FURTHER IMPROVEMENTS 

5.1.  Conclusions 

The conclusion from grouping watersheds was that the IC has strong negative 

relationship with the drainage area and the baseflow ratio (QB/QS). Since larger 

watersheds are located in less developed areas with fewer monitoring sites, so the IC 

value decreases in large drainage area than in small drainage area. The IC value also had 

negative relationship with baseflow ratio. When the IC rises, the baseflow ratio drops. 

This can be explained by runoff, the high IC leads more streamflow and more runoff but 

the baseflow remain the same. Therefore, the baseflow ratio drops. Another conclusion 

is the distributions of all monitoring sites among subgroups varies between the groups. 

Not every groups has the same uniform distribution like the drainage area group. 

The conclusion gained from developing regression equations was that the 

physical characteristics of a watershed have the same importance as the flow 

characteristics of a watershed. This could be found from dependent variables in 

regression equations. Nine of the 14 equations had one or more watershed physical 

characteristics and three of those contained only watershed physical characteristics as 

dependent variables in regression equations. At the same time, flow characteristics were 

still crucial in regressions forming. There were more than half of equations had at least 

one flow related dependent variables in regression equations.     

 The conclusion gained from selecting best group of equations was that the IC 

group was selected to be the best fitting regression group based on the number of 
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regression equations formed in the IC group, accuracy of estimations in IC group and the 

easiness to acquire IC data. 

First of all, based on the number of groups formed for multivariate regression 

analysis, only the IC and DA categories were able in forming three subgroups within 

each category with more than one group for multivariate regression analysis. The 

baseflow category did had two subgroups for multivariate regression analysis but it 

merely formed two instead of three subgroups. The baseflow ratio group and the channel 

geology group were not enough had subgroups formed in these categories for 

multivariate regression analysis so these groups cannot be the representative monitoring 

sites. 

Secondly, all groups in IC group can predict AQP more precisely and accurately 

because the R2 in each groups is generally higher. Since the R2 did illustrate the fitness 

between AQP with AQL, and therefore, the sensitive watershed subgroup, impacted 

watershed subgroup and the non-supporting subgroup, Table 17 shown that 54%, 68% 

and 97% estimated AQP values from this study fit in with observed AQL score. In Glick 

and his colleagues’ article(2010), they also used R2 as an indicator to illustrates the 

fitness of a model. I believe IC value is an ideal indicator of existing stream water 

quality and the instream species living score since it was reported that in California, 

impervious cover development around watershed might decreases in the baseflow rate in 

streams and may adversely affect the stream ecology (Kitchell, 2003). In addition, the 

NSE and RMSE in the impacted watershed IC group closer enough to 1 and 0 than the 

NSE and RMSE in the rock channel geology subgroup, which are the most favorable 
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values. A positive NSE for an equation indicates the residual variance in AQP is less 

than the residual variance in AQL as expected (Beven and Young, 2013; Moriasi et al., 

2007). Therefore, in this study, the closer NSE is to 1 of the IC groups, the better 

goodness of fit is between the AQP and AQL, so the more predictive of the equations 

are. The NSE value of 0.68 and 0.97 in the non-supporting and the impacted IC group is 

close enough to 1 and the NSE values illustrate the best goodness of fit in IC group. 

Last but not the least, the easiness for acquiring the IC values. Since most of the 

IC values comes from the EII estimation with the COA, it should not be too hard to get 

access to them for grouping purpose. Thus, using the IC groups to representing all 24 

monitoring sites was a good way to acquire the estimated AQP values and it might help 

to save measuring time and human labor for COA. 

The conclusion gained after comparing to Glick et al (2010) with the best fitting 

group of regression equation was that they were not sharing any independent variables. 

The regression equation from the impervious cover group resulted better predictions of 

AQP than the equation from Glick et al (2010). As stated above, the optimal values for 

NSE and RMSE are 1 and 0. Though the R2 value for the Glick et al. (2010) equation 

was in the good category according to Moriasi et al. (2007), the NSE value for Glick et 

al. (2010) equation was much smaller than the NSE for all of the IC group equations; 

and the RMSE value was higher than the RMSE for all of the IC group equations. It 

means the predictions of AQP from Glick et al (2010) was less accurate than predictions 

of AQP from the impervious cover group.  
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5.2. Limitations in This Study and Further Improvements 

The limitations in this study majorly comes from two parts: the small sample size 

and the poor groups shifting ability. From this study, further work should focus on using 

all data from Glick and his colleagues’ study in 2010 to measure the differences between 

NSE and RMSE values between Glick (2010) and this study so it could be more obvious 

on differences. The second improvement from this study could be use multiple non-

linear regression to analysis the relationship between variables since there were more 

than one subgroups did not shown the normal distribution in the residual plots. 

First of all, it is true that with a larger sample size in known AQL, it can give 

more reliable predictions on AQP.  In this study, none of subgroups had AQL 

observations larger than 50. If the total number of observations on AQL could enlarged, 

it would help to increase the number of monitoring sites distribution in the channel 

geology group and the baseflow group. Therefore, these groups can be compared with IC 

group for NSE and RMSE value to better decide which group can represents all the 

monitoring sites. The further improvement on NSE and RMSE values might focus on 

using all data applied in Glick and his colleagues’ regression to measure the NSE and 

RMSE values. So that these values might be able to illustrate the difference between 

regressions from this study and Glick and his colleagues’ regression.          

Secondly, the poor interchange ability in grouping method does exists. When a 

certain monitoring site changes its grouping in the future, as far as to the concern in this 

study, a new set of regression equations need to be built for AQP prediction purpose. For 

example, when the IC of a monitoring site increases, it would belongs to another 
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subgroup. Only by having enough AQL observations data, as well as other hydrologic 

data, promises the generation of the multivariable regression equations or the simple 

linear equations. Maybe collapsing subgroups and just form groups would be better for 

subgroups does not have enough AQL observations. I do believe collapse subgroups for 

baseflow group would make the regressions more reliable to be used because it will have 

more AQL observations in one group for multivariable regression analysis. To reclassify 

all five groups in this study into either the Environmental classifications or the 

Hydrologic classifications (Olden et al., 2012) might be a better way to improve this 

study. From these classifications, it includes both the physical characters of a stream 

system and the hydrologic metrics like the streamflow and baseflow rate (Olden et al., 

2012). 
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APPENDIX A 

Site Number  Year Streamflow Baseflow IC AQP AQL 

08154700 1993 14.811 0.000 0.117 76.11 68.00 

08154700 1994 12.369 0.000 0.117 79.90 68.00 

08154700 1995 12.849 0.000 0.117 79.30 68.00 

08154700 1996 6.834 0.000 0.117 80.28 68.00 

08154700 1999 3.906 0.000 0.153 78.18 74.00 

08154700 2000 12.309 0.000 0.153 84.03 74.00 

08154700 2001 26.088 0.000 0.153 71.48 74.00 
*08158600 1993 19.897 13.189 0.263 72.92 51.00 
*08158600 1994 27.245 9.809 0.263 72.08 51.00 
*08158600 1995 28.400 13.398 0.263 73.76 51.00 
*08158600 1996 17.620 6.792 0.263 72.98 51.00 
*08158600 1997 45.010 22.930 0.283 74.54 91.00 
*08158600 1998 43.093 20.068 0.283 74.60 91.00 

08155200 1997 84.043 60.055 0.029 76.81 83.00 

08155200 1998 75.592 57.321 0.029 72.04 83.00 

08158810 1999 1.131 1.026 0.022 86.39 85.00 

08158810 2000 4.094 2.921 0.022 86.98 85.00 

08158810 2001 8.605 7.140 0.022 73.72 85.00 

08155200 1999 8.308 7.306 0.030 76.49 79.00 

08155200 2000 16.386 13.872 0.030 72.63 79.00 

08155200 2001 69.179 54.862 0.030 72.06 79.00 

08158810 2002 11.655 7.529 0.094 73.74 72.00 

08158810 2003 4.023 3.468 0.094 73.83 72.00 

08158810 2004 13.330 7.751 0.094 86.42 72.00 

08154700 2002 16.697 0.000 0.174 74.23 81.00 

08154700 2003 12.503 0.000 0.174 73.59 81.00 

08154700 2004 27.701 0.000 0.174 73.93 81.00 
*08158600 2002 40.092 18.086 0.296 85.13 90.00 
*08158600 2003 24.221 14.007 0.296 88.11 90.00 
*08158600 2004 63.701 26.703 0.296 74.79 90.00 

08155200 2002 75.435 47.345 0.052 75.25 91.00 

08155200 2003 34.539 31.102 0.052 76.72 91.00 

08155200 2004 78.404 52.252 0.052 76.72 91.00 
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(Appendix A continues) 

Site 

Number 
Year Streamflow Baseflow 

IC AQP AQL 

08155240 1993 33.597 0.000 0.027 86.02 86.00 

08155240 1994 14.682 0.000 0.027 86.51 86.00 

08155240 1995 47.474 0.000 0.027 85.22 86.00 

08155240 1996 1.923 0.000 0.027 86.95 86.00 

08155240 2002 90.417 64.147 0.055 90.76 91.00 

08155240 2003 39.317 36.154 0.055 89.61 91.00 

08155240 2004 91.391 65.516 0.055 90.30 91.00 

08158700 2002 102.438 30.413 0.067 91.65 92.00 

08158700 2003 42.838 12.114 0.067 92.50 92.00 

08158700 2004 110.341 36.343 0.067 91.86 92.00 

08155400 2002 84.268 61.291 0.038 87.00 87.00 

08155400 2003 55.118 50.652 0.038 86.71 87.00 

08155400 2004 92.763 67.260 0.038 87.25 87.00 
*08159000 2002 131.415 83.856 0.097 92.74 92.00 
*08159000 2003 47.962 36.339 0.097 90.41 92.00 
*08159000 2004 184.198 98.229 0.097 92.86 92.00 

08155240 1997 114.679 85.810 0.031 92.02 92.00 

08155240 1998 96.890 78.329 0.031 91.96 92.00 

08155240 1999 10.136 8.936 0.032 87.31 87.00 

08155240 2000 22.535 17.975 0.032 87.29 87.00 

08155240 2001 80.897 65.325 0.032 87.36 87.00 

08158840 2002 6.261 4.555 0.009 81.78 82.00 

08158840 2003 2.838 2.458 0.009 81.78 82.00 

08158840 2004 9.158 5.034 0.009 81.78 82.00 
*08157500 2002 2.550 0.658 0.500 73.56 80.00 
*08157500 2003 3.744 0.862 0.500 75.12 80.00 
*08157500 2004 5.363 1.394 0.500 77.24 80.00 
*08157700 2002 4.747 1.228 0.385 76.43 58.00 
*08157700 2003 4.715 1.815 0.385 76.39 58.00 
*08157700 2004 8.317 1.557 0.385 81.10 58.00 
*08158840 1997 8.683 5.554 N/A 81.58 82.00 
*08158840 1998 8.689 6.009 N/A 81.59 82.00 
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(Appendix A Continues) 

Site Number Year  Streamflow Baseflow IC AQP  AQL  
*08156800 1999 2.883 1.157 N/A N/A 54.00 
*08156800 2000 8.423 1.415 N/A N/A 54.00 
*08156800 2001 12.48 1.743 N/A N/A  54.00 
*08156800 2002 5.4 1.84 N/A N/A 62.00 
*08156800 2003 18.9 4.35 N/A N/A 62.00 
*08156800 2004 7.21 5.04 N/A N/A 62.00 

*Site Number means the site was used in simple regression analysis because short on IC 

or observed AQL data or not had enough sites in the subgroup. 

In this study, FTB and FBU were not used in either regression analysis because no IC or 

observed AQL data provided. 

 

 




