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ABSTRACT

The concept of Integrated Computational Materials Science and Engineering

(ICMSE) has emerged due to the need to accelerate the process of materials re-

search and development at a fraction of the cost. In this work, we propose to apply

ICMSE to the research and development of Gen-IV metallic fuels. As an illustration,

the roles of thermodynamics and kinetics on the origin of uranium-niobium’s discon-

tinuous precipitation (DP) was investigated. For this, the used integrated computa-

tional framework included first-principles calculations, CALPHAD, and phase-field

modeling.

Particularly, first-principles calculations were coupled with CALPHAD to con-

sistently assess the thermodynamic properties of uranium-niobium. The assessment

results were in good agreement with experiments. The consistent thermodynamic

description was then used to estimate atomic mobility and diffusivity of bcc uranium-

niobium. In turn, phase-field simulations were carried out to investigate the roles of

thermodynamics and kinetics on the occurrence of DP via three possible hypothe-

ses: the two local equilibria between α and γ, the kinetics of reaction front, and the

ordering tendency of γ:

The two-local-equilibrium hypothesis was inferred from X-ray experiments. In

its original form, the hypothesis assumed that α forms two common tangents with γ

between which the first common tangent explains for the occurrence of DP while the

second common tangent is responsible for discontinuous coarsening (DC), which is an-

other interesting discontinuous reaction that follows after DP in the uranium-niobium

system. In the current work, this hypothesis was re-examined using ICMSE’s quan-

titative advantage. Study showed that this hypothesis is a possible explanation for
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DP when further taking into account the thermodynamic effect of strain due to

lattice/volume misfit as well as fast grain-boundary diffusion at the reaction front.

The kinetic hypothesis was proposed during our phase-field investigations of the

kinetic effects on the occurrence of DP under the two-local-equilibrium hypothesis.

It was found that when the kinetics of the reaction front is fast enough it can actively

sustain the characteristic metastable phase of DP and ultimately leads to the stable

growth of the reaction’s lamellar microstructure. This however requires that the

strain energy is needed in order to shift the first inflection point of γ’s miscibility

gap to a higher composition than that of the metastable phase so that γ1−2 falls

within the metastable region of the gap.

The ordering hypothesis stems from the previous interesting finding which showed

a pronounced tendency to short-range ordering in the equiatomic uranium-niobium

alloy. This tendency, in principle, could lower the free energy of the system and

allow an intermediate state during the decomposition of the γ phase which tends

to legitimate the occurrence of the discontinuous reaction. Even though we can not

directly verify the existence of such tendency in this work, we find through our first-

principles calculations that this tendency is not likely to happen, at least for the

investigated equiatomic bcc B2 and B32 uranium-niobium alloys.

The knowledge achieved in the current work contributes to a better understanding

of the fundamental thermodynamics and kinetics that govern uranium-niobium and

its discontinuous precipitation. Such fundamental understanding together with the

integrated computational framework can serve as an infrastructure for future research

and development of the fuel or for prognosis of its failure during nuclear operation,

via which demonstrates the advantages of ICMSE in the research and development

of nuclear fuels and Gen-IV Integrated Fast Reactor (IFR).
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1. INTRODUCTION

1.1 Energy resources and human welfare

Ever since fire was first discovered, it has lit up the indispensable role of energy

resources for human welfare. This role started as the modest means of firewood and

straw for human survival during the early days such as heating up during winter and

keeping wild animals away. Over eons, it gradually evolved to greater sophistication

as humans realized that energy could exist under various forms and efficient sources

could be harvested for better profits. Animals were then used for labor work, e.g. a

horse to carry more goods, and wind power was later harnessed for higher produc-

tivity, e.g. a gristmill to produce more flour. Simply put, energy resources brought

back prosperity when they were properly exploited. As humans reached a better un-

derstanding of this fact, they eventually found themselves on the same path seeking

for the same mythical sources of welfare. Slowly but surely, new energy resources

have been discovered along the timeline of human civilization.

These new energy resources first included the important fossil fuels: oil and char-

coal. In their early days, oil was considered a nuisance as it contaminated drinking

water, and charcoal merely made its humble presence felt in blacksmithing. It wasn’t

until the industrial revolution in the 17th and 18th centuries that fossil fuels signifi-

cantly ramped up human living standards. These years saw the contiguous inventions

of remarkable technologies such as steam engines, combustion engines, and electricity

that established fossil fuels in their preeminent position of fulfilling human needs.

Overnight prosperity was reflected in large-scale industrialization, expanding urban-

ization, higher food supplies, better healthcare, and universal education. To this

end, fossil fuels significantly powered up human welfare, advanced erstwhile basic
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needs to the modern plethora. The sudden affluence that relied so much on only a

few energy sources, however, did not come without upsetting the balance.

Firstly, the exploitation of the fossil fuels led many countries to face a major

political issue regarding their national energy security. As more and more of their

infrastructure was based on fossil-fuel-based technologies, many nations became more

and more reliant on these resources and hence vulnerable to their interrupted supply.

At the same time, the natural reservoir of fossil fuels is limited, unequally distributed

among the nations, and has been diminishing fast over the years, all of which affects

the stable and secure deliveries of these energy resources. Consequently, the nations

found it more and more difficult to maintain their economy leading to increased

global competition. This more or less affected the general growth of human welfare.

Secondly, the combustion of fossil fuels has been releasing an enormous amount

of greenhouse gases1, e.g. carbon dioxide (CO2), and other pollutants that have been

aggravating the most serious global environmental changes, considerably impacting

human welfare. In their fifth Synthesis Report in 2014, the United Nation Inter-

governmental Panel on Climate Change (IPCC) highlighted that: “recent climate

changes have had widespread impacts on human and natural systems,” and “contin-

ued emission of greenhouse gases will cause further warming and long-lasting changes

in all components of the climate system, increasing the likelihood of severe, pervasive

and irreversible impacts for people and ecosystems.” In addition, the World Health

Organisation (WHO) published their study in 2011 showing that about 1.34 million

people die prematurely each year due to PM10 pollutants, those less than 10 mi-

crons in air, which mostly originated in coal-fired power stations and motor vehicles.

Other gases generated by the burning of fossil fuels have also been of concern due to

1According to the United Nation Intergovernmental Panel on Climate Change (IPCC), 57% of
the global human-induced greenhouse gas emissions come from the burning of fossil fuels.
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the threat they pose to human reserved cultures (due to acid rains) and the world’s

ecosystems (due to ozone depletion). At the end of the day, humans anticipate more

the fact that their welfare is an inherent part of the Earth’s.

For future stable development, it is crucial to reduce the negative impact of fossil

fuels on human national economics and global environmental changes. This has been

enabled by the reallocation of national resource consumptions into portfolios which

compulsorily favor the by-degrees incoming shares from those of more sustainable and

renewable green energies, discovered and/or elevated by new technologies from the

18th century onwards. Those new resources, till date, include the hydroelectric, wind,

solar, geothermal, biomass, and nuclear energies. Last of these is the ‘peaceful-atom’

resource which is most dependable in terms of sturdy supply, persistent operation,

and high output, and hence shows great potential to guarantee the energy security

of many nations as well as combat the global environmental changes.

1.2 Nuclear energy, integrated fast reactor, and metallic fuels

In their Energy Technology Perspective (ETP) published in 2010, the Interna-

tional Energy Agency (IEA) concluded that nuclear resource has played and will

continue to play an important part in the portfolios of electricity generation and

CO2 reduction in the most cost-effective manner. Despite the Fukushima nuclear

accident in 2011, the IEA has continued to emphasize the essential role of nuclear

energy for stable future development in their ETP-2012 and ETP-2014 [8, 9], albeit

in a more careful manner. Sharing the same perspectives, the U.S. Energy Infor-

mation Administration (EIA) has also pointed out the importance of the nuclear

component in their national energy portfolio. According to EIA, nuclear energy has

contributed a considerable amount (723 million megawatt-hours) to the net national

electricity produced in 2014 [10]. This accounts for approximately 19% of the U.S.
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electricity portfolio relative to the 67% contribution from the fossil fuels (ratio of

1 : 3.5). The relative contributions are based on electricity outputs of 100 nuclear

power plants as opposed to 3, 400 coal, petroleum, and natural gas-fired power sta-

tions (ratio of 1 : 34). In this scenario, the numbers effectively speak for themselves.

Each megawatt-hour generated by the nuclear resource saves approximately 1.0 met-

ric ton of CO2 if the same amount of energy was produced by coal or 0.6 metric ton

of CO2 if it had been produced by natural gas, according to the U.S. Nuclear En-

ergy Research and Development Roadmap in 2010 [11]. This “offers the prospect of

avoiding what could otherwise be an annual personal carbon footprint from electricity

production of up to 14 metric tons of CO2,” since “the per capita electricity consump-

tion in the United States is approximately 14 million megawatt-hours of electricity

per year per person” [11].

The nuclear resource has indeed shown its great potential for stable human wel-

fare, but rather within a “fire is a test of gold”2 context: After several nuclear

incidents followed by the Three Mile Island accident (1979), public acceptance of the

nuclear power generation dropped fast; major concerns rose up regarding the safety

and reliability of nuclear operations. At the same time, governments started to worry

about the potential threats arising from nuclear disposal, i.e. radioactive waste and

proliferation risks. These have strongly affected the deployment of nuclear energy

for constructive purposes. Given that “nuclear energy is the only readily available

large-scale alternative to fossil fuels for the production of continuous, reliable supply

of electricity” [12], overcoming social and political resistance is highly relevant to the

stable development of a civil human society. This essentially requires the invention

of advanced nuclear materials and technologies that take into account the key chal-

2Original as “Ignis aurum probat, miseria fortes uiros” in Seneca’s Moral Essays, De Providentia
(On Providence): cap. 5, line 9.
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lenges: waste management, proliferation risk, safety and reliability. For this, critical

actions have already been undertaken. Typically, the Generation IV International

Forum (GIF), launched in 2001 and including 12 leading countries in nuclear energy,

aimed to face the key challenges on a technical basis focusing on designing advanced

nuclear reactors with enhanced safety, sustainability, proliferation resistance and im-

proved economics [13]. Outcomes of GIF were six Gen IV reactor prototypes among

which many favored the Integral Fast Reactor (IFR) concept over the conventional

thermal reactors. This was due to the fact that IFR allows Pu-239 and other left-over

minor actinides to be burnt more efficiently, i.e. close the fuel cycle, and therefore

fundamentally solves the waste management and proliferation risk challenges. For

solving the safety and reliability problem, IFR features the usage of metallic fuels.

Metallic fuels are alloys of nuclear fuels, mainly uranium and/or plutonium, with

transition metals, such as zirconium, molybdenum, and/or niobium. The chemical

interactions between the actinides and transition metals result in many interesting

physical properties that inherently benefit IFR. This first includes the important

inherent safety and reliability factors which the fuels introduce to IFR under normal-

operation condition as well as operations under severe conditions. In particular,

the excellent conductivities and compatibility of metallic fuels with IFR’s coolant3

make IFR’s irradiation operations inherently safe with ambient residual-temperature

condition since most of the generated heat is efficiently conducted out for beneficial

work. This is especially remarkable when compared to commercial oxide fuels whose

residual temperatures are usually high due to high-temperature operations and low

conductivities (∼ 2 W/mK for oxide vs ∼ 20 W/mK for metal). The metallic fuels

are additionally attributed to have good thermal expansion coefficients which are also

3To maintain external fast neutrons at high energy, IFR makes use of liquid metal coolant instead
of water moderator found in thermal reactors. Typical liquid metal coolants are sodium and lead.
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compatible to those of claddings, again in contrast to those of oxide fuels. This at first

sounds trivial but very importantly characterizes an inherent safety mechanism that

allows IFR to auto-shutdown its power station under generic transient-without-scram

severities such as loss-of-flow without scram (LOFWS), loss-of-heat-sink without

scram (LOHSWS), or transient-overpower without scram (TOPWS). It is under such

severities that metallic fuels clearly manifest their advantages over the oxides and

other advanced nuclear fuels. To further demonstrate this inherent safety mechanism

of metallic fuels, two landmark tests conducted in the Experiment Breeder Reactor

II (EBR-II) on April 3, 1986 are listed [14, 15]:

• First, the LOFWS test was simulated under an extreme scenario in which

EBR-II station was blacked-out and all safety systems had failed. Under this

condition, the primary pump stopped circulating the reactor outlet coolant

while the reactor was still at its full power. This rapidly raised the temper-

ature of the outlet coolant (about 2000C in 30 seconds), in turn heated up

the fuel assembly hardware and caused it to expand. Interestingly enough, the

expansion of the fuel assembly hardware enhanced neutron leakages, and hence

slowed down the chain reaction and eventually shut down the reactor.

• Following the LOFWS test, the LOHSWS test was conducted on the same day.

The primary pump was functioning normally to remove outlet heat from the

core to the primary tank in this test. The intermediate pump was however

shut down to disable the normal heat sink in the rest of the power plant. This

eventually raised the temperature of the core inlet and caused it to expand

when outlet heat could no longer be dumped out to the primary tank. This led

to the same effect as in the LOFWS test: thermal expansion enhanced neutron

leakage and hence reduced the reactor’s power and eventually shut the reactor
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down.

Other selective inherent safety and reliability characteristics can be further intro-

duced to IFR with different solid solutions of metallic fuels. For instance, solid

solution of zirconium in uranium is known to lower thermal neutron cross-section

and suppress inter-diffusion between fuel and cladding. With addition of niobium,

the brittle δ phase known to harm zirconium-uranium is concealed. The solid solu-

tion of molybdenum in uranium yields favorable microstructure allowing the metallic

fuel to have a lower enrichment. Molybdenum-uranium also exhibits a higher melting

temperature and thermal conductivity than that of zirconium-uranium. In addition,

molybdenum is a stronger γ(bcc)-stabilizer that provides stable swelling behavior,

and has a lower reaction potential with the ferrous cladding compared to zirconium.

Apparently, metallic fuels introduce important inherent passive factors which allow

the fast reactor to safely operate as well as shut down during some severe accidental

situations.

Moreover, metallic fuels also facilitate the reprocessing of IFR for the so-called

closed fuel cycle, that solves the waste management and proliferation risk as men-

tioned earlier. In IFR, the I(ntegral) mainly indicates the nuclear reprocessing which

is integrated into the fast reactor to recycle spent fuels into new fuels. It is an impor-

tant component of IFR in the sense that it not only enhances the efficiency of resource

usage, leading to greater economy, but more importantly, through the recycling of

left-over weapon-grade Pu-239 and other long-lived radioactive actinides for further

fission, it addresses the political and social concerns regarding the proliferation risk

and management of high-level waste. The current advanced technology for nuclear

reprocessing is a pyrochemical processing based on electrorefining technique. In this

technique, used fuel is attached to the anode of the electrorefiner and suspended in
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the refiner’s chemical bath. Electric current in turn dissolves the fuel and plates

out uranium, plutonium, and other actinides on the electrorefiner’s cathode. These

extracted heavy elements are then cast into new fuel rods for a new fuel cycle. How

do metallic fuels fit into this entire re-processing? First, due to their compatible

natures, metallic fuels can be directly used in electrorefining without requiring any

additional subprocesses such as the oxide reduction in the case of oxide fuels [16].

Firstly, this considerably simplifies the chemical process of nuclear re-processing, the

re-processing’s infrastructure, and the infrastructure’s engineering design. Secondly,

after the electrorefining, metallic fuels can be fabricated into new fuels relatively eas-

ily when compared to oxide fuels. Indeed, metallic fuels are very much compatible

with most, if not all, of the conventional fabrication techniques including the injec-

tion casting that was actually used in the ERB-II. The easy fabrication of metallic

fuels simplifies further the nuclear re-processing that allows for the closed fuel cycle,

essentially easing the waste management and non-proliferation efforts.

Moreover, together with IFR, metallic fuels feature a burn-up rate as high as 20%

and a higher breeding rate than that of oxide fuel (1.3−1.5 for metallic fuel vs 1.1 for

oxide fuel). These advantages result in an increase in power output by ∼ 30% relative

to those of the oxide fuels. This brings about a higher economic value for the nuclear

resource and at the same time strengthens national energy security. In addition, the

higher efficiency also underscores the essential role of nuclear resources in combating

global environmental changes. Indeed, given the 2014 electricity contribution from

nuclear energy as reference [10], the increasing power output could replace 217 million

megawatt-hours that would otherwise be produced by fossil fuels, hence saving an

additional 217 million metric tons of CO2 from being released to the environment

each year. Undoubtedly, metallic fuels together with IFR elevate the role of the

nuclear resource by not only addressing the listed social and political concerns but
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also by better securing national energy supply and combating global environmental

changes.

Perfecting IFR designs with focus on metallic fuels therefore promises great re-

turns. Yet, it brings along many practical challenges. Among those challenges, the

time and expense required for the research and development of metallic fuels are of

concern. Conventionally, research and development of nuclear materials was carried

out by mean of experimental trial and error. This discovery-based highly-empirical

approach is generally time-consuming and cost-prohibitive, especially when design

optimization of material properties are required to satisfy practical demands. Taking

the uranium-zirconium and uranium-plutonium-zirconium alloys as examples, over

30 years of efforts (1964-1994) with tens of thousands of costly experimental fuel rods

tested in EBR-II at Argonne National Laboratory to better understand the fuels’ ad-

vantages and disadvantages has not yet resulted in a technology transfer of the fuels

from test phase to massive applications. Recently, a new engineering discipline has

emerged which has great potential to reduce the time needed for research and devel-

opment of metallic fuels with a fraction of the cost, that of integrated computational

materials science and engineering (ICMSE).

1.3 Integrated computational materials science and engineering

The concept of ICMSE is put forth upon the theoretical basis which integrates

fundamental models and empirical relationships describing material information at

different time and length scales across the processing-structure-property-performance

paradigm into a holistic system. Such a system, with the aid of advanced compu-

tational science and technology, can be used to rapidly and efficiently assess the

properties of materials on a routine basis and hence compensate for the experimen-

tal trial and error in reducing cost and time needed for the research and development
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of materials. In its well developed and integrated form, ICMSE, from bottom up,

offers a great mean to assess materials’ multitude of sophistication for a better scien-

tific insight (i.e. those of separate and often competing mechanisms that operate over

a wide range of time and length scales to control the properties of materials). From

top down, it represents a perfect liaison between materials science and engineering,

that of an art to elevate simple raw materials into sophisticated refined forms that

practically benefit human welfare.

Even in its current premature condition, ICMSE has already been demonstrat-

ing its remarkable advantages. To illustrate this, the virtual aluminum castings

(VAC) methodology developed by Ford Motor Co. offers one great example [17].

VAC was initiated in an effort to reduce the cost and time needed to develop crit-

ical cast aluminum components such as cylinder head and engine block. It inte-

grated computational tools that capture material information across the processing-

structure-property-performance hierarchy to allow complete simulations of the entire

casting processes of the components from initial mold preparation to final durabil-

ity analysis [17]. Before VAC, the developments of the cast aluminum components

were conducted via the conventional iterative testing-rework-retesting process. For

this, traditional computer-aided engineering (CAE) approach for durability predic-

tion provided a starting point. Due to the lack of information on the influence of

manufacturing process on the components’ properties, such a CAE prediction how-

ever could only be approximate. Consequently, the designed components were not

optimal and often failed during new engine development, leading to costly redesign,

retooling, and project delays. The implementation of VAC via ICMSE offered the ad-

vantage of assessing the manufacturing analysis prior to the durability prediction and

hence provided the essential information for a more realistic durability prediction. In

addition, it allowed Ford engineers to adjust both manufacturing and product design
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variables in order to concurrently optimize both material properties and component

configurations, leading to high-quality satisfactory products for end users. At the

end, VAC was reported to benefit Ford Motor Co. with a 15 – 25 percent reduction

in design time and component tests and a cumulative saving of about 120 million

dollars, projecting to a remarkable combined return of investment (ROI) of well over

7:1 [18].

Another success of ICMSE is the integrated computational prognosis of stockpile

pit lifetime conducted at Los Alamos National Laboratory (LANL) and Lawrence

Livermore National Laboratory (LLNL). Stockpile pit is one of the most important

components in the nuclear stockpile complex. Since it contains the radioactive plu-

tonium element, it will eventually decay to failure and need to be refurbished. The

question is, when will this happen? As the U.S. government was planning to con-

struct a modern pit facility for the future refurbishment and manufacturing needs

of this component, estimates of pit lifetimes was crucial for planning the size and

schedule of this facility, and hence was of special interest. Consequently, the National

Nuclear Security Administration (NNSA) had sponsored a program to provide pre-

dictions of primary-stage pit lifetimes owing to plutonium decay. This program had

to face a technical and a political issue. First, the current technology available for

predicting component lifetime is based on accelerated aging tests which are difficult

and expensive, especially for the case of plutonium. Second, the performance tests of

pits needed to verify the accelerated aging tests are prohibited by national policy as

the result of U.S. voluntary compliance with international treaties. These two issues

left integrated computational approach the only alternative. For this, scientists at

LANL and LLNL had developed an ICMSE system combining the results of previous

performance tests, theoretical investigations, and computer simulations of stockpile

pits with varying ages and combinations of impurities. This integrated computa-
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tional system, costing no more than an accelerated aging test, was able to provide

accurate estimates of pit lifetimes and therefore allow any pit facility construction to

be scheduled appropriately. This saved the U.S. government from the approximate

expense of 1.5 billion dollars for constructing the new facility as the prediction in-

dicated longer pit lifetimes than expected, projecting to an overall remarkable ROI

of 10:1. More importantly, the success of ICMSE in this case manifested its unique

capability in addressing special cases where the conventional experimental approach

fails. Indeed, as pointed out by the US national material advisory board on ICME

in 2008, the above results “could not have been provided using conventional prototyp-

ing and component testing without violating national nuclear policies” [18]. Truly,

ICMSE can transform our ability to understand and design new materials.

Based on the above successful cases, the advantageous implementation of ICMSE

for the developments of nuclear fuels and IFR could be foreseen as follows. On a

small scale, an integrated virtual injection casting (VIC) system similar to VAC can

be constructed to simulate the entire processing of metallic-fuel rods. This system,

in particular, could include a computer-aided design (CAD) step to first prepare a

virtual 3D mold. Commercial softwares such as ProCast and OptCast can then be

used to simulate the casting and heat treatment processes (e.g. solution treatment

and aging). During these thermal processes, computational thermodynamic tools

such as Pandat, Thermo-Calc, and Dictra can be utilized to model a wide range

of critical stable/metastable microstructures which would appear as the results of

different heat treatment conditions. The effects of these microstructures on key

mechanical and physical properties (e.g. fatigue, strength, and thermal growth) of

fuel rods could later be investigated using in-house packages developed specially for

analyzing the rods. Finally, the assessed mechanical and physical properties and their

spatial distributions can be mapped into component and subsystem finite-element
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analysis (FEA) of operating reactors to predict the rods’ performance. On a larger

scale, the structure-property-performance parts of VIC could be further integrated

with the ICMSE, CAE, and FEA of other IFR components. Idealistically, this would

allow the simulation of a whole fast reactor during its operation and the beauty of

this is the in situ prognosis of future reactor failures. Proper plan for maintenance or

permanent shutdown of the physical reactor could then be scheduled and tragedies

such as the Three Mile Island and Fukushima could likely be avoided. To this end,

effort in encouraging and accelerating the implementations of ICMSE for the research

and development of nuclear fuels and IFR is highly needed.

1.4 Application to uranium-niobium

In order to support such an effort, we propose in the current work the appli-

cation of ICMSE to the research and development of uranium-niobium. Over the

years, uranium-niobium has been known to be a promising nuclear fuel for Gen-IV

fast breeder reactors. The material exhibits a high melting point, good corrosion

resistance, good conductivity and continuous bcc region at high temperatures. This,

in principle would introduce stability during the thermal operation of the reactor

given that the desired fuel exists in the form of pure-bcc single- or poly-crystallite.

In reality, depending on its heat treatment conditions, various forms of metastable

phases exist as different microstructures within the bcc matrix, among which, some

lead to the fuel’s enhancements while other to its degradation. In this section, we

introduce two special phenomena, of which attributing lamellar structures are known

to degrade the fuel’s corrosion resistance and ductility: discontinuous precipitation

(DP) and discontinuous coarsening (DC). Together, DP and DC comprise uranium-

niobium’s discontinuous4 monotectoid decomposition (γ1
DP−−→ α + γ1−2

DC−−→ α + γ2,

4Note here that the word “discontinuous” in discontinuous monotectoid decomposition/reaction
indicates the discontinuity of the decomposition/reaction process, as contrasted with continuous
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see Fig. 1.1) whose origin fascinates us.

During the monotectoid decomposition of uranium-niobium, a quenched γ1 (U-

rich bcc) does not decompose continuously into the end equilibria of α (orth) and

γ2 (U-depleted bcc). Instead, it tends to transform into different intermediate states

depending on its heat treatment condition. Aging at ∼ 3000C and lower results

in significant age-hardening accompanied by subtle microstructural changes (e.g.,

[20, 21, 22, 23]). Under these conditions, the system remains distant from thermo-

dynamic equilibrium after even long-term (∼ 5 years) aging and the specific trans-

formation mechanisms remain unresolved. Therefore, this low-temperature aging

regime will not be further examined here. The microstructural evolution upon aging

at higher temperatures (300 − 6470C) has been more definitively characterized. In

particular, the system accesses a mixture of α phase plus a metastable phase of an

intermediate Nb composition with the same bcc crystal structure as the stable γ2

phase, referred as γ1−2 in this work (γ1 → α + γ1−2). This mixture has a lamellar

structure and is associated with the so-called cellular or DP reaction [19]. After

further prolonged annealing, the metastable γ1−2 transforms into the final mixture

of α and γ2 when stable γ2 nucleates inside the system (α+ γ1−2 → α+ γ2). During

this process, the lamellar structure coarsens, hence the process is designated as DC.

The prototypical alloy exhibiting this sequence of phase transformations is U-13 at.%

Nb, which coincidentally is the same as that in the monotectoid invariant reaction

[24, 25, 26, 21]. The same phase transformations have been observed in both leaner

and richer alloys [27, 28, 29, 30, 1, 31].

decomposition processes such as spinodal decomposition and order-disorder reactions. It should
be differentiated from the specific mechanisms of DP and DC which indicate the abrupt change in
composition between the precipitate and matrix γ phases at their interface (see Fig. 1.1 or [19] for
details).
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Figure 1.1: Schematic demonstration of discontinuous monotectoid decomposition in
uranium-niobium system.
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Djuric’s hypothetical free energies - Reprinted from [1]
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Figure 1.2: Hypothetical energy profiles proposed by Djuric et al. [1].

Although the observations of DP and DC in uranium-niobium system have been

commonly reported by multiple research groups, the origin of their occurrences (or

the separation of uranium-niobium’s monotectoid decomposition into DP and DC

subprocesses) has not been addressed in a satisfactory manner. To a certain ex-

tent, this is expected since the discontinuous reactions by themselves are among the

most intricate solid state heterogeneous phase transformations [19], keeping aside
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the additional sophistication from the actinide complex (i.e. f transition metals).

Between these two reactions, the occurrence of DP in general is more complicated

and is therefore often a topic of much interest and discussion. This is due to the

fact that a successful occurrence of DP is essentially associated with the occurrence

and sustainment of a metastable phase (e.g. γ1−2) that coexists with a stable or

near-stable phase (e.g. α) in form of lamellae. The existence of such a metastable

phase always challenges the laws of equilibrium thermodynamics and hence posts

interesting scientific questions. Relative to DP, DC, which usually follows after DP

(or other cellular reactions), simply involves the compositional adjustment and redis-

tribution of cellular aggregates, and hence appears to be readily assessable when the

origin of DP is well understood. As such, the focus of the current work is on DP with

minimal discussion occasionally extended to DC as this tends to support better the

understanding of DP. Conventionally, DP is found to occur in systems that exhibit

a certain lattice parameter and/or atomic size mismatch [32, 19]. These conditions

are hence used to explain the occurrence of the reaction. Being practically conve-

nient, such an explanation is however not applicable to all systems [32, 19]. Also,

from scientific point of view, it is fairly empirical and does not essentially shed much

light on the fundamental nature of the reaction and its associated systems. On this

side, the current work aims to investigate the occurrences of DP and DC reaction

in the uranium-niobium system from a more fundamental view of thermodynamics

and kinetics. For this, we find that Djuric’s hypothesis [1] on the discontinuous

monotectoid reaction of the uranium-niobium system provides an interesting start

point.

According to Djuric, α and γ should have their free-energy profiles formed with

two LE, or common tangents: one at the intermediate composition, γ1−2, and the

other at the equilibrium composition, γ2 (Fig. 1.1). Due to the former LE, γ would
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decompose partially into α and metastable γ1−2, if its initial composition γ1 was

less than γ1−2. This explains the occurrence of DP. If by chance γ2 nucleated inside

the system, the stable phase would set up a lower energetic reference towards which

the system would simultaneously evolve, i.e. the occurrence of DC. To demonstrate

his explanation, Djuric hypothesized several energy profiles and LE common-tangent

constructions, replicated in Fig. 1.2, without quantitatively describing them. In the

present work, this hypothesis is examined in view of a hierarchical computational

thermodynamic and kinetic methodology [33, 34, 35]. In particular, phase-field dif-

fusion couples, designated as free-energy minimization processes, are carried out to

investigate possible LE between α and γ during uranium-niobium’s monotectoid de-

composition of the initial γ1. To account for the non-equilibrium transformation from

the initial γ1, the phase-field model with finite interface dissipation (in short, inter-

face dissipation model), recently developed by Steinbach et al. [36, 37], is considered.

The usage of this model necessitates CALPHAD assessments of both thermodynamic

and kinetic databases of the uranium-niobium system.

Here, it is noted that the thermodynamic database of uranium-niobium system

has already been assessed by Liu et al. [5], and its result was later used by Liu

et al. [6] to estimate the kinetic diffusivities of γ. Although, the thermodynamic

study [5], on which the kinetic work [6] is based, shows good phase equilibria under

the liquidus line, consistent with previous evaluations and experiments [2, 38, 39, 40],

extrapolation of γ-free energy to temperatures above 50000C results in an inverse

miscibility gap, manifested in the metastable diagram of the bcc phase. As indicated

by Bajaj et al. [41], even though this phenomenon is thermodynamically eligible as

found in various polymers, it is likely an assessment artifact in simple metallic al-

loys. They have pointed out that CALPHAD’s parameter optimization is an inverse

problem that has many possible solutions among which some may contain unrea-
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sonable “hidden” phase stabilities. According to Bajaj et al. , the use of ab initio

energetic data can impose a restriction in CALPHAD optimization hence reducing

the artifacts’ probability. In the present work, we practice the self-consistent assess-

ment strategy, coupling first-principles calculations with CALPHAD methodology,

as suggested in [41]. In particular, first-principles calculations are carried out within

the framework of Density Functional Theory (DFT) to estimate for the ground-state

heats of formation of γ. The ab initio energies are then combined with experimen-

tal equilibria to re-assess the fundamental thermodynamics of uranium-niobium via

CALPHAD. Assessment results are overall in reasonable agreement with the work

of Liu et al. [5] without producing the inverse miscibility gap. Their reliability is

further checked against our supplementary equilibria of the γ2/α+ γ2 phase bound-

ary measured by sufficient long-term aging experiments (up to 5 years). The reliable

thermodynamic data is then used to re-evaluate the kinetic diffusivities of γ described

in terms of atomic mobilities [42] also within the framework of CALPHAD.

With the self-consistent thermodynamic and kinetic information available, phase-

field diffusion-couple simulations are carried out to investigate possible LE between

α and γ within the temperature range of interest. Interestingly, it is seen that the

acquired CALPHAD free energies partially agree with Djuric’s hypothesis at the

investigated temperatures, i.e. on one hand they do show two common tangents at

temperatures between 6050C and 6470C in consistent with Djuric’s assumption while

on the other hand they exhibit only one LE at the γ2 composition in the temperature

range from 4000C to less than 6050C. To explain for this partial agreement in favor

of Djuric’s hypothesis, we make use of the previous explanation for DP to argue

that due to the volume and lattice mismatches between α and γ, there exists an

additional strain energy to the CALPHAD free energies within the reaction-front

region. While this energy is likely promoting a new thermodynamic state being
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responsible for the peculiar discontinuity of the monotectoid decomposition, it may

not be sufficiently captured by the CALPHAD extrapolation of the non-equilibrium

part of the free energies at low temperatures. To account for the addition, we develop

new free energies based on the original CALPHAD profiles and following Djuric’s

proposition. The resulting free energies are called strain-adjusted free energies, i.e.

the combinations of bulk chemical and interfacial strain energies, which should only

be valid when there exist lamellar interfaces between α and γ, therefore the strain

field. The quantitative description of these proposed strain-adjusted free energies is

given by a modified CALPHAD model. Phase-field diffusion-couple simulations are

then carried out using the strain-adjusted free energies and the results show that

the monotectoid decomposition rests at the intermediate state of α and γ1−2 and

continues to decompose towards the final stable product of α and γ2 when the stable

γ2 nucleates inside the system, in consistent with Djuric’s hypothesis. This however is

not sufficient enough to back up a solid conclusion that Djuric’s hypothesis explains

the occurrences of DP and DC. As previously mentioned, a successful occurrence

of DP in general must be associated with the stable occurrence and sustainment of

a metastable phase coexisting with a stable or near-stable phase in the form of a

lamellar structure. While Djuric’s hypothesis can best explain the coexistence of α

and γ1−2, it does not essentially guarantee a lamellar structure for these two phases.

To further investigate this, 2-D phase-field simulations were carried out. It has been

shown that when the fast grain boundary diffusion that is inherent to discontinuous

reactions is considered, a reasonable growth of DP lamellar microstructures could

be observed therefore leads us to conclude that Djuric’s hypothesis is one possible

explanation for the occurrence of the discontinuous reactions in the uranium-niobium

system.

During the phase-field investigations, it is interestingly found that kinetics can
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also act as a main mechanism to sustain the metastable γ1−2 and lead to the stable

lamellar growth of DP. This mechanism tends to relax out the strict thermodynamic

condition proposed by Djuric. However, minimal support from thermodynamics is

still needed. Within the context of this work, such a support is the additional strain

energy which tends to shift the inflection point to a value higher than that of the in-

termediate γ1−2 and hence allows this phase to lie out side of the thermodynamically

unstable region of the γ’s miscibility gap. Finally, another possibility to explain for

the origin of the discontinuous reactions is discussed. This possibility stems from

Strelova’s finding which suggests a pronounced tendency to short-range ordering in

the equiatomic uranium-niobium alloy [43]. This tendency could lower the free en-

ergy of the system and allow an intermediate state during the decomposition of the γ

phase. Even though we can not verify the existence of such tendency, we find through

our first-principles calculations that this tendency is not likely to happen, at least for

the investigated bcc B2 and B32 equiatomic uranium-niobium alloys. Further theo-

retical and experimental investigations on the ordering tendency of equiatomic bcc

uranium-niobium and its relationship to the discontinuous reaction are encouraged.

The details of the integrated computational framework and its application to the

investigation of the fundamental thermodynamics and kinetics of uranium-niobium

and its discontinuous reactions are presented in the following sections.
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2. INTEGRATED COMPUTATIONAL FRAMEWORK

2.1 Density functional theory

2.1.1 Overview

Density-functional theory (DFT) is one of the most popular and successful quan-

tum mechanical approaches to matter. It is nowadays routinely applied to calcu-

late many important properties of materials such as binding energy, band structure,

phonon density, magnetic moment, elastic constants, etc., using only empirical-free

input data, e.g. crystal structure and atomic position. For this, it has been recog-

nized as an important methodological component of ICME. To have a general idea

of what DFT is about, let us first recall some elementary knowledge from quantum

mechanics.

In quantum mechanics, it is known well that all information about a given system

which one could possibly have is contained in the system’s wavefunction Ψ. In partic-

ular, an observable, O, of a system can be estimated from the system’s wavefunction,

Ψ, as follows:

O =
〈

Ψ
∣∣∣Ô∣∣∣Ψ〉 (2.1)

where, Ô is a quantum operator corresponding to O; for instance, Hamiltonian, Ĥ

and delta function,
∑N

i=1 δ(r − ri), are the operators of the observable total energy

and electron density, respectively:

E =
〈

Ψ
∣∣∣Ĥ∣∣∣Ψ〉 = N

∫
dr · · ·

∫
drNΨ∗(~r, ~r2, . . . , ~rN)ĤΨ(~r, ~r2, . . . , ~rN) (2.2)
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n(~r) = 〈Ψ |r̂|Ψ〉 = N

∫
dr2 · · ·

∫
drNΨ∗(~r, ~r2, . . . , ~rN)Ψ(~r, ~r2, . . . , ~rN) (2.3)

The wavefunction, Ψ, can be calculated from the many-electron time-independent

Schrödingers equation which, within the Born - Oppenheimer approximation that

treats the atomic nuclei as fixed particles, reduces to the following electronic wave

equation:

ĤΨ =
[
T̂ + Û + V̂ext

]
Ψ =

[
N∑
i

(
− ~2

2mi

∇2
i

)
+

N∑
i<j

U(~ri, ~rj) +
N∑
i

Vext(~ri)

]
Ψ = EΨ

(2.4)

where, for the N -electron system, Ĥ is the Hamiltonian, E is the total energy, T̂

denotes the kinetic energy, Û denotes the electron-electron interaction energy, and

V̂ext denotes the potential energy from the external field due to positively charged

nuclei. Note that (1) T̂ and Û are universal as they are the same for every N -

particle system while V̂ is system dependent, and (2) Eq. 2.4 cannot be separated

into a system of simpler single-particle equations because of the interaction term Û .

To solve the many-electron time-independent Schrödingers equation for the wave-

function, there are many sophisticated methods; for example, in physics we have the

diagrammatic perturbation theory based on Feynman diagrams and Green’s func-

tions, while in chemistry we often use the methods from the Hartree-Fock family

which is based on the Slater determinants. However, these methods are attributed

to the problematic huge computational effort which makes them practically impos-

sible to be implemented efficiently for large and complex, therefore more realistic,

systems (see for example [44] for a very nice “guesstimate”).
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It is here where DFT provides an appealing alternative or, according to its father,

the Austrian American physicist Walter Kohn, “a complementary perspective” [44]

which is more versatile than the previous models. In particular, DFT provides a way

to systematically map the complicated many-body massive-interacting system onto

a much simpler single-body non-interacting system. This is described in a series of

famous papers establishing DFT by Kohn, his coworker, Pierre Hohenberg, and post-

doctoral fellow, Lu Sham, in the years of 1964-1965 (the ones which brought Kohn

the most prestigious Nobel prize later in 1999 to credit his significant contributions

via DFT and which makes DFT so far the only ICME methodological component

that has this great honor). In these papers, Kohn and co-workers seek to describe a

system in term of its electron density, n(~r), instead of the electrons’ atomic positions,

(~ri, i = 1..N).

2.1.2 Electron density as the basis variable

Why electron density? To me and many others of the young generation of DFT

practitioners, the most intuitive explanation is that it reduces 3×N atomic degrees

of freedom (DOFs of N particles along 3 spatial directions, XYZ) to only 3 DOFs

(nx, ny, and nz), making whichever equation that it may result in more solvable

than Eq. 2.4. This, however, was not Kohn’s original interest but a crucial physical

insight: “Ever since my period at the Carnegie Institute of Technology (1950-1959)

I had been interested in disordered metallic alloys, partly because of the excellent

metallurgy department and partly because of the interesting experimental program of

Emerson Pugh, in Physics, on substitutional Cu alloys with the adjacent elements

in the periodic table, such as CuxZn1−x. These alloys were viewed in two rather

contradictory ways: As an average periodic crystal with nonintegral atomic number

Z = xZ1 + (1 − x)Z2 (Z1 = 29, Z2 = 30). This model nicely explained the linear
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dependence of the electronic specific heat on x. On the other hand the low temperature

resistance is roughly proportional to x(1−x), reflecting the degree of disorder among

the two constituents. While isolated Cu and Zn atoms are, of course, neutral, in a

Cu-Zn alloy there is transfer of charge between Cu and Zn unit cells on account of

their chemical differences. The electrostatic interaction energy of these charges is an

important part of the total energy. Thus in considering the energetics of this system

there was a natural emphasis on the electron density distribution n(r),” said Kohn

[44].

Now, it should be known that the idea of using electron distribution to describe

matter was long proposed by Thomas and Fermi in their electronic-structure model.

Even though the Thomas-Fermi model was not very successful for quantitative de-

scriptions of electronic structures in matter, it suggested the interesting hypothesis

that the ground-state density, n0(~r), of any electronic system uniquely determines

the electronic system, i.e. the wavefunction, Ψ, and hence everything! It was the

correctness of this hypothesis that intrigued Kohn many years later.

2.1.3 The Hohenberg-Kohn theorems

In his sabbatical semester at Ecole Mormale Supérieure in 1964 Kohn joined

forces with Hohenberg and derived the first foundation of DFT, the so-called basic

lemma of Hohenberg and Kohn [45] in which Hohenberg and Kohn confirmed that

the Thomas-Fermi hypothesis is correct. The proof of this lemma is straightforward

as follows:

First, assuming that there were two external potential Vext(~r) and V ′ext(~r) that

differ by more than a constant and give the same n(r) for their corresponding ground

states, there would exist two different Hamiltonians Ĥ and Ĥ ′ with different nor-

malized wave functions Ψ and Ψ′ but identical ground-state densities. Now, taking
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Ψ′ as a trial wave function for Ĥ and applying the Rayleigh-Ritz minimal principle

yields:

E0 < 〈Ψ′|Ĥ|Ψ′〉

⇔ E0 < 〈Ψ′|Ĥ ′|Ψ′〉+ 〈Ψ′|Ĥ − Ĥ ′|Ψ′〉

⇔ E0 < E ′0 +

∫
n(~r)[Vext(~r)− V ′ext(~r)]d~r (2.5)

where E0 and E ′0 are the ground-state energies for Ĥ and Ĥ ′, respectively. Similarly,

taking Ψ as a trial wave function for Ĥ ′ and applying the Rayleigh-Ritz minimal

principle yields:

E ′0 < 〈Ψ′|Ĥ ′|Ψ′〉

⇔ E ′0 < 〈Ψ′|Ĥ|Ψ′〉+ 〈Ψ′|Ĥ ′ − Ĥ|Ψ′〉

⇔ E ′0 < E0 +

∫
n(~r)[V ′ext(~r)− Vext(~r)]d~r (2.6)

Now, adding Eq. 2.5 and Eq. 2.6 leads to the contradiction: E0 +E ′0 < E ′0 +E0.

Therefore, by reductivo ad absurdum, we can conclude that there cannot be two

different Vext(~r) and V ′ext(~r) that give the same n(~r) for their ground state. In other

words, n(~r) uniquely determines Vext(r); from above, we know as well that Vext

specifies H of the system (since T and U are universal); n(~r) must then specify

Ψ and ultimately every observables of the system, i.e. n0(~r) → Vext(r) → Ψ0 →

everything!, and so confirm the Thomas-Fermi hypothesis.

Although the Hohenberg-Kohn basic lemma revealed the important truth, it was

not self-containing. How could we find the exact ground-state electron density, i.e.
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n0(~r) an observable, without a pre-knowledge of the exact ground-state wavefunction,

Ψ0 (see Eq. 2.3)? What could possibly be the mappings from the electron density,

n0(~r), to the wavefunction, Ψ0? The lemma did not provide any clues for these

questions. In the second effort in 1964, Hohenberg and Kohn proposed an energy

functional, i.e. the energy function of matter written in term of n(~r) instead of ~r (as

in Eq. 2.4):

H = T (~r) + U(~r) + Vext(~r) = T [n(~r)] + U [n(~r)] + Vext[n(~r)] (2.7)

Hohenberg and Kohn then applied the variational principles on this energy func-

tional, leading to the so-called Hohenberg-Kohn density variational principles :

T [na(~r)] + U [na(~r)] +

∫
vextna(~r) ≥ T [n0(~r)] + U [n0(~r)] +

∫
vextn0(~r) = E0 (2.8)

where, Vext[n(~r)] =
∫
vextn(~r), na(~r) is some arbitrary electron density, n0(~r) is the

exact ground-state electron density corresponding to Vext, and E0 is the exact ground-

state energy. The significance of the Hohenberg-Kohn density variational principles

was that it provided a guideline to estimate the ground-state electron density of

matter: only the true ground-state electron density of a system can minimize the

energy functionals, H[n(~r)], of that system. This was a very general guideline and

did not actually answer the above questions since Hohenberg and Kohn were not able

to explicitly define T [n(~r)] and U [n(~r)] in their energy functional; and as a matter

of fact, no one actually could, even today, more than 50 years after the proposal

of Hohenberg-Kohn’s energy functional. However, the density variational principles

together with the basic lemma of Hohenberg-Kohn established a rigorous foundation
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upon which Kohn built his ‘detour’ theory, which did not essentially lead to the exact

answers to the above questions but were close enough for many practical purposes

and significant enough to win Kohn the Nobel prize.

2.1.4 The Kohn-Sham equations

In the winter of 1964, Kohn returned from France to San Diego, where he met his

new postdoctoral associate, Sham. Together, they addressed the Hohenberg-Kohn

unsolved key problem. In particular, they rewrote the energy functional, H[n(~r)], in

a way that it separates all unknown many-body interaction energies from the rest

and put them in the so-called exchange-correlation energy :

H = T [n(~r)]+U [n(~r)]+Vext[n(~r)] = T0[n(~r)]+J [n(~r)]+EXC [n(~r)]+Vext[n(~r)] (2.9)

where, T0[n(~r)] is the known non-interacting kinetic energy which approximates

T [n(~r)]:

T0[n(~r)] = −1

2

∑
i

2

∫
ψ∗i 52 ψi (2.10)

J is the known classical Coulomb self potential energy which partially represents the

electron-electron interaction, U [n(~r)]:

J [n(~r)] =
1

2

∫ ∫
n(~r1)n(~r2)

|~r1 − ~r2|
d~r1d~r2 (2.11)

and, EXC = T +U −T0−J is the so-called exchange-correlation energy representing

all unknown many-body interactions from both kinetic and potential energies that are

not included in T0 and J . As Axel D. Becke, an authority in DFT, commented [46]:

“the brilliance of this decomposition is that T0 and J are given by exact expressions...
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and that the “unknown” functional, EXC, is relatively small part of the total.”

With the new form of the Hohenberg-Kohn’s energy functional, Kohn-Sham

then took the Hohenberg-Kohn density variational principles followed by the Euler-

Lagrange equation, leading to:

δEV [n(~r)] =

∫
δn(~r){veff (~r) +

δ

δn(~r)
T0[n(~r)]− ε}dr = 0 (2.12)

where, ε is the Lagrange multiplier that corresponds to the constraint that the num-

ber of electron in the system is constant, vKS(r) is the Kohn-Sham’s effective poten-

tial given by:

vKS(r) = vext(r) +

∫
n(~r2)

|~r1 − ~r2|
d~r2 +

δ

δn(~r)
EXC [n(~r)] (2.13)

Eq. 2.12 essentially leads to the interesting equation:

(
−1

2
52 +veff (~r)− εi

)
ψi = 0 (2.14)

which is equivalent to the Schrödinger’s equation of a single particle moving in an

external potential, veff . Indeed, if we take N and Vext in Eq. 2.4 equal to 1 (one

particle) and veff respectively, U will disappear since there is no electron-electron

interaction in a single-body system and the resulting equation will be Eq. 2.14.

Eq. 2.14 is known as the Kohn-Sham equation for an auxiliary single-particle non-

interacting system [47].

Now, assuming that the Kohn-Sham effective potential of a given N -particle sys-

tem, veff , was known, the Kohn-Sham equation, Eq. 2.14, could be solved much more

efficiently than the many-body Schrödinger’s equation, Eq. 2.4, for the wavefunction

ψi which yields the ground-state electron density of the system as follows:
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n0(r) =
N∑
j=1

|ψj(r)|2 (2.15)

The electron density, n(~r), in turn determined the Kohn-Sham effective potential

veff , given that EXC in Eq. 2.13 was known. This essentially establishes a self-

consistent system of equations including Eq. 2.14, Eq. 2.15, and Eq. 2.13, which one

can solve iteratively (see Fig. 2.1) with an initial guess of n0(~r) and a given EXC for

the ground-state total energy of the system:

E0 =
∑
j

εj + EXC [n(~r)]−
∫

δ

δn(~r)
EXC [n(~r)]n(~r)dv − 1

2

∫
n(~r1)n(~r2)

|~r1 − ~r2|
(2.16)

and ultimately the contain-it-all wavefunction, ψi, which is spectacularly said to

explain the whole universe! Is that so? It is true that the ground-state electron

density, n0(~r), and total energy, E0, resulting from the Kohn-Sham auxiliary equation

are identical to the exact values of the many-body Schrödinger’s equation. This is

because of the fact that the two eigenfunctions, Eq. 2.14 and Eq. 2.4, overall share

the same total energy matrix, H, and eigenvalues, E. However, it is not essentially

the case that the eigenvectors resulting from the two eigenfunctions are the same

since, from linear algebra, it is well known that there are many different eigenvectors

corresponding to the same eigenvalue, E, of the matrix, H. Intuitively, a single-

particle non-interacting system whose electron density and energy are equivalent to

a many-particle interacting system may not necessarily have its particle-waves (ψi)

travel exactly the same way as those (Ψ) in the many-particle interacting system.

Therefore, we can neither guarantee to ‘have everything! ’ nor ‘explain the whole

universe! ’. Nevertheless, to understand to a considerable extent the natures of many
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things in the universe, just the knowledge of the exact ground-state electron density

and, more importantly, the exact ground-state total energy of matter are crucial.

ρ0(r)

ρn−1(r)

VKS HKS

HKSφn = ǫnφn φn

ρn ρn = ρn−1

ρn

Self-

Input

Initial

consistent

Ye
s

No

Figure 2.1: Schematic diagram to demonstrate the self-consistent iterative loop to
solve Kohn-Sham equation. Here, it is usually started with an initial guess for n(~r),
then the corresponding Vs is calculated and the Kohn-Sham equations is next solved
for the φi. The resulting φi is then used to calculate a new density n(~r). This
procedure is then repeated until convergence is reached.

2.1.5 The exchange-correlation approximation

From above, it is obvious that all the fruitfulness of the Kohn-Sham theory

emerges from one key condition: the representability of EXC . More than anyone else,

Kohn knew that if he could not describe the exchange-correlation potential within
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the Kohn-Sham equation, his new theory was not any better than the previous one

with Hohenberg. He knew well too that while it is almost impossible to describe the

exchange-correlation potential of a real N -particle interacting system, it is doable for

the uniform electron gas (UEG). Then, why not use the exchange-correlation of UEG

to approximate the exchange-correlation of a real N -particle system, knowing that

the exchange-correlation potential after all is “relatively small part of the total” [46]?

This essentially led Kohn and Sham to the so-called local density approximation

(LDA) whose formula, including electron spin, reads:

ELSDA
XC [n↑, n↓] =

∫
εXC(n↑, n↓)n(~r)d3r (2.17)

To make LDA physically rigorous, Kohn-Sham relied on the normalization condi-

tion of the exchange-correlation “hole” [44]: Here, the hole measures the effects of

exchange and correlation on the probability of finding an electron at r2 when the

probability of finding an electron at r1 is ρ(1), and its normalization condition indi-

cates that hole is normalized at all coupling strengths and at all points to -1 electron.

Since the normalization condition of the exchange-correlation hole is universal, the

same constraint applies to the exact hole a of real system as it applies to the model

hole of UEG that replaces it in the LDA. “The success of the LDA is therefore no

surprise at all,” said Becke [46].

With the proposal of LDA, the Hohenberg-Kohn-Sham theory on the electronic

structure of matter, as well the memorable story about the birth of one important

field in modern physics: DFT, was completed; the story that has been told over and

over again until today and for many more years to come and the theory upon which

many other important theories and models have been established. These include the

projector augmented wave [48] coupled with the special quasi-random structure [49]
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and the exact muffin-tin orbital [50, 51] (also remarked as the generalized Korringa-

Kohn-Rosteker approach [52, 53]) coupled with the coherent potential approximation

[54] which I would be using in the next major section to treat the electronic structures

of the random bcc alloys of the uranium-niobium system.

2.2 CALPHAD modeling

2.2.1 Overview

The design of industrial processes requires reliable thermodynamic and kinetic

information about the constituent phases, which commonly include gas, liquid, solid

solutions, and intermetallic compounds in materials systems. CALPHAD, being

originally the CALculation of PHAse Diagram and self-consistent coupling between

phase diagram and thermochemistry data, seeks to describe this information on a

routine basis. They use mathematical models that are neither empirical nor funda-

mental but rather encode both experimental and theoretical values in a language that

is “applicable to a much wider context than the original experiments or calculations”,

according to the American thermodynamicist Larry Kaufman [55], the godfather of

CALPHAD. The ‘language’, as it has become evident, is widely used nowadays by

many materials scientists and engineers as a powerful tool for materials research and

development. In the report on the Integrated Computational Materials Engineering:

A Transformational Discipline for Improved Competitiveness and National Security

in 2008, the U.S. National Research Council has pointed out that “...CALPHAD

software is arguably the most important (and perhaps the only) generic tool available

for ICME practitioners...” [18] to remark the non-trivial role of CALPHAD in the

emerging ICME discipline.

To reach the current stage of fruition, it took the method a considerably long

period of time (∼ 70 years) to develop from its embryo concept to the birth and
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eventually to maturity and popularity. “Such a lengthy incubation period between

vision and fruition seems very long in retrospect, but is on par with similar devel-

opments in other areas of science and technology. It reflects the time taken for

individuals to meet each other and agree to work together and also the time taken

for the scientific and technological community to devote adequate funds to any new

activity,” said N. Saunders and P. Miodownik in their famous book “CALPHAD

(Calculation of Phase Diagram): A Comprehensive Guide” published by Pergamon

in 1998 [56]. A fair-and-square comment from the CALPHAD experts in regard to

some 15 years of hatching the method before its birth. 15 long years and still this

period excluded the time during which CALPHAD was in its early conceptual state,

the very beginning that would bring us back to more than a hundred years ago.

From here, let us drown a bit in the historical development of CALPHAD, the part

which I personally find, in each and every scientific major, very much intriguing and

inspiring and, in the following effort to introduce CALPHAD, a great foundational

platform. Let us now turn to the first historical page of CALPHAD.

2.2.2 Thermodynamic backgrounds

It all started in 1875 when the famous American scientist Josiah Willard Gibbs

published his article entitled “On the Equilibria of Heterogeneous Substances” [57].

In this article, Gibbs rigorously formulated the formal concept of chemical poten-

tial and rules that related the potentials to their conjugated extensive properties.

This concept and rules henceforth became the thermodynamic foundation of phase

equilibria, or more relevantly the very soul of CALPHAD.

While it is good to stay with Gibbs’s original chemical-potential point of view

with regard to his rules and concept, I find it relatively interesting to take a different

view from the free-energy perspective. The following thermodynamic equations are
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hence presented:

∂Gα(x, T )

∂xeqα

∣∣∣∣
T,p

= µeqα = µeqβ =
∂Gβ(x, T )

∂xeqβ

∣∣∣∣∣
T,p

(2.18)

∂Gα,β

∂T

∣∣∣∣
p

= −Sα,β (2.19)

Gα,β − T
∂Gα,β

∂T

∣∣∣∣
p

= Hα,β (2.20)

∂2Gα,β

∂2T

∣∣∣∣
p

= −C
α,β
p

T
(2.21)

where, Gα,β(x, T ) are the Gibbs free energies of phase α and phase β, respectively;

xeqα,β are the equilibrium compositions of phase α and phase β at temperature T ,

respectively; µeqα,β are the chemical potentials of phase α and phase β at equilibrium,

respectively; Sα,β are the entropies of phase α and phase β respectively, Hα,β are the

enthalpies of phase α and phase β, respectively; and, Cα,β
p are the heat capacities of

phase α and phase β, respectively. Here, the first equation is the Gibb’s equilibrium

condition and represents Gibbs’s concept. The last three equations are represen-

tatives of the thermodynamic relations between Gibbs free energy and extensive

variables, hence Gibbs’s rules.

Now, given that the functional form of Gibbs free energy was known explicitly,

the significance of the above Gibbs-based thermodynamic equations to CALPHAD

modeling would become obvious: They allow the estimations of equilibrium com-

positions at arbitrary temperature (Eq. 2.18), hence the ultimate construction of

(temperature-composition) phase diagram. They allow, in conjunction, the investi-

gations of various thermodynamic properties of materials (Eq. 2.19 – Eq. 2.21), and

hence the self-consistent coupling between phase diagram and these thermochem-

istry data [58]. They thus give rise to CALPHAD (refer to overview for definition of
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CALPHAD).

That said, how to describe these Gibbs-energy functions in the first place? A

very interesting question that would essentially lead us to the modeling nature of

CALPHAD. There are many different ways to answer this question, and the way

that I would like to, is as follows: There are three conceptual approaches to describe

the Gibbs-energy functions. The (troublesome) ‘Good’ approach is to fundamentally

derive them from well-established theories in basic sciences, e.g. condensed matter

physics and chemistry. The (charming) ‘Bad’ approach is to give up all complex

physical backgrounds and empirically postulate their parameterized expressions, e.g.

G = (a1+b1T )x+(a2+b2T )x2+(a3+b3T )x3, which fit well to available experimental

and first-principles values. And, the (attractively menacing) CALPHAD is to be

neither fundamental nor empirical... Guess what? History chooses CALPHAD.

2.2.3 Historical thermodynamic modeling

2.2.3.1 Regular solution model

Some thirty years after Gibbs’s formulation saw the works of van Laar (a Dutch

chemist) [59, 60], in which he sculpted out the original form of CALPHAD and put

into it the soul from Gibbs. In particular, van Laar derived an algebraic expression

to describe the Gibbs free energy of solution phases based on his teacher’s equation,

van der Waals’s equation of state. Before showing van Laar’s derivation, it should

be noted that by his time it was fairly common to express the Gibbs free energy of

an arbitrary solution φ, Gφ, in the following general form:

Gφ = G0 +Gideal +Gxs (2.22)

Here, G0 is the Gibbs free energy of constituents of φ, also commonly known

as the Gibbs free energy of end-members. It is subjected to an important concept
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of CALPHAD and, in van Laar’s derivation, was actually formulated as a linear

combination of constituents’ Gibbs free energies, G0
i (T ):

G0 =
N∑
i

xiG
0
i (T ) (2.23)

where, N is the number of constituents and G0
i (T ) have explicit mathematical de-

scriptions; however, its significance was only truly appreciable much later by Mei-

jering in a different context. We, therefore, acknowledge the existence of G0 for the

moment and save its discussion for sometime later.

Gideal is the so-called Gibbs free energy of ideal mixing. It is defined for solutions

that resemble ideal gases. In such solutions, the interactions between the constituents

of solutions are trivial and normally ignored. The enthalpy of mixing is hence zero,

and the Gibbs free energy therefore depends only on the entropy of mixing:

Gideal = H ideal − TSideal = −TSideal (2.24)

where, T is temperature, and the entropy of ideal mixing, Sideal, is the configurational

entropy which depends on the configurational degrees of freedom of constituents.

Within statistical mechanics, this entropy has a solid fundamental backgrounds:

Sideal = klnWP = −Nk
∑

xilnxi = −R
∑

xilnxi (2.25)

with k is the Boltzmann’s constant and WP = N !∏
i ni!

is the number of configurations,

R = Nk is the gas constant, and xi is the model fraction of component i. The

profound functional form of Gideal is hence:

Gideal = RT

N∑
i

xiln(xi) (2.26)
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The last term in Eq. 2.22, Gxs, is the so-called excess Gibbs free energy of mix-

ing. It represents the interactions of constituents beyond ideal solutions, hence is

attributed to the non-trivial enthalpy of mixing. Due to its complicated nature, fun-

damental description of Gxs is very much limited and needs to be restated, and van

Laar was amongst the first to show this. He started with his teacher’s equation of

state, which can be cast in terms of excess Gibbs free energy, as follows:

Gxs,vdW

RT
=

N∑
i

xiln

(
Vi − bi
V − b

)
+

1

RT

(
N∑
i

xi
ai
Vi
− a

V

)

=
N∑
i

xiln

(
Φfvi
xi

)
+

V

RT
ΦiΦj(δi − δj)2 (2.27)

where,

Φfvi =
xi(Vi − bi)∑N
j xj(Vj − bj)

(2.28)

Φi =
xiVi∑N
j xjVj

(2.29)

δi =

√
ai
Vi

(2.30)

in which, ai and bi are van der Waals’s parameters that represent the measure of

attraction between articles and volume excluded by a mole of particles of each con-

stituent, respectively, and Vi is the volume of the constituent (note that the same

parameters without subscripts are for the system). With the assumptions that Vi

can be approximated by bi and the excess entropy of mixing and excess volume are

zero, van Laar neglected the first term in the above equation and, after substituting

Φfvi , Φi, δi, and V =
∑N

j xjbj, acquired his approximation for the excess Gibbs free

energy, Gxs:
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Gxs,vL = Hxs,vL =
bixibjxj∑N
j xjbj

(√
ai
bi
−
√
aj

bj

)2

(2.31)

where, Hxs,vL is the excess enthalpy of mixing. van Laar realized that by using the

physical parameters introduced by van de Waals, his energy function does not yield

satisfactory results in comparison to experiment. He therefore reduced the above

equation to:

Gxs,vL =
AijxiAjixj∑N

i Ajixj
(2.32)

and fit the empirical Aij to experimental values, which essentially made his derived

excess enthalpy of mixing a semi-empirical term.

By combining the excess, ideal, and constituent terms together, van Laar achieved

his final Gibbs-energy function for solution phases:

Gφ =
N∑
i

xiG
0
i +RT

N∑
i

xiln(xi) +
N∑
i

N∑
j>i

AijxiAjixj∑N
i Ajixj

(2.33)

in which the pair-interactions of constituents i and j were superimposed in the excess

term according to van der Waals’s mixing rule.

If we now define the interaction parameter Ωij to be:

Ωij =
AijAji
V

(2.34)

with V =
∑N

i Ajixj, van Laar’s Gibbs-energy function can be rewritten as follows:

Gφ =
N∑
i

xiG
0
i +RT

N∑
i

xiln(xi) +
N∑
i

N∑
j>i

Ωijxixj (2.35)

This expression that features well the semi-empirical character of CALPHAD was
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the very first CALPHAD formulation of the Gibbs-energy function Gφ. It was latter

regarded by Hildebrand as the regular solution model due to its assumption of zero

excess entropy of mixing.

van Laar applied this model to describe the free energies of solution phases in

some hypothetical binary systems and then used Gibbs’s rules to evaluate the phase

diagrams of those systems. Even though van Laar did not have the essential inputs

corresponding to real systems for his algebraic expression to elevate his evolutionary

idea, he was very successful in demonstrating that phase diagrams of real systems

could be obtained from thermodynamic data by equilibrium calculations, i.e. the

concept of CALPHAD.

After van Laar, the CALPHAD concept stayed dormant for many following

years due partly to the scarcity of thermochemistry data, the limitations of hand-

calculations of phase diagrams to simple binary systems and the unavailability of

the computer, and especially to the “alternative more physical approach based on

band-structure calculations” which “appeared likely to rationalise many hitherto puz-

zling features of phase diagrams [61],” as pointed out by Saunders and Miodownik

[56]. It was not until the 1950s when van Laar’s work was finally taken further by

Meijering, a Dutch metallurgist, with his calculations of miscibility gaps in ternary

[62], quaternary systems [63], and more...

2.2.3.2 Lattice stability

In 1957, Meijering became the first to calculate a complete ternary phase diagram

of a real system, i.e. the Ni-Cr-Cu system [64]. During his initial effort, Meijering

faced an interesting problem. In particular, when he tried to describe the Gibbs free

energy of the face-centered-cubic (fcc) Ni-Cr-Cu which, according to Eq. 2.35, reads:
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Gfcc = xNiG
o
Ni(x, T ) + xCrG

o
Cr(x, T ) + xCuG

o
Cu(x, T )

+RT (xNiln(xNi) + xCrln(xCr) + xCuln(xCu))

+βNiCrxNixCr + βNiCuxNixCu + βCrCuxCrxCu (2.36)

where, Go
Ni, G

o
Cr, and Go

Cu are respectively the Gibbs free energies of fcc Ni, Cr,

and Cu, Meijering realized that he did not have any information on fcc Cr since

this crystal structure was not directly accessible by experiments. A natural need to

relate fcc Cr to something more available like bcc Cr in order to describe the Gibbs

free energy of fcc Ni-Cr-Cu then arose. This need essentially led to the concept of

lattice stability which can be defined as the difference in Gibbs formation energy

between the two different crystal structures of the same material. The importance

of this concept and the essence to accumulate lattice-stability values was later em-

phasized by Kaufman and since then has been gradually recognized and appreciated

throughout the historical development of CALPHAD. In 1991, the Scientific Group

Thermodata Europe (SGTE) published their remarkable collection of the lattice sta-

bilities of pure elements. To encode these lattice-stability values, SGTE used the

following polynomial:

G0(T )−HSER = a+ bT + cT ln(T ) +
n∑
2

dnT
n (2.37)

in which, the right left hand side of the equation is the lattice stability of a pure

element with respect to its reference state, HSER
m , defined at 298.15 K; a, b, c, dn

are coefficients; and, n represents a set of integers whose typical values are 2, 3, −1,

7, and −9. This polynomial has also been commonly used to describe the Gibbs free
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energies of intermetallic compounds.

As shown by Saunders and Miodownik [56], the attempt of Meijering was par-

ticularly significant for the fact that it pioneered the introduction of the concept

of lattice stabilities, which, as Meijering realized, are essential to make the calcula-

tions of phase diagrams possible. Later in 1981, Kaufman, who was recognized at

that moment as the leader of the CALPHAD community, wrote an excellent article

entitled: “J.L. Meijering’s Contribution to the Calculation of Phase Diagram - A

Personal Perspective” [65] to acknowledge Meijering for his non-trivial contributions

to the CALPHAD approach. In this article, Kaufman wrote:

“During the 1950s the present author had the benefit of studying with Wagner,

Chipman, and Cohen, reading the work of Zener, Kubaschewski, Darken and

Meijering, and having student colleagues such as Hillert, Hilliard and Cahn

with whom one could argue and disagree. Notwithstanding the fact that all of

these individuals contributed substantially to the author’s appreciation of the

interaction between thermochemistry and phase diagrams, none had a greater

impact than J.L. Meijering.”

2.2.3.3 The birth of CALPHAD thermodynamic modeling

Now, it is noted that the early effort to promote the CALPHAD concept in the

1950s was not a singularity in Europe but was complemented by the developments

in the USA. As has become unsurprising to us up until this moment, among the

US pioneering CALPHAD workers was Kaufman. It was a year after he got his

Sc.D. from the Massachusetts Institute of Tecnology (MIT) in 1955, that Kaufman

published a paper co-authored with his advisor Morris Cohen to present their work on

the calculation of Fe-Ni phase diagram [66]. In this paper, Kaufman and Cohen used

the regular solution model to encode the experimental phase diagram information
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at high temperatures and the martensitic transformation at low temperatures and

found satisfactory results in comparison with experiments. Like Meijering’s work,

this paper of Kaufman was an important contribution to the early development

of CALPHAD. To Kaufman, the paper historically marked the beginning of his

career as one whose “enthusiastic and inspiring leadership”, according to Kaufman’s

colleague Philip Spencer [67], had contributed “in no small measure” to the success

of the CALPHAD method and more significantly the CALPHAD community.

Besides being the indubitable professional in computational thermodynamics,

Kaufman had the passion and keenness that were key to the birth and growth of

CALPHAD, which perhaps was best described by Saunders and Miodownik as [56]:

“the single-minded determination” that combined the link of CALPHAD to practical

problems associated with steels [66, 68], the vision of producing extensive database

for the calculations of phase diagrams on a permutative basis, and the gathering of

all major workers in the field world-wide. With these Kaufman had been persistent

throughout his career life from the very beginning [66] to the very end [55]. The

present historical review, not to be compared with the excellent reviews of prede-

cessors [56, 69, 67], is dedicated to the memory of professor Larry Kaufman (1930 -

2013), whose legacy lives now and will for many years in the CALPHAD community.

After his significant contribution in 1956, Kaufman continued persistently to

promote the CALPHAD concept to the scientific community of phase equilibria and

phase diagrams (or perhaps more precisely to fight for the public acceptance of the

innovative method). He had to face unavoidable opposite opinions, especially from

the experimentalists who considered CALPHAD (initial) calculations too inaccurate

and the band-structure theorists who were concerned about the differences in lattice

stabilities between the CALPHAD method and the supposed-superior first-principles

calculations. Not so surprisingly, there were times when Kaufman was discouraged;
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he wrote, in a letter to Brewer [70] after the Battelle meeting convened in 1958 by

the U.K. National Physical Laboratory (NPL):

“there have been the same tired old band theory discussions and little seems to

have happened over the last thirty years; the attendees do not seem to be aware

of the most important directions for attacking the problem.”

Regardless of hurdles, Kaufman continued working hard with focus on steel alloys as

he realized that these complex systems were where the band-structure calculations fell

short and where the CALPHAD method would show its superiority. During these

early years, Kaufman had also started constructing the thermodynamic database

consisting of regular-model parameters for various binary and ternary alloy systems

which he knew would come handy. These data were to be listed in his famous

book devoted to CALPHAD many years later. In 1959 Kaufman published another

important paper [71] in which he illustrated the importance of lattice stabilities in

phase-diagram calculations.

In 1960 when Kaufman chaired an AIME meeting on Phase Equilibria, he first

met Hume-Rothery, a famous English metallurgist and material scientists who spent

most of his life on the accurate determination of experimental phase diagrams. Bilat-

eral contact was then established between Kaufman and Hume-Rothery and lasted

for 6 years until they met again in Geneva at the Battelle conference on Phase

Stability of Metals and Alloys. There, Hume-Rothery invited Kaufman to write a

review on the stability of metallic phases as seen from the CALPHAD viewpoint for

Progress in Materials Science (PMS) which Hume-Rothery edited. This led to more

correspondence by mail exchanges between Kaufman and Hume-Rothery during the

next 30 months. During this time, the two discussed various aspects regarding phase

equilibria in relation to the emerging CALPHAD that Kaufman had in mind, and

44



Hume-Rothery proved to be a fair but demanding editor. His view was that while

he was “not unsympathetic to any theory which promises reasonably accurate cal-

culations of phase boundaries, and saves the immense amount of work which their

experimental determination involves,” [61] “it would be difficult to persuade him that

such calculations represented real progress and that the methodology should be in-

cluded in the proposed review” [56]; interestingly, he concluded “however I would like

to be convinced of the contrary!” [61]. Kaufman took the time and opportunity work-

ing with Hume-Rothery to “restate his position” [56] and refine his views. Outcomes

were three cores: the emphasis on the competition between all principal phases,

the provision of realistic descriptions which could be applied to many systems, and

the availability of a numerical inputs which could provide quantitative descriptions

applicable over a wide range of temperature, composition and pressure. Through

out these cores Kaufman sought to stress the important concept of lattice stabilities

and the essence of thermodynamic databases. These all were very well reflected in

his appointed review which was published in 1969 on the famous PMS journal [72].

And, to double their impacts the next year saw the publication of Kaufman’s book, a

promotion from his review, written with Bernstein. This was the very first textbook

devoted to the CALPHAD method and its appeal was shown by its translations into

different languages and as the source of inspiration for many researchers. With this

book Kaufman established the very foundation upon which he gave birth to CAL-

PHAD as both a method and shortly after a community, ending the long period of

about 60 years of breeding its embryo concept.

2.2.3.4 Sub-regular solution model

Notably, in his book, to mark the new stage of CALPHAD development Kauf-

man proposed the usage of sub-regular solution model in which the composition-
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dependence of interaction energies was taken into account. The consideration that

was missed in the regular solution model and hence made it too simplistic and less

applicable. In Kaufman’s initiating effort, the excess Gibbs free energy was assumed

to depend linearly on composition, as follows:

Gxs
mix =

N∑
i

N∑
j 6=i

xixj(Ω
i
ijxi + Ωj

ijxj) (2.38)

Later developments considered more complex composition dependencies which

were generally expressed in term of a power series. The most common method

is based on the Redlich-Kister equation which generalizes Kaufman’s sub-regular

solution model into:

Gxs
mix =

N∑
i

xiG
0
i +RT

N∑
i

xiln(xi) +
N∑
i

N∑
j>i

xixj
∑
ν

Ων
ij(xi − xj)ν (2.39)

where, ν usually does not exceed 3 and in case νmax = 0 the above equation reduces

to that of the regular solution model. The interaction parameter Ων
ij is temperature-

dependent and usually expressed in term of the SGTE polynomial (see Eq. 2.37).

Sub-regular solution model is mainly used in metallic alloy systems to model

substitutional phases such as liquid, bcc, and fcc. Since, these phases are native

to alloy systems and these systems comprise an important class of materials, sub-

regular solution model establishes itself as one of the most impactful models within

CALPHAD modeling.

2.2.3.5 Sublattice model

Now, it is noted that during these years when Kaufman strove for the public

acceptance of CALPHAD, other major workers in the field also delivered their sig-
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nificant contributions. For instance, Kubaschewski and Chart wrote an important

paper in which they summarized essential mathematical steps for constructing phase

diagrams [73] in 1965. This paper then became the source of inspiration for the

development of a commercial package at NPL, U.K for assessing thermodynamic

properties of materials. Later, Kubaschewski moved to Germany and, with Ihsan

Barin, started up a new group at RWTH, Aachen where he continued to contribute

more to the formation of CALPHAD. In Sweden, Mats Hillert, a student colleague

of Kaufman at MIT, built his own CALPHAD programme after being appointed to

the Royal Institute of Technology, Stockholm (also known as KTH) in 1961. He was

very successful in making CALPHAD a key feature of the Physical Metallurgy de-

partment at KTH as well as getting support from both governmental and industrial

partners for its research activities. In the mid-1960s, through his programme Hillert

established a collaboration with a group of experimentalists from Tohoku Univer-

sity at Sendai who on their return to Japan brought back the CALPHAD seed and

planted it there.

In 1970, Hillert and Staffansson proposed the important two-sublattice version of

the regular solution model [74], which took into account some ordering tendencies in

alloy systems. Sublattice model features the partial occupancies of components at

each atomic site within a crystal structure. It can be seen as a generalized form of

the random substitutional model since it does allow a fully-random site occupancy

of each component, which is the case of the random sublattice model. The partial

site occupancy of each component is commonly indicated as site fraction, which for

each component is given as follows:

ysi =
nsi
ns

(2.40)
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where, nsi is the number of atoms of component i occupy sublattice s and N s is

the total number of sites on the sublattice s. In case vacancies get involved, e.g.

interstitial phases, the above description for site fraction turns into:

ysi =
nsi

nsV ac +
∑

i n
s
i

(2.41)

with nsV ac is the number of vacancies on sublattice s. From the site fraction, mole

fractions can be directly calculated according to the following one-way relationship:

xi =

∑
iN

sysi∑
sN

s(1− ysV a)
(2.42)

Here, the word ‘one-way’ was used to signify the fact that the inverse relationship,

yi = f(xi), is system dependent and not always straightforward to be derived. In

many practical applications, such an inverse relationship is more necessary and has

to be achieved numerically, i.e. free-energy minimization with constraints.

With ysi replacing xi, Hillert and Staffansson had to redefine the constituent,

ideal, and excess terms in Eq. 2.22. For the case of two-sublattice (A,B)1(C,D)2

crystal structures with A, B, C, and D components, the constituent term was given

as follows:

G0 = yAyCG
0
AC + yAyDG

0
AD + yByCG

0
BC + yByDG

0
BD (2.43)

where, G0
AC , G0

AD, G0
BC , and G0

BD are Gibbs free energies of end-members, i.e. AB,

AC, BC, and BD crystal structures, respectively. This expression can be rewritten

in a shorter format as follows:

G0 =
∑
I0

PI0(Y )0Gφ
I0 (2.44)
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where, PI0 represents the corresponding product of site fractions when each sublattice

is occupied by only one component. Gφ
I0 is the Gibbs energy of the compound defined

by I in phase φ. The ideal entropy of mixing in this case is given by:

Gideal = RT
∑
s

N s
∑
i

ysi ln(ysi ) (2.45)

And, the excess energy of mixing, for the case of non-ideal mixing, is:

Gxs = y1Ay
1
By

2
CL

0
A,B:C + y1Ay

1
By

2
DL

0
A,B:D + y1Cy

1
Dy

2
AL

0
A:C,D + y1Cy

1
Dy

2
BL

0
B:C,D (2.46)

where, L0
A,B:C , L0

A,B:D, L0
A:C,D, and L0

B:C,D are composition-dependent, as follows:

L0
A,B:C = y1Ay

1
By

2
C

∑
ν

LνA,B:C(y1A − y1B)ν (2.47)

L0
A,B:D = y1Ay

1
By

2
D

∑
ν

LνA,B:D(y1A − y1B)ν (2.48)

L0
A:C,D = y1Cy

1
Dy

2
A

∑
ν

LνA:C,D(y1C − y1D)ν (2.49)

L0
B:C,D = y1Cy

1
Dy

2
B

∑
ν

LνB:C,D(y1C − y1D)ν (2.50)

Similar to the constituent term, the excess Gibbs energy of mixing can be written in

a shorter format as follows:

Gxs =
∑
Z>0

∑
IZ

PIZ(Y )LφIZ (2.51)

where, PIZ is the site fraction product when only one sublattice contains Z com-

ponents and the remaining sublattices are occupied by one component, and its cor-
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responding LφIZ denotes the interaction between the components. The total Gibbs

energy of sublattice phases, thus, is given as:

Gφ =
∑
I0

PI0(Y )0Gφ
I0 +RT

∑
s

N s
∑
i

ysi ln(ysi ) +
∑
Z>0

∑
IZ

PIZ(Y )LφIZ (2.52)

This model was later generalized by Bo Sundman and John Ägren, students of

Hillert, for any number of components and sublattices [75] and henceforth became

a powerful model for treating systems with complex crystallography and for various

ordering phenomena [76].

2.2.3.6 The growth of CALPHAD thermodynamic modeling

Now, it is noted that all of these efforts, although significant in their own way,

did not much advance the formation of CALPHAD efficiently. The reason for this

was that each major worker at that moment had their own way of representing and

promoting computational thermodynamics which ended, from the macroscopic point

of view, as small scattering efforts, if not duplicated, rather than one big unifying

contribution. Gathering these major workers was therefore crucial for the advance

of CALPHAD at that moment. Seeing through this, in 1973 Kaufman collaborated

with Himo Ansara from the University of Grenoble, France to organize the very first

CALPHAD meeting at ManLabs, where Kaufman was working, in Boston, USA. The

aim of the meeting was to exchange ideas, discuss specific problems in computational

thermodynamics, and, if possible, coordinate the activities between/among different

major groups on the thermodynamic assessments of alloy phase diagrams. In the

letter he sent out to potential participants, Kaufman clearly stated his viewpoint:

“We are at present all using different computer methods to obtain tie-line so-
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lutions. We are also using slightly different formulations for the excess Gibbs

energy of solution. In some cases the differences may be more semantic than

real, but in any case, if we can all employ equivalent computer programmes,

we could concentrate on the problem of defining system parameters in order to

achieve universal interchangeability of results.”

Positively, he suggested:

“We believe that substantial progress can be made in a short period of time if

we could arrange to work together for one week at one of our facilities to define

problems, disband, carry out some individual activities and meet again for a

week at a second facility to compare results and chart future activities.”

Attending the first CALPHAD meeting that year were Himo Ansara and Claude

Bernard from LTPCM, ENSEEG, Grenoble, France, Oswald Kubaschewski and Ihsan

Barin from RWTH Aachen, Germany, Philip Spencer and Jack Counsell from NPL,

Teddington, UK, Mats Hillert and Gernot Kirchner from KTH, Stockholm, Sweden,

Harvey Nesor from ManLabs, John Cahn later at MIT, Dick Weiss from AMMRC

Watertown, and Claude Lupis from Carnegie Mellon University in Pittsburgh. Topics

being discussed during the meeting included thermodynamic assessments of pure

elements, binary, and ternary systems, the analysis of interaction models, and the

modeling of magnetic contributions. All these were best summarized in the historical

review by Philip Spencer [67], who also attended the first CALPHAD meeting. And,

just to show the seriousness and intensity of these discussions Spencer mentioned, in

his review [67]:

“... the meeting was both stimulating and exhausting, with all sessions taking

place in a windowless room to promote concentrated discussion! Lunch bags
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provided the only slight distraction from the continuous scientific exchanges.

As Ihsan Barin put it later – “it was a little like one might imagine a thieves’

kitchen to be, but in this case with calculated phase diagrams being pushed

around the table and three or four binaries being offered for one ternary.”...”

At the end of the day, the first CALPHAD meeting was a big success. It successfully

promoted the collaborations among major workers. It strongly established the foun-

dation for the next CALPHAD meeting to be held in Grenoble in 1974 and many

more to come in the following years. And, above all it historically marked the dawn

of the CALPHAD community.

With the newborn CALPHAD to be nurtured, it would be difficult to maintain

its activities and further expand its potentials without a dedicated source of long-

term financial support. To deal with this, in 1975 Kaufman established CALPHAD

Inc., a non-profit-making organization duly incorporated in Massachusetts. As one

of the early fund-raising options, CALPHAD Inc. pursued the possibility of pub-

lishing a journal. It eventually came to an agreement with Pergamon Press and the

CALPHAD journal was first issued in 1977. In the following years, under Kaufman’s

leadership, CALPHAD gradually established itself as a widely accepted tool for ther-

modynamic assessment in the field of materials science and engineering. This was

shown in the changes in the opinions of experimentalists and theorists who previously

suspected the CALPHAD method. As for the experimentalists, since the accuracy

of CALPHAD assessments have been considerably improved with more and more

reliable thermochemistry inputs available now than before, more and more experi-

mentalists have turned to the method and literally used it to guide their experiments.

As for the theorists, through conferences and workshops that were dedicated for the

liaison between CALPHAD and band-structure calculations, workers from the two
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fields have gradually found their common language, i.e. the self-consistent coupling

between CALPHAD and first-principles calculations that has been highly encouraged

in recent years due to its reliable and consistent outputs. Within the CALPHAD

field, collaborations between workers have been greatly improved, especially with the

encouragement and support from Kaufman and CALPHAD Inc. The CALPHAD

method has become more popular. Research activities have been much more active.

More and more works have been sent to the CALPHAD journal every year for consid-

eration. A majority of them contributed to the compilation of thermodynamic data

banks, e.g. the Scientific Group Thermodata Europe (SGTE) for lattice stabilities

of pure elements [77]; many seek to propose new thermodynamic models, e.g. the

aforementioned generalized sub-lattice model of Sundman and Ägren [75]; others in-

vestigated numerical aspects for dealing with thermodynamic data and models, e.g.

efficient minimizations of Gibbs free energy or optimizations of model parameters.

Not so surprisingly, during these years there was a rapid increase in the number of

computer codes, both commercial and open-source, devoted to computational ther-

modynamics. To name a few, MTDATA [78] developed at NPL in England, FactSage

[79] and SOLGASMIX [80] developed by Canadian workers, BINGSS by Lukas in

Germany, and ThermoCalc by Hillert’s group in Sweden. What’s next?

2.2.4 Modern CALPHAD extensions

2.2.4.1 Kinetic modeling

The year 1992 saw the remarkable extension of CALPHAD modeling to the field

of kinetic diffusions by Andersson and Ägren [42]. In their work, Andersson and

Ägren start with a fundamental expression of atomic mobility:

Mk =
1

RT
exp

(
Φk

RT

)
, (2.53)
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where, R is the gas constant and T is temperature; In the spirit of CALPHAD, they

then expanded Φk in term of the Redlich-Kister polynomial:

Φk =
∑
i

xiΦ
i
k +

∑
i

∑
j>i

xixj

[∑
r

rΦi,j
k (xi − xj)r

]
, (2.54)

in which, Φi
k is the mobility of end-member; x is molar fraction; And, rΦi,j

k is in-

teraction parameter. As in the case of CALPHAD thermodynamic modeling, these

parameters can be optimized in such a way that the resulting atomic mobility can in

turn yield calculated diffusivities that are comparable with experimental data. This

is realized according to the fundamental relationships between diffusion coefficients

and atomic mobilities which were defined in Andersson and Ägren work. These

relationships include first the so-called interdiffusivity [42]:

Dn
ij =

n∑
k=1

(δik − xi)xkMk

(
∂µk
∂xj
− ∂µk
∂xn

)
, (2.55)

where δik is the Kronecker delta (δik = 1 if i = k; otherwise δik = 0), and µk is the

chemical potential of element k. The intrinsic diffusivity can also be written in term

of atomic mobility as follows:

IDn
ij = xiMi

(
∂µk
∂xj
− ∂µk
∂xn

)
, (2.56)

And the tracer diffusivity is expressed as:

D∗i = RTMi. (2.57)

To show the applicability of their models, Andersson and Ägren developed a

package called DICTRA in which they incorporated their assessed kinetic data with

a sharp-interface model to investigate different dynamical processes such as diffusion
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couples, coarsening, segregations, cooperative growths etc.

2.2.4.2 Other extensions

The extension of CALPHAD modeling to the field of kinetic diffusions showed

how versatile the CALPHAD method, as being neither empirical nor fundamental,

can be. And if it was not already evident, in some recent years, efforts have already

been undertaken to further extend the method to the modelings of crystal lattice

constants, interfacial energies, and elastic energies [81]. Taking Lu et al. [82] as an

example, the molar volume is defined for nonmagnetic system, as the following:

Vm = V0 exp

(∫ T

T0

3αdT

)
(2.58)

where, V0 is the molar volume at reference temperature T0 (usually 298.15 K), and

α is the linear expansion coefficient. In the spirit of CALPHAD, α is expressed as:

α =
1

3
(a+ bT + cT 2 + dT−2) (2.59)

where the constants a, b, c, and d are evaluated using available data from lattice-

parameter expansion.

Clearly, the CALPHAD method has finally reached to its maturity and this with-

out doubt is due to the persistent efforts and contributions from the early workers

among whom Larry Kaufman showed his great enthusiastic and inspiring leadership.

From here, what is more to tell will be left for the future generation of CALPHAD,

who will have the right to turn to the newer pages of the CALPHAD history book

that are being written by the current generation. What is left to refine is the inspi-

ration sublimated from seeing how a new scientific approach has come to blossom

and eventually fruition from its conceptual seed. And, as the prescient lecture of
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professor Köster had previously echoed to Saunders and Miodownik [56], I also find

it touches me:

“It is fascinating to trace the devious paths a research worker may have followed

before he arrived at his final knowledge and discoveries. Sometimes it may be

the gradual perfection of experimental apparatus or the systematic pursuit of

an idea; on other occasions success may arise from the deliberate solution of

a problem only he believes possible at all, or the recognition of the importance

of some apparently insignificant factor; it may even be the appreciation of a

phenomenon already known, but completely neglected; or again success may

come simply by sudden inspiration, or as the outcome of a long, patient and

plodding series of experiments... But one thing is common to all true research.

Its results are won in the course of unceasing, stubborn wrestling with problems

in the service of knowledge... For each deeper insight, each original discovery,

arises not only from cool calculation but is also the outcome of creative force

and imaginative perception.”...”

2.3 Phase-field modeling

2.3.1 Overview

It has been well established and manifested within the field of materials science

by its so-called processing-structure-property-performance paradigm that the prop-

erties and performance of a material are strongly dependent on its microstructure.

This practically translates to the fundamental engineering problem that the design

process of a material for some preferential properties and performance requires the

manipulation of that material’s microstructure, which in turn requires substantial

understanding of the microstructure’s evolutionary process, that for instance is solid-

ification, solid-solid phase transformation, or grain growth. The phase-field method,
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to this end, provides a practically efficient and reliable solution for the studies of

arbitrarily complicated microstructural evolution in materials.

Then, what makes the fruition of phase-field modeling? To my understanding, the

two seeds: (1) the phase-field concept and (2) its realization into a rigorous physical

model. Before analyzing these seeds, let us first spend some time to briefly describe

the history of phase-field modeling as one way to acknowledge the method as well

as appreciate the earlier workers who had contributed non-trivially to its birth and

growth:

The concept of phase-field modeling spreads its roots more than a century ago

when van der Waals [83] proposed to model a liquid-gas interface by means of a den-

sity function that varies continuously across the interface. Many years after, van der

Waals’s idea started being adopted among the later generation of scientists begin-

ning with Cahn and Hilliard [84] who proposed a thermodynamic formulation that

accounts for the gradients in thermodynamic properties in heterogeneous systems,

Ginzburg and Landau [85] who formulated a model for superconductivity using a

complex valued order parameter and its gradients, and shortly after Hohenberg and

Halperin [86] and Gunton et al. [87] in their stochastic theory of critical dynamics of

phase transformations. Although significant in establishing what later became the

fundamentals of the phase-field method, these early works however did not make the

practical impact that was needed to give an official birth to the method as a new

scientific field.

In the McWasp conference in 1993 on “the Modeling of Casting, Welding and

Advanced Solidification Processes VII” in Palm Coast, Florida, Kobayashi stunned

many scientists attending the conference at that moment with his remarkable video

on the simulation of dendritic growth. The reason for Kobayashi’s impact was as

follow: the modeling of dendritic grow was previously considered a very difficult
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task due to the complicated morphology of this microstructure; many conventional

models, the so-called sharp-interface models, resulted in complex mathematical for-

mulation which was computational expensive and did not essentially produce a mor-

phology as realistic as the one of Kobayashi; Kobayashi’s model [88], making use of

the phase field φ(~x, t) to distinguish liquid (φ = 0) from solid (φ = 1), was however

strikingly simple both in formulation and implementation. Its simulation result was

simply gorgeous; its capability was impressive; it had marked the beginning of the

phase-field method as an interesting new field.

Note that even though Kobayashi’s model was remarkable, its derivation was

somewhat ad hoc. This unavoidably led to a doubtful wave spreading among many

scientists who were concerned about the authenticity of the method. Not surpris-

ingly, there was a time when phase-field modeling was regarded as ‘a toy’ that was

interestingly capable of simulating realistically complicated micro-morphologies. It

was however soon more or less overcome by the later more rigorous formulations of

phase-field models which were consistent with both thermodynamic principles and

kinetic laws and at the same times brought to account more and more physical val-

ues. For instance, the formulations of Chen [89] and Wang [90], which originated

from the microscopic theory of Khachaturyan, considered order parameter as a phys-

ical indicator of crystal symmetry and sought to minimize the total free energies of

the system whose functional was described by the Ginzburg and Landau formula.

Similar formulations were derived by Miyazaki [91, 92] and Onuki and Nishimori [93]

to describe spinodal decomposition in materials with a composition-dependent molar

volume, and by Finel and Le Bouar to describe the interaction of stress, strain and

dislocations with precipitate growth and structural phase transitions [94, 95, 96]. A

different type of formulation originated from the idea of Langer [97] which treated

the phase-field variable as an index to differentiate one phase from the other. Al-
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though this idea was somewhat pragmatic, the general formulation of the model could

still be made thermodynamically and kinetically consistent and could be extended

in a straightforward way to account for various physical values, a general advan-

tage of phase-field modeling; especially since it allows coupling with the CALPHAD

method which in turn allows the estimation of reliable thermodynamic driving forces

for microstructural growth. Remarkable contributors of the Langer-type formulation

included Kim and Kim [98], Karma and Plapp [99, 100, 101, 102, 103], and Steinbach

et al. [104, 105].

Nowadays, the phase-field method is a very popular method for simulating dy-

namical processes at the mesoscale level. Its applications range from solidification

[106], solid-state phase transformations [107], and grain growth [108], to disloca-

tion dynamics [109, 94, 110], crack propagation [111, 112], electromigration [113],

solid-state sintering [114, 115, 116] and vesicle membranes in biological applications

[117, 118]. For this, it is recognized as an important methodological component of

ICME for studying the evolution of microstructure, the key to materials science and

engineering. Let us now look at the two aforementioned seeds of the phase-field

method.

2.3.2 The phase-field concept

What is the fundamental concept of phase-field modeling? To be frank, the diffuse

character of phase-field variables at the interface. This concept and its significance

to the phase-field method can be well understood by addressing the following three

constituent questions: (1) “What are the phase-field variables?”, (2) “What is the

diffuse character of the phase-field variables?”, and (3) “Why is the diffuse character

key to the phase-field modeling?”. Let us now answer these questions one after

another:
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First, what are the phase-field variables? Within the context of the phase-field

method, the evolution of a microstructure is described by the evolutions of the phase-

field variables. These variables are state variables that are continuous functions

of time and space. Together, they identify the state of a microstructural system,

i.e. the microstructural morphology (and many more). Qualitatively, the phase-

field variables can be related to the physical properties of materials such as crystal

structure, orientation, or composition; they can also be artificial indices to simply

differentiate bulk materials from each other. Quantitatively, the phase-field variables

can be either conserved, e.g. compositions, or non-conserved, e.g. artificial indices.

What is then the diffuse character of the phase-field variables? As continuous

functions in time and space, the phase-field variables have nearly constant values

within a phase (or bulk) region while at the interface between two phases they vary

gradually from their values in one phase to their values in the other phase across the

interface with a finite thickness. The smooth transitions of the phase-field variables

across the interface with respect to both space and time essentially characterizes

the diffuse character of the phase-field variables at the interface, and hence the

diffuse-interface character of the phase-field method for which, and in relative to

the conventional sharp-interface description, the method is regarded as the diffuse-

interface description. Fig. 2.2 demonstrates the interface within the diffuse-interface

description in relative to that within the conventional sharp-interface description.
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Figure 2.2: Diffusive interface vs sharp interface. Here, it is noted that in the diffuse-
interface description properties evolve continuously between their equilibrium values
in the neighboring phases while in the sharp-interface description properties are
discontinuous at the interface.

Now, why is the diffuse character of the phase-field variables key to the phase-

field method? The beauty of the diffuse-interface description is that the evolution of

a microstructure, or in other words the position of the interfaces between grains as

a function of time, is implicitly given by the evolution of the phase-field variables.

Thanks to this, there is no need to explicitly track the position of the interfaces

between phases during a microstructural evolution, and hence the simulations of

complex morphological evolutions, typically observed in real alloy systems, can be

made possible in an efficient and fairly physical manner without making a priori

assumption on the shapes of the grains. Here, it is noted that the explicit tracking

of the interface is attributed to the conventional sharp-interface description. Within

this description, the position of the interfaces is explicitly tracked by means of mathe-

matical equations which describe the physical mechanisms occurring at the interfaces

(see for example [119, 120] or [121]). From the mathematical point of view, formulat-
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ing these equations is extremely difficult especially for complex grain morphologies,

which are commonly encountered in real alloy systems (and this is why Kobayashi

made the stunning remark in 1993 with his ‘different’ model). Therefore, the sharp-

interface description is mostly restricted to one-dimensional systems or simplified

grain morphologies. On this side of the sharp-interface approach, the phase-field

modeling really offers an appealing alternative with its diffusive-interface concept.

2.3.3 Formulation of the phase-field concept

From the above diffuse-interface concept, it was generally known that a phase-

field model describes the evolution of a microstructure by means of the evolutions

of the phase-field variables that are continuous functions in space and time. From

the mathematical point of view, the statement: ‘the evolutions of the phase-field

variables that are continuous functions in space and time’ indicates a system of

partial differential equations (each for one phase-field variable) that takes space and

time as independent variables. These partial differential equations should contain

the second-order gradient terms of the phase-field variables to take into account the

diffuse character of the interface, i.e. the phase-field concept. More importantly,

they have to be thermodynamically consistent so that the formulation of the phase-

field model is rigorous. In other words, these partial differential equations have

to minimize the total free energy of the system in order to evolve the phase-field

variables. These considerations essentially lead to two important ingredients for

the formulation of the phase-field concept: (1) an energy functional, i.e. energy

as a function of the phase-field variables which in turn are functions of space and

time, which contains the second-order gradients and (2) the variational principles

applied on this energy functional, a common practice in the minimization of energy

in physical modeling.

62



2.3.3.1 Thermodynamic energy functional

The energy functional that is commonly used among the scientists who practice

phase-field modeling is the Cahn-Hilliard [84] energy functional. For a simple case

of constant temperature and molar volume and no elastic, magnetic, or electric field,

this energy functional reads:

F (xB, ηk) =

∫
V

[
f0(xB, ηk) +

ε

2
(~5xB)2 +

∑
k

κk
2

(~5ηk)2
]
d~r (2.60)

where, f0(xB, ηk) denotes the classical free-energy density of a homogeneous system

where all state variables, in this case the phase-field variables, are constant through-

out the system. The required gradient terms are of course responsible for the diffuse

character of the interfaces. The ε and κ coefficient are called gradient energy coeffi-

cients. They are related to the interfacial energy and thickness and always positive,

so that gradients in the phase-field variables are energetically unfavorable and give

rise to surface tension.

Here, it is noted that the phase-field variable ηk in Eq. 2.60 can either have phys-

ical meaning or be artificial. Depending on which one of these two one chooses to

practice, it leads to a distinct description of the homogeneous free-energy density, f0,

hence the existence of two different types of phase-field models that have been devel-

oped independently by the two communities: the phase-field school of Khachaturyan

and the phase-field school of Langer.

In the phase-field school of Khachaturyan, the phase-field variable is called order

parameter, η, and is mostly used for representing the crystal symmetry of a mi-

crostructure. For this, the phase-field models within this school are usually applied

to solid-state phase transformations (see [107] for an overview) that involve a symme-

try reduction, for instance, the precipitation of an ordered intermetallic phase from
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a disordered matrix [122, 123] or martensitic transformation [124, 125]. It is also ap-

plied to ferroelectric [126, 127] and magnetic domain evolution [128] and can account

for the influence of elastic strain energy on the evolution of the microstructure.

Within this school, the homogeneous free-energy density, f0, is described by the

Landau polynomial which is a function of order parameters and composition and

whose chosen order, which indicates the total minima of the polynomial, usually

matches the number of crystal symmetries available in the system. For instance, in

the case of the cubic to tetragonal phase transformation in which a cubic phase can

transform to three different tetragonal (with longitude along x, y, and z orientations)

and each tetragonal has two variants depending on which sublattice is occupied, the

Landau free energy as a function of three order parameters must have six minima

with equal depth (since the tetragonal phases have the same probability to form

from the cubic parent phase). The form of the Landau polynomial for this type of

transformation can be given by:

f0(xB, η) =
1

2
A(xB)

3∑
k=1

η2i −
1

4
B(xB)

3∑
k=1

η4i +
1

6
C(xB)

(
3∑

k=1

η2i

)3

(2.61)

when A, B, and C are constant, the above polynomial reduces to the model of

Wang and Khachaturyan [124]. Another example is the precipitation of an ordered

intermetallic in a disordered matrix [129] in which the Landau polynomial reads:

f0(xB, η) =
1

2
A(x′B − xB)2 +

1

2
B(x′′B − xB)η2 − 1

4
Cη4 +

1

6
Dη6 (2.62)

where A, B, C, and D are positive phenomenological constants with a dimension of

energy and x′B and x′′B are constants with a dimension of composition.
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Here, it is noted that even though the Landau polynomial offers the capability

(its minina) to differentiate among the phases (with different crystal symmetries),

the energetic value and eventually the thermodynamic driving force resulting from

this polynomial are not essentially the values of the real alloy system. Indeed, for

many times, the above polynomial coefficients, i.e. A, B, C, etc., are chosen so

that the phase-field simulation can phenomenologically produce the microstructural

morphology of interest. This could be seen as a limitation of this type of phase-field

formulation.

In the phase-field school of Langer, a phenomenological phase-field variable, φ,

is used purely to differentiate the reacting phases among each other. The model is

mainly applied to solidification, e.g. the growth of dendrite, the micro-segregation of

solute elements, and the coupled growth in eutectic solidification (see [106, 130] for

an overview). Within this school, the homogeneous free-energy density, f0, consists

of an interpolation function, h(xB, φ, T ), and a double-well-type function, g(φ):

f0(xB, φ, T ) = h(xB, φ, T ) + g(φ) (2.63)

The commonly-used double-well-type functions, g(φ), are the double-obstacle

potential or the double-well potential. In case of the double-well potential, g(φ)

is written as:

g(φ) = wφ2(1− φ)2 (2.64)

which has one minimum at 0 and another minimum at 1. Here, w represents the

depth of the energy well; it can be either a constant [98] or linearly dependent on

the molar fraction: w = (1 − xB)wα + xBwβ, where wα and wβ denotes the energy

depths in the α and β phases, respectively.
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The interpolation function h(xB, φ, T ) combines the free energy expressions of

the coexisting phases α and β, namely fα(xB, T ) and fβ(xB, T ), into one free energy

expression using a weight function p(φ) as follows:

h(xB, φ, T ) = (1− p(φ))fα(xB, T ) + p(φ)fβ(xB, T ) (2.65)

where, it is assumed that φ equals 0 in the α phase and 1 in the β phase.

Note here that the energy fα(xB, T ) and fβ(xB, T ) can stem from the CALPHAD

method which is a widely-accepted approach for estimating the thermodynamic prop-

erties of multi-component alloys. Compared to the above Landau polynomial, the

CALPHAD energy is intuitively more realistic, and therefore an advantage of the

Langer-type formulation. Another advantage of the Langer-type formulation is that

its extension to the case of multi-phase multi-component is considerably easier than

in the Khachaturyan-type formulation.

2.3.3.2 Minimization of free energy

With the energy functional taken either from the Khachaturyan school or the

Langer school, the evolution equations of the phase-field variables (state variables),

which minimize the total free energy of the system, can be achieved by applying the

variational principles on the energy functional. This is particularly done by taking

the partial derivatives of the energy functional with respect to the phase-field vari-

ables (state variables). To demonstrate this, I will make use of Steinbach’s recent

model [36], which is known as the phase-field model with finite interface dissipation

and belongs to the Langer’s school. This is also the model that I will implement in

the following major section to investigate the thermodynamic origin of the discon-

tinuous monotectoid decomposition, including the discontinuous precipitation and

discontinuous coarsening, as well as the microstructural evolution of the discontinu-
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ous precipitation.

To account for non-equilibrium transformations which may exhibit a diffusion-

potential jump across the interface, Steinbach et al. [36] recently developed a new

phase-field model, called the phase-field model with finite interface dissipation, or

in short the interface dissipation model. The novelty of this model relative to con-

ventional phase-field models is that the rate at which the diffusion-potential jump

across the interface dissipates can be controlled by a characteristic constant, called

interface permeability for redistribution fluxes or inverse interface resistivity, which

associates with a kinetic equation that links the two separate concentration fields in

each phase at the interface together. Note that in a conventional model with equal

diffusion potentials the rate at which the diffusion-potential jump across the interface

dissipates is infinite in principle since the two concentration fields at the interface are

linked by the equilibrium partitioning condition which, by its nature, enforces the

instant convergence to the equilibrium values for each concentration field instead of

allowing a gradual diffusion-based change as in a kinetic equation. The derivation of

this model for the simple case of two-phase binary system starts with the definition

of the Cahn-Hilliard energy functional:

F =

∫
V

4σαβ
η

(
−η

2

π2
5 φα · 5φβ + φαφβ

)
+φαfα(cα)+φβfβ(cβ)+λ[c−(φαcα+φβcβ)]

(2.66)

where, cα, cβ, φα, and φβ are the phase-field variables, or state variables, whose

evolution equations are to be defined in the following; here, cα and cβ are the phase

concentrations of the α and the β phases, respectively; φα and φβ are the phase

fractions of the α and the β phases respectively and are constrained to the following

relationship: φα + φβ = 1. η is the interface width, σαβ is the interfacial energy,
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and the Lagrange multiplier, λ, is associated with the solute-conservation constraint:

c = φαcα+φβcβ. Note here that the energy coefficient κ in the original Cahn-Hilliard

energy functional, Eq. 2.60, is zero; the interpolation function is h = φαfα(cα) +

φβfβ(cβ), where the weight function p = φβ; and, the double-obstacle potential,

g = φαφβ, is used instead of the double-well potential.

The evolutions of the phase concentrations, namely cα and cβ, are derived from

the variational principle by taking the partial derivatives of the energy functional,

F , with respect to each phase concentration as follows:

ċα = −Pα
δ

δcα
F = −Pα

[
φα
∂fα
∂cα
− φαλ

]
(2.67)

ċβ = −Pβ
δ

δcβ
F = −Pβ

[
φβ
∂fβ
∂cβ
− φβλ

]
(2.68)

with Pα and Pβ are the kinetic coefficients indicating the rate of change of the

phase concentrations and are defined according to the following relationship: φαPα =

φβPβ = P , where P is the interface permeability which, from the atomistic point of

view, is expressed as:

P =
8M

aη
, (2.69)

in which, M is atomic mobility; a is lattice parameter. For a detailed discussion on

the physical meaning of P , the original work of Steinbach et al. [36] is recommended.

Now, with Pα = P
φα

and Pβ = P
φβ

, the above equations turn into:

φαċα = −P
[
φα
∂fα
∂cα
− φαλ

]
(2.70)
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φβ ċβ = −P
[
φβ
∂fβ
∂cβ
− φβλ

]
(2.71)

Next, we substitute ˙(φαcα) = φ̇αcα+φαċα and ˙(φβcβ) = φ̇βcβ +φβ ċβ into Eq. 2.70

and Eq. 2.71, respectively:

˙(φαcα) = −P
[
φα
∂fα
∂cα
− φαλ

]
+ φ̇αcα (2.72)

˙(φβcβ) = −P
[
φβ
∂fβ
∂cβ
− φβλ

]
+ φ̇βcβ (2.73)

Summing up the above two equations, we obtain:

ċ = ˙(φαcα) + ˙(φβcβ)

= −P
[
φα
∂fα
∂cα

+ φβ
∂fβ
∂cβ
− λ
]

+ φ̇αcα + φ̇βcβ (2.74)

We now divide the space into distinct reference volumes RV and make the as-

sumption that internal processes inside a reference volume and exchange of atoms

between adjacent reference volumes are independent and can be superimposed. In

an isolated RV , since the overall concentration is independent of time, ċ = 0. This

leads to the solution of the above equation for the Lagrange multiplier λ as follows:

λ = φα
∂fα
∂cα

+ φβ
∂fβ
∂cβ
− φ̇αcα + φ̇βcβ

P
(2.75)

Substituting λ in Eq. 2.70 and Eq. 2.71, we obtain the evolution equations for

each phase inside the reference volume:
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φαċα = Pφαφβ

(
∂fβ
∂cβ
− ∂fα
∂cα

)
+ φαφ̇α(cβ − cα) (2.76)

φβ ċβ = Pφαφβ

(
∂fα
∂cα
− ∂fβ
∂cβ

)
+ φβφ̇β(cα − cβ) (2.77)

The first part in Eq. 2.76 and Eq. 2.76 describes the flux of solute between the

phases due to a difference in the diffusion potential and the second term represents

the change of the phase concentrations due to an imposed phase change. Now, we

superimpose the internal processes inside RV and external fluxes from adjacent RV s,

leading to the final evolution equations for the state variables, cα and cβ, as follows:

φαċα = ~5(φαDα
~5cα) + Pφαφβ

(
∂fβ
∂cβ
− ∂fα
∂cα

)
+ φαφ̇α(cβ − cα) (2.78)

φβ ċβ = ~5(φβDβ
~5cβ) + Pφαφβ

(
∂fα
∂cα
− ∂fβ
∂cβ

)
+ φβφ̇β(cα − cβ) (2.79)

where, Dα and Dβ are the chemical diffusivities in the α and β phases, respectively.

The evolution equation of the phase fraction, φα, is derived by taking the partial

derivatives of the Cahn-Hilliard energy functional with respect to this phase-field

variable:

φ̇α = −π
2

8η
µαβ

{
∂F

∂φα
− ∂φβ

}
= µαβ

{
σαβ

[
52 φα +

π2

η2

(
φα −

1

2

)]
− π2

8η
4 g̃αβ

}
(2.80)
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(note that for the last equation we take into account the relationship: φ̇α = −φ̇beta),

where µαβ is the interfacial mobility, and 4g̃αβ is the generalized chemical driving

force, which reads:

4g̃αβ = fα − fβ − λ(cα − cβ) (2.81)

in which we make use of the fact that c− (φαcα +φβcβ) equals zero and that there is

no contribution proportional to ∂λ
∂φα

arises. With the Lagrange multiplier, λ, known

from the above derivation, the last equation becomes:

4g̃αβ = fα − fβ −
(
φαµ̃α + φβµ̃β −

φ̇α(cα − cβ)

P

)
(2.82)

where, µ̃α and µ̃β are the diffusion potentials of the α and β phases, respectively.

Rearrangement of the terms proportional to φ̇α leads the final evolution equation for

the phase fraction, φα:

φ̇α = K

{
σαβ

[
52φα +

π2

η2

(
φα −

1

2

)]
− π2

8η
4 gphiαβ

}
, (2.83)

where, K is the kinetic coefficient that expresses the influence of finite diffusion and

redistribution at the interface:

K =
8Pηµαβ

8Pη + µαβπ2(cα − cβ)2
(2.84)

And, 4gphiαβ is the chemical driving force:

4gphiαβ = fα − fβ + (φαµ̃α + φβµ̃β)(cβ − cα). (2.85)

In practical simulations, it is of advantage to introduce a weighting function which
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couples the interface and thermodynamic contributions in the phase-field equation

to concentrate the thermodynamic driving force in the center of the interface (see

[36]). This leads to the following approximation:

φ̇α = K

{
σαβ

[
52φα +

π2

η2

(
φα −

1

2

)]
− π

η

√
φα(1− φα)4 gphiαβ

}
, (2.86)

Since φβ can be calculated from φα using the relationship: φβ = 1 − φα there is

no need to derive the evolution equation for this state variable. The phase evolu-

tion Eq. 2.86 together with the concentration evolution Eq. 2.78 and Eq. 2.79 will

be used in the next major section to investigate the non-equilibrium phase trans-

formations and microstructural growth happening in the discontinuous monotectoid

decomposition of the uranium-niobium system.

72



3. APPLICATION TO URANIUM-NIOBIUM*

In this major section, the integrated computational framework is carried out to

investigate the fundamental thermodynamics and kinetics of uranium-niobium as well

as their roles on the origin of the system’s discontinuous reaction. This computational

study is carried out for the purpose of reassuring the advantage of computational

materials science in facilitating the design processes of materials in general and of

nuclear materials in specific. It is demonstrated in our philosophy upon studying

this material: Although experiments are important pronouncements of materials’

natures, they are usually cost prohibitive. This is especially critical for nuclear-

related materials, and as such experimental studies on the DP and DC reactions are

scarce and understanding of their fundamentals is limited. This is where simulation

and modeling come in handy. The developments of basic sciences and the tremendous

growth of computational technology have been continuously powering computational

aided materials design, allowing simulations to go hand-in-hand with experiments

for a higher efficiency. From time to time, it has been proven that the inclusion of

theoretical approaches can shed light on the interesting natures of materials. And, it

is hoped that through theoretical assessing of the fundamental thermodynamics and

kinetics of uranium-niobium system we may gain a better understanding, or perhaps

insight, into the nature of its discontinuous reactions and to other existing metastable

microstructures in other alloy systems. In the following section we present details on

the hierarchical computational methodology and its results.

*Reprinted with permission from “Multiscale Modeling of Discontinuous Precipitation in U-Nb”
by Thien Duong, Raymundo Arróyave, 2015. Proceedings of the TMS Middle East - Mediterranean
Materials Congress on Energy and Infrastructure Systems (MEMA 2015), pages 481–490, Copyright
2015 by John Wiley & Sons
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3.1 First-principles calculations of γ’s formation energies

In this section, first-principles calculations are carried out to estimate ground-

state formation energies of the bcc phase, γ. In particular, different density-functional

theories including Korringa-Kohn-Rostoker, exact muffin-tin orbital, and projector

augmented wave methods are used. The resulting ab initio energetic data will be

imposed as an first-principles constraint in later CALPHAD thermodynamic assess-

ment to improve the consistency and reliability of the assessment.

3.1.1 Computational details

For first-principles investigations in the present work, we utilize two different

Green’s function approaches, namely Korringa-Kohn-Rostoker (KKR) multiple scat-

tering formalism and exact muffin-tin orbital (EMTO) method. The self-consistent

calculations are performed within the scalar-relativistic regime for a basis set of spdf

valence orbitals. The core states are recalculated at every ionic step according to the

soft-core approximation. Generalized gradient approximation (GGA) is adopted for

the exchange-correlation functional [59]. The integration over the Brillouin zone is

done using a 31× 31× 31 grid of k-points determined according to the Monkhorst-

Pack scheme [131]. Integration of Greens function is carried out over a complex

energy contour with a 2.6 Ry diameter using a Gaussian integration technique with

40 points on a semi-circle enclosing the occupied states.

The substitutional disorder of the alloys is treated by using the coherent potential

approximation (CPA) [54]. The applicability of CPA is checked in supercell calcula-

tions realized by the locally self-consistent Greens function (LSGF) method within

the EMTO formalism [132, 133]. In particular, such calculations are used to deter-

mine the contributions from the screened Coulomb interactions to the one-electron

potential V scr
i of alloy components i, and the total energy Escr, within the single-site
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DFT formalism:

V scr
i = −αe

2qi
S

; and, Escr =
β

2

∑
i

ciqiV
scr
i . (3.1)

where, e is the electron charge; S is the Wigner-Seitz radius; qi is average net charge

of the atomic sphere; and, ci is the concentration for the ith alloy component. The

screening constants α and β are found to be 0.725 and 1.088, respectively.

In addition to the Green’s function approaches, we also use a different DFT ap-

proach for the self-consistent energetic calculations to strengthen our first-principles

investigation. Namely, the full potential projector augmented wave (PAW) method

[48, 134] as implemented in the Vienna ab initio simulation package (VASP) [135,

136, 137] is considered. Here, the disordered structures of U - 12.5 at.% Nb, U - 25

at.% Nb, U - 50 at.% Nb, U - 72.5 at.% Nb and U - 87.5 at.% Nb are modeled by

the special quasirandom structure (SQS) technique [49] generated by Monte-Carlo

algorithm using 64-atom supercells. A Monkhorst-Pack mesh of 7 × 7 × 7 points

(including Γ) and cut-off energy of 478 eV are considered for the integration over

the Brillouin zone. It is believed that the used cell size, number of k-points and

cut-off energy are reasonably chosen for good accuracy of self-consistent energetic

calculations. Indeed, a verification calculation, carried out for the case of U - 50

at.% Nb using a 128-atom SQS supercell with a 9 × 9 × 9 grid of k-points and a

cut-off energy of 550 eV , demonstrates a small energetic difference (in the order of

1
10
meV/atom) w.r.t to the previous calculation. For better results, the value of 10−7

eV is chosen for the convergence criterion. The GGA is again used to approximate

for the exchange-correlation interactions.
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3.1.2 Results and discussions

To verify our first-principles approaches, concentration-dependent lattice param-

eters of γ were calculated and compared with experimental data [2]. Results, shown

in Fig. 3.1, indicates that the proposed Green’s function techniques reasonably repro-

duce the structural characteristics of the materials (with maximum error less than

3% after taking into account the correction from thermal expansion using the linear

coefficients of thermal expansion of 20×10−6K−1 and 7.88×10−6K−1 around 10000C

for pure γ uranium and niobium, respectively [138]. Note that for these sufficient re-

sults we only treat the uranium’s 5f-electrons as normal particles. It has been shown

in the recent work of Söderlind et al. [139] that uranium when alloyed with metals

possesses weekly correlated electrons which can be adequately described within the

context of DFT-GGA.

For reducing computational expense, PAW were only considered for the static

calculations of ground-state formation energies with lattice constants interpolated

from the EMTO’s verified results. Within the framework of PAW and the Green’s

function approaches, isostructural formation energies are evaluated according to the

following formula:

∆Hφ = 0Eφ
U1−xNbx

− (1− x)0Eφ
γU − x0Eφ

γNb (3.2)

where, 0Eφ are the ground-state energies of phase φ and x is atomic fraction of Nb.

The calculated formation energies of γ are shown in Fig. 3.2. It can be seen

from the figure that the first-principles results are generally in good agreement with

each other. Discrepancy between PAW and the Green’s function methods, which is

of an acceptable order of ∼ 1.0 kJ/mol, is perhaps due to the differences between

CPA and SQS approximations. Since the PAW calculations do not clearly suggest
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an exothermic behavior within the Nb-rich region as inferred in the system’s phase

diagram [39], it is believed that CPA is better than SQS in this case, and the energetic

data resulting from the Green’s function calculations are more reliable.

Figure 3.3: Calculated density of states of pure Nb, U25Nb75, U50Nb50, and U75Nb25.

To better understand the ground-state thermodynamic properties of the bcc

uranium-niobium alloys, electronic densities of states were investigated at differ-

ent compositions within the framework of Korringa-Kohn-Rostokers (KKR) multiple

scattering formalism. The results are shown in Fig. 3.3. Here, the system is consid-

ered to be metallic taking into account the delocalized f-electrons and p-semi-core

states as valence. Prior literature has shown that this treatment is reasonable for

ab initio investigations of metallic fuels [41, 140, 141]. In the figure, it can be seen

that uranium acts as the system’s electron delocalizer as it promotes low-energy elec-
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trons to higher energy states. This refines niobium’s p-semi-core states to a narrower

band and more importantly redefines niobium’s electronic structure near the Fermi

surface, which can be related to the system’s solubility.

Figure 3.4: Calculated density of states of U5Nb95, U10Nb90, U25Nb75, and U50Nb50

near the Fermi surface.

A closer view of niobium’s and uranium’s (un-weighted) electronic densities of

states around the Fermi surface can be found in Fig. 3.4. As can be seen from

this figure, uranium’s and niobium’s high-energy electrons exhibit a hybridization

which can be attributed to the metallic bond normally characterizing metallic alloys.

From the electronic point of view, this bond could be responsible for the solubility
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of uranium in niobium and vice versa as follows. For the bcc niobium-rich alloys,

the hybridization occurs approximately on three peaks of niobium’s d-orbital. When

more uranium is alloyed, the third peak of hybridization is smeared away, which can

perhaps be explained by a stronger repulsion between the denser (floating) uranium’s

f-electrons and niobium’s d-electrons which tends to push some of the d-electrons

inwards. This smearing leads to a weaker metallic bond between the two metals,

resulting in a lower solubility for high-uranium alloys. One however may argue that

the electrons which are pushed deeper into niobium’s valence band can fortify the first

two hybridization peaks, which are energetically stronger than the third; and hence,

the bond will not necessarily be weakened. This is indeed the complicated reality.

Apparently, there are two opposite trends competing to decide the solubility of the

material and the factor deciding the winner is the amount of d-electrons being pushed

back. In the case of uranium-niobium alloys, from Fig. 3.4 we observe relatively small

changes of the first two peaks compared to the complete disappearance of the third

one, occurring from 5%at alloyed uranium to 50%at alloyed uranium. Also, there is

a possibility that the third peak of uranium’s density of states is a more pronounced

spike, but is screened off within the mean field coherent potential approximation; this

spike, if it existed, would position the electron densities of uranium, within niobium-

rich alloys, well at a “metastable” state, establishing the stability of these alloys.

From the experimental viewpoint, Koike et al. [39] indeed suggested that the bcc

uranium-niobium solid solutions exhibit exothermic (phase-mixing) phenomenon in

compositions below 20%at-uranium and endothermic (phase-separating) behavior in

higher %at-uranium compositions at low temperatures. This was also verified by the

experiments of Vambersky et al. [4] which measured the excess enthalpy and entropy

of mixing at 1100 K.

The solubility of uranium-niobium could be better understood relative to those
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of uranium-molybdenum and uranium-zirconium. Fig. 3.5 compares the Fermi den-

sity of states of uranium-niobium with that of uranium-molybdenum and uranium-

zirconium. Topologically, we see that the 90%at-uranium alloys are similar in their

electron densities, noting that the partial density of state of uranium remains almost

unchanged in all three alloys. The main difference is the magnitude of the first two

hybridization peaks, which are largest in uranium-molybdenum. This is common

sense since molybdenum has one electron than niobium and hence the portion of d-

electrons being pushed inwards should be larger. In other words, the strengthening

of metallic bond due to the hybridization of the first two peaks is stronger than the

smearing of the third peak in uranium-molybdenum system, resulting in the system

favoring solubility at the uranium-rich side. For the same reason, zirconium how-

ever has one electron less than niobium so its metallic fuel is even less stable than

that of niobium at high uranium compositions. From Fig. 3.5, one can also study

the relative stability/solubility of these alloys at low uranium concentrations. In

particular, it can be seen that zirconium-10%at uranium is less stable than niobium-

10%at uranium with two hybridization peaks as opposed to three. The smearing of

hybridization peaks also occurs within the range of compositions although on the

uranium atoms. Again, for the niobium-uranium system the smearing is relatively

small compared to the strengthening coming from the additional third peak, insisting

on high solubility of the system on this side of the composition. For molybdenum-

uranium, the smearing however is strong resulting in the unstable molybdenum-rich

actinide alloys.

Before moving on, it is noted that for other solid states in the uranium-niobium

system, low symmetrical structures appear to be obstacles in the density-functional

estimations of their formation energies, i.e., computational costs for self-consistent

energetic calculations of those structures are impractically expensive. This is es-
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Figure 3.5: Calculated density of states of uranium-niobium relative to those of
uranium-zirconium and uranium-molybdenum.
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pecially true for the cases of Green’s function approaches since both self-consistent

loops for CPA and total energy get involved. Consequently, ground-state heats of

formation were not evaluated for those phases. Nevertheless, the bcc’s 0K formation

energy is alone sufficient enough for imposing a solid quantum-originated constraint

to the CALPHAD’s optimization process, as evidenced in the following thermody-

namic assessment.

3.2 CALPHAD modeling of uranimun-niobium’s thermodynamics

Within this section, fundamental thermodynamics of uranium-niobium is first

assessed using CALPHAD method, taking into account previous experimental data

as well as the current first-principles constraints. The resulting thermodynamic rep-

resentation is checked against our supplementary equilibria of the γ2/α + γ2 phase

boundary measured by long-term aging experiment. The proven thermodynamic rep-

resentation is then used to assess atomic mobility and diffusivity of the body-center

cubic phase, γ. Together, thermodynamic and kinetic data will essentially enable

the phase-field LE investigations, carried out later in this work.

3.2.1 Experiments and parameter optimization

Studies of Nb-based metallic fuel mainly focus on its thermodynamic properties

and many important works can be dated back to 50s and 60s. In particular, Sawyer

[143] pioneered the studies of uranium-niobium phase stabilities in 1947 by sketching

a nearly complete phase diagram of the material. In 1952, Saller etal [144] focused

their study on a portion of uranium-niobium phase diagram and proposed a change

regarding the solubility of Nb in U matrix. In particular, they recommended a

eutectoid instead of peritectoid reaction for the β− γ transformation. This idea was

soon paced by Rogers et al. [2] whose work in 1958 is among the most comprehensive.

Interestingly, in the same year (or close) another important study by Pfeil et al. [38]
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showed agreement with Sawyer’s work. The result was obtained by applying the

lever rule to the volume fraction observed from metallography in comparison to the

resistivity and dilatometry measurements of Rogers et al. Discrepancies increased in

1961 when Ivanov et al. [145] proposed the monotectoid reaction occurring around

13 at.% Nb. According to them, γ − U should decompose into a mixture of γ −

Nb and β instead of γ − Nb and α as proposed in previous works [2, 38, 146].

The opinion of Ivanov et al. was latter supported by Terekhov [147] and Massalski

et al. [40] but disagreed by Elliott et al. [148] and Chiotti et al. [149]. In 1998, Koike

et al. [39] analyzed previous works [1, 2, 4, 30, 38, 143, 145, 147, 150, 151, 152, 153,

154, 155] and came up with a phase diagram evaluated by considering the most

reliable experimental data. Their evaluation has been adopted in the present work

in conjunction with the ab initio energetic data calculated earlier [142].

As a common practice, details on the parameter optimization are presented as

follows. Firstly, the random solution model [156] was considered for all uranium-

niobium phases including γ (bcc), α (orthorhombic), β (tetragonal) and liquid. For

the details of the model, one may refer to the methodology section. Here, the aφν and

bφν parameters (see Eq. 2.37 and Eq. 2.39 for details) were optimized using Themo-

Calc’s PARROT module according to the following strategy. Initially, only the bcc

phase was considered. The temperature independent parts of bcc (i.e. aγν) were fitted

to the EMTO energetic data. It was found that a minimum value of 3 is required

for n to reasonably reproduce the first-principles energies. aγν were then kept fixed

during the optimization process of bγν to (1) reduce the total degrees of freedom

of the PARROT’s optimization process and (2) improve the consistency between

CALPHAD methodology and ab initio calculations.

The optimization of temperature dependent bγν was carried out by firstly intro-

ducing driving force constraints for the phase at various temperatures and concen-
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trations, according to Koike’s et al. evaluated phase diagram. This thermodynamic

constraint is defined as an affinity between reacting chemical species and has a nega-

tive value where its corresponding phase is stable. The introduction of bcc’s driving

force constraints forged out the double-well shapes of this phase’s potentials at ele-

vated temperatures. It is noted that both Nb- and U-ends of these double-well po-

tentials were constrained in accordance with the SGTE database [77]. At this stage,

the topology of γ- Gibbs free energy has been properly reflected by the interaction

parameters but the domain in which the energy’s values can range was fairly large.

To restrict this domain, Vambersky’s et al. [4] Gibbs formation energies, measured

at 1048 K and 1173 K, were introduced.

Table 3.1: Optimized thermodynamic parameters for uranium-niobium system.

Phase Model Parameters

Liquid (Nb, U)1
0LLiqNb,U : 102268.08− 76.90T

Bcc (Nb, U)1(V a)3

0LbccNb,U : 28681.96− 30.20T

1LbccNb,U : −25306.13 + 2.74T

2LbccNb,U : −37741.52 + 7.27T

3LbccNb,U : −13979.73− 3.74T

Tet. (Nb, U)1 GβU
Nb = Gbcc

Nb + 21241.93

Orth. (Nb, U)1 GαU
Nb = Gbcc

Nb + 22505.03

In the following step, the α, β and liquid phases – or to be precise, the interaction

parameters of these phases – were brought into the optimization process, in addition

to the existing bcc phase. The inclusion of these additional phases further tuned up
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the curvature of γ-Gibbs free energy, as well as carved their own energetic profiles, in

such a way that reasonable equilibria (or phase boundaries) were achieved between

the pairs of γ − α, γ − β and γ − liquid, i.e. tie-line constraints being satisfied.

Note that during this process, relative stabilities among the added phases must also

be guaranteed. Finally, aγν was allowed to relax together with other parameters for

a better agreement between the calculated and reference phase diagram [39]. The

resulting optimized values were reported in Table 3.1.

3.2.2 Results and discussions

Fig. 3.6 and Fig. 3.7 show the phase diagram of uranium-niobium system cal-

culated using these optimized parameters. Specifications of its invariant reactions

are listed in Table 3.2. It can be seen from the figure that the liquidus and solidus

lines agree reasonably with the experimental data [2], and as such they are compat-

ible with those from other works [38, 40, 5]. Good agreements between calculations

and experiments [38, 153, 155] are observed within the U-rich monotectoid region,

in particular at the β + γ boundaries and eutectoid reaction (refer to Table 3.2).

Near the monotectoid invariance, the γ-U+Nb miscibility gap appears to be slightly

broader than what was evaluated by Koike et al. [39] but still within the experimen-

tal bound [2]. Also, it does not suggest a sinusoidal-like curvature as estimated in

Koike’s et al. work. Investigations of free energies within this miscibility gap show

small deviations with respect to the previous calculations of Liu et al. [5], that tend

to reasonably agree with Vambersky’s et al. experiments [4] taking into account the

experimental errors (see Fig. 3.8). Back extrapolation of Gibbs free energies of the

bcc phase to 0 K is compatible with the first-principles energetic data with maximum

deviation of the order of ∼ 2.0 Kj/mol (see Fig. 3.9). In the monotectoid reaction,

it can be seen from Table 3.2 that the Nb-content of reactant (13.3 at.% Nb) agrees
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very well with that evaluated by Koike et al. [39], it lies well within the suggested

range for the γ- product (71.66 at.% Nb vs 68-72 at.% Nb) but is relatively high

for the α- product (1.3 at.% Nb vs 0.5-0.9 at.% Nb). Consequently, the α phase

region below this reaction is likely to overstate the solubility of Nb in U-matrix [155]

although it is computationally consistent with that calculated by Liu et al. [5].
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Figure 3.8: CALPHAD-assessed Gibbs formation energy of bcc phase evaluated at
7750C and 9000C as compared to experiment [4] and previous calculation [5].

The most important difference between the present phase diagram and its prede-

cessor [39] lies in the specification of γ2/α+γ2 boundary. In particular, this boundary

was predicted to be relatively steep in the previous work compared to its being grad-

ual in the current study. This steep γ2/α + γ2 boundary was sketched based on the

curvature of the γ−U +Nb miscibility boundary and two available x-ray diffraction

(XRD) data-points from Ivanov et al. [145] at 5000C and ∼ 6000C. Note that no

explicit tempering durations were reported for these experiments; Instead it was im-

plied as being short [145]. Considering the sluggishness of uranium-niobium within
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Figure 3.9: Comparison between the current 0 K CALPHAD-assessed Gibbs forma-
tion free energy with the current first-principles energetic calculations and previous
work [5]. Good agreement between CALPHAD assessment and first-principles calcu-
lation manifests a better thermodynamic consistency of the CALPHAD assessment
than that of [5], which appears to be more to the experimental side (see Fig. 3.8).

the α + γ region, these experimental data may not be so reliable. Indeed, Koike

et al. has cautiously represented in their work a dashed-line γ2/α + γ2 boundary to

indicate that further investigations are needed. Fortunately, in this study we got re-

liable phase equilibria at the γ2/α+γ2 boundary supplied by the experimentalists at

LANL. For these data, X-ray experiments were carried out for considerably long an-

nealing time. In particular, long-term heat treatment was conducted on specimens

taken from two plates of nominal composition U-17.4 at.% Nb (chemical analysis

showed 17.2 and 17.6 at.% Nb.) The alloys were vacuum induction melted from high

purity depleted uranium and niobium stock, cast into graphite molds, hot rolled,

and homogenized 6 hours at 10000C. Specimens were solution annealed 30 minutes

at 8500C under encapsulation and water quenched. They were re-encapsulated and

then isothermally aged at over 300−6250C for up to 5 years. The lattice parameters
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(LPs) of the α and γ phases in the DC products were measured using XRD with ce-

ria standards and full-pattern Rietveld analysis. Specimen preparation, XRD setup,

and pattern analysis were the same as that reported earlier [22]. The microstructures

were characterized by light-optical and scanning electron microscopy; all ages had

100% DC (or very close to this). For all ages, the α-U phase exhibited LPs close to

their equilibrium value. The γ2 LP values varied more vs. age, which was expected

on the assumption that this variation was due to different niobium concentrations in

the phase. They were converted into an equivalent Nb atom fraction xNb using the

linear relationship for LP [25]:

LP (γ2) = 3.475− 0.175× xNb, (3.3)

where the LP is in Angstroms. The experimental results, reported in Table 3.3,

indicated that Nb content of γ2 is likely to increase with increasing aging time,

and the longest experiments are actually in very good agreements with the current

assessed phase boundary (refer to Fig. 3.6 above). In other words, they justifies for

the reliability of the current thermodynamic assessment. Here, it should be noted

that these supplemental XRD data were only used for verification purpose, i.e., they

were not included in the optimization process. This practice is known well in the field

of Modeling as a method to check for the generalizations of parameterized functions,

e.g., R-K polynomials within this context.
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Table 3.3: γ2/α + γ2 phase boundary data. Here, bulk alloy γ1 is U - 17.4 at.% Nb.
X-Ray measurements of γ2 compositions after long-period aging were carried out at
5000C, 5500C and 6000C. Experimental results indicate that γ2 composition tends
to increase with increasing annealing period.

T(C) Nominal time (Hours) γ2 composition (at.% Nb)

500 5300 73.5

500 17532 73.9

500 43830 79.0

550 5300 73.4

550 17532 76.5

600 5300 73.6

600 10600 73.9

625 10600 71.0

Fig. 3.10 shows the calculated metastable phase diagram of γ in comparison with

one predicted by Liu et al. [5]. It can be seen from the figure that the metastable

phase diagram assessed in this study does not show an inverse miscibility gap for

the cubic phase as it does in Liu’s et al. work. As previously mentioned, this ther-

modynamic phenomenon is likely to be an assessment artifact in metallic binary

systems. It has been demonstrated in [41] and the present work that the addition of

first-principles energetic data to CALPHAD’s optimization process has actually re-

strained this phenomenon and perhaps other “hidden” artifacts from existing within

the solution space defined by the optimized interaction parameters.
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Figure 3.10: Calculated metastable phase diagram of the bcc phase.
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3.3 CALPHAD modeling of γ’s atomic mobility

Atomic mobilities and diffusion coefficients are of great importance in simulating

and understanding the microstructure evolutions of materials. In the context of

phase-field modeling, particularly the one implemented later in this work, they serve

as sufficient kinetic information which together with essential thermodynamic data

fulfill the prerequisites of the phase-field method. With the achievement of the self-

consistent thermodynamic description above, it naturally leaves in this section the

discussion of these kinetic quantities.

3.3.1 Experiments and parameter optimization

The DICTRA optimization process was carried out taking into account the above

self-consistent thermodynamic description. To facilitate this process, the mobility

parameters of end-members were adopted from Liu’s et al. [6] work. It is noted here

that the current diffusion assessment and Liu’s et al. [6] share a common goal and ap-

proach but differ fundamentally in thermodynamic databases used. In Liu’s et al. [6]

work, the PARROT optimization of Liu et al. [5] was utilized. This fundamental dif-

ference however does not much affect the mobilities of end-members which are weakly

dependent upon the alloy’s thermodynamics. Consequently, the adoption of these

quantities, practiced in the present work, is fully valid, especially when considering

good agreement between calculations and experiments of tracer and impurity diffu-

sivities acquired in [6]. In contrast, the interaction parameters, which characterize

chemical exchanges and correlations within the alloy system, strongly depend on the

system’s chemical potentials and hence are expected to alter consistently with the

change of thermodynamic database. Here, the interaction parameters were optimized

using the experimental tracer diffusivities taken from Adda et al. [157] and Fedorov

et al. [158] and the interdiffusivities measured by Fedorov et al. [7].
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Table 3.4: Optimization kinetic parameters for the bcc phase of uranium-niobium
system.

Phase Model Mobility Parameters

Bcc (U,Nb)1(V a)3

U
φU :V a
U : −112127.11− 132.24× T [6]
φNb:V aU : −387210.79− 127.09× T [6]
0φNb,U :V a

U : 81130.73
1φNb,U :V a

U : 491786.57− 357.62× T

Nb

φNb:V aNb : −395598.95− 82.03× T [6]
φU :V a
Nb : −107072.73− 181.63× T [6]

0φNb,U :V a
Nb : −256479.19 + 135.86× T

1φNb,U :V a
Nb : −205726.88

3.3.2 Results and discussions

Optimization results are shown in Table 3.4. Fig. 3.11 compares the present

calculated interdiffusion coefficients at 1273 K with ones from experiment [7] and

previous calculations [6]. It can be seen from the figure that the present calculated

interdiffusivity at 10000C is compatible with the previous calculation [6] as well as

experiment [7]. This justifies the current CALPHAD assessment of atomic mobility

and diffusivity. Here, it is noted that the diffusion assessment is limited to only

bcc uranium-niobium. This is due to the lack of kinetic data for the other phases,

particularly the one of interest: α. In the following section where the atomic mobility

and interdiffusivity of α are needed, it is assumed that the kinetics of this phase is

generally faster than that of the bcc phase. This assumption is based on the fact

that the atomic packing factor of α is smaller than that of γ, i.e. more free space for

atomic transport.
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Figure 3.11: Calculated interdiffusivity of uranium-niobium system at 10000C as
compared to previous calculation [6] and experiment [7].

3.4 Phase-field investigation of Djuric’s hypothesis on the occurrence of

discontinuous precipitation

With proven and reliable thermodynamic and kinetic representations achieved in

the previous sections, phase-field simulations are carried out in the current section

to examine Djuric’s hypothesis on the origin of uranium-niobium’s discontinuous

precipitation and coarsening [1]. In particular, interface dissipation model [36] is

implemented in place of a Gibbs free-energy minimizer, or LE finder, to find out

whether, within the temperatures of interest, α would form with γ (with initial

composition γ1) two LE: one at the observed intermediate γ1−2 composition and the

other at the stable γ2 composition as Djuric assumed. The favor of the phase-field

model over a conventional free-energy minimizer, such as one used in the Thermo-

Calc package, is due to the fact that the phase-field model is not only an energy

minimizer but also, in its full course, a scientific tool of choice to study out-of-
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equilibrium microstructure evolutions and phase transitions. In this regard, it offers

the advantages of:

• being able to take into the energy-minimization function the account of phase

(or microstructure) evolutions in addition to physical changes such as chemical

composition, temperature, grain orientation, etc.

• demonstrating with insights how the γ1−2 LE [1], if existed, functions to in-

terrupt the monotectoid decomposition in the uranium-niobium system and

temporally traps it at the metastable state.

• preparing an integrated CALPHAD - phase-field framework for future inves-

tigations of microstructure evolutions and phase transitions in the uranium-

niobium system such as the lamellar growth in DP and DC reactions or the

spinodal decomposition of γ.

The phase-field studies show that the proven-reliable CALPHAD free energies on one

hand disagree with Djuric’s hypothesis at temperatures between 4000C and 6050C,

but on the other hand are consistent with the thermodynamic assumption at higher

temperatures between 6050C and 6300C. In favor of Djuric’s hypothesis, we revisit

the assessed CALPHAD free energies between temperatures ranging from 4000C to

6050C and find that it is still possible to accommodate the hypothesis within the

lower temperature range by taking into account an additional strain energy due to

volume/lattice mismatch between α and γ. It is argued that while at high tempera-

ture the strain energy is small and could be reasonably captured by CALPHAD, its

higher value is likely to be underestimated at lower temperature. To quantify this

additional strain energy, new energetic profiles are constructed basing on the CAL-

PHAD free energies and Djuric’s hypothesis. Within the context of this work, these

98



energies are called strained-adjusted free energies. The new energies are then used

to investigate whether or not stable lamellar growth of the discontinuous reactions

may be reasonably achieved.

3.4.1 On the possibility of two local equilibria

To examine Djuric’s hypothesis on the origin of uranium-niobium’s discontinu-

ous monotectoid decomposition, the interface dissipation model was implemented in

place of a free-energy minimizer to investigate the CALPHAD free energies of α and γ

for their possible LE (states of minimal energy). The idea is to utilize the proven and

reliable CALPHAD description as a quantitative reference to examine Djuric’s phe-

nomenological hypothesis. The fundamental significance of this reference lies in the

fact that it allows the thermodynamic hypothesis to be checked against the original

thermodynamics of uranium-niobium. To better demonstrate this, we adapted the

simple set theory as shown in Fig. 3.12. Within this figure, (set) A, B, and C indicate

the by-nature thermodynamics of uranium-niobium, the ordinary thermodynamics

of uranium-niobium approximated by CALPHAD, and Djuric’s phenomenological

hypothesis, respectively. Here, the exact boundary of A is unknown hence it is rep-

resented by a dashed line; B is however known explicitly and believed to belong

to A since the CALPHAD assessment is in good agreement with experiments (note

that B is believed to represent the core of A - the ordinary thermodynamics defining

the uranium-niobium’s equilibrium phase diagram); therefore it is proposed to be an

available thermodynamic reference to examine C. According to the set theory, C

has three possible positions relative to B:

• C1 belongs to B, i.e. Djuric’s two-LE hypothesis is an inherent feature of the

CALPHAD ordinary thermodynamics. Since B also belongs to A, this makes

C1 is the subset of A. In other words, unless there exists a stronger mechanism
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Figure 3.12: Set theory to demonstrate the usage of CALPHAD thermodynamic ref-
erence in examining Djuric’s hypothesis. Here, A represents the thermodynamics of
uranium-niobium by nature; B represents the ordinary thermodynamics of uranium-
niobium approximated by CALPHAD; C represents the two-LE phenomenon hy-
pothesized by Djuric [1].
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to stabilize the metastable γ1−2 phase, it is highly possible that the thermody-

namic hypothesis explains the discontinuous monotectoid decomposition.

• C2 intersectsB, i.e. the two-LE hypothesis is only partially accounted for by the

CALPHAD description. Although this is not as conclusive as in the first case,

it still makes C2 one possible subset of A. In other words, the thermodynamic

hypothesis may still be valid. In this case, further investigations are needed to

see if C2 could possibly belong to A.

• C3 is far away from B, i.e. the CALPHAD description does not feature two

LE at all. This makes C3 less likely to be a subset of A. As a consequence,

the possibility of Djuric’s hypothesis being valid, is low. Here, it would also

require further investigations as in the second case to verify whether C3 really

does not have any thermodynamic correlations with A.

To find possible LE between the CALPHAD energies of α and γ using the pro-

posed phase-field model, it is found that the diffusion-couple-type simulation is ideal

for its simplicity, i.e. 1-D, yet sufficient, i.e. LE is sufficiently indicated when the

Kirkendall interface stops moving, its driving force vanishes, and the compositions

of two reacting phases are homogeneous. The schematic demonstration of the phase-

field diffusion couple is shown in Fig. 3.13. For computational details, the couple of

interest is 1 µm long and initially consists of 0.1 µm of α and 0.9 µm of γ. It has a

total of 500 grid points with the step of 2 nm and interfacial width of 10 nm. The

initial compositions of α and γ are 1 at.% Nb and 13 at.% Nb respectively. To esti-

mate thermodynamic driving force (in form of energy density [J/cm2]), the assessed

CALPHAD energetic data are used, see Fig. 3.14; for simplicity, the used molar vol-

umes for this estimation are assumed to be constant and take the average value of

those from the initial orth and bcc phases. The interfacial energies are taken as the
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Figure 3.13: Schematic representations of diffusion-couple simulations to investigate
the LE between α and γ. Here, the convergence product of α and γx depicts a
LE between α and γ. The dash line indicates the boundary between the two same
crystallographic bcc phases, to differentiate with boundaries separating different crys-
tallographic structures.
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Figure 3.14: CALPHAD free energies used for the phase-field investigations of pos-
sible LE between α and γ. The red and green arrows along the free energetic profiles
schematically describe the evolutions of the compositions of α and γ at the interface
of the diffusion couples, namely cα and cγ, that would occur within the phase-field
simulations. Here, the values of cα and cγ at which the phase-field simulations would
converge indicate the LE compositions of α and γ, respectively. The driving force
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which is the subtraction of the energy needed for compositional changes or diffusions,
i.e. the red bottom-up arrow, from the total energy available, i.e. the top-down blue
arrow.
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averages of those evaluated in [31]. The interfacial mobilities are chosen according

to our empirical formula: µ = 107 DiMi

Di+Mi
, where i = α or γ; M is the value of atomic

mobility and D is the value of interdiffusivity. Here, the atomic mobility and inter-

diffusivity of γ are taken from the current assessed DICTRA database; basing on the

atomic packing factors of orth and bcc, it was assumed that the atomic mobility and

diffusivity of α are three times faster than those of γ; since these kinetic coefficients

do not affect the thermodynamic LE between the two reacting phases, their precise

values are of only peripheral interest within the scope of this work. Nevertheless, it

is noted that kinetic factors can play an important role in determining the lamellar

microstructure of DP, as demonstrated later in this work; therefore a comprehensive

knowledge of these physical quantities is beneficial for future developments and ap-

plications of the nuclear material. A summary of all models and physical parameters

used in this work can be found in Table 3.5. For solving the model’s evolution equa-

tions, finite-difference method was utilized. The numerical stability of this linear

solver was supported by dynamic time step. To further improve the efficiency of our

simulations, the arithmetic average of driving force (4gphiαβ ) for phase-field evolution

is taken over the interface, as suggested by Steinbach et al. [36].

Simulation results of the phase-field diffusion couples at 4500C and 5500C are

shown in Fig. 3.15. Here, the 3-D plots represent the evolution of the diffusion-couple

interface (i.e. the α|γ interface) with respect to distance (x-axis), time (y-axis) and

composition (z-axis). The solid (green) lines with arrows in the 3-D plots indicate the

evolutionary path (and directions) of the composition of γ at the interface during the

phase transformation. The insets feature the average chemical driving force, 4gphiαβ

(see Eq. 2.85), at the diffusion-couple interface plotted as a function of γ’s interfacial

composition and the position of the interface. The color within the insets shows the

order of magnitude of the chemical driving force (note that non-zero driving force
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Table 3.5: Numerical and material parameters for the diffusion-couple
simulations.

Parameters Symbols Values

Grid spacing ∆x 2.0 nm
Molar Volume VM 12.27 cm3/mol a

Interface energy of DP σαγ 0.125× 10−4 J/cm2 b

Interface energy of DC σαγ 0.25× 10−4 J/cm2 b

Permeability Pαγ
8Mγ

aη

Lattice Parameter a 3.5 Å c

Interface width η 10.0 nm
Atomic mobility of α Mα 3×Mγ

Atomic mobility of γ Mγ Database (this work)
Diffusivity of α Dα 3×Dγ

Diffusivity of γ Dγ Database (this work)

Interface mobility µαγ
ςDγMγ

Dγ+Mγ
cm4/Js d

a Approximate average of α-U and γ-U-50 at. % Nb molar volumes
(taken from the EMTO data)

b Approximate averages of σDPαγ and σDCαγ reported in [31]
c Effective lattice parameter of choice, corresponding to VM
d Proposed empirical formula where ς = 107
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(a)

(b)

Figure 3.15: Phase-field investigations of possible LE between α and γ at 4500C and
5500C. Here, the α-growing / γ-shrinking processes of diffusion couples occur from
right to left of the figures; the insets are the projections of the 3-D evolutionary paths
of cintγ on the ‘Mole fraction of Nb at.%’ - ‘Distance’ plane and their colors indicate

the magnitudes of the average chemical driving forces, 4gphiαβ , at the interface along
these paths.
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is only located around the projection of the evolutionary path of cintγ on the ‘Mole

fraction of Nb, at. %’ and ‘Distance,µm’ axes and that since the initial setups of

the diffusion-couple simulations are out-of-equilibrium all average chemical driving

forces at the beginnings of the simulations are positive non-trivial values).

It can be seen from Fig. 3.15 that after the evolution time is larger than 1.0×1014

s for 4500C or 2.0 × 1011 s for 5500C the Kirkendall interface stops moving; the

interface’s chemical driving force, 4gphiαβ , vanishes (see insets); and, the compositions

in both α and γ reach their homogeneous values across the phase regions. These all

indicate that the interface dissipation model has found, for each temperature, one

LE, at which the γ composition is identical to that of the stable γ2 (79 at.% Nb

for 4500C and 76 at.% Nb for 5500C) estimated by the free-energy minimizer of the

Thermo-Calc package in the previous section (see Fig. 3.6 above). Some notes are:

• The sluggish evolution times (of orders 1014 [s] for 4500C and 1011 [s] for 5500C)

result from the estimated CALPHAD’s slow bulk diffusivity (in orders of 10−23

[cm2/s] for 4500C and 10−21 [cm2/s] for 5500C, consistent with the experi-

mental values from Peterson and Ogilvie [159, 160]). In reality, the reaction

happens much faster due to the so-called fast boundary-diffusion condition at

the reaction front of DP [19], which will be addressed in a different phase-field

study.

• The sudden increase in 4gphiαβ from 40 to 60 at.% Nb for both simulation cases

(red areas in insets) corresponds to the period within which the composition

of γ at the α|γ interface, cintγ , evolves through the center of the unstable region

of the bcc miscibility gap (see Fig. 3.14 for the schematic demonstration of cintγ

evolution through the energetic profile at 4500C). The significant driving force

within this region urges cintγ to quickly leave the unstable region for the follow-
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ing low-energy area of the γ2 LE, essentially creating two noticeable necking

points: one around 30 at.% Nb (vicinity of the first inflection point) and the

other around 60 at.% Nb (vicinity of the second inflection point), along the

evolutionary path of cintγ for both simulation cases.

Further phase-field investigations of α− γ LE for both 4500C and 5500C with initial

composition of γ higher than γ2 all showed a convergence back to the same equi-

librium state at γ2. This essentially indicates that within the CALPHAD energy

landscape at 4500C and 5500C the orthorhombic phase, α, only form with the bcc

phase, γ, one LE which corresponds to the stable α + γ2 products of the monotec-

toid decomposition; no LE can be found at the intermediate composition of γ1−2 as

hypothesized by Djuric. As a matter of fact, it is found that single LE, i.e. α + γ2,

is a common phenomenon throughout the temperature interval between 4000C and

6000C (actually up to 6050C), within which Djuric’s experiments were carried out.

Given that the CALPHAD quantitative energies should capture a more precise ther-

modynamics than those phenomenologically hypothesized by Djuric (refer to Fig. 1.2

in page 17 for a reminder), would this defy Djuric’s hypothesis?

Interestingly, it is found that, within the higher temperature range of the dis-

continuous monotectoid decomposition from 6050C to 6470C, the CALPHAD free

energies of α and γ do form two LE with each other and the first LE does hinder

the monotectoid decomposition at its intermediate state, very much consistent with

Djuric’s hypothesis. To illustrate this, simulation results of the phase-field diffusion

couple at 6050C are shown in Fig. 3.16. As evidenced by this figure, the interface

dissipation model finds two LEs: one at an intermediate γ1−2 composition of 24.49

at.% Nb, as shown in Fig. 3.16 (a), and the other at the stable γ2 composition of

73.95 at.% Nb, as shown in Fig. 3.16 (b). Note especially in Fig. 3.16 (b) that there is
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(a)

(b)

Figure 3.16: Phase-field investigation of possible LE between α and γ at 6050C.
Here, (a) indicates the first phase-field investigation of possible LE between α and
γ free energies which converges at the first LE at 24.49 at.% Nb and (b) shows
the continuation of the phase-field investigation after the first LE which eventually
converges to the second LE, which is also the final stable state of the system, at
73.95 at.% Nb.
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an interesting period within which the chemical driving force is negative and external

driving drive has to be artificially introduced to compensate for the negative value

and to get the diffusion-couple system to evolve; among all the presented simulation

results, this is the only exception in which the chemical driving force does not start

with a positive non-trivial value; explanation for the meaning of this negative driving

force is given in the following.

Within the framework of phase-field modeling, the process of finding these LE

progressed as follows:

• First, phase-field diffusion couple was started with the initial composition of γ

at 13 at.% Nb. After the evolution time was greater than 2 × 1011 s, it was

observed that the Kirkendall interface stopped moving, 4gphiαβ converged to a

value of almost 0 J/mol, and the compositions within the bulk phases reached

their homogeneous states. In other words, the interface dissipation model found

the system’s first (or intermediate) LE whose γ’s composition was 24.49 at.%

Nb. Note here that the 4gphiαβ distribution along the evolutionary path of

cintγ and correspondingly the morphology of the path (inset of Fig. 3.16 (a)) are

different from those at lower temperatures (see insets of Fig. 3.15); particularly,

the 4gphiαβ distribution and the evolutionary path of cintγ do not exhibit unusual

peak and necking points respectively; this is due to the fact that cintγ has not

yet passed through the first inflection point of the bcc miscibility gap to enter

the gap’s unstable region. Further prolonging the simulation did not lead to

any significant changes. The almost-zero 4gphiαβ at the found LE utterly shut

down the system and trapped it there.

• In order to break this stasis and continue the phase-field investigation of α− γ

LE, the composition of γ was slightly shifted to a higher value while keeping the
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composition of α unchanged. The simulation result interestingly showed that,

within this small deviation, the system tended to converge back to its initial

LE. This was because here 4gphiαβ had negative values which tended to reverse

the compositional increment in order to bring down the system’s total energy.

In other words, there existed a finite energy barrier after the first LE which

tentatively prevented the system from further evolving to higher γ-composition

after the first LE. This energy barrier together with the vanishing of driving

force (before the LE as described above) form an effective two-fold obstacle

introduced by an intermediate LE, if it existed, which proceeds to interrupt

the monotectoid decomposition and cause DP.

To force the system to overcome the energy barrier, a positive driving force

was artificially introduced into the reacting interface in order to counter the

negative value of4gphiαβ when it was observed. This artificial driving force could

in reality be legitimated by the fact that the relaxation of internal stresses (due

to volume/strain mismatch) between α and γ lamellae (with γ1−2 composition),

that tends to start first at the grain boundaries between the two γ grains (with

γ1 composition, within which the lamellae nucleates and grows) after some

sufficient aging time, will essentially break down the first LE between α and γ

(by altering their free energies to lower values) and likely put the system into

an out-of-equilibrium condition with non-trivial thermodynamic driving force

to continue evolving. During the introduction of artificial driving force, it was

observed that the peak of the energy barrier that the system had to overcome

was about 18.65 J/mol, as shown in Fig. 3.17.

• When 4gphiαβ turned positive, the artificial driving force was removed to allow

the evolution of the system to resume as normal. At this moment, the system
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Figure 3.17: Energy barrier introduced by the intermediate local equilibrium after
the γ1−2 composition to hinder the discontinuous monotectoid decomposition. Note
that negative average driving force at the interface, − 4 gphiαβ , is reported in this
figure.

had already entered the unstable region of the bcc miscibility gap. The driving

force here was so significant that it dramatically drove the system all the way

out of the unstable region (refer to the inset of Fig. 3.16 (b) for details). When

the system’s cintγ passed through the second inflection point of the miscibility

gap, 4gphiαβ started converging and eventually brought the system to its second

LE located at the γ2 composition of 73.95 at.% Nb. Note here that the entire

subprocess after the first DP reaction (the first LE) practically represented the

later DC reaction: α + γ1−2 → α + γ2. After this, the system again stayed

idle at the γ2 LE. Further phase-field investigations at higher γ-compositions

did not result in any additional LE. The interface dissipation model found a

total of two LE between α and γ in comparison to only one LE in the previous
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findings at lower temperatures.

To confirm this, an additional minimization was implemented in a MATLAB script

to double check the number of LE between α’s and γ’s CALPHAD free energies.

The minimization is conventionally with respect to composition and at a specific

temperature. The size of compositional domain for each LE search is controllable,

and the considered temperatures are from both 4000C − 6050C and 6050C − 6470C

ranges. It was found that the CALPHAD free energies of α and γ indeed form two

LE with each other within the temperature range of 6050C−6470C while they exhibit

only one LE within the temperature range of 4000C − 6050C, consistent with the

phase-field investigations.

According to the set theory proposition mentioned earlier (see Fig. 3.12), the ob-

servation of two LE between α and γ within the temperature range of 6050C−6470C

(or the union of C and B) tentatively indicates that Djuric’s hypothesis is a possible

explanation for the origin of uranium-niobium’s discontinuous monotectoid decom-

position (C possibly belongs to A, i.e. C2). Yet, this indication is not conclusive due

to the fact that the CALPHAD free energies show only one LE within 4000C−6050C.

Here, in favor of the thermodynamic hypothesis we revisited the CALPHAD free en-

ergies within the temperature range between 4000C and 6050C. The goal was to go

beyond CALPHAD to see if there exists an extraordinary condition under which the

CALPHAD energies could be extended to accommodate the hypothesis. In terms

of the aforementioned set theory, this condition, if it existed, would legitimate the

union of C into A.

3.4.2 Strain effect on the two local equilibrium assumption

To find out what this condition could possibly be, we empirically sketched out

new energetic profiles based on the CALPHAD free energies and following Djuric’s
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Figure 3.18: Proposed strain-adjusted free energies of α and γ at 4500C (a) and
5500C (b), plotted with reference to orth-U and bcc-Nb. Here, since additional strain
energy was assumed to be insignificant in α, the phase’s proposed free energies were
chosen to be the same as CALPHAD free energies to simplify the effort. Notice
that the proposed free energies form two common tangents with each other. These
strain-adjusted free energies can be seen as the realization of Djuric’s hypothetical
free energies via CALPHAD methodology.
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proposal [1]. For this, the piecewise cubic polynomial with ten knots was used.

This polynomial first allowed the accurate fittings of the CALPHAD base energies

then enabled the desired modifications on top of these bases by fine tuning the po-

sitions of appropriate knots. The resulting energies are illustrated at 4500C and

5500C in Fig. 3.18 (note that for quick LE estimations in this figure the conven-

tional free-energy minimizer implemented in MATLAB was used). As illustrated in

Fig. 3.18, the empirical estimations using piecewise cubic polynomials indicated that

Djuric’s hypothesis holds when the non-equilibrium energies around the lump of the

bcc miscibility-gap is slightly or moderately increased. Since it is always the first

impression that an increase in the total energy of a system is usually the result of

strain/stress, these empirical findings lead us to the following considerations:

First, in the case of uranium-niobium’s discontinuous monotectoid decomposi-

tion, due to the volume mismatch (∼ 1% − 15%) between α (20.8625 Å3/Atom

[161]) and γ (18.0988 (pure Nb) - 20.6464 (pure U) Å3/Atom [This work]), there

exists a stress/strain field around the interfacial region between the two phases.

Due to the lamellae-type structure, this stress/strain field is distributed all over the

lamellae where the discontinuous monotectoid decomposition happens, making its

existence within the microstructure and effect on the decomposition non-ignorable.

To best demonstrate this stress/strain field, a possible transformation path from bcc

to orthorhombic structure is considered in Fig. 3.19. As shown in this figure, the

transformation happens along the bct lattice of the bcc structure under a distortion

and shuffle. Under this transformation, sufficient lattice mismatches would be intro-

duced along the aorth and corth axes while coherent-type mismatch exists along the

borth, as demonstrated in Fig. 3.20. The lattice mismatch along aorth and corth could

result in misfit dislocations to reduce some of the internal stresses. Alternatively,

it can also favor the growth of the precipitate for each step of, for instance, 4 or 5
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Figure 3.19: Schematic demonstration of the structural transformation from bcc to
orth happened when the orth precipitate nucleate out of the bcc matrix.
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trix along the aorth, borth, and corth directions. Here, lattice mismatch along borth is
relatively small while ones along the aorth and corth are considerably large.
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stacked orthorhombic unit cells along the a direction which tend to fit better with

a stack of 3 or 4 bcc unit cells. In either case, internal strain around the interface

between α and γ exist and raises in free energies of α and γ as the result of this

strain should be expected.

Second, CALPHAD free energies are bulk free energies. Although the bulk en-

ergies can be used to describe interfacial thermodynamics of the reaction front be-

tween α and γ under ordinary conditions where interfacial effects, e.g. coherency,

stress/strain, etc., are weak, they tend to be insufficient under special conditions

where the interfacial effects are dominant. In such conditions, the additional ener-

gies arising from the interfacial effects must be explicitly taken into account. Here,

since the strain energy arising from this stress/strain field tends to be smaller at

higher temperature (due to thermal relaxation), it is more likely that the CAL-

PHAD bulk energies can account for the interfacial effect of stress/strain under high

temperature conditions, hence the observations of two LE within 6050C− 6470C. In

contrast, at lower temperature the strain energy becomes larger; it tends to devi-

ate the system from ordinary thermodynamics, making the CALPHAD description

of its complete effect less sufficient. This is especially true for the non-equilibrium

part of the CALPHAD energies, i.e. the lump of the bcc miscibility gap, which

was not directly verified with experimental equilibria like the equilibrium part of

the CALPHAD energies but rather the extrapolating products of these equilibrium

energies.

Combining the above considerations, it is concluded that the physical condi-

tion legitimating Djuric’s hypothesis (the union of C into A) is stress/strain. This

stress/strain is distributed along the α|γ lamellar structures and its non-trivial asso-

ciated energy deviates the system out of the ordinary thermodynamics represented

by CALPHAD at temperatures ranging from 4000C to 6050C. To account for the
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effect of this stress/strain, we propose to use the above strain-adjusted free energies.

These strain-adjusted free energies share a common advantage of soundly taking

into account the possible effect of stress/strain while at the same time remaining

completely consistent with other phase equilibria from CALPHAD estimations and

experiments. It is however noted that for convenience these adjusted energies had

been simplified. In particular, since α is considerably stiffer than γ, it is less likely to

be deformed; therefore, we assume that α has no strain and assign all strain energy

to γ. In addition, since the equilibrium part of γ’s free energy was directly checked

against experiments, it is believed that this part should have taken into account a

considerable energetic contribution from the strain within its compositional region;

hence, it does not need much attention. On the other hand, the non-equilibrium part

of γ’s free energy, located within the bcc miscibility gap, is just a product of the CAL-

PHAD extrapolation of the equilibrium part; although it is expected that this part

still carries some of the accountability for the strain effect from the equilibrium part

via the extrapolation (therefore the observation of two LE within 6050C − 6470C),

it may still not sufficiently capture the effect of the strain which becomes stronger

at lower temperature. In reality, the strain-adjusted free energies of both α and γ

should be changing over the entire compositional domains of the two phases, but

might not be much different from the current simplified ones.

3.4.3 Quantification of Djuric’s hypothesis

One practical problem with the above strain-adjusted free energies is that they

are rather discontinuous, i.e. different adjusted energies at different temperatures

have to be described by different piecewise cubic polynomials. This is somewhat

inconvenient and insufficient since one will have to repeat the above empirical eval-

uation every times a new energy is needed. The goal is to generate a general de-
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scription for the strain-adjusted free energies, which provides a complete freedom

to predict any energetic value within the interval of interest. Such predictive capa-

bility is especially essential for future implementations of phase-field simulations to

investigate the lamellar growths of the discontinuous monotectoid decomposition or

other microstructure evolutions or phase transitions in the uranium-niobium alloys.

Naturally, CALPHAD’s subregular solution model (Eq. 2.35) appeared as the first

choice for the description. It was however found that this model cannot well describe

the proposed strain-adjusted free energies shown in Fig. 3.18. The reason is that the

n-order polynomials used in this model are not mathematically sufficient to capture

the high nonlinearity of these curves. Here, we proposed a modification of this model,

focusing on the improvement of function-approximation capability:

First, let us consider a nonlinear temperature extension of interaction parameter:

Ων
Nb,U = aν + bνT + cνT lnT + dνT

2 (3.4)

Substitute Eq. 3.4 into Eq. 2.39 and taking temperature out yields:

GNb,U :V ac = xNbG
0
Nb + (1− xNb)G0

U +

+RT (xNblnxNb + (1− xNb)ln(1− xNb)) +

+A(xNb) +B(xNb)T + C(xNb)T ln(T ) +

+D(xNb)T
2 (3.5)

where, A(xNb), B(xNb), C(xNb), and D(xNb) are (n+ 2)th-order polynomials:
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A(xNb) = xNb(1− xNb)
n∑
ν=0

aν(2xNb − 1)ν (3.6)

B(xNb) = xNb(1− xNb)
n∑
ν=0

bν(2xNb − 1)ν (3.7)

C(xNb) = xNb(1− xNb)
n∑
ν=0

cν(2xNb − 1)ν (3.8)

D(xNb) = xNb(1− xNb)
n∑
ν=0

dν(2xNb − 1)ν (3.9)

From the mathematical point of view, n-order polynomial is a convenient tool

for modeling simple systems, however it is not always effective when dealing with

complex systems. Here, to capture the highly non-linear strain-adjusted free ener-

gies, we proposed to substitute the (n + 2)th-order polynomials by piecewise cubic

splines. In particular, instead of using a single function to model the whole energy

curve, we divided the curve into different intervals and described each interval with

one particular function. At the interception between two intervals, the functions

are smoothly connected (up to 2nd derivative for cubic spline). The mathematical

description of this modification was given as follows:

GiNb,U :V ac
= xNbG

0
Nb + (1− xNb)G0

U +

+RT (xNblnxNb + (1− xNb)ln(1− xNb)) +

+Ai(xNb) +Bi(xNb)T + Ci(xNb)T ln(T ) +

+Di(xNb)T
2, for xNb ∈ [xiNb, x

i+1
Nb ] (3.10)

where, i is the interval index of which value runs from 1 to 10 (i = 1 corresponds to
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x ∈ [0, 0.1]; i = 2 corresponds to x ∈ [0.1, 0.2]; etc.), and Ai(x), Bi(x), Ci(x), and

Di(x) are the piecewise cubic splines:

Ai(xNb) = ai,0 + ai,1(xNb − xiNb) + ai,2(xNb − xiNb)2 +

+ai,3(xNb − xiNb)3, for xNb ∈ [xiNb, x
i+1
Nb ] (3.11)

Bi(xNb) = bi,0 + bi,1(xNb − xiNb) + bi,2(xNb − xiNb)2 +

+bi,3(xNb − xiNb)3, for xNb ∈ [xiNb, x
i+1
Nb ] (3.12)

Ci(xNb) = ci,0 + ci,1(xNb − xiNb) + ci,2(xNb − xiNb)2 +

+ci,3(xNb − xiNb)3, for xNb ∈ [xiNb, x
i+1
Nb ] (3.13)

Di(xNb) = di,0 + di,1(xNb − xiNb) + di,2(xNb − xiNb)2 +

+di,3(xNb − xiNb)3, for xNb ∈ [xiNb, x
i+1
Nb ] (3.14)

in which, ai,j, bi,j, ci,j, and di,j (i=1:10, j=0:3) are the parameters that need to be

optimized/fitted.

Intuitively, this ‘divide-and-conquer’ approach is more efficient in term of function-

approximation capability. It has been proven in the present work that this modi-

fied model can capture the proposed strain-adjusted free energies very well. Here,

we considered ten equal intervals and fitted the model’s parameters to the strain-

adjusted free energies proposed at 4500C, 5000C, 5500C and 6000C as well as the

CALPHAD free energy at the monotectoid isotherm (6470C, since at and above the

monotectoid isotherm, strain effect was assumed to be trivial and interfacial thermo-

dynamics converges to bulk thermodynamics). The fitted parameters are reported

in Table 3.6. It is noted that the modified CALPHAD model with its parameters

has been tested within the temperature range of current interest, i.e., from 4000C to

122



T
ab

le
3.

6:
F

it
te

d
p
ar

am
et

er
s

of
th

e
m

o
d
ifi

ed
C

A
L

P
H

A
D

m
o
d
el

i
a
i,
0

a
i,
1

a
i,
2

a
i,
3

b i
,0

b i
,1

b i
,2

b i
,3

1
48

55
35

4
-2

86
13

27
43

25
19

.9
-1

01
0.

99
-7

42
17

.1
46

62
1.

42
-6

86
0.

67
18

.1
98

7
2

48
55

35
4

-1
40

48
66

59
43

.1
84

18
48

3.
02

-7
42

17
.1

24
35

8.
51

23
6.

61
01

-2
75

.8
74

3
14

71
95

09
51

73
9.

75
-1

29
36

9
98

84
.0

32
-2

75
64

0
20

93
.3

79
28

81
.7

99
-8

2.
84

49
4

21
09

42
19

44
67

59
2

32
25

63
.7

12
18

3.
99

-3
71

92
3

-8
05

98
.5

-4
96

8.
72

-4
9.

37
09

5
-7

12
25

69
9

10
79

58
58

18
48

90
9

11
02

10
.5

12
53

36
0

-1
92

17
5

-3
22

46
.1

-1
72

4.
15

6
-6

85
18

19
7

-1
05

71
85

1
18

71
30

9
33

18
34

.3
11

89
68

9
18

38
32

.6
-3

30
80

.4
-5

61
7.

15
7

21
32

74
24

5
-3

11
27

31
1

-2
29

86
07

34
47

28
.5

-3
70

41
81

54
07

39
.4

39
37

6.
83

-5
89

7.
18

8
-1

28
91

88
18

32
85

49
63

-2
12

58
42

16
86

8.
97

22
41

42
7

-5
70

51
5

36
39

9.
29

-2
56

.2
79

9
14

04
00

90
-5

82
06

83
57

75
86

.5
39

15
.6

23
-2

35
62

8
10

19
13

.2
-1

04
60

.9
-8

0.
07

17
10

14
04

00
90

-1
60

86
56

-1
65

34
7

17
50

7.
54

-2
35

62
8

31
22

4.
93

28
52

.9
46

-3
42

.6
54

c i
,0

c i
,1

c i
,2

c i
,3

d
i,
0

d
i,
1

d
i,
2

d
i,
3

1
-5

.9
55

19
4.

18
52

59
-0

.6
45

7
0.

00
18

62
10

90
7.

84
-6

94
3.

64
10

24
.9

79
-2

.7
56

78
2

-5
.9

55
19

2.
39

88
82

0.
01

26
51

-0
.0

26
81

10
90

7.
84

-3
67

1.
62

-3
6.

44
1

41
.2

12
9

3
-2

9.
81

81
0.

61
23

26
0.

31
37

72
-0

.0
07

51
42

06
2.

07
-3

99
.2

66
-4

43
.5

29
11

.7
60

45
4

-3
6.

59
53

-8
.3

33
09

-0
.4

58
31

0.
00

01
71

56
06

8.
61

12
21

9.
35

73
8.

47
93

5.
47

69
07

5
12

2.
08

04
-1

9.
31

17
-3

.2
22

78
-0

.1
65

59
-1

88
77

8
29

03
9.

94
48

64
.4

08
25

7.
58

7
6

12
7.

70
52

17
.3

12
44

-3
.4

22
71

-0
.5

58
9

-1
80

63
0

-2
75

93
.4

50
09

.0
66

84
5.

64
95

7
-3

75
.4

69
55

.6
24

01
3.

87
09

39
-0

.6
00

34
55

94
60

.6
-8

17
82

.4
-5

92
8.

51
88

9.
99

22
8

22
2.

32
59

-5
7.

01
67

3.
73

16
68

-0
.0

32
48

-3
37

84
9

86
05

5.
73

-5
50

1.
18

38
.7

77
9

-2
2.

21
92

9.
68

10
64

-1
.0

01
9

-0
.0

07
15

35
34

6.
03

-1
52

98
.8

15
74

.5
07

11
.3

67
4

10
-2

2.
21

92
3.

01
53

17
0.

26
77

41
-0

.0
32

75
35

34
6.

03
-4

69
5.

01
-4

24
.8

76
51

.1
75

95

123



6470C, and the results were acceptable; yet, inefficiency should still be expected since

accurate manual assessment of proposed strain-adjusted free energies is non-trivial.

Generalization of the model’s predictability for a better performance and more com-

prehensive temperature domain is possible but requires additional thermodynamic

data and meticulous efforts, e.g., reliable experimental intermediate compositions of

γ1−2 as well as more careful and sophisticated evaluations of the strain-adjusted free

energies of interest.

The estimated temperature- and composition-dependent strain energies are re-

ported in Fig. 3.21. As indicated in this figure, these energies can be feasibly fitted

by 4th − order polynomials which are usually acceptable characterizations for the

dependencies of strain energy on composition and temperature. Indeed, within the

context of classical mechanics, strain energy can be written as follows:

Ustr =
1

2
VM(x, T )E(x, T )ε2(x, T )

where, for the strain energy of interest, x is the intermediate concentration of γ1−2

and is paired with its correspondent temperature T , VM is molar volume, E is Young’s

modulus, and ε is strain induced by VM mismatch. It has been shown in practice

[162, 163, 164, 165, 166, 167] that VM and subsequently E and ε, which are closely

related to VM , can be reasonably approximated by a linear function of temperature.

In addition, it can be derived from Fig. 3.1 and [4] that Vegard’s law [168] tends to

hold for V and hence intuitively for E and ε as well, which also makes these quantities

also approximately linear functions of composition. Consequently, the strain energy

of interest is roughly a 4th− order function of the paired intensive properties:

124



0.05
0.1

0.15
0.2

0.25
0.3

0.35
0.4

0.45
0.5

450

500

550

600

650

−200

0

200

400

600

800

1000

1200

1400

Mole fraction of Nb
Temperature, Celsius

S
tr

a
in

 E
n

e
rg

y
, 

J
/m

o
l

(a)

400 450 500 550 600 650
−500

0

500

1000

1500

2000

Temperature, 
o
C

S
tr

a
in

 E
n

e
rg

y
, 

J
/m

o
l

 

 

Predicted Strain Energy

4th−Degree Fitting

0.46 at.%

0.43 at.%

0.48 at.%

0.47 at.%

0.37 at.%

0.34 at.%
0.31 at.%

0.27 at.% 0.13 at.%

0.19 at.%

0.48 at.% (Nb)

(b)

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−500

0

500

1000

1500

2000

2500

Mole fraction of Nb

S
tr

a
in

 E
n

e
rg

y
, 

J
/m

o
l

 

 

 Predicted Strain Energy

 4th−Degree Fitting

647
o
C

625
o
C

525
o
C

400
o
C

425
o
C

450
o
C

475
o
C

500
o
C

575
o
C

550
o
C

600
o
C

(c)

Figure 3.21: Predicted additional strain energies as a function of temperature and
composition. Solid line (red color) in (a) indicates strain energy at the intermediate
composition of γ1−2 (estimated with the strain-adjusted free energies). Its projection
on the energy-temperature and energy-composition plane are shown in (b) and (c),
respectively. Note that the isothermal and isocomposition strain energies are also
reasonably fitted by 4th − order polynomials.
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Ustr ≈ u0(x
4) + u1(x

4)T + u2(x
4)T 2 + u3(x

4)T 3 + u4(x
4)T 4 (3.15)

Therefore, phenomenological agreement between the empirical corrections of the

strain energy and the functional form of 4th − order tends to verify, to some ex-

tent, the physical eligibility of the proposed strain-adjusted free energies (note that

the isothermal and isocomposition strain energies, shown in Fig. 3.21, can also be

reasonably fitted by 4th − order polynomials).

3.4.4 On the significance and shortcoming of Djuric’s hypothesis

The significance of Djuric’s hypothesis on the origin of the discontinuous reactions

in uranium-niobium system is that it firstly legitimates the occurrence and sustain-

ment of the metastable γ1−2 during the monotectoid decomposition which is an im-

portant condition for the occurrence of DP and secondly explains the compositional

adjustment of DC in a straightforward manner. To best illustrate this, phase-field

diffusion-couple simulations were repeated for the case of 4500C and 5500C using the

proposed strain-adjusted free energies. It is noted that the diffusion couples here are

not meant to be the tool for LE investigation like above but rather the simulations of

uranium-niobium’s monotectoid decomposition. In this regard, the final converged

state of the diffusion-couple simulations manifest the product phase that would be

expected from the decomposition of the system. The simulation results are shown in

Fig. 3.22. As can be seen from this figure, the monotectoid decomposition is indeed

discontinuous at the intermediate state with the metastable product of α + γ1−2

instead of progressing all the way to the final product of α + γ2 as in the above

phase-field simulations using the CALPHAD free energies. Within the phase-field

framework, the simulated monotectoid decomposition happens for each case of tem-
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(a)

(b)

Figure 3.22: Phase-field simulation at 4500C and 5500C using the strain-adjusted free
energies to feature the significant of Djuric’s hypothesis in explaining the occurrence
and sustainment of γ1−2. Here, it is noted that after some time the system converge
to the state at which α and γ1−2 lamellae coexist.
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perature as follows. At the early stage of the reaction, γ1 starts transforming to α.

This is due to the fact that γ1 is energetically less stable than α. The consequence

of this phase transformation is that the Nb content inside the γ precipitate increases

steadily. This happens first at the α|γ interface, i.e. cintγ , then gradually propagates

into the γ precipitate via long-range diffusion, leading to a gradient distribution of

Nb across the γ precipitate during the phase transformation. When cintγ reaches its

LE value which happens to be γ1−2 in these study cases, due to the two-fold ob-

stacle introduced by this LE, as aforementioned, the phase transformation tends to

stop with minimal thermodynamic driving force. At this moment, if the gradient

distribution exists across γ, it will decrease cintγ to balance out the Nb distribution

across the γ precipitate and hence prevent cintγ from reaching its LE value of γ1−2

and allow the phase transformation to continue. When the distribution of Nb across

γ is homogeneous with the value of γ1−2, as happens in Fig. 3.22 after 1 × 1014 s

and 2 × 1011 s for the cases of 4500C and 5500C respectively (again slow evolution

time is due to the slow bulk diffusivities of α and γ), the Nb concentration within α

also reaches its stable value throughout the phase and the monotectoid decomposi-

tion is completed. The featured phase product in this case is the mixture of α and

metastable γ1−2 which is the special characteristic of DP.

Following the above simulations, 0.01 µm of near equilibrium U - 75 at.% Nb are

nucleated inside the resulting metastable γ1−2 phase. These simulation setups are

meant to investigate Djuric’s assumption on the occurrence of DC, which states that

upon the nucleation of γ2 inside the system, the intermediate product of α + γ1−2

will continue to transform into the final stable product of α + γ2. For convenience,

U - 75 at.% Nb is not differentiated from γ2 since the near-equilibrium phase will

quickly transform into the stable form at early reaction. The simulation results are

reported in Fig. 3.23. As can be seen from this figure, the system’s transformation
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(a)

(b)

Figure 3.23: Phase-field simulation at 4500C and 5500C using the strain-adjusted
free energies to feature the significant of Djuric’s hypothesis in explaining the compo-
sitional adjustment of DC. Note here that α+ γ1−2 continues to transform to α+ γ2
when γ2 nucleates inside the system, in consistent with experiments.
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indeed continues with the appearance of γ2-precipitate in the following manner. At

the beginning, the new γ2 reacts with γ1−2 at γ1−2|γ2 interface. Since, γ2 is thermo-

dynamically more stable than γ1−2, it consumes the metastable phase. The growth

of γ2 into γ1−2 reduces the Nb content throughout the γ1−2 precipitate by means of

long-range diffusion starting at the γ1−2|γ2 interface. This reduction, when propagat-

ing to α|γ1−2 interface, disturbs the metastable state at this region. Consequently,

γ1−2 starts reacting again with α, trying to gain back local equilibrium. The re-

action between α and γ1−2 tends to increase Nb content in γ1−2 region, competing

with the opposite trend happening at the γ1−2|γ2 interface. Since the reaction at

the second interface has a higher driving force than that at the first interface, the

Nb-content throughout the γ1−2 phase region depletes faster than it can gain back.

Consequently, γ1−2 ends up transforming completely into α and γ2, featuring the

characteristic compositional adjustment of DC.

Here, it is noted that even though the above demonstrated occurrence and sus-

tainment of γ1−2 as well as the compositional adjustment from γ1−2 to γ2 are two

important conditions for the occurrences of DP and DC in the uranium-niobium sys-

tem respectively, they alone are not sufficient to make the discontinuous reactions.

Here, the missing condition is the lamellar-type structures by which DP and DC are

characterized as the so-called cellular reactions [19, 32]. While Djuric’s hypothesis

can best explain the first two conditions, as demonstrated by the above phase-field

simulations, it does not necessarily result in the proper microstructures. This is in-

deed true and can be shown by mean of 2-D phase-field simulations. In the following,

the simulation of microstructural evolution of DP is carried out at 4500C. It is noted

that in order to have a better focus we narrow our discussion down to only DP, which

is generally the discontinuous reaction of more interest. The designated simulation

makes use of the proposed strain-adjusted free energies to feature Djuric’s hypoth-
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Figure 3.24: Initial configuration of the simulation box with size of 162×108 nm and
four precipitates with compositions follow the equilibrium partition of α and γ (note
that color indicates the mole fraction of Nb; as such red regions are γ1−2 precipitates,
blue regions are α precipitates, and light blue region is γ1 matrix).
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esis. In addition, it is put under the assumption that the DP reaction is a volume

diffusion controlled process. The volume-diffusion-controlled assumption is one pos-

sible for DP [169] and found to benefit the reaction with a faster interfacial velocity

[170]. Under this kinetic assumption, the diffusivities at the interfaces are chosen

to be equal to the bulk diffusivities, which are taken from the DICTRA assessment.

The simulation domain is 162 × 108 nm in size which reflects physical length scale

of the system as measured in [31]. It initially consists of two α precipitates and two

γ precipitates whose compositions and sizes follows the LE partition, as shown in

Fig. 3.24.

The simulation result is shown in Fig. 3.25. As can be seen from this figure,

the initially nucleated α precipitates eventually impinge and coalesce while the γ1−2

precipitates fades out. The reason for this is that at the interface between the γ1

matrix and γ1−2 lamellae there occurs a down-hill diffusion between the two bcc

phases, i.e. a Nb flux flows from γ1−2 to γ1. This flux (vertical flux) dissipates a

considerably large amount of Nb content out of the γ1−2 lamellae. Note that relative

to this flux, there exists another flux (lateral flux) that flows along the tips of the α

lamellae (due to the curvatures/gradients of these lamellae along the reaction front)

and, in the opposite way, adds more Nb content to the γ1−2 lamellae to grow them.

Unfortunately, in this case the later lateral flux is slower than the vertical flux and

not able to sustain the Nb content within the γ lamellae near its LE value. This

essentially breaks down the equilibrium between the α and γ1−2 lamellae, allowing

the α lamellae to expand into the γ1−2 lamellae until impingement. The evolving

system therefore does not exhibit the discontinuous reaction, and in this case Djuric’s

hypothesis falls short as being the only necessary and sufficient condition for the

origin of the discontinuous reaction in the uranium-niobium system.
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(a) (b)

Figure 3.25: Phase-field simulation at 4500C without fast boundary diffusion result-
ing in lamellar coalescence (note that color indicates the mole fraction of Nb).
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3.4.5 The role of diffusion mechanism on the growth of DP’s lamellae under

Djuric’s hypothesis

As is commonly known, while thermodynamics decides which are the stable and

metastable phases co-existing inside a system, it is the kinetics that usually deter-

mines the morphologies of microstructures of those phases. This tends to be true in

the case of the uranium-niobium system and has been demonstrated above by mean

of phase-field simulations. In the following, the non-trivial role of kinetics on the

occurrence of DP under Djuric’s thermodynamic hypothesis is further investigated.

Particularly, the above 2-D phase-field simulation was repeated with the assumption

that DP is a boundary-diffuse-controlled process. This is usually the more common

assumption for DP than the volume-diffuse-controlled assumption [19, 32]. Under the

boundary-diffuse-controlled assumption, the interfacial diffusivities, especially ones

along the reaction front (or moving grain boundary [19, 32]) of DP were taken to

be significantly larger than bulk diffusivities. Again, the bulk diffusivities are taken

from the DICTRA assessment, the interfacial diffusivities at the reaction front/grain

boundary are derived from the experimental interphase boundary diffusivity triple

product sDδ [31], where s is the segregation factor at the interface, D is the needed

diffusivity, and δ = 1 (A) is interfacial width, and the interfacial diffusivities at the

α|γ1−2 interface are chosen to be 103 times smaller than those at the reaction front.

Simulation result is reported in Fig. 3.26. Here, in contrast to the previous case,

when the fast grain-boundary condition was taken into account, the Nb-flux flowing

into the γ1−2 lamellae from the tips of the α lamellae is much more significant than

the Nb-flux flowing out of the γ lamellae due to the down-hill diffusion. In other

words, there is not much Nb leakage from the γ lamellae and its LE state with

the α lamellae is sustained during the reaction. Analysis of driving force at the
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(a) (b)

Figure 3.26: Phase-field simulation 4500C with fast boundary diffusion resulting in
stable lamellar growth (note that color indicates the mole fraction of Nb; as such red
regions are γ1−2 precipitates, blue regions are α precipitates, and light blue region is
γ1 matrix).
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Figure 3.27: Chemical driving forces at different interfaces between α and γ at 4500C
under Djuric’s hypothesis. Note that unit of chemical driving forces is J/cm3 and
positions of precipitates and matrix correspond to those in Fig. 3.26 (b).
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interfaces shown in Fig. 3.27 demonstrates this. In this figure, it is also interestingly

observed that the driving force distributed at the γ1−2|γ1 interface is considerably

smaller than that at the α|γ1 interface. The existence of this driving force during

down-hill diffusion is found to be in good agreement with Hillert’s theory on the

driving force of DP [171, 172] in which he stated that: “the driving free energy for

the growth of the new α grain is identified with some fraction of the free energy

which would be lost due to volume diffusion if certain mechanisms did not interfere.”

In our case, there is such interfering mechanisms and hence the driving force is

relatively non-trivial for the growth of DP (note that Hillert α grain is equivalent

to the γ1−2 lamellae). Yet, the γ|γ interface is still effectively carried by the growth

of α precipitate and DP still occurs, as can be seen from the figure. The result is

therefore the stable growth of α|γ1−2 lamellae, which showcases the sufficient role of

kinetics, i.e. fast grain-boundary diffusion, under Djuric’s hypothesis on the origin

of DP in the uranium-niobium system.

From the above observations, while it is reasonable at this moment to conclude

that (1) Djuric’s hypothesis is possible when the effect of internal strain on the

thermodynamics of the reaction is considered and that (2) this thermodynamic hy-

pothesis can indeed result in the stable lamellar growth of DP given an appropriate

kinetic condition (i.e. DP is a boundary-diffusion-controlled process), we are curious

to see if the optimal interlamellar spacing of DP, a very common interest that most

researches on DP seeks to address, could be explained by satisfying of all these ther-

modynamic and kinetic conditions? If it was possible to show this, it would further

strengthen the above conclusion. As such, we carry out, in the following, phase-field

simulations at 4500C using different interlamellar spacing which includes 27 nm, 40.5

nm, 54 nm, 63 nm, and 81 nm (note that experimental spacing is around 55 nm

[173]).
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(a) 27nm (b) 40.5nm (c) 54nm (d) 66nm (e) 81nm

Figure 3.28: 2D phase-field simulations at 4500C with different interlamellar spacings
(note that color indicates the mole fraction of Nb; as such red regions are γ1−2
precipitates, blue regions are α precipitates, and light blue region is γ1 matrix).

Simulation results are shown in Fig. 3.28. As can be seen from this figure,

among the considered interlamellar spacing, 54 nm yields the fastest discontinuous-

precipitation growth. The calculated interfacial velocity in this case is 5.28 × 10−11

m/s, which is in good agreement with the experimental value of 5.2 × 10−11 m/s

[31] for the interlamellar spacing of ∼ 55 nm [173]. Note that when the interlamellar

spacing deviates from 54 nm, the lamellar growth of uranium-niobium’s discontin-

uous precipitation becomes slower, which is in agreement with the previous generic

phase-field study of DP [170]. Interestingly, in the case of 27 nm, the lamellae start to

pinch off and coalesce after some initial growth. This results in both larger lamellar

size and interlamellar spacing, which are close to the 54 nm. Even so, the resulting

curvature and hence surface tension at the tip of the precipitates is not essentially

that of the favorable 54 nm. Consequently, the interfacial velocity is still smaller

than those with initial interlamellar spacing close to 54 nm. Note that lamellar co-

alescence during growth is a common feature in the cellular-type reaction as it has
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been often reported in literature (e.g. [170, 174, 175, 176]). Such a coalescence can

sometimes result in the termination of the lamellar growth and subsequently lead to

the development of heterogeneous colonies, as opposed to the current observation.

In contrast to the lamellar coalescence which is seen in the case of small interlamel-

lar spacing, in the case when the spacing is large, the simulation result shows that

the lamellae tend to split into smaller branches (refer to Fig. 3.28). Interestingly

enough, such branching also tends to allow the lamellae to readjust their size and

spacing to 54 nm. Nevertheless, unless the branching occurs to its completion, the

surface tension at the tip of the precipitates is still not that of the ideal one, and

hence have slower interfacial velocity as compared to those with initial interlamel-

lar spacings close to 54 nm. Based on these observations, the optimal spacing of

uranium-niobium’s DP, in this case, appears to follow the principles of maximum

growth velocity which happens as a natural selection process and can be intuitively

understood as follows. Given that the α precipitates were initially nucleated with

different inter-precipitate spacing along the γ|γ grain boundary, during the cellular

reaction, some precipitates will grow faster than the others. As they expand out in

all directions during growth, the faster precipitates will gradually invade the area

in front of the slower precipitates and essentially block these precipitates from fur-

ther growing. In this way, the fastest precipitates will eventually become dominant

and hence specify the interlamellar spacing of the cellular reaction. And, with this

interesting explanation for the optimal interlamellar spacing and the ability to quan-

titatively match the calculation with experiment, the postponed conclusion should

now be safely made.
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3.5 Phase-field investigation of the on-the-fly kinetic hypothesis

The beauty of ICMSE is that it is very versatile in the sense that different fun-

damental models can be put together and linked by empirical relationships in order

to assess various aspects of materials. Even with a single integrated framework, so

long as its modeling capability can still match our rich imagination and curiosity,

there still exists an interesting degree of freedom for exploration. In this regard,

it is interesting to think that if we could prove Djuric’s hypothesis with the aid of

ICMSE, with the aid of ICMSE we could also confront it. As such, we did not find it

bothersome to split our effort to prove that Djuric’s hypothesis is not strictly essen-

tial while at the same time favor the hypothesis during our phase-field investigations

of the role of kinetics on the growth of DP’s lamellae, which text presented above.

The goal is to challenge the fundamental significance of Djuric’s hypothesis, i.e. the

intermediate LE that thermodynamically ‘stabilizes’ the metastable γ1−2 phase and

hence establishes the necessary condition for DP. The initial idea is to prove that

kinetics can also sustain the metastable phase and on top of this it can lead to the

stable growth of DP’s lamellae. Its source is a little imagination which schemes that

if the reaction happened fast enough, it would not leave much time for the composi-

tion within the γ lamellae to reach γ2, the system’s only LE, during its active time at

the reaction front with fast diffusion and therefore becomes frozen at an intermediate

γ1−2 state due to sluggish bulk diffusion after the reaction front passes through. The

solution of phase-field evolution equations exists and is reported in Fig. 3.29.

For this solution, the interfacial mobility and permeability are chosen to be con-

siderably larger than those of the previous simulations. They both are scaled up

by increasing the atomic mobility using our empirical relationship for the interfacial

mobility and Steinbach’s relationship [36] for the permeability. The interfacial mo-
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Figure 3.29: Phase-field simulation at 4500C to demonstrate that kinetics can sustain
the metastable γ1−2 phase and lead to the stable lamellar growth of DP (note that
yellow regions are γ1−2 precipitates, blue regions are α precipitates, and light blue
region is γ1 matrix).
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bility and permeability at the α|γ1−2 interface are specifically 1.5 times smaller than

those at the α|γ1 interface and 2 times smaller than those at the γ1−2|γ1 interface.

For thermodynamic driving forces, the strain-adjusted free energies are made use of.

Although these energetic profiles tend to feature Djuric’s hypothesis, they are not

needed in this case to sustain the intermediate γ since kinetics has taken this part

in the way that was described above (notice how the composition in the γ lamellae

differ from the LE γ1−2 value which is ∼ 48 at% Nb in this case of 4500C). The rea-

son for using the strain-adjusted free energies here is that it allows the composition

of the sustained intermediate γ to stay below the inflection point of the miscibility

gap, which in this case is shifted to higher value relative to that of the CALPHAD

free energy due to the additional strain energy, and therefore lies out of the unstable

region of γ’s free-energy landscape. Very importantly, this allows the interface be-

tween the γ precipitate and matrix to stay dormant with minimal driving force (see

Fig. 3.30 for demonstration) and ready to be carried forward by the α precipitate just

like in the previous case (see Fig. 3.27) but this times under the control of kinetics.

Otherwise, the thermodynamic driving force at this interface will effectively push

the interface backwards in opposite to the growth direction in order to achieve the

LE between the two γ phases. In other words, it will favor the spinodal decomposi-

tion which will promote the intermediate γ to stable γ2 before the lamellar growth.

This will prevent the discontinuous reaction from occurring in the proposed kinetic

mechanism as the γ phases refuse to collaborate during the initiation of the reaction

(i.e. (1) it moves against the direction favored by the kinetic mechanism, and (2) it

bypasses DP with DC).

From the above observation, it is concluded that kinetics can also act as the main

mechanism for the growth of DP. This mechanism tends to relax the strict thermo-

dynamic condition proposed by Djuric. Yet, minimal support from thermodynamics
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Figure 3.30: Driving force (J/cm3) distributed at different interface at 4500C under
the investigated kinetic mechanism (note that positions of the precipitates and matrix
correspond to those in Fig. 3.29).
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is still required for a successful initiation of the reaction. Within the context of this

work, the particular thermodynamic requirement is that the intermediate composi-

tion of the metastable γ phase should not lie within the thermodynamically unstable

region of γ energetic profile and for this the additional strain energy is needed.

With great sophistication comes great challenges. The more we investigate uranium-

niobium, the more we realize that this is indeed true for this system. The discon-

tinuous reaction, the spinodal decomposition, the shape memory effect, etc., each of

which has its own level of complication in thermodynamics, kinetics, and/or crys-

tallographic nature which are perplexing problems in themselves. And yet, at the

beginning we had such a naive impression that the binary system is simple-but-not-

simplistic enough for a decent demonstration of ICMSE advantages in the research

and development of Gen-IV metallic fuels. It is clear now that extensive investigation

of the system is much exhausted and that at some point there must be an end to

this work. Before this end, it would be interesting to investigate one last possible

explanation for the origin of uranium-niobium’s DP.

3.6 Discussion on the Strelova’s ordering tendency and its relation to the

occurrence of discontinuous precipitation

Upon finishing his work, Djuric had fairly pointed out that another possibility

exists and relates to the interesting finding of Strelova et al. [43]: “Another possi-

bility could be derived from the work of Strelova et al. 10), who found a pronounced

tendency to short-range ordering in the equiatomic U-Nb alloy. This tendency could

lower the free energy of the system and allow another, intermediate, state during the

decomposition of the gamma phase” [1]. If this was true, the short-range ordering

would tentatively explain the recent experimental study [31] which observed that

the intermediate γ1−2 composition remains constant at about 50 at.% Nb through-
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out the temperature domain from 3500C to 5500C. Unfortunately, so far, there has

been little evidence to support Strelova’s work. Further investigations are needed to

verify this interesting observation.
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Figure 3.31: Formation energies of ordered B2 and B32 equiatomic uranium-niobium
relative to that of disordered A2 uranium-niobium.

In order to encourage such investigations, we dedicate this last section to discuss

a little bit about the Strelova’s ordering tendency and its relation to the occurrence

of discontinuous reactions. To begin with, first-principles calculations of short-range

ordering in the equiatomic alloy were conducted in order to directly compare with

experiments. Yet, due to technical issues, this first trial was not very successful.

Alternatively, we calculated the formation energies of possible ordered bcc structures

in order to estimate the relative stability between the ordered and disordered phases,

hoping that this would shed some light on the ordering tendency of the material.
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This turned out to be assessable using the VASP package, which is best optimized

for studying intermetallic compounds. The two ordered bcc considered were the

common B2 and B32. Their ground-state heats of formation were calculated and

compared with that of A2 as in Fig. 3.31. As can be seen from this figure, the

formation energy of B2 structure is significantly larger than that of A2. It is therefore

concluded that the probability of observing this ordered phase forming inside the A2

structure is low. Similar conclusion may also be applicable in the case of B32 for the

same reason although things could turn out to be more complicated for this ordered

phase during the discontinuous monotectoid reaction, as follows:

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−4.5

−4

−3.5

−3

−2.5
x 10

4

Mole fraction of Nb

G
ib

b
s
 f
re

e
 e

n
e
rg

t,
 J

/m
o
l

 

 

BCC

ORTH

BCC−strain

Proposed B32

Figure 3.32: Hypothetical free energy of B32 at 4500C relative to those of α and
γ. Notice that the free energy of B32 is larger than that of γ when strain is not
considered but become smaller than that of γ when additional strain energy is taken
into account.

146



Let us first recall that during DP it is believed that the internal strain due to

lattice/volume mismatch between α and γ will increase the free energies of the two

reacting phases around the interfacial region. Intuitively, this energetic increase could

result in a change of relative stability between the disordered A2 and ordered B32.

To demonstrate this, the free energies of α, γ, and B32 are plotted in Fig. 3.32. In

this figure, the solid blue line and dashed red line are the CALPHAD free energies

of α and γ respectively, the solid red line is the proposed strain-adjusted free energy

of γ, and the solid green line is the proposed free energy of B32. Here, the proposed

free energy for the tip of the B32 parabola is expressed in temperature-composition-

decoupling form of Eq. 3.5 as follows:

GNb,U :V ac = xNbG
0
Nb + (1− xNb)G0

U +

+RT (xNblnxNb + (1− xNb)ln(1− xNb)) +

+A(xNb) +B(xNb)T (3.16)

where A(xNb) equals the ground-state formation energy of B32 and B(xNb) is em-

pirically taken to be −8. Note that the choice of A(xNb) value is made so as to allow

Eq. 3.16 to reproduce the heat of formation energy of B32 at 0 K. Also, the negative

value of B(xNb) is chosen in order to reflect the ordering tendency of B32 at elevated

temperatures, since it will decease the free energy of this value when temperature

increases. Optionally, additional terms expressing the nonlinear dependency on tem-

perature of B32 may be added to Eq. 3.16. This would allow the ordered phase

to be less favorable than the disordered phase at high temperatures closing to the

melting point. Such an ordering tendency can be similarly found in the σ phase of

the iron-chromium system [177].
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As can be seen from Fig. 3.32, although B32 is originally less stable than A2, it

could become more stable than the disordered phase when this phase is under strain.

This is of course under the assumption that the chosen B(xNb) has already accounted

for the effect of strain energy on the thermodynamics of B32. Giving all this, B32,

as an intermetallic compound with different thermodynamics (i.e. energetic profile)

than that of A2 but the same bcc structure, will form a LE with α which explains

the intermediate γ1−2 of DP. B32 also tends to form another LE with γ1 which would

allow better sustainment of its interface with this phase during the monotectoid

decomposition. If, in case α also formed another LE with γ1 as in the case of Djuric’s

hypothesis, DP would occur in a way similar to a eutectoid reaction. In such a case,

the triple junction between α, γ and B32 is strictly governed by the three pairs of

common tangents and the stable growth of DP’s lamellae will be strongly dependent

on the thermodynamics of the uranium-niobium system. The kinetic condition, i.e.

fast grain boundary diffusion, in this case would not be essential for the occurrence

of DP as it is in the cases of the kinetics and Djuric’s hypotheses. Even if α does not

form a LE with γ, the DP reaction could still occur but in this case the kinetic effect is

likely needed to sustain the stable lamellar growth. Of course, all these explanations

or ultimately another possible hypothesis for the occurrence of DP stemming from

Strelova’s short-range ordering only hold when B32 exhibits the above hypothetical

free energy with the negative value of B(xNb). Is this really the case?

We conducted first-principles calculations of the free energies of B32 uranium-

niobium using the supercell approach as implemented in the ATAT package [178].

Result is shown in Fig. 3.33. To compare this calculated free energy with the CAL-

PHAD free energies shown in Fig. 3.32, a change in energy reference from one im-

plemented in the VASP package to the SGTE values made use of for the CAL-

PHAD energies is needed. For this, first-principles calculations of free energies of
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A2 uranium and niobium were also carried out and their results are also reported in

Fig. 3.33. From these quantum mechanical-based energies, the formation energy of

B32, ∆GB32
UNb, was calculated as follows:
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Figure 3.33: First-principles-based finite-temperature free energies of B32 uranium-
niobium, A2 uranium, and A2 niobium.

∆G0B32
UNb = G0B32

UNb(T )− 0.5G0A2U (T )− 0.5G0A2Nb(T ) (3.17)

where G0 is to indicate that the free energies are quantum mechanical-based. It is

noted that by subtracting the free energies of the pure element, some systematic error

induced during the first-principles calculations would also be negated. The calculated

free energy of B32 can now be written with the SGTE reference as follows:

G1B32
UNb = ∆G0B32

UNb(T )− 0.5G1A2U (T )− 0.5G1A2Nb(T ) (3.18)

where G1 is to indicate that the free energy is now CALPHAD-based. To verify
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whether or not such a reference change is reliable, we plotted the first-principles free

energy against the newly derived CALPHAD free energy in Fig. 3.34. It is noted

that in this case, the whole first-principles free energy curve is shifted by a constant

equal to the different between this energy and the new CALPHAD free energy at 300

K. It can be seen from the figure that the difference between the energetic curves

are minimal, which indicates that the accuracy of the reference change is acceptable.
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Figure 3.34: Quantum mechanical-based free energy vs CALPHAD-converted free
energy for B32. Here, it is noted that the first-principles-based free energy is shifted
by a constant to make it easier to compare with the CALPHAD-converted free energy.

We now fit this new CALPHAD free energy of B32 to the model parameters:

A(xNb) and B(xNb) in Eq. 3.16. The result is plotted against the CALPHAD free

energies converted from first-principles calculations and the proposed energy that

favors Strelova’s ordering tendency, as shown in Fig. 3.35. As can be seen from this

figure, the fitted free energy does not match very well with the derived CALPHAD

free energy. This indicates that B32 exhibits a slightly nonlinear temperature de-
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Figure 3.35: CALPHAD-converted free energy vs fitted free energy vs proposed free
energy for B32.

pendence. Nevertheless, the difference is small and the resulting A(xNb) and B(xNb)

parameters are acceptable. Here, the value of A(xNb) is again the same ground-state

heat of formation of B32. The value of B(xNb) in this case, however, has the posi-

tive value of 6.2 as opposed to the negative value of −8 in the case of the proposed

energy. This positive value will act to decrease the free energy of B32 when tempera-

ture increases and therefore will not favor the stability of B32 over that of A2 at high

temperatures. This is true even when the effect of strain to the free energy of A2 is

considered, as indicated in Fig. 3.36. It is therefore concluded that the short-range

ordering, if it indeed happened in A2 as according to Strelova et al. [43], is less likely

to favor B2 and B32; or, even if it did it would not be pronounced enough to lead

to the intermediate state of γ1−2. Yet, there perhaps exists other ordered bcc struc-

tures with equiatomic composition that exhibit the above hypothetical free energy

that tends to explain for the occurrence of DP in the uranium-niobium system. Fur-
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Figure 3.36: First-principles free energies of B32 at 4500C and 6500C as compared
to those of A2. Note here that the free energies of B32 are significantly higher that
those of A2, which indicates that B32 is not a favorable phase at high temperature.
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ther investigations on this matter are highly recommended to shed more light into

the thermodynamics nature of uranium-niobium system as well as the occurrence of

its discontinuous precipitation.
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4. SUMMARY AND OUTLOOK

4.1 Summary

To summarize, an integrated computational study is carried out in this major

section to investigate Djuric’s hypothesis on the origin of uranium-niobium’s discon-

tinuous monotectoid decomposition. In particular, first-principles calculations are

carried out to estimate the ground-state heats of formation of γ. Within the frame-

work of CALPHAD, the resulting ab initio energetic data is coupled with available

experiments to assess for a self-consist thermodynamic description which is in turn

used to evaluate atomic mobility and diffusivity of γ. Assessment results are generally

in good agreement with experiments, especially our current long-term aging exper-

iments. With the self-consistent thermodynamic and kinetic information available,

phase-field diffusion-couple simulations are then carried out to investigate possible

LE between the CALPHAD free energies of α and γ to see whether or not these two

phases form with two local equilibriums each other as hypothesized by Djuric.

Interestingly, it is found that the acquired CALPHAD free energies on one hand

agree with Djuric’s hypothesis within 6050C − 6470C, while on the other hand dis-

agree with the thermodynamic assumption between 4000C − 6050C. To resolve this

partial agreement in favor of the thermodynamic assumption, the CALPHAD free

energies within 4000C − 6050C are revisited to see if there existed a special condi-

tion under which the hypothesis could be accommodated. It is interestingly found

that when the stress/strain due to volume/lattice mismatches between α and γ is

considered, the CALPHAD free energies of α and γ could actually be extended to

accommodate the thermodynamic hypothesis. To account for the additional strain

energy, new energetic profiles are empirically sketched out based on the original CAL-
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PHAD energies and by following Djuric’s proposal. The resulting energies are the

combination of both CALPHAD chemical energies as well as the additional strain

energy and are called strain-adjusted energies that are only valid for coexisting α

and γ lamellae with non-trivial strain/stress field. The quantitative description of

these energies is given by a modified CALPHAD model for the interval of interest.

This description can be seen as a manifestation of the thermodynamic hypothesis’s

possibility enabled by the key assumption that strain/stress field around the interfa-

cial region between α and γ plays an important role in ‘stabilizing’ the intermediate

LE between the two reacting phases, as indicated by the current hierarchical com-

putational thermodynamic and kinetic investigation.

Using the strain-adjusted free energies, phase-field simulations are carried out to

investigate the roles of kinetics on the stable lamellar growth of DP. It was concluded

that the thermodynamic hypothesis proposed by Djuric is one possible explanation

for the occurrence of the discontinuous reactions in niobium-uranium, given that the

effect of strain on thermodynamics and the kinetics of the reaction front are properly

accounted for. During the phase-field investigations under Djuric’s hypothesis, it was

interestingly found that kinetics can actively sustain the metastable γ phase and lead

to the stable lamellar growth of DP. This gave rise to another possible explanation

for the origin of the discontinuous precipitation. Interestingly, this hypothesis tended

to relax the strict two local equilibrium condition in Djuric’s hypothesis. Yet, it still

tended to rely on a minimal thermodynamic requirement in order to initiate the re-

action. Lastly, Strelova’s ordering tendency and its relation to the occurrences of the

discontinuous reactions was discussed. Via first-principles calculations of formation

energies of B2 and B32 structure, we found that such ordering tendency does not

seem to occur for the two investigated order structures. Yet, there perhaps exists

other ordered equiatomic bcc structures which agree with Strelova’s observation and
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therefore tend to exhibit an energetic profile that explains the occurrence of DP in

the uranium-niobium system.

Via the current work, the author hopes to contribute towards a better understand-

ing of the thermodynamics and kinetics that govern the uranium-niobium system

and its interesting discontinuous precipitation. It is believed that such a fundamen-

tal understanding will come in handy in the future research and development of this

metallic fuel and other advanced fuels that make use of uranium and niobium. The

author also hopes to have successfully demonstrated the advantage of ICMSE in the

research and development of metallic fuels for Gen-IV fast breeder reactors. Such

an advantage is reflected particularly in the current integrated framework via its

versatility in assessing fundamental thermodynamics and kinetics of the material in

order to investigate different hypotheses on the origin of the discontinuous reactions.

Furthermore, various perspectives on the applications of this ICMSE framework for

scientific and engineering purposes exist to further demonstrate this. Let us list a

few in the following section.

4.2 Outlook

The current framework can be adopted to investigate the thermodynamic and

kinetic effects on different stable and metastable microstructures of uranium-niobium

such as the discontinuous coarsening reaction (DC) which is left unsolved in the

current study. From an engineering point of view, since DC, like DP, also tends to

degrade the fuel’s corrosion resistance and ductility, it also offers practical interest.

From a scientific point of view, DC is also an interesting problem to investigate.

Indeed, although less complicated than DP, DC does not necessarily occur in a

straightforward manner as assumed by Djuric. To demonstrate this, a phase-field

simulation was carried out to have a first look at the microstructural evolution of
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Figure 4.1: Initial configuration of the phase-field investigation of DC at 4500C un-
der Djuric’s hypothesis and volume-diffusion-controlled assumption (note that color
indicates mole fraction of Nb, as such red region corresponds to γ2 precipitate, blue
regions correspond to α precipitates, and green regions correspond to γ1−2 precipi-
tates).

Figure 4.2: Phase-field investigation of DC at 4500C under Djuric’s hypothesis and
volume-diffusion-controlled assumption (note that color indicates mole fraction of
Nb, as such red region corresponds to γ2 precipitate, blue regions correspond to α
precipitates, and green regions correspond to γ1−2 precipitates).
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DC. For this trial, a small γ2 precipitate is initially nucleated at the grain boundary

where the DP’s lamellae grow, as shown Fig. 4.1. Here, the simulation domain is

192×192 nm. The simulation is subjected to Djuric’s hypothesis and the assumption

that DC is a volume-diffusion-controlled process. It is simulated at 4500C and uses

the same physical and model parameters as reported in Table 3.5. Simulation result

is shown in Fig. 4.2. As can be seen from this figure, the reaction progresses in a

way that favors the growth of stable γ2 at the cost of metastable γ1−2, consistent

with Djuric’s assumption; however, the γ2 precipitate does not appear to coarsen.

The reason for this is that the long-range diffusion to redistribute Nb content from

the neighboring γ1−2 precipitates to the γ2 precipitate and hence allow coarsening in

this case happens at a much lower rate than the short-range diffusion happening at

the interface the between γ2 and the γ1−2 precipitate within which it was nucleated.

Further investigation on the effects of kinetics on DC are needed to shed more light

on the origin of this reaction.

550oC

450oC

1000oC

40s

400s

40s

400s

100000s

Figure 4.3: Schematic 5-stage heat treatment.

The integrated framework can also be applied to many practical problems such as
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alloy design, materials processing, and manufacturing cycles. Indeed, on the current

scale, it can be used to simulate various heat treatment processes under different tem-

perature and time conditions to investigate the product microstructures, which are

important for the final performance of the material. To illustrate this, we conducted

a simulation according to the heat treatment history shown in Fig. 4.3. This simu-

lation is under the assumption that Djuric’s hypothesis indeed explains the origin of

DP. The motivation for this simulation is rather naive. Since under Djuric’s hypoth-

esis, the interlamellar spacings at different temperatures are different, we thought

that we could make use of this phenomenon to engineering the lamellar microstruc-

ture into various spherical precipitates using the heat treatment history presented in

Fig. 4.3. The results are shown in Fig. 4.4. As evidence by this figure, we could not

achieve the spherical precipitates as expected. The reason for this is perhaps that the

difference in the interlamellar spacing at different temperatures is not pronounced.

Instead, what we observed from the last heat treatment stage is interestingly close to

the ‘ghost image’ which is a special feature of discontinuous dissolution (the inverse

process of the discontinuous precipitation or coarsening) [19]. Although it would

take further investigations to verify whether discontinuous dissolution is a physical

feature of uranium-niobium, the current observation is good enough to showcase the

capability of the ICMSE framework in exploring properties/phenomena that are de-

pendent on the fundamental thermodynamics and kinetics of the system. Such a

capability is very important to the research and development of materials.

The ICMSE framework can also be extended to include continuum-scale toolkits

for the performance analysis of materials. This would further advance the frame-

work’s advantages and practicality. An example for this would be the finite element

analysis of the effect of microstructure on the performance of the material and prod-

uct as shown in Fig. 4.5. Here, the lamellar microstructure of DP at 4500C was ana-
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(a) Stage 1 (b) Stage 2 (c) Stage 3

(d) Stage 4 (e) Stage 5

Figure 4.4: Phase-field simulation of the many-stage heat treatment process (note
that color indicates mole fraction of Nb, as such light blue region corresponds to γ1
matrix, blue regions correspond to α precipitates, and regions between α precipitates
are γ1−2 precipitates).
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Figure 4.5: Finite-element analysis of the DP’s lamellae under pressure and shear
stresses.

lyzed for stress distribution under the conditions of compressive and shear stresses on

the top and left boundaries of the microstructure respectively using Abaqus. Given

reasonably accurate material informations, such continuum analysis could be used

either for materials prognosis, i.e. to predict the failure of the nuclear fuel, or for

fuel design, i.e. optimize processing condition to minimize the negative impacts of

the microstructure. Other examples include the integration of dislocation dynamics

to investigate material behavior under plastic deformation or coupling of thermal

analysis and mechanical models to investigate fatigue strength under different tem-

perature and loading cycles. Recently, it was proposed to use additive manufacturing

in the research and development of advanced nuclear fuels. The author finds this to

be a very interesting idea and the current integrated framework can be very helpful

to realize it in an effective and efficient manner.
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With this, we complete the current effort in encouraging the implementation of

ICMSE in the research and development of nuclear fuels and IFR with an optimistic

hope that it will be further advanced by fellow scientists and engineers, who work in

the field of computational materials science and engineering or benefit greatly from

it.
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and mechanical stabilities of α-and β-Ta4AlC3 via first-principles investiga-

tions. Journal of Applied Physics, 114(21):213517, 2013.

[167] Hieu H. Pham, Michael E. Williams, Patrick Mahaffey, Miladin Radovic, Ray-

mundo Arroyave, and Tahir Cagin. Finite-temperature elasticity of fcc Al:

atomistic simulations and ultrasonic measurements. Phys. Rev. B, 84:064101,

Aug 2011.

[168] Lars Vegard. Die konstitution der mischkristalle und die raumfüllung der
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