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Recently, new shape memory alloy (SMA) - MAX phase composites (e.g. NiTi-Ti$_2$AlC and NiTi – Ti$_3$SiC$_2$) have been developed to take advantage of their unique combination of thermomechanical responses. Of particular interest are the reversible martensitic transformation of the SMA phase and the recoverable and irrecoverable deformations associated with kinking in the MAX phases. By using such behaviors in conjunction with each other, a novel composite material is produced for use in extreme environments. Specifically, the nonlinear behavior of the two constituents leads to strong mechanical damping and the possibility of developing controllable residual stress states. To take advantage of these possibilities, detailed understanding of the interactions of not just the mechanisms but also the composite microstructure is needed. Therefore, a series of models are constructed to explore the various composite behaviors.

To address this need, in this work a series of models are developed to explore the local and global responses of this system with an emphasis on the response of these composites to thermal loadings. First, the effective transformation characteristics of SMA composites with a stiff, elastic matrix are modeled using an efficient micromechanical scheme and the influence of a stress redistribution associated with transformation on the effective phase diagram is determined. The interaction of the reversible SMA phase with an elastic-plastic MAX phase through an constant stress, thermal cycle is then studied through image based finite element approaches. Specifically, two microstructure models are generated. The first being a reference two-phase system and the latter being an actual NiTi-Ti$_2$AlC composite. By analyzing response through such loadings it is demonstrated that martensitic transforma-
tion may be used to induce permanent deformations in the MAX phase and thereby develop residual stress states. Additional analysis of the actual composite system reveals that these residual stress states may induce an effective two-way shape memory behavior. Comparison to experimental results also shows reasonable agreement. Further simulations are used to explore the effect of the microstructure and identify the impact of different features on the effective composite response.

The previous results emphasized only permanent deformations in the MAX phase even though additional irrecoverable deformations have been experimentally observed. To incorporate these effects, an enhanced constitutive model considering both responses is needed. Currently, no such model exists in the literature. Therefore, to address this need, a constitutive model of the MAX phase behaviors is established and implemented in this work. Specifically, a three dimensional multi-mechanism model considering recoverable, irrecoverable, and damage is constructed. Both the theoretical development and numerical implementation are presented while a three dimensional material subroutine is created. The resultant model shows good agreement with experimental results and demonstrates the necessity of all three mechanisms. This enhanced constitutive routine is then used with composite models to investigate the impact of the different phases.
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1. INTRODUCTION

Shape Memory Alloys (SMAs) are a unique class of multifunctional materials that are currently being explored for increasingly diverse applications like actuators [29], sensors, MEMS devices [28] or vibration dampeners. Such implementations have been investigated in industries including aerospace [46,99], civil [69,172,218], biomedical [71,151,158], and petroleum [5] and seek to take advantage of the unique reversible solid-to-solid phase transformation characteristic of this class of materials. Specifically, at high temperatures, the crystallographic configuration of SMAs is austenitic and exhibits a high-symmetry (typically cubic) structure. If the temperature (or load) is sufficiently decreased (increased) the material undergoes a martensitic transformation to a lower-symmetry (e.g., orthorhombic or monoclinic) martensitic structure. Because of the lower symmetry, martensitic structures may take two forms - twinned (or self-accommodated) and detwinned. The former is observed at lower applied loads and corresponds to martensitic variants self-arranging with no macroscopic shape change. A detwinned structure, however, corresponds to the case in which sufficient mechanical load is applied to select a preferential martensitic variant(s) yielding macroscopic shape change. This change in crystal structure from austenite to martensite leads to, amongst other things, changes in the thermoeelastic properties of the material and, more importantly, (in the case of detwinned martensite) inelastic deformations of approximately 1-8%. Additionally, at the macroscale, this change further manifests as a hysteretic response in stress-strain or strain-temperature space making it attractive for use in damping or actuation.
applications through specific thermomechanical loadings (for details on SMAs please see the texts of [122,171]).

To better discuss the responses of SMAs, a stress-temperature phase diagram (an example of which is presented in Fig. 1) denoting the current crystallographic structure of the material is commonly used. The forward (austenite to martensite) and reverse (martensite to austenite) transformations producing the SMA behaviors of interest are typically defined in terms of four transformation surfaces - the martensitic start, \( M_s \), and finish, \( M_f \), surfaces for forward transformation and austenitic start, \( A_s \), and finish, \( A_f \), surfaces for reverse. The start surfaces correspond to the stress-temperature conditions in which transformation is initiated and the two finish surfaces correspond to transformation completion. These surfaces are commonly defined in terms of the zero-stress transformation temperatures (denoted \( M_0^s \), \( M_0^f \), \( A_0^s \) and \( A_0^f \)) determined via calorimetry measurements. The strong thermomechanical coupling of the SMA may be seen in the phase diagram via the change in these surfaces with stress and/or temperature and may often be considered via the stress influence coefficients, \( C^M \) and \( C^A \), for forward and reverse transformation, respectively. Two key SMA behaviors may also be described via the phase diagram - the shape memory effect (which gives SMAs their name) and pseudoelasticity. The former effect corresponds to a material which is initially in austenite being cooled into a twinned martensitic configuration. Mechanical loading then detwins the martensite leading to a pseudo-plastic type response with apparent permanent deformation. Subsequent heating, however, recovers these strains and returns the material to its remembered austenitic state. This is referred to as the one-way shape memory effect (OWSME) as an extra mechanical step is needed to produce the inelastic strains of interest. The two-way shape memory effect (TWSME), on the other hand, refers to a material which, under no applied load, produces observable macroscopic inelastic
strain corresponding to transformation via purely thermal loadings. Development of TWSME is typically associated with residual stress developed induced via various processing steps. In engineering practice, the SME is typically taken advantage of via an actuation loading path in which a mechanical bias load sufficient to induce detwinning is applied at a high temperature and the SMA component is subjected to a thermal cycle. Such a loading path is depicted as path (A) in Fig. 1. Pseudoelasticity, on the other hand, refers to a material which is initially austenitic undergoing a mechanical loading step that transforms the material to detwinned martensite. If the temperature is sufficiently high, above the zero-stress austenitic finish temperature, $A_f^0$, the corresponding inelastic deformation is recovered via unloading giving the stress-strain curve a distinctive flag shape and returning the SMA to its initial state. This path is depicted in path (B) of Fig. 1. Note, if the temperature is not above $A_f^0$, complete recovery does not occur leading to unrecovered inelastic strain. Such a path is sometimes referred to as pseudoplastic.

In the decades since the first observations of the shape memory characteristics in NiTi at the Naval Ordinance Laboratory in the 1960's [44] (thereby leading to the name NiTiNOL), substantial research into SMAs has lead to and continues to produce an impressive body of work with rapidly expanding use in the aforementioned commercial sectors [111]. As such, substantial research has been performed in terms of finding ways of expanding the use of these materials via either filling in the material-property space or new applications. With respect to the former, Ashby and Breéchet [9] proposed two possible avenues: creation of (i) new alloys and material systems or (ii) hybrid materials. Efforts towards the first approach have resulted in the production of shape memory polymers with larger deformations at lower stresses [136, 200], high temperature SMAs (HTSMAs) whose transformation occurs at temperatures far exceeding conventional SMAs [80, 150], and magnetic
SMAs (MSMAs) whose response to magnetic excitations overcomes the frequency restriction of common SMAs [116,185]. The latter consideration, however, holds more potential and has been extensively explored. Specifically, a variety of SMA composites have been developed that seek to combine the existing properties of two unique material classes – composites and multifunctional materials.

The first SMA composite was manufactured in the late ’80s by Rogers and Robertshaw [207] who embedded NiTi wires in a laminated polymer matrix composite (PMC). Initial investigations building on this effort focused on using the SME effect of the SMA wires in two ways – the so-called active property tuning (APT) and active strain energy tuning (ASET) – for sound, vibration, and damping control [26,27,146,147,203–207,209]. The former response essentially focused on
inserting self-accommodated NiTi wires into the PMC matrix and then using temperature to induce transformation to the thermoelastically stiffer austenitic phase while the latter used detwinned wires to take advantage of both the stiffening and development of internal stresses via SMA recovery to enable even greater control. Applications and investigation considering the possibility of developing actuators soon followed by Chauhry and Rogers [52], Lagoudas and Tadjbakhsh [130, 131], and many others [16, 36, 37, 232]. Interest in using other matrix systems focused primarily on using the SME to strengthen the matrix material and increase the effective flow stress [235] – especially in aluminum matrix composites [7]. Ceramic reinforcement in NiTi (in the form of TiC particles) for similar purposes was also considered in a series of efforts by Dunand and coworkers [72, 87, 88, 155]. Since these first pursuits, the number of applications for SMA composites has expanded greatly and gone beyond the original concepts of Roberts and coworkers. From an application standpoint, SMA composite actuators have been used to develop a number of bio-inspired robots (e.g., turtles [117], jellyfish [224, 225], and inchworms [229]) while morphing aerospace structures [95, 175, 176, 217, 223], and sensors [182, 194] have been taken from the conceptual stage to actual development. The utilization of SMA reinforcement for strengthening and damage suppression has also been expanded into a number of new material systems and complementary self-healing methods have been extensively explored [6, 45, 85, 118]. For a more comprehensive discussion, early reviews may be found in the work of Wei et al. [231] and, from the polymer matrix standpoint, Neuking et al. [165] while a more comprehensive (and recent) review in this area is presented by Lester and coworkers [137].

In addition to the growth of applications, the number and type matrix and reinforcing materials used in SMA composites has also greatly expanded. Examples of such variety are presented in Fig. 2 in which polymer (Fig. 2a,b), metal (2d,e), and
ceramic matrix(2c) materials have all been investigated in addition to porous media (2f). From these examples, it is evident that these composite materials encompass not only a range of matrix materials but also diverse microstructures running from short (2b) and long fiber (2a) reinforcement to more heterogeneous distributions (2c). With respect to polymer based systems, such gains have manifest as novel architecture of the reinforcing SMA phase in the form of braided tubes [101], incorporation as warp threads [234], and ribbons with patterned holes [8]. In the metallic matrix realm, advances in manufacturing techniques (typically powder based) such as melt infiltration, pressing, and other sintering approaches have lead to the development of controlled porosity SMAs (primarily NiTi through spaceholder techniques) [14, 31, 167], Mg (both for increasing the effective yield strength [13] and damping [145]), and Al matrix systems [66, 94, 187] (including those with both NiTi and SiC reinforcement [53, 106]). Reinforcement of NiTi via additions of CNTs [79, 133] and $\alpha$-$\text{Al}_2\text{O}_3$ [78] has also been explored. More recently, however, novel spark plasma sintering techniques (SPS) have been used to develop SMA-MAX phase ceramic composites (e.g., NiTi − Ti$_2$AlC, NiTi − Ti$_3$SiC$_2$) [108, 120] that leverage the inelastic responses of both the SMA and MAX phase to not only strengthen the system but also create a metal-ceramic system with an advantageous nonlinear constitutive response. An example of the latter NiTi − Ti$_3$SiC$_2$ case is presented in Fig. 2c.

Specifically, SMA-MAX phase composites have been proposed as an innovative and novel metal-ceramic composite for extreme environments by seeking to take advantage of the inelastic responses characteristic of each material. For the SMA, the mechanism of interest is the reversible martensitic transformation while, in the case of the MAX phases, the deformations assumed primarily to be associated with its kinking response [22, 23] are investigated. This unique behavior has experimen-
(a) Carbon/epoxy matrix reinforced with small diameter (0.25 mm) NiTi wires. Reprinted from [108] with permission from Elsevier.

(b) ER3 epoxy resin matrix reinforced with 16.1 wt% NiTi fibers. Reprinted from [168] with permission from Elsevier.

(c) NiTi – Ti$_3$SiC$_2$ composite reinforced with short (≈2 mm) NiTi fibers. Reprinted with permission from Elsevier. From [240] with permission from Elsevier.

(d) Al matrix composite reinforced with CuAlNi SMA particle and SiC particles. Reprinted from [106] with permission from Elsevier.

(e) Indium matrix composite with CuAlNi SMA particle. Reprinted from [208] with permission from Elsevier.

(f) Porous NiTi specimen with CuAlNi SMA particle. Reprinted from [166] with permission from Elsevier.

Figure 2: Examples of different SMA reinforced polymer (a-b), ceramic (c), and metal (d-e) matrix composite and porous (f) systems that have recently been developed [137].

tally been observed to result in both repeatable and recoverable hysteretic loops dissipating roughly a quarter of the mechanical energy [23]. Such a response has been primarily attributed to the formation of incipient kink bands (IKBs) [24, 238] although there is still some debate in the literature about the exact cause of this response [43, 113, 186]. Additionally, the development of permanent kink bands in
these materials leads to a unique damage tolerant characteristic [20,22] not often observed in ceramic materials. This combination of inelastic responses provides a novel composite with a number of unique characteristics versus traditional metal-ceramic composites. For instance, given the utilization of two inelastic constituents, the composite has a higher mechanical damping [120] of interest to hypersonic vehicles. More interestingly, the potential of the development of preferential, and controllable, residual stress states in the composite through the interaction of two characteristic response of the composite materials. One such possibility is thermally induced SMA transformation strains to impart permanent deformations in the MAX phase constituent and develop a residual stress state. Such a reference state could serve to not only train in an effective, composite two-way shape memory behavior (as has been experimentally observed [120]) but also to apply a bias load on the ceramic phase and take advantage of its superior mechanical characteristics (especially strength).

To fully consider such effects, and help explain experimental observations, a model for the thermomechanical response of SMA-MAX phase composites considering the various inelastic mechanisms operative in the system is needed. Such a model has not been previously considered, however, and will be pursued through this work. A previous model by Cheng et al [57]. did investigate the effective thermal properties of the NiTi – Ti₃SiC₂ system, but they did not consider the mechanical response or constituent inelasticities. Additionally, to determine the effective thermomechanical response of the composite, constitutive models of both the SMA and MAX phase materials are needed. With respect to the former, constitutive modeling of SMAs is an established field and a number of models have been developed and implemented [127,178]. The same can not be said for the MAX phase materials as an appropriate model for use in these investigations is lacking and will also be investigate here. Therefore, to further consider the development of an SMA-MAX phase
composite model relevant topics in (i) MAX phase constitutive modeling and (ii) SMA composite modeling will be introduced.

1.1 MAX Phase Constitutive Modeling

Since the first production of dense Ti$_3$SiC$_2$ by Barsoum and El-Raghy in 1996 and corresponding observation of its unique thermomechanical characteristics [19], an increasing number of investigations (primarily experimental) have been undertaken to explore the characteristics of this and the numerous other MAX phase ceramics. This designation is used to refer to the ternary nano-layered carbides and nitrides with the general form of M$_{n+1}$AX$_n$ ($n = 1$, 2 or 3) where M is an early transition metal, A is an A-group element, and X is carbon or nitrogen [17, 22]. The most common of these are the aforementioned Ti$_3$SiC$_2$ and Ti$_2$AlC which will also be the specific compositions considered in this work. In general, the interest in the MAX phases arises from their high elastic stiffnesses, good electrical and thermal transport characteristics while maintaining low coefficients of thermal expansions, and thermal shock resistance while at the same time being readily machinable and damage tolerant [22].

Of particular interest is the unique thermomechanical response of these MAX phases. At low (room) temperature and slow loading conditions, repeatable and reversible cycles up to 1 GPa were observed in Ti$_3$SiC$_2$ [23]. A similar hysteretic response has also been reported in Ti$_2$AlC [238]. This behavior is athermal at low and moderate temperatures and remains unchanged up to $\approx$900°C. Above this temperature, the additional thermal energy aids in the dissociation of the dislocation structures responsible for the reversible cycles leading to open, rate-dependent hysteresis loops [23,237]. For the “low” temperature response of interest, Barsoum and cowork-
ers have associated this hysteretic response with the formation of incipient kink bands (IKB) in properly aligned grains. These structures are comprised of parallel walls of dislocations with opposite signs which have not yet separated/dissociated and thus remain attracted to each other at their ends. Therefore, upon unloading, the various dislocations run back and annihilate each other \[23, 24\] leading to the observed reversible response. Although no direct observations of these IKB have been made, their formation is supported by high \(c/a\) ratios in the crystal structures which make twinning unlikely and the fact that dislocations are limited to motion on the basal planes \[23\]. Recent electron backscatter diffraction (EBSD) observations\(^1\), however, have noted low-angle grain boundaries that occur in loop-like structures in grains of polycrystalline Ti\(_2\)AlC after mechanical loading. These dislocation structures are formed in the fashion expected of IKBs but are found in grains with moderate Schmid factors and not in grains aligned with loading as postulated by the IKB theory. With respect to the permanent deformations, and following the IKB explanation of the MAX phase response, after sufficient load has been applied, the IKB walls separate leading to the formation of permanent mobile dislocation walls which eventually coalesce to form permanent kink bands (KBs) and the corresponding delamination deformations and damage \[24\]. It is these kink bands which have been proposed to imbue the MAX phases with their damage tolerant characteristics \[20, 21, 74\]. As such, even at low temperatures and quasistatic loadings some MAX phases have been observed to exhibit a graceful failure \[18\]. High-strain tests at room temperature, have also demonstrated pseudoductility in Ti\(_2\)AlC \[32\]. At higher temperatures (\(\approx 1100-1200^\circ\)), however, a temperature and strain-rate dependent brittle to ductile transition has been noted in the failure response of Ti\(_3\)SiC\(_2\) \[196\].

\(^1\)Private communication of unpublished results of work by R. Benitez and Prof. M. Radovic of the MSEN department at Texas A&M University
Although the previous discussions have focused on explaining the reversible response of MAX phases through the notion of incipient kink bands, the lack of direct experimental observation has lead to some discussion with regard to the source of this behavior. Notably, some recent neutron diffraction experiments [93, 113] have been used to argue against the IKB mechanisms as the source of the observed behavior. Specifically, Jones et al. [113] attributed the macroscopically observable response to a Bauschinger like effect. Specifically, experimental in-situ x-ray diffraction measurements lead to observation of slip and permanent deformations occurring in soft grains (those roughly 40° from the compression axis) while hard grains (oriented along or perpendicular to the compression axis) remained elastic during loading. The macroscopic hysteresis, as postulated, is associated with residual stresses due to slip in the soft grains and repeated dislocation generation in these grains during loading that is, upon unloading, driven back due to elastic strains in the hard grains. Furthermore, the authors argue against the concept of IKB formation due to the fact that IKB formation would not in itself lead to residual strains. Their numerical predictions, which do capture some of the qualitative details of the experimental responses, do not quantitatively predict or explain all of the features observed in the mechanical tests. [113] Additionally, the formation of small permanent deformations have been previously reported in works arguing for IKB as the root cause (e. g, Zhen et al. [237]) and Barsoum and Radovic [22] explicitly state that small plastic strains are occasionally necessary to nucleate IKBs. In a similar fashion, Guitton et al. [93] used in-situ neutron diffraction to study the response of Ti2AlN and proposed a mechanism depending on hard and soft grains interacting to generate dislocations in grains not aligned with the compression axis. Limited quantities of dislocations are nucleated such that there is no hardening in the soft, plastic grains and the dislocations either run back to the nucleation site or cross
the entire grain to the boundary during unloading [93]. Going a different direction, Poon and colleagues [186] neglect any reversible mechanism in their analysis of the response of Ti$_2$AlC and instead attribute all hysteretic activities to crack friction. This, however, neglects previous (and recent) experimental evidence indicating the presence of a recoverable/reversible deformation even at low and mild stress levels without obvious permanent deformations [43]. Bearing all of this in mind, the notion of the formation of IKB-like dislocation structures as the cause of the reversible deformation is adopted here (although following the EBSD observations it is not assumed that these form in grains aligned with the loading direction). This is due to the wealth of supporting observations such as the greater absolute dissipation of porous versus bulk specimens [220, 238] which support a kink-type mechanism and the recent EBSD observations. Furthermore, the fact that the IKB-like dislocation structures observed via the aforementioned EBSD investigation occur in the “soft” grains of the neutron diffraction studies shows agreement with those results.

Due to these interesting properties and responses, there has been interest in the MAX phases for a variety of engineering applications. In order to utilize the material in various applications, however, predictive models of the behavior need to be developed. To this end, Barsoum and colleagues [24] have developed a physical model based on the kinking theory of Frank and Stroh [81] for the IKB response. This model, although useful for the analysis of experimental results, is not formulated in 3D or prepared for the prediction of the MAX phase responses. Similarly, two one-dimensional models based on hysteretic unit operators [114] and the Preisach-Mayergoyz model [239] have been constructed but are limited to IKB regimes. In contrast to this, Poon and coworkers [186] focused on the permanent deformation regime and utilized a one dimensional formulation based on crack-sliding to simulation and predict the hysteresis loops in the regime they postulated as being purely
due to frictional crack-sliding. Finally, Jones et al. [113] utilized an elastic-plastic self consistent model (EPSC) with a number of simplifications (e.g., single slip system and lack of work hardening) which even the authors admit limit their results to be considered only as approximate. Bearing all this in mind, there is not currently a model which can capture all the relevant mechanisms or has been developed and implemented for use in a three dimensional finite element package.

1.2 SMA Composite Modeling

Broadly speaking, techniques for the analysis of composite and heterogeneous materials may categorized as either a mean-field or full-field approach [132]. Mean-field techniques focus on dividing the composite microstructure into a series of distinct phases and determining the average state of the different phases and composite. Such approaches are typically based on either the classical results of Eshelby [77] and his Equivalent Inclusion methods [77, 160, 195] (e.g., the Mori-Tanaka [30, 159, 160] and Self-Consistent [105] methods) or variation principles using linear thermoelastic comparison composites [162, 163]. Full-field approaches, on the other hand, focus on the development of a computational domain and solving for the resultant deformation fields via numerical techniques, typically the finite element method (FEM), and averaging for the effective response. These methods may be subdivided according to the computational domains used – unit cell (UC) or representative volume element (RVE) [181]. The former is used with periodic structures in which a repeating heterogeneous structure may be identified while the latter refers to the identification of a statistically representative volume of a nonuniform microstructure (see Pindera et al. [181] for a lengthier discussion). Both methodologies have previously been used for the study of heterogeneous media with nonlinear constituents and comparisons
between various approaches considering elastic-plastic \[48, 68, 90, 132, 179, 210, 211\], viscoplastic \[67, 180\], and damage \[49\] constituent responses may be found in the literature. Here, the prior application of these approaches to SMA composites is presented to motivate the models developed for the case of SMA-MAX composites of interest in this study.

Initial SMA composite modeling efforts focused on the use of analytical techniques to develop models of SMA actuators \[52, 130, 131\] and composite plates \[112, 205\]. Mean field approaches utilizing the Mori-Tanaka method soon followed to predict and analyze the response of SMA composites \[33, 39, 41, 126, 235\]. Specifically, Yamada et al. used such an approach to demonstrate the potential of the SME to increase the effective flow-stress of an SMA reinforced Al composite. The ability of micromechanical methods to capture the thermomechanical response was demonstrated by Lagoudas et al. \[126\] who analyzed the case of an SMA fiber reinforced composite and compared the results of both a UC (using the FEM) and the Mori-Tanaka method. Noting this applicability, Boyd and Lagoudas used the Mori-Tanaka method to explore the composite transformation characteristics of SMA composites and determined the effective transformation surfaces \[39\] and demonstrated the possibility of developing an effective TWSME even if the SMA only exhibits the OWSME \[41\].

The impact of material variability on the effective composite response was considered by Bhattacharyya and Lagoudas \[33\] who discretized the SMA fiber reinforcement into a series of distinct phases with different transformation temperatures and used the Mori-Tanaka method to investigate the impact of the probabilistic distribution of these temperatures on the effective composite response. For the analysis of SMA-based structures, finite element techniques using layer-wise laminate approaches were developed and used for the analysis of active metal-laminate composites \[125, 129\].

As a result of increasing utilization of SMA composites with a wide variety of
matrices and intended applications, modeling approaches have also advanced substantially. With respect to mean-field approaches, the Mori-Tanaka, Self-Consistent, and variational methods have all been utilized to study a variety of materials. A summary of these various efforts are presented in Table 1.1. First, regarding the Mori-Tanaka method, the behavior of porous SMAs has been studied by a variety of authors [75, 76, 164, 190, 236]. Zhao and Taya [236] considered an analytical approach and focused on solving for the various stages of the pseudoelastic curve while Nemat-Nasser and coworkers [164] utilized a three phase approach treating austenite and martensite separately. Qidwai et al. [190] and Entchev and Lagoudas [75, 76] both utilized an incremental Mori-Tanaka approach like that developed by Lagoudas et al. for a metal-ceramic composite [128]. The former effort of Qidwai and coworkers [190] compared their micromechanical results to those of an UC and demonstrated that the micromechanical averaging approach overpredicted the initial stress for phase transformation while the latter investigation of Entchev and Lagoudas [75] developed an explicit relation for the macroscopic inelastic strain and considered the impact of pore shape. In a follow-up work, Entchev and Lagoudas [76] also incorporated transformation induced plastic (TRIP) strains into their constitutive formulation and explored the impact of the change in SMA thermoelastic properties on the effective response. Additional efforts via mean-field approaches have focused on capturing the influence of precipitates on the macroscopic behavior. For instance, Collard and coworkers [61, 62] investigated the effect of elastic Zr precipitates in a CuZnAl polycrystal through a two scale approach. At the single grain level, the Zr precipitates were embedded in an SMA matrix and the constitutive responses was determined via the Mori-Tanaka method. A self-consistent approach was then adopted to determined the averaged polycrystalline response [61, 62]. For an inelastic precipitate, Piotrowski and colleagues [183, 184] focused on the response of NiTiNb by treating
the Nb as elastic-plastic, ductile precipitates in a transforming NiTi matrix. In their work, the authors demonstrated that the plasticity in the Nb phase expanded the transformation hysteresis and used the model to study the response of pipe couplers [183,184].

Mori-Tanaka based models have also been constructed treating the SMA as

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Reinforcement</th>
<th>Matrix</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mori-Tanaka</td>
<td>Fiber</td>
<td>Elastomer</td>
<td>[39,41,148]</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>Metal</td>
<td>[134,241]</td>
</tr>
<tr>
<td>&quot;</td>
<td>Particle</td>
<td>&quot;</td>
<td>[34,35,235]</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>Porous SMAs</td>
<td>[75,76,164,190]</td>
</tr>
<tr>
<td>&quot;</td>
<td>&quot;</td>
<td>Precipitated SMAs</td>
<td>[56,62,183,184]</td>
</tr>
<tr>
<td>Self-consistent</td>
<td>Particle</td>
<td>Metal or elastomer</td>
<td>[58,219]</td>
</tr>
<tr>
<td>&quot;</td>
<td>Fiber</td>
<td>Elastomer</td>
<td>[154]</td>
</tr>
<tr>
<td>Mori-Tanaka &amp;</td>
<td>Precipitated SMAs</td>
<td></td>
<td>[61]</td>
</tr>
<tr>
<td>Self-consistent</td>
<td></td>
<td>Second order</td>
<td></td>
</tr>
<tr>
<td>variational</td>
<td>&quot;</td>
<td>Elastomer</td>
<td>[42]</td>
</tr>
</tbody>
</table>

the reinforcement phase. Specifically, Lu and Weng [148] and Zhu and Dui [241] both constructed multi-phase models considering distinct representations of austenite, martensite, and the matrix. In the former case, an elastomer matrix material was investigated and the superiority of fibrous (vs. other) reinforcement in terms of stiffness, ease of transformation, and damping possibilities was demonstrated [148]. The latter studied elastic-plastic matrices (a metal and polymeric material) and considered the effect of reinforcement shape on the residual stresses of the constituents through mechanical loading at different (isothermal) temperatures. Expanding on
previous MMC strengthening efforts \( (e.g., \textbf{[235]}) \), Lee and Taya \textbf{[134]} considered the interaction of prestrains in the SMA reinforcement and plasticity in the metal matrix and predicted the increase in the effective yield strength through shape memory recovery. Birman \textbf{[34, 35]} developed a three-dimensional “exact inverse” method utilizing the Mori-Tanaka method to determine the effect of transformation on the effective thermomechanical properties and stress state of an SMA reinforced composite \textbf{[34]} and energy dissipation \textbf{[35]}.

Although not as prevalent, other mean-field approaches have been used for the analysis of SMA composites. For instance, a self-consistent scheme was constructed by Cherkaoui and colleagues \textbf{[58]} and used to study the stress and strain states of the phases as a function of the applied thermomechanical loading. In a subsequent effort by Song \textit{et al.} \textbf{[219]}, this model to study the influences of a wide set of loading and phase distribution parameters and noted a strong dependence on these parameters. A separate investigation by Marfia and Sacco \textbf{[154]} also developed a self-consistent formulation. In this case, however, a tension–compression asymmetric SMA constitutive routine was incorporated and the corresponding effects considered. Importantly, as a part of this effort, the authors also constructed a UC FEM to validate their model. Briggs and Ponte Catanderda \textbf{[42]}, on the other hand, utilized a second order variational approach to explore optimization of an SMA composite in terms of maximum contraction (via recovery) and bandwidth. From their analysis, it was noted that a soft matrix with restrained fibers could lead to a better response time – albeit with an associated energy penalty.

Mean-field approaches, although potent tools for the quick, efficient analysis of inelastic composites, do have a number of complications and limitations. For instance, microstructures that may be considered are typically somewhat simple. For instance, Eshelby based approaches require an elliptical inhomogeneity shape and a clear dis-
tinct matrix should be evident (self-consistent approaches for polycrystalline materials have been developed). In some more complex microstructures, parameterizing the microstructure in such a way may be difficult if not impossible – e.g., two-phase interpenetrating composites with roughly equivalent volume fractions. Additionally, as only phase average responses are considered some issues driven by local stress-concentrations and concerns may not be captured. An example of this is the over-prediction of the pseudoelastic onset stress noted by Qidwai and coworkers [190]. In previous investigations with elastic-plastic materials, it has also been shown that the choice of stiffness tensor (scent, isotropized tangent, or anisotropic tangent) used in the micromechanical formulation produces substantially different inelastic responses (in the form of hardening during yielding) [48]. Such limitations have been investigated and discussed in detail for elastic-plastic materials [48, 181, 211] and are expected with other inelastic responses (e.g., martensitic transformation). One way that has been considered to address many of these concerns is the utilization of computationally more expensive full-field analysis techniques.

In terms of SMA composites, both UC and RVE full-field methods have been utilized and efforts towards this end are presented in Table 1.2. With respect to the former, UC methods have been applied to study a variety of heterogeneous material systems. For instance, Qidwai et al. [190] considered the response of porous SMAs considering both open and closed porosity while the response of NiTi fiber reinforced metallic elastic-plastic [64,65] and elastomer [4] matrix materials has also been explored. In the former investigations, the impact of volume fraction, cross-sectional shape, and pre-strain on both proportional and non-proportional loadings were analyzed [64,65] while the latter focused on internal stresses induced by the fiber SME [4]. A variety of UCs for different hybrid composites with different reinforcement configurations and latent heat conditions were explored by Aurrichio.
and Petrini [12]. Sepiani and Ghazavi [212] treated the problem of an SMA reinforced woven composite under biaxial loadings and noted the substantial impact of the SME on the in-plane behavior of such woven materials. Approaches using asymptotic expansion methods have also been adopted. Specifically, Chatzigeorgiou et al. [51] investigated periodic composites with SMA constituents and utilized a step-by-step approach to simultaneously solve the micro- and macroscale problems. The developed framework was used to analyze multilayered systems with metallic elastic-plastic and SMA layers under different combined tension-shear isothermal mechanical loadings. They noted a strong interaction between the transformation and plasticity mechanisms and a loss of convexity in the effective austenite finish yield surface under some combined loadings. The case of SMA wire reinforced composites was investigated via an asymptotic expansion approach by Herzog and Jacquet [102]. The multiscale problem was also tackled by Marfia and colleagues [152,153] by using a self-consistent technique in a computationally efficient fashion.

In a series of investigations, Freed, Aboudi and coworkers utilized the high-fidelity method of cells [2] to study a range of SMA composite materials. For instance, the role of prestressed SMA fibers in concrete materials was explored using both a damage-based [85] and a coupled damage-plastic [82] constitutive model for the concrete matrix. Through these investigations, the ability of such SMA reinforcement to improve the yield strength of the effective concrete was considered. It was shown that higher activation temperatures produced corresponding gains in the preferable prestresses [85] and decreased residual plastic strains in the damage-plastic case [82]. Further studies explored the impact of heat transfer and thermomechanical coupling on SMA reinforced aluminum and epoxy systems and was demonstrated that these effects were more pronounced in the former case [84]. Various combinations of axial and transverse loadings and their impact on the OWSME and TWSME of those
same composite systems [83]. In all of these UC cases, however, the computational
domains considered remain rather simple – mostly in the form of a single inhomogeneity.

To enable more detailed representations of microstructures, 3D RVEs are often
constructed. Unlike UCs which are based on a repeatable microstructural unit, RVEs
are invoked to study irregular microstructures in which a statistically representative
volume is identified and appropriate computational domain constructed. Although a
number of definitions of an RVE may be found in the literature [70,104,110,115], the
fundamental premise of an RVE is that the response of the associated computational
domain \((i)\) does not depend on the macroscopic boundary conditions [104,110] and
\((ii)\) is sufficiently large such that macroscopic response is spatially independent [70].
The necessary size to address these concerns is a function of microstructural features
and responses and ways to identify the requisite size and sampling techniques have

\[\text{Table 1.2: Full-field approaches used to investigate SMA-reinforced composites [137]}\]

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Reinforcement</th>
<th>Matrix</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit cell</td>
<td>–</td>
<td>Porous SMAs</td>
<td>[190]</td>
</tr>
<tr>
<td>”</td>
<td>Fiber</td>
<td>Elastomer</td>
<td>[4]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Elastomer or Metal</td>
<td>[64,65]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Nylon fiber/ elastomer</td>
<td>[212]</td>
</tr>
<tr>
<td>”</td>
<td>Homogenization</td>
<td>”</td>
<td></td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Elastomer</td>
<td>[102,153]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Polymer</td>
<td>[12,83,84]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Metal</td>
<td>[12,51,83,84,152]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Concrete</td>
<td>[82,85]</td>
</tr>
<tr>
<td>”</td>
<td>–</td>
<td>SMA honeycombs</td>
<td>[86]</td>
</tr>
<tr>
<td>RVE analysis</td>
<td>–</td>
<td>Precipitated SMAs</td>
<td>[25]</td>
</tr>
<tr>
<td>”</td>
<td>”</td>
<td>Porous SMAs</td>
<td>[10,174,189]</td>
</tr>
<tr>
<td>”</td>
<td>Particulate</td>
<td>MAX Phase</td>
<td>[57,141]</td>
</tr>
<tr>
<td>”</td>
<td>Fiber</td>
<td>Metal</td>
<td>[119]</td>
</tr>
</tbody>
</table>
been presented by Kanit et al. [115].

Although extensively utilized in elastic-plastic materials, the adoption of 3D RVEs for the analysis of SMA composites is still somewhat limited. Until recently, most such efforts were with respect to porous SMAs [10, 174, 189]. In the earliest case, Qidwai and DeGiorgi [189] focused on the dynamic behavior of porous NiTi. Importantly, however, they constructed their computation RVE in a statistically-informed fashion using characterization results from X-ray microtomography. Subsequent efforts, however, by Panico and Brinson [174] and Ashrafi et al. [10] used a random RVE generation approach. The former effort explored the development of permanent strains in the SMA matrix through pseudoelastic loadings [174] while the latter investigation focused on studying the pressure dependence of the porous RVEs to motivate the development of a constitutive model [10]. A later effort by Baxevanis and coworkers [25] tackled the problem of the impact of precipitates on the effective thermomechancial response of bulk Ni-rich SMAs. To that end, they constructed a series of RVEs with different numbers, and sizes, of precipitates and simulated the response through both pseudoelastic and actuation loading paths incorporating diffusional and coherency effects. A recent extension to this work has focused on predicting the response of such SMAs considering different heat treatments by constructing appropriate RVEs and good agreement between experiments and numerical efforts was shown [63]. In a somewhat different vein, Kohlhaas and Klinkel [119] utilized an FE² approach to study different configurations of SMA wire reinforced structures thereby demonstrating the capability of an FE² approach to analyze such problems.

In the SMA-MAX phase composite case of interest to this work, a number of complications not yet addressed by the previous composite models may be identified. First, with the exception of the concrete examples, most efforts have focused
on porous, polymer matrix, or metal matrix systems. The impact of the much stiffer ceramic MAX phase on the transformation characteristics (both during elastic and inelastic loading) needs to be addressed. Additionally, although some efforts have looked at the response of these composites through SME recovery (e.g., [82, 85]) that actuation response with multiple inelastic constituents has yet to be explored. Beyond these constitutive issues, another challenge is posed by the SMA-MAX phase composites and their microstructures. Specifically, the manufacture of the composites (via spark plasma sintering) results in the formation of porosity (up to \( \approx 15\% \) depending on sintering conditions) and the reduction in transformable NiTi - up to half of the initial material may be unable to transform in the worst cases of NiTi – Ti_2AlC composites [108]. This latter effect is primarily associated with NiTi being consumed by interface reactions and corresponding compositional changes and can have a substantial impact on the effective composite response [108]. Therefore, the porosity and non-transforming material are essentially additional phases that must be accounted for in the microstructural model. As most efforts discussed above focus solely on two-phase systems, the incorporation and study of effects related to these phases need to be performed. The exception to this statement is a previous effort by Cheng et al. [57] who analyzed the thermal properties of the NiTi – Ti_3SiC_2 composite incorporating both an interphase and porosity. In this study, the interface was shown to play a strong role in lowering the heat flux through the NiTi phase. Their analysis, however, was limited to the purely thermal case.

1.3 Objectives and Specific Aims

As discussed above, recent efforts into the production and characterization of SMA-MAX phase ceramic composites have highlighted a number of interesting responses and characteristics associated with the nonlinear constituents. To further
analyze and expand on these issues, model(s) of these composite systems are needed to not only provide additional insight and aid in understanding the experimental results but also provide feedback in to material developers in terms of ways to improve specific responses. For instance, experimental results have indicated a roughly order of magnitude difference in actuation strain developed during constant stress thermal cycles between NiTi – Ti₃SiC₂ and NiTi – Ti₂AlC composites given similar compositional concentrations [120, 141] although the source of this difference is still being explored. Additionally, the role of the microstructure (potentially associated with the previous observation) on the various responses of the composite system needs to be identified and accounted for.

Therefore, in this work, a series of models are constructed to analyze and investigate the response of these composites. Given the complexity of the composite systems (both in terms of microstructure and nonlinear constituents) involved, this is done via a multistage approach. First, in Section 2, micromechanical models of the system are developed to investigate the effective transformation characteristics of stiff, ceramic matrix system and look at the impact of martensitic transformation on load redistribution. To build upon these results, in Section 3, image-based finite element approaches are used to model the response of NiTi – Ti₂AlC system and investigate the interaction of nonlinear constitutive response of the different phases. Importantly, the impact of the additional phases present in the system on the effective response are explored. These investigations focus on the development of permanent deformations in the Ti₂AlC and neglect some of the other inelastic responses. Section 4 seeks to rectify this problem and develop a constitutive model for polycrystalline MAX phases accounting for multiple inelastic mechanisms and discusses the numerical implementation of said model. This expanded model is then used in Section 5 to consider the impact of these additional mechanisms and consider
the relative impact of the different mechanisms. Concluding remarks summarizing this work and thoughts towards future efforts in this area are given in Section 6.
2. EFFECTIVE SMA COMPOSITE TRANSFORMATION CHARACTERISTICS*

Before proceeding into analysis of specific loading paths, it is beneficial to consider and investigate the effective transformation characteristics of these composites. Specifically, given the strong contrast in thermomechanical materials and large transformation strains that may develop in the SMA phase, establishing the interaction between these deformations and the matrix remains crucial in understanding any stress redistribution or similar effects in such composites. These behaviors will play a strong role in the following analysis and understanding them ahead of time will aid in the interpretation of the results. Therefore, a micromechanical model of the composite system is constructed and used to determine the state of the material at the beginning and end of transformation and consider both the effective behavior of the composite system and the interaction between the various constituents. Therefore, in this section the model is introduced in Section 2.1 and results are then presented in Section 2.2. A summary of the important findings are then presented in Section 2.3.

2.1 Modeling Approach

In developing the model for the composite system two components are needed – constitutive models of the phases and a micromechanical model. With respect to the former, a reversible constitutive model for SMAs is introduced in Section 2.1.1 while a micromechanical approach capable of describing an appropriate composite is introduced in Section 2.1.2. The two models are then combined in Section 2.1.3 to

*Portions of this chapter are reprinted from “Transformation Characteristics of SMA Composites” by B. T. Lester, Y. Chemisky, and D. C. Lagoudas Smart Materials and Structures, 20, 094002 ©IOP Publishing [138].
develop a framework capable of describing the behaviors of SMA composites.

2.1.1 Shape Memory Alloy Modeling

Constitutive modeling of SMAs has been extensively explored in the past quarter century or so. Broadly speaking, these efforts focus on two main thrusts – micromechanical [178] and phenomenological [127] approaches. The former efforts focus on modeling the result of a single crystal from a micromechanical standpoint by focusing on the kinetics of transformation and then averaging the response over a polycrystal to get an effective response [109, 142, 177]. Typically such approaches are computationally intensive and ill-suited to large scale structural simulation. Phenomenological models, on the other hand, focus on utilizing appropriate internal state variables to describe the macroscopically observable response and enable much more efficient modeling of an SMA polycrystal. A number of such models (e.g., [55, 124, 173]) have been constructing using a variety of ensembles of internal state variables (ISVs) (typically various combinations of martensitic variant volume fractions and transformation strain tensors) and used to model the response of SMA structures. In the following work, the recent phenomenological model of Lagoudas et al. [124] will be utilized as it is developed with an eye towards the efficient analysis of the actuation response of SMA composites and has been used to analyze a variety of SMA structures and components [96, 169]. Furthermore, this model is an extension of earlier forms of the model of Boyd and Lagoudas [40] and the unified model of Lagoudas et al. [125]. Subsequent efforts have further developed the model [123, 192]. For use in the micromechanical model development and aid in subsequent discussion, the model is briefly presented.

The work of Lagoudas et al. [124] develops a phenomenological model for the macroscopic behavior of SMAs. Specifically, an internal state variable approach
is adopted which utilizes continuum thermodynamics to derive constitutive relations [59, 60]. The martensitic volume fraction, $\xi$, and transformation strain tensor, $\varepsilon_{ij}^{tr}$, are used as state variables to capture the effects of the changing internal crystallographic configuration on the macroscopic material response. From the resulting analysis of the free energy, an additive strain decomposition is returned which may be written as (in an incremental, rate-independent form\(^2\)),

$$d\varepsilon_{ij} = d\varepsilon_{ij}^{el} + d\varepsilon_{ij}^{th} + d\varepsilon_{ij}^{tr}, \quad (2.1)$$

with $d\varepsilon_{ij}$, $d\varepsilon_{ij}^{el}$, and $d\varepsilon_{ij}^{th}$ being the total, elastic, and thermal strain increments. The total strain increment, $d\varepsilon_{ij}$ is assumed to be prescribed by the boundary value problem of interest while the thermoelastic strain increments may be written as,

$$d\varepsilon_{ij}^{el} = M_{ijkl} (\xi) d\sigma_{kl} + dM_{ijkl} (\xi) \sigma_{kl}, \quad (2.2)$$

and

$$d\varepsilon_{ij}^{th} = \alpha_{ij} (\xi) dT + d\alpha_{ij} (\xi) (T - T_0), \quad (2.3)$$

where $M_{ijkl}$ and $\alpha_{ij}$ are the current fourth-order compliance tensor and second-order coefficient of thermal expansion tensor, respectively. External state variables, the Cauchy stress and temperature, are denoted $\sigma_{ij}$ and $T$ with $T_0$ being a reference, strain free temperature. In the two preceding relations, an explicit dependence of the thermoelastic tensors on the martensitic volume fraction is shown. Previous investigations have shown that the rule of mixtures is sufficient to capture the evolution [39] and the current compliance and thermal expansion tensors may be given as $M_{ijkl} = M_{ijkl}^A + \xi \Delta M_{ijkl}$ and $\alpha_{ij} = \alpha_{ij}^A + \xi \Delta \alpha_{ij}$, respectively, and a superscript

\(^2\)In this relation, and all that follow, typical Einstein notation convention is assumed and utilized.
A (or M) denote the austenitic (martensitic) property. The \( \Delta \) is used to define the difference between the martensitic and austenitic values - e.g., \( \Delta \alpha_{ij} = \alpha^M_{ij} - \alpha^A_{ij} \). In what follows, the explicit dependence of the thermoelastic properties on \( \xi \) will be assumed and not shown for brevity and it is assumed that each phase is thermoelastically isotropic.

Next, the evolution of the inelastic transformation strain needs to be defined. To this end, it is postulated that transformation is a volume-preserving, shear based deformation \[192\] and the transformation evolves with (and only with) changes in the martensitic volume fraction leading to an evolution expression of the form,

\[
d\varepsilon^r_{ij} = \Lambda^r_{ij} d\xi.
\]

where \( \sigma'_{ij} \) is the deviatoric stress tensor defined via \( \sigma'_{ij} = \sigma_{ij} - \frac{1}{3} \sigma_{kk} \delta_{ij} \) (\( \delta_{ij} \) being the kronecker delta) and \( \sigma^{VMeff} \) is the von Mises effective stress and is defined as \( \sigma^{VMeff} = \sqrt{\frac{3}{2} \sigma'_{ij} \sigma'_{ij}} \). The current transformation strain magnitude, \( H^{cur} \) is assumed to be a function of the effective stress magnitude \[95,124\] and is given as,

\[
H^{cur} = \begin{cases} 
H_{\text{min}} & \sigma^{VMeff} \leq \sigma^{VMeff}_{\text{crit}} \\
H_{\text{min}} + (H_{\text{sat}} - H_{\text{min}}) \left( 1 - e^{-k(\sigma^{VMeff}_{\text{crit}} - \sigma^{VMeff})} \right) & \sigma^{VMeff} > \sigma^{VMeff}_{\text{crit}}
\end{cases}
\]

with \( H_{\text{min}} \) and \( H_{\text{sat}} \) being the minimum and maximum observed transformation strain magnitude corresponding to any observed TWSME behavior and full detwinning, respectively. Fitting terms \( k \) and \( \sigma^{VMeff}_{\text{crit}} \) are used to approximate the evolution of macroscopic inelastic strain magnitude due to the stress dependence of the detwinning process without introducing an extra internal state variable and the ensuing additional complexity and computational cost. The form of the reverse transfor-
mation tensor is selected to enforce the physical constraint that when the material is fully austenitic \((\xi = 0)\) no transformation strains should be present \((\varepsilon_{ij}^{tr} = 0)\). Therefore, \(\varepsilon_{ij}^{tr - rev}\) and \(\xi^{rev}\) correspond to the transformation strain tensor and martensitic volume fraction at reversal.

Finally, to complete the previous relations, the increment of martensitic volume fraction \(d\xi\) needs to be found. This is done by using the transformation strain evolution equation (Eqn. 2.4) and the second law of thermodynamics. Through this process, a thermodynamic driving force conjugate to transformation, \(\pi^t\), is found and may be given as\(^3\),

\[
\pi^t = \sigma_{ij}N_{ij} + \frac{1}{2}\sigma_{ij}\Delta M_{ijkl}\sigma_{kl} + \sigma_{ij}\Delta \alpha_{ij}(T - T_0) + \rho\Delta s_0 T - \rho\Delta u_0 - f^t. \tag{2.6}
\]

In Eqn 2.6, \(\rho\), \(s_0\), and \(u_0\) are the material density, reference entropy, and reference entropy, respectively, and \(f^t\) is the smooth hardening function which is solely a function of the martensitic volume fraction and material parameters. Utilizing this thermodynamic driving force, a transformation function (analogous in purpose to a yield function in plasticity) of the form,

\[
\Phi^t \equiv \begin{cases} 
\pi^t_{fwd} - Y^t_{fwd}(\sigma_{ij}) & d\xi > 0 \\
-\pi^t_{rvs} - Y^t_{rvs}(\sigma_{ij}) & d\xi < 0
\end{cases}, \tag{2.7}
\]

is assumed in which \(Y^t\) is the critical value for forward or reverse martensitic transformation and is assumed to depend on the stress following experimental observations \((Y_0^t = Y_0^t + D\sigma_{ij}A_{ij}^{t - \gamma})\) \([95, 124]\). The subscripts \(fwd\) and \(rvs\) are used to indicate the form of the functions for forward and reverse transformation, respectively. This

\(^3\)Following common SMA modeling practice it is assumed that the specific heats of the two phases are the same so that \(\Delta c = 0\)
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constitutive model has previously been numerically implemented as a user material subroutine (UMAT) [96, 124] in Abaqus [1] via an elastic-predictor, inelastic corrector approach with a convex cutting plane - return mapping correction scheme [213]. Although not unconditionally convergent, past studies have shown that for a vast majority of problems of interest the convex cutting plane approach is sufficient to achieve convergence with substantial increases in computational speed [191].

2.1.2 Micromechanical Model

A micromechanical approach capable of describing the response of an SMA composite at the beginning and end of transformation is needed. Specifically, the problem of a thermoelastic matrix with embedded SMA inhomogeneities is studied. By focusing on the state of the material at the beginning and end of transformation, effects like thermal expansion mismatch and transformation strains developed during a cycle may all be considered to be inelastic eigenstrains and the problem becomes that of an inhomogeneous inhomogeneity. Therefore, the results and methodologies of Eshelby [77] and his equivalent inclusion method [160, 195] may be leveraged.

To develop the model of interest, a composite like that presented in Fig. 3a is considered. Specifically, the general composite being investigated is comprised of $N$ elliptically shaped inhomogeneities each comprising a volume fraction $c^i$ (with the constraint $\sum_{i=0}^N c^i = 1$) embedded in a distinct matrix. In this case, it is assumed that the SMA constituents are the composite reinforcement and are treated as inhomogeneities. The elastic stiffness of the inhomogeneities and matrix are given by $L_{ijkl}^r$ and $L_{ijkl}^0$, respectively. In the following, a superscript will be used to denote the phase of the variable being considered with “0” being the matrix while an overbar is used for effective, composite measures. The composite is taken to have an effective
stiffness, stress, and strain represented by $\bar{L}_{ijkl}$, $\bar{\sigma}_{ij}$, and $\bar{\varepsilon}_{ij}$, respectively, where the effective stress and strain are volume averaged quantities (e.g., $\bar{\sigma}_{ij} = \int_V \sigma_{ij} dV$). Additionally, as the average response is of interest here, only phase average values of the various field quantities will be discussed. For instance, $\bar{\varepsilon}_{ij}^r$ is the average strain of the $r$-th phase and is defined via $\bar{\varepsilon}_{ij}^r = \int_{V_r} \varepsilon_{ij} dV$. Furthermore, it is assumed that an homogeneous temperature field is present. Finally, the following assumptions are introduced with respect to the stress and strain of the constituents and composite materials:

1. Tractions $t_i$ applied along the boundary $S$ (with outward normal, $n_i$) of the composite are taken to be $t_i = \bar{\sigma}_{ij} n_j$ with the volume averaged stress also being the applied.
2. Transformation strains are treated as inelastic eigenstrains in the inhomogeneities. Noting Eqn. 2.5, however, these strains depend on (i) the stress level of the given SMA inhomogeneity, $\sigma_{ij}^r$, and (ii) the loading path history. With respect to the latter consideration, the analysis here will be limited to proportional loadings. The former point introduces a coupling between the constitutive and micromechanical behaviors and will be addressed later in this section.

3. The average strain in the $r$-th SMA inhomogeneity may be additively decomposed as:

$$\varepsilon_{ij}^r = \varepsilon_{ij}^{r-el} + \varepsilon_{ij}^{r-th} + \varepsilon_{ij}^{r-tr},$$

(2.8)

where $\varepsilon_{ij}^r$, $\varepsilon_{ij}^{r-el}$, $\varepsilon_{ij}^{r-th}$, and $\varepsilon_{ij}^{r-tr}$ are the total, elastic, thermal, and transformation strains, respectively. The local constitutive law of the $r$-th SMA phase is then written as,

$$\sigma_{ij}^r = L_{ijkl}^r (\varepsilon_{kl}^{r} - \varepsilon_{kl}^{r-th} - \varepsilon_{kl}^{r-tr})$$

(2.9)

4. The matrix phase is taken to be thermoelastic whose total strain is written,

$$\varepsilon_{ij}^0 = \varepsilon_{ij}^{0-el} + \varepsilon_{ij}^{0-th},$$

(2.10)

producing a constitutive law of the form,

$$\sigma_{ij}^0 = L_{ijkl}^0 (\varepsilon_{kl}^0 - \varepsilon_{kl}^{0-th}).$$

(2.11)

One essential feature of bulk SMAs that need to be incorporated in any micromechanical approach is the developed inelastic transformation strains. The evolution of such strains is typically modeled with an incremental formulation (see Section 2.1.1)
although here an alternative approach is sought so that only the total strains are considered. A solution is readily apparent by treating the transformation strains as eigenstrains in the micromechanical context. The complexity in this, however, is that transformation and its induced eigenstrains will alter the micromechanical stress partitioning. Therefore, a coupling between the global micromechanical and local constitutive behaviors is observed and must be both be satisfied.

To construct the model to that end, the Eshelby Equivalent Inclusion Method [77, 160, 195] and the Mori-Tanaka approximation [30, 195] will be utilized. First, the single inhomogeneity problem represented by Fig. 3b is considered and Eqn. 2.9 is recalled. It is noted that the total strain field, $\varepsilon_{ij}^r$ may be decomposed as $\varepsilon_{ij}^r = \bar{\varepsilon}_{ij} + \tilde{\varepsilon}_{ij}$ where $\tilde{\varepsilon}_{ij}$ is the perturbation strain field arising from the presence of the inhomogeneity. The constitutive law may then be rewritten as,

$$\sigma_{ij}^r = L_{ijkl}^r (\bar{\varepsilon}_{kl} + \tilde{\varepsilon}_{kl} - \varepsilon_{kl}^{r-in} ),$$  \hspace{1cm} (2.12)

with $\varepsilon_{ij}^{r-in}$ being introduced as the combined inelastic strain tensor and defined as $\varepsilon_{ij}^{r-in} = \varepsilon_{ij}^{r-th} + \varepsilon_{ij}^{r-tr}$. Following the approach of Eshelby, this constitutive law may also be rewritten by introducing an additional eigenstrain, $\varepsilon_{ij}^{r-*}$, associated with the difference in stiffness between matrix and inhomogeneity such that

$$\sigma_{ij}^r = L_{ijkl}^0 (\bar{\varepsilon}_{kl} + \tilde{\varepsilon}_{kl} - \varepsilon_{kl}^{r-in} - \varepsilon_{kl}^{r-*} ).$$  \hspace{1cm} (2.13)

Equating Eqns. 2.12 and 2.13 yields the classical equivalence statement,

$$L_{ijkl}^r (\bar{\varepsilon}_{kl} + \tilde{\varepsilon}_{kl} - \varepsilon_{kl}^{r-in} ) = L_{ijkl}^0 (\bar{\varepsilon}_{kl} + \tilde{\varepsilon}_{kl} - \varepsilon_{kl}^{r-in} - \varepsilon_{kl}^{r-*} ).$$  \hspace{1cm} (2.14)
Additionally, it is observed from Eqn. 2.10 that both matrix and inhomogeneities may have inelastic strain contributions. As such, it is assumed that the effective strain tensor has elastic and inelastic components and may therefore be decomposed as
\[ \bar{\varepsilon}_{ij} = \bar{\varepsilon}_{ij}^{el} + \bar{\varepsilon}_{ij}^{in} \]
and the previous equivalent statement may be rewritten as,
\[ L_{ijkl}^{r} (\bar{\varepsilon}_{kl}^{el} + \bar{\varepsilon}_{kl} - (\varepsilon_{r-in}^{"} - \bar{\varepsilon}_{kl}^{in})) = L_{ijkl}^{0} (\bar{\varepsilon}_{kl}^{el} + \bar{\varepsilon}_{kl} - (\varepsilon_{r-in}^{"} - \bar{\varepsilon}_{kl}^{in}) - \varepsilon_{kl}^{r-*}) \].

(2.15)

In this way, any inelastic eigenstrains are now separated and treated in a combined fashion enabling the consideration of an inelastic matrix. A total equivalent eigenstrain is then introduced of the form
\[ \varepsilon_{r-*}^{r-*} = \varepsilon_{r-*}^{r-*} + (\varepsilon_{r-in}^{"} - \bar{\varepsilon}_{ij}^{in}) \]
such that the classical solution of Eshelby relating the perturbation and eigenstrain fields,
\[ \bar{\varepsilon}_{ij}^{r} = S_{ijkl}^{r} \varepsilon_{kl}^{r-*} \],

(2.16)

may be introduced. In Eqn. 2.16, \( S_{ijkl}^{r} \) is the Eshelby tensor that is a function of the thermoelastic properties of the matrix and inhomogeneity shape. Closed form solutions of this tensor for simple cases (e.g., spherical or fiber inhomogeneities in an isotropic matrix) may be found in various texts [160, 195] while a numerical scheme based on gauss integration has been developed by Gavazzi and Lagoudas [89] for the general anisotropic case. Equation 2.15 may then be solved analytically for \( \varepsilon_{r-*}^{r-*} \) in terms of the applied and inelastic strains and combined with Equations 2.12 and 2.16 yields a new constitutive law of the form,
\[ \sigma_{ij}^{r} = L_{ijkl}^{r} \left( T_{klmn}^{r} \varepsilon_{mn}^{el} + R_{klmn}^{r} (\varepsilon_{mn}^{r-in} - \bar{\varepsilon}_{mn}^{in}) \right), \]

(2.17)
where $T_{ijkl}^r$ and $R_{ijkl}^r$ are the Eshelby interaction tensor and inelastic interaction tensor. These tensors take the form,

$$T_{ijkl}^r = \left[ I_{ijkl} + S_{ijmn}^r \left( L_{mnrs}^0 \right)^{-1} \left( L_{rskl}^r - L_{rskl}^0 \right) \right]^{-1},$$

with $I_{ijkl}$ being the fourth order identity tensor ($I_{ijkl} = \frac{1}{2} (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk})$) and

$$R_{ijkl}^r = S_{ijmn}^r \left[ (L_{mnrs}^r - L_{mnrs}^0) S_{rspq}^r + L_{mnqp}^0 \right]^{-1} L_{qplk}^r - I_{ijkl}.$$  

To relate the local constitutive law, Eqn. 2.17, to the global effective stress, the definition of the effective stress is recalled,

$$\bar{\sigma}_{ij} = \sum_{r=0}^N c_r^r \sigma_{ij}^r = \sum_{r=0}^N c_r^r L_{ijkl}^r \left( T_{klmn}^r \varepsilon_{mn}^{el} + R_{klmn}^r \left( \varepsilon_{mn}^{r-in} - \varepsilon_{mn}^{0-in} \right) \right).$$

The Mori-Tanaka assumption [30, 159, 160] schematically depicted in Fig. 3b is introduced. Specifically, in this limited RVE, the applied traction is assumed to correspond to the matrix value to account for interaction effects between the various precipitates. Therefore, $\bar{\varepsilon}_{ij}^{el} = M_{ijkl}^0 \sigma_{kl}^0$ and $\bar{\varepsilon}_{ij}^{in} = \varepsilon_{ij}^{0-in}$ leading to a revised form of Eqn. 2.20,

$$\bar{\sigma}_{ij} = \sum_{r=0}^N c_r^r L_{ijkl}^r \left( T_{klmn}^r M_{mnrs}^0 \sigma_{rs}^0 + R_{klmn}^r \left( \varepsilon_{mn}^{r-in} - \varepsilon_{mn}^{0-in} \right) \right).$$

Importantly, the inelastic eigenstrain in the right-most term in now written as the different between the inhomogeneity and matrix inelastic strains. Therefore, any inelastic strains in the matrix may be incorporated in the formulation in the same fashion that inelastic responses in the inhomogeneities are being investigated here.
Eqn. 2.17, an expression for the stress in the $r$-th phase may be found,

$$\sigma_{ij}^r = B_{ijkl}^r \left( \bar{\sigma}_{kl} - \sum_{n=0}^{N} c^n L_{klmn}^n R_{mnrs}^n (\varepsilon_{rs}^{r-in} - \varepsilon_{rs}^{0-in}) \right) + L_{ijkl}^r R_{klmn}^r (\varepsilon_{mn}^{r-in} - \varepsilon_{mn}^{0-in}),$$

(2.22)

in terms of the macroscopically known applied stress, $\bar{\sigma}_{ij}$, the inelastic eigenstrains, and the stress concentration tensor, $B_{ijkl}^r$, that takes the classic form,

$$B_{ijkl}^r = L_{ijmn}^r T_{mnrs}^r M_{rso}^0 \left[ \sum_{n=0}^{N} c^n L_{opab}^n T_{abcd}^n M_{cdkl}^0 \right]^{-1}.$$  

(2.23)

2.1.3 Micromechanical Model of the Effective Transformation Behavior of an SMA Composite

With the constitutive and micromechanical models established, the two models are now combined to produce a model capable of exploring the effective transformation behavior of an SMA composite. Specifically, a two-phase SMA composite is considered, where the SMA inhomogeneities are collectively treated as one phase having the same shape and orientation with volume fraction $c^{SMA}$ and all quantities related to this phase are denoted with the superscript “SMA”. The second phase is the thermoelastic MAX phase matrix, and all quantities related to this phase are denoted by the subscript 0. To determine the effective transformation surfaces of the considered composite, namely $M_s$, $M_f$, $A_s$ and $A_f$, the four corresponding transformation conditions must be determined. Such surfaces are functions of the bulk SMA state and its material parameters. In the composite case, however, the SMA stress is a function of the applied macroscopic loading and microstructural parameters. With
this in mind, the four transformation conditions may be expressed as Eqns. 2.24,

\[
\Phi_{\text{fwd}}^t(\sigma_{ij}^r (\bar{\sigma}_{kl}), T, \xi = 0) = 0 \Rightarrow T = M_s,
\]

\[
\Phi_{\text{fwd}}^t(\sigma_{ij}^r (\bar{\sigma}_{kl}), T, \xi = 1) = 0 \Rightarrow T = M_f,
\]

\[
\Phi_{\text{rev}}^t(\sigma_{ij}^r (\bar{\sigma}_{kl}), T, \xi = 1) = 0 \Rightarrow T = A_s,
\]

\[
\Phi_{\text{rev}}^t(\sigma_{ij}^r (\bar{\sigma}_{kl}), T, \xi = 0) = 0 \Rightarrow T = A_f,
\]

(2.24)

where the local dependence on the global variables is explicitly given. The determination of these surfaces in terms of macroscopic variables may be performed as follows:

1. To determine the effective transformation surface corresponding to the onset of forward transformation, \( M_s \), it is first noted that the SMA is in the austenitic state. Thus, the transformation strain is zero \( (\varepsilon_{ij}^{tr} = 0) \) and the elastic stiffness is that of the SMA is that of austenite, \( L_{ijkl}^{SMA} = L_{ijkl}^A \). The inelastic strain simply reduces to the thermal expansion strain and becomes,

\[
\varepsilon_{ij}^{SMA-in} = \alpha_{ij}^{SMA} (T - T_{ref}),
\]

(2.25)

In this case, the local SMA stress is written, as:

\[
\sigma_{ij}^{SMA} = B_{ijkl}^{SMA-A} \bar{\sigma}_{kl} - b_{ijkl}^A (\alpha_{kl}^{SMA} - \alpha_{kl}^{MAX}) (T - T_{ref}),
\]

(2.26)

with

\[
b_{ijkl}^A = L_{ijmn}^{A} R_{mnrs}^{SMA-A} \left( \epsilon_{ijkl}^{SMA} \sigma_{mnkl}^{SMA-A} - I_{mnkl} \right),
\]

(2.27)

where the superscript “SMA-A” refers to tensors evaluate using the thermoelas-
tic properties of an austenitic SMA. To determine the onset of transformation, the local transformation criteria $\Phi_{\text{fwd}}(\sigma_{ij}^{\text{SMA}}, T, \xi = 0) = 0$ needs to be satisfied with $\sigma_{ij}^{\text{SMA}}$ defined via Eqn. 2.26. Hence, an effective transformation criterion for the onset of forward transformation is written as,

$$\bar{\Phi}_{\text{fwd}}(\bar{\sigma}_{ij}, T, 0) = (1 - D) \left( B_{ijkl}^{\text{SMA}} - A_{ijkl} \bar{\sigma}_{kl} \right)$$

$$- b_{ijkl}^{A} \left( \alpha_{kl}^{\text{SMA}} - \alpha_{kl}^{MAX} \right) (T - T_{\text{ref}}) \Lambda_{ij}^{\text{fwd}}$$

$$+ \frac{1}{2} \left[ \left( B_{ijkl}^{\text{SMA}} - A_{ijkl} \bar{\sigma}_{kl} - b_{ijkl}^{A} \left( \alpha_{kl}^{\text{SMA}} - \alpha_{kl}^{MAX} \right) (T - T_{\text{ref}}) \right) \right]$$

$$\Delta M_{ijmn} \left( B_{mnrs}^{\text{SMA}} - A_{mnrs} \bar{\sigma}_{rs} \right)$$

$$b_{mnrs}^{A} \left( \alpha_{rs}^{\text{SMA}} - \alpha_{rs}^{MAX} \right) (T - T_{\text{ref}}) \right)$$

$$+ \rho \Delta s_{0} T - \rho \Delta u_{0} + f_{fwd}^{t}(0) - Y_{0}^{t} = 0. \quad (2.28)$$

This condition is satisfied when $T = M_s$, yielding the effective transformation surface as a function of the applied stress $\bar{\sigma}_{ij}$.

2. To find the transformation limit for the end of forward transformation, at which point the SMA is fully martensitic, the transformation strain needs to be accounted for. In this case, the inelastic strain in the SMA phase is written:

$$\varepsilon_{ij}^{\text{SMA-in}} = \alpha_{ij}^{\text{SMA}} (T - T_{\text{ref}}) + \varepsilon_{ij}^{\text{tr}}, \quad (2.29)$$

To determine the functional form of the transformation strain, the evolution equation (Eqn. 2.4) is integrated for the case of full transformation under isobaric stress conditions. This assumption is a reasonable approximation in the case of proportional loadings. Therefore, the transformation strain is taken to
be:
\[ \varepsilon_{ij}^{tr} = H_{cur} \left( \sigma_{ij}^{SMA-VM_{eff}} \right) \frac{3}{2} \frac{\sigma_{ij}^{SMA}}{\sigma_{ij}^{SMA-VM_{eff}}}. \] (2.30)

With this assumption, the expression of the local stress in the SMA phase becomes:
\[ \sigma_{ij}^{SMA} = B_{ijkl}^{SMA-M} \sigma_{kl} - b_{ijkl}^{SMA-M} \left[ \left( \alpha_{kl}^{SMA} - \alpha_{kl}^{MAX} \right) (T - T_{ref}) + \varepsilon_{kl}^{tr} \right], \] (2.31)

where \( B_{ijkl}^{SMA-M} \) and \( b_{ijkl}^{SMA-M} \) are determined considering the stiffness of the martensitic phase. In this case, a simple analytical expression of the local stress as a function of the applied stress and temperature does not exist due to the coupling between the local SMA stress and the transformation strain magnitude. Therefore, the local stress in the SMA for a specific applied stress and temperature has to be numerically evaluated. The effective transformation surface for the end of the forward transformation \( \Phi_{fwd}^t (\bar{\sigma}_{ij}, T, \xi = 1) = 0 \) is met when \( T = M_f \), which corresponds to the temperature to complete forward transformation at the applied stress \( \bar{\sigma}_{ij} \).

3. To determine the transformation limit for the onset of reverse transformation, the relationship \( \Phi_{rev}^t (\sigma_{ij}^{SMA}, T, \xi = 1) = 0 \) needs to be satisfied. As the material is in the martensitic phase state at this point, the inelastic strain is:
\[ \varepsilon_{ij}^{SMA-in} = \alpha_{ij}^{SMA} (T - T_{ref}) + \varepsilon_{ij}^{tr-rev}, \] (2.32)

where the transformation strain is that at reversal, \( \varepsilon_{ij}^{tr-rev} \), and is taken to be that found at the end of forward transformation for the same applied stress.
level. The local stress in this case is then written:

$$\sigma_{ij}^{SMA} = B_{ijkl}^{SMA-M} \sigma_{kl} - b_{ijkl}^{M} \left[ (\alpha_{kl}^{SMA} - \alpha_{kl}^{MAX}) (T - T_{ref}) + \varepsilon_{kl}^{tr-rev} \right], \quad (2.33)$$

The transformation criteria for the onset of reverse transformation is then given as:

$$\Phi_{rev}^{t}(\sigma_{ij}, T, \xi = 1) = -(1 + D) \left( B_{ijkl}^{SMA-M} \sigma_{kl} - b_{ijkl}^{M} \left[ (\alpha_{kl}^{SMA} - \alpha_{kl}^{MAX}) (T - T_{ref}) + \varepsilon_{kl}^{tr-rev} \right] \right) - \frac{1}{2} \left[ (B_{ijkl}^{SMA-M} \sigma_{kl} - b_{ijkl}^{M} \left[ (\alpha_{kl}^{SMA} - \alpha_{kl}^{MAX}) (T - T_{ref}) + \varepsilon_{ij}^{tr-rev} \right] \right) \Delta M_{ijmn} \left( B_{mnrs}^{SMA-M} \sigma_{rs} - b_{mnrs}^{M} \left[ (\alpha_{rs}^{SMA} - \alpha_{rs}^{MAX}) (T - T_{ref}) + \varepsilon_{rs}^{tr-rev} \right] \right) - \rho \Delta s_{0} + \rho \Delta u_{0} + f_{rev}^{t} (1) = 0. \quad (2.34)$$

The temperature satisfying this condition is $A_{s}$.

4. Finally, the end of reverse transformation temperatures, $A_{f}$, are determined when the condition $\Phi_{rev}^{t}(\sigma_{ij}^{SMA}, T, \xi = 0) = 0$ is satisfied. As the material at this point is in the austenitic phase, the local stress in the SMA phase in this last case the same as the martensitic start condition (Eqn. 2.26).
transformation criteria is written:

\[
\Phi^r_{\text{rev}}(\bar{\sigma}_{ij}, T, 0) = -(1 + D) \left( B_{ijkl}^{\text{SMA}-A} \bar{\sigma}_{kl} - b^A_{ijkl} (\alpha_{kl}^{\text{SMA}} - \alpha_{kl}^{\text{MAX}}) (T - T_{\text{ref}}) \right) \Lambda_{ij}^{\text{rev}} \\
- \frac{1}{2} \left[ (B_{ijkl}^{\text{SMA}-A} - b^A_{ijkl} (\alpha_{kl}^{\text{SMA}} - \alpha_{kl}^{\text{MAX}}) (T - T_{\text{ref}})) \right] \\
\Delta M_{ijmn} (B_{mnrs}^{\text{SMA} - A} \bar{\sigma}_{rs} - b^A_{mnrs} (\alpha_{rs}^{\text{SMA}} - \alpha_{rs}^{\text{MAX}}) (T - T_{\text{ref}})) \\
- \rho \Delta s_0 T + \rho \Delta u_0 + f_{\text{rev}}^t (0) - Y_0^t = 0. \tag{2.35}
\]

2.2 Results

To explore the transformation characteristics of an SMA-MAX composite, a representative composite is analyzed using the established model. The SMA is taken to be a Ni60Ti40 (wt%) material characterized by Hartl et al. [95] and the resultant thermoelastic and transformation model parameters determined by the same authors in a companion work [96] are given in Table 2.1. The matrix phase is taken to be Ti$_2$AlC that (for the purposes of this study) is assumed to behave thermoelastically. This is done to focus on the impact of (i) the stiffness contrasts of the materials and (ii) influence of martensitic transformation. The relevant properties are given in Table 2.2 and it is noted that the Ti$_2$AlC is more than three times stiffer than the NiTi phase. The composite is taken to have 30% SMA inhomogeneities, and the zero thermal mismatch strain reference temperature, $T_{\text{ref}}$, is taken to be room temperature (20°C).
Table 2.1: Model parameters for Ni60T40 (wt%) [96].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$</td>
<td>90 GPa</td>
</tr>
<tr>
<td>$E^M$</td>
<td>63 GPa</td>
</tr>
<tr>
<td>$\nu^M = \nu^A$</td>
<td>0.33</td>
</tr>
<tr>
<td>$\alpha^M = \alpha^A$</td>
<td>$10 \times 10^{-6} , ^\circ C^{-1}$</td>
</tr>
<tr>
<td>$M^0$</td>
<td>35$^\circ$C</td>
</tr>
<tr>
<td>$M^f$</td>
<td>-31$^\circ$C</td>
</tr>
<tr>
<td>$A^0$</td>
<td>15$^\circ$C</td>
</tr>
<tr>
<td>$A^f$</td>
<td>69$^\circ$C</td>
</tr>
<tr>
<td>$C^A</td>
<td>_{300MPa}$</td>
</tr>
<tr>
<td>$C^M</td>
<td>_{300MPa}$</td>
</tr>
<tr>
<td>$H_{min}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$H_{sat}$</td>
<td>0.0158</td>
</tr>
<tr>
<td>$\sigma_{crit}$</td>
<td>12 MPa</td>
</tr>
</tbody>
</table>

Table 2.2: Material properties for the Ti$_2$AlC matrix [198].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^{MAX}$</td>
<td>278 GPa</td>
</tr>
<tr>
<td>$\nu^{MAX}$</td>
<td>0.17</td>
</tr>
<tr>
<td>$\alpha^{MAX}$ (from [18])</td>
<td>$8.20 \times 10^{-6} , ^\circ C^{-1}$</td>
</tr>
</tbody>
</table>

2.2.1 Transformation Characteristics with Spherical SMA Inhomogeneities

The effective phase diagram of the composite is determined by satisfying both the local and global conditions by using the model developed in Section 2.1.2 and is presented in Fig. 4. These results correspond to a uniaxially loaded composite ($\bar{\sigma}_{ij} = \bar{\sigma}\delta_{i1}\delta_{j1}$) subjected to a cooling–heating cycle. The phase diagram of the bulk SMA is also presented for comparison. From Fig. 4, it is observed that all the composite transformation limits require higher applied stresses to transform at a given
temperature than those corresponding to the bulk SMA. The two transformation limits in which the SMA is martensitic, $M_f$ and $A_s$, both exhibit the same behavior - a near vertical limit such that the temperatures needed to trigger the end of forward transformation and the beginning of reverse transformation are almost stress invariant. On the other hand, the forward transformation initiation limit, denoted by $M_s$, maintains a similar, albeit steeper, behavior in comparison to the bulk case. The last transformation limit, $A_f$, is also strongly affected. This behavior presents an interesting deviation from bulk SMA behavior. Specifically, an important assumption of the bulk SMA constitutive model is that the forward ($M_s$ and $M_f$) and reverse transformation limits ($A_s$ and $A_f$) each share a common, stress-influence coefficient (slope) in the phase diagram. This commonality is not maintained in the effective response.

Figure 4: Effective phase diagram for a SMA composite with spherical SMA inhomogeneities ($c_{SMA} = 0.3$) and for bulk SMA. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
To understand the behaviors presented in Fig. 4, two key differences between the bulk and composite case need to be considered. First, as the two materials in the composite have dissimilar elastic moduli, the constituents have different phase average stresses. Given the thermomechanically stiffer nature of the Ti$_2$AlC phase, it will carry a larger portion of the stress than the NiTi phase. Therefore, it is expected that the SMA reinforcement stress will be lower than the effective applied stress. The second difference is the presence of the inelastic transformation strains. Such strains are only present in the martensitic phase and it is noted that the two surfaces corresponding to a martensitic SMA ($M_f$ and $A_s$) are those exhibiting the same near vertical behavior not observed with $M_s$ and $A_f$. Additionally, as may be seen in Eqn. 2.4, the transformation direction tensor, $\Lambda_{ij}^t$, that appears in the expression for the transformation surface, has different forms for the forward and reverse transformation. The former case has a stress dependence while the latter is constant through reverse transformation to ensure complete recovery. Recently, Chatzigeorgiou et al. [51] noted that under non-proportional loadings this reverse form of the tensor may produce effective yield surfaces that are not convex in stress state. Although such loadings are not considered here, it is important to note the importance of the selection of this form. Nonetheless, with these sources in mind it can be reasonably deduced that the composite stress pertaining and transformation strains developed during loading lead to the changes in the transformation cases. Furthermore, the presence of these strains has a substantial impact on the martensitic surfaces.

As differences in the composite transformation limits are observed when the SMA is martensitic or austenitic, the effect of transformation on the local stress state of the matrix and SMA phases needs to be investigated further. To explore this effect, two cases are considered: i) when the SMA is austenitic, at the onset of forward
transformation, and \( ii \) when the SMA is martensitic, at the end of forward transformation. The evolution of the stress in the direction of loading of each phase, \( \sigma_{11}^i \), as a function of the applied stress \( \bar{\sigma}_{11} \) for these cases is presented in Fig. 5. It is observed that at the end of forward transformation there is an increase in the stress in the MAX phase with a corresponding decrease in the SMA. Although the change in SMA stiffness due to phase transformation alters the stress state of the composite, the magnitude of the decrease in the SMA stress and the decreased influence of the applied load on the SMA stress state at \( M_f \) indicate that this is a secondary cause of stress reduction. Put another way, the martensitic transformation (especially its strains) induces a redistribution of stress amongst the phases. This reduction in stress in the SMA phases results in lower transformation temperatures for the completion of forward and onset of reverse transformation.

To further explore this stress reduction, it is necessary to investigate the relationship between the transformation strain and the applied stress. Therefore, the local transformation strain in the direction of applied uniaxial loading of the SMA is presented in Fig. 6 as a function of applied stress, \( \bar{\sigma}_{11} \). The dense case is also presented for comparison. Note that the transformation strain presented is the strain in the SMA phase determined at the limit \( M_f \) for each applied stress level. From the results in Fig. 6, a large reduction in the local transformation strain is observed for the composite case in comparison to the bulk results. By considering this result with the decrease in stress presented in Fig. 5, it is concluded that the reduction in transformation strains generated is the result of two mechanisms - the stress concentration effect and stress redistribution due to transformation. First, without the consideration of transformation strains, the local stress in the SMA is linked to the applied stress through the stress concentration tensor \( B^{SMA}_{ijkl} \). In the case of a stiff matrix, the stress level in the SMA phase is significantly less than in the matrix
phase. Secondly, as previously noted, transformation modifies the composite stress state such that stresses are redistributed amongst the SMA and the MAX phase. As transformation strain magnitude is proportional to the stress on the SMA, both reductions in SMA stress lead to decreases in the transformation strains generated. It is further observed that the evolution of the transformation strains with respect to applied stress for the composite does not reach a saturation value in the range of applied stress considered, as it is observed for the bulk case.

Using the information provided by the analysis of the local stress state and transformation strains, it becomes clear that the redistribution of stress due to the transformation strain results in the nearly vertical slopes for the transformation limits $M_f$ and $A_s$ observed in Fig. 4. Indeed, even when the applied stress is high, the

Figure 5: Stress in the direction of applied uniaxial loading in each phase before (at $M_s$) and after ($M_f$) forward transformation for a SMA composite with spherical inhomogeneities, as a function of the effective uniaxial stress $\bar{\sigma}_{11}$. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
Figure 6: Transformation strain in the direction of applied loading, $\varepsilon_{tr11}$, as a function of applied stress for a SMA composite with spherical inhomogeneities ($c_{SMA} = 0.3$) and bulk SMA. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.

The previous results in this section are all determined by considering only the initial and completion states of the composite. An important question is to consider if solving for only these states is in agreement with what is observed considering the evolution of the composite state. To address this question, a one-dimensional isostrain model of the composite is implemented. The isostrain approximation is introduced due to the stiff character of the Ti$_2$AlC phase. Details of the model are given in Appendix A. The phase diagram numerically determined through such a
model is presented in Fig. 7a while the stresses in the various phases through forward transformation of a 300 MPa actuation cycle are given in Fig. 7. First, it may be observed that the results of Fig. 7a exhibit the same qualitative behaviors (and reasonable quantitative agreement) as in Fig. 4. Additionally, in Fig. 7, it is noted during initial cooling the SMA has a lower stress than the applied. As forward transformation progresses, however, the SMA stress is substantially reduced due to the development of transformation strains. Therefore, the same composite behaviors noted in the micromechanical model may be observed via the simpler 1D isostrain approach. This agreement demonstrates that the consideration of only the initial and final composite states is a reasonable approximation.

As the response of a composite with spherical inhomogeneities under uniaxial loading has already been discussed, the response under shear and biaxial loadings shall be explored. Specifically, in the case of biaxial loadings, \( \sigma_{11} \) and \( \sigma_{22} \), the trans-
formation surfaces for the case of $M_s$ and $M_f$ are determined and presented in Figs. 8 and 9, respectively, for the composite and bulk SMA. In the $\sigma_{11}-\sigma_{22}$ plane, the transformation surfaces are found to be Mises ellipsoids. As the transformation strain direction $\Lambda_{ij}^{t-fwd}$, it is dependent on the deviatoric stress tensor and the related $J_2$ invariant ($J_2 = \frac{1}{2} \sigma'_{ij} \sigma'_{ij}$), such a shape is to be expected. Additionally, the the concentration tensors are isotropic in the case of spherical inhomogeneities, therefore the same equivalent local stress in the SMA phase is obtained from any applied stress with an equivalent effective stress $\bar{\sigma}^{VM_{eff}}$. This indicates that an effective phase diagram, expressed as a function of the effective Mises equivalent stress $\bar{\sigma}^{VM_{eff}}$ is identical for any proportional loading path, that includes uniaxial, multiaxial and shear loading paths with spherical inhomogeneities.

It is also found that the size of these ellipsoids expands with increases in temperature. In agreement with the results of Fig. 4, it is observed in Fig. 8 that to achieve

**Figure 8:** $M_s$ transformation surfaces for SMA composite with spherical inhomogeneities $c^{SMA}$ and a dense SMA under biaxial loading. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
the necessary conditions on the SMA phase to initiate forward transformation, a larger applied stress for the composite case is required than for dense SMA. For the end of forward transformation, there is a “bowl-like” shape indicating that substantially more stress on the composite is necessary to produce the required stress in the SMA for transformation completion at a given temperature (see Fig. 9) in agreement with the transformation induced stress redistributions.

2.2.2 Transformation Characteristics with Cylindrical Inhomogeneities

To understand the influence of the geometry of the inhomogeneities and the effect of the loading direction, a composite with cylindrical SMA inhomogeneities aligned in the “1” direction is subjected to various loading conditions. As the concentration tensors are anisotropic in the case of non-spherical inhomogeneities, it is expected that the loading direction will influence the results. Specifically, four cases are considered:

1. L : Longitudinal uniaxial loading in the aligned direction - $\sigma_{ij} = \sigma \delta_{i1} \delta_{j1}$. 

\[
\begin{align*}
\text{Figure 9: } M_f \text{ transformation surfaces for SMA composite with spherical inhomogeneities } (\varepsilon^{\text{SMA}}) \text{ and a dense SMA under biaxial loading. } \copyright \text{IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved. }
\end{align*}
\]
2. T : Transverse loading perpendicular to the axis of the inhomogeneities - $\bar{\sigma}_{ij} = \bar{\sigma}\delta_{i2}\delta_{j2}$.

3. LT : Pure in-plane shear - $\bar{\sigma}_{ij} = \bar{\tau}(\delta_{i1}\delta_{j2} + \delta_{i2}\delta_{j1})$.

4. TT : Pure out-of-plane shear - $\bar{\sigma}_{ij} = \bar{\tau}(\delta_{i2}\delta_{j3} + \delta_{i3}\delta_{j2})$.

The results of these four cases are presented in Fig. 10. Figure 10a presents the

(a) Stress-temperature phase diagram for L and T loading cases  (b) Stress-temperature phase diagram for LT and TT loading cases

Figure 10: Phase diagram for a SMA composite with cylindrical SMA inhomogeneities ($c_{\text{SMA}}$) and for bulk SMA. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.

comparison between the two uniaxial loading cases (L and T) while in Fig. 10b the
comparison between the two pure shear configurations (LT and TT) is given. Unlike
in the case of spherical inhomogeneities in which the transformation surfaces were
the same for a given $\sigma^{VMeff}$, with cylindrical inhomogeneities the response is different depending on the loading. Indeed, in Fig. 10a, the transformation limits that correspond to loading in the longitudinal direction are steeper than the ones that
correspond to a transverse loading while in Fig. 10b the in-plane shear results (case LT) are steeper than those in the out-of-plane case (TT). It is also noted that the effect of loading direction has a larger impact on the martensitic start and austenitic finish limits than for the two other transformation limits. In these cases, when there is no transformation strain, the difference in the response is due to the anisotropy of the localization tensors resulting in different stress states in the SMA phase depending on the loading considered. When transformation strains are present (martensitic finish and austenitic start), all four cases show nearly vertical transformation limits demonstrating the influence of the transformation strain on the stress redistribution.

To observe clearly the effect of the loading direction, at a given temperature (T = 65°C), the composite transformation surface for cylindrical inhomogeneities aligned in the 1-direction were determined under the previously described biaxial loading conditions. The corresponding surface is presented in Fig. 11 along with the case of a composite with spherical inhomogeneities and the transformation surface of the bulk SMA at the same temperature. In Fig. 11, it is observed that the usage of cylindrical inhomogeneities lead to an anisotropic transformation surface, and it is clear that the stress necessary to initiate transformation in the longitudinal (“1”) direction is higher than in the transverse (“2”) direction.

2.2.3 Parametric Studies

As the stress distribution in the composite is dependent upon the concentration of each constituent phase and their respective stiffnesses, the influence of such parameters needs to be determined. Thus, parametric studies are performed on the matrix elastic modulus, $E^{MAX}$, and the SMA concentration to find the effective phase transformation temperatures. Since changes in the elastic properties of the
SMA inhomogeneities also cause different transformation behavior, the SMA properties are not changed. All the analyses in this section are carried out on a SMA composite with spherical inhomogeneities. Note that, as discussed in the previous section, the resulting effective transformation temperatures are identical for any proportional loading path under the same Mises equivalent stress level.

To explore the effect of matrix elastic modulus, $E^{\text{MAX}}$, on the transformation response, the forward transformation temperatures, at different applied stress levels, are determined as a function of the ratio between the elastic modulus of the matrix and the SMA ($E^A$ for $M_s$ and $E^M$ for $M_f$). In Fig. 12a, the martensitic start temperatures, $M_s$, normalized by $M_s^0$, are presented as a function of the normalized elastic

Figure 11: Bulk SMA and SMA Composite $M_s$ transformation surfaces for spherical and cylindrical inhomogeneities under biaxial loading, at $T=65^\circ$C. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
modulus of the matrix. Note that the bulk case is presented for comparison at the point $E^{MAX}/E^A = 1$. In this analysis, the composite is composed of 30% spherical SMA inhomogeneities and the Poisson ratio and coefficient of thermal expansion of the matrix is taken to be that of the SMA (for this composition $\nu^M = \nu^A = \nu^{MAX}$, $\alpha^M = \alpha^A = \alpha^{MAX}$) so that only the matrix modulus is varied. Figure 12b presents the results for the normalized martensitic finish, $M_f$, temperatures. The cases considered correspond to the elastic behavior of a wide range of matrix materials including polymers, metals and ceramics.

In Fig. 12a, a gradual decrease in the temperature needed to initiate transformation can be observed as the ratio of the elastic moduli increases. It is observed that as the stiffness of the matrix increases, $M_s$ approaches $M_s^0$. Since there are no transformation strains in the system, this variation is due purely to the stress con-
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(a) Normalized martensitic start temperature $M_s/M_s^0$ as a function of normalized matrix elastic modulus $E^{MAX}/E^M$.

(b) Normalized martensitic finish temperature $M_f/M_f^0$ as a function of normalized matrix elastic modulus $E^{MAX}/E^M$.

Figure 12: Effect of matrix elastic modulus on forward transformation temperatures at a variety of $\bar{\sigma}_{11}$. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
centration effect that depends on the stiffness contrast of the two materials. For the end of transformation, Fig. 12b shows that the temperature \( M_f \) decreases rapidly toward the zero-stress limit \( M_f^0 \) as the ratio between the two elastic moduli increases. Although the stress concentration effect still influences the results in this case, the drastic decrease in \( M_f \) as the ratio of elastic moduli increases is attributed to the effect of transformation strains and the associated stress redistribution as discussed in Sec. 2.2.1. Importantly, the quick convergence of \( M_f \) to \( M_f^0 \) shows that the appearance of transformation strains is the dominant mechanism and therefore needs to be accounted for in a variety of composite designs - including those where the matrix has an equivalent or decreased stiffness as compared to the SMA. Note that when the stiffness of the matrix is lower than the elastic stiffness of the SMA (in the case of equal \( \nu \)), the influence of the matrix has the opposite effect as observed with a stiff matrix, i.e. the transformation temperatures \( M_s \) are higher than the ones corresponding to the dense case for the same macroscopic stress level. This indicates that the the transformation limits of this class of composites are less steep than in the dense case. Indeed, the stress is distributed in such a manner that the local equivalent stress in the SMA is higher than the macroscopic stress. The change in the slopes of the transformation limits has been determined for the case of the onset of transformation in SMA/elastomer composites by [39]. It has been shown that the composite transformation slopes are in this case less steep than in the case of the dense SMA, which is in agreement with the results provided here. On the other hand, the transformation temperatures \( M_f \) corresponding to the composite matches the temperatures of the dense case when the stiffness of the matrix is significantly lower than the stiffness of the SMA (see Fig. 12b). The transformation strain that is developed in the SMA phase induces a supplementary stress redistribution which leads to a significantly lower stress level in the SMA, even if the stiffnesses are of the
same order of magnitude.

To understand the effect of SMA concentration on the transformation response of the composite a parametric study is also performed on SMA volume fraction. For this analysis, the Ti$_2$AlC ceramic is used as the matrix phase while the SMA concentration is varied. The resultant variations of $M_s$ and $M_f$, normalized by the zero-stress temperatures $M^0_s$ and $M^0_f$, with SMA volume fraction are shown in Fig. 13. It is noted than in the case of high volume fraction of SMA (typically when $c_{\text{SMA}} > .5$), the SMA should be considered to be the matrix phase of the composite. In this case, non-homogeneous inelastic strains appear in the matrix and need to be treated slightly differently as discussed in Section. 2.1.2. Nonetheless, in the following parametric study, the Ti$_2$AlC is considered to be the matrix even for high concentrations of SMA. Although this introduces an additional approximation, the results still yield important information regarding the trends of the composite response. Indeed, although not shown, the results when $c_{\text{SMA}} = 1$ match those of the bulk SMA.

For martensitic start temperatures, as $c_{\text{SMA}}$ increases there is a corresponding increase in $M_s$. Again, this effect is attributed to the stress concentration effect that depends on the composition of the composite. With respect to the martensitic finish temperatures, $M_f$, it may be observed that the normalized temperatures grow with volume fraction. These changes, however, are much less substantial than in the $M_s$ case as may be noted via the order of magnitude difference in the scales of Figs. 13a and 13b. Therefore, although they increase, the $M_f$ temperature remain approximately equal to the zero stress values. To consider this further, the effective inelastic strains are plotted as a function of the SMA volume fraction in Fig. 14 at a variety of $\bar{\sigma}_{11}$ to investigate the previously described relationship between the two. As these strains are determined in the martensitic state, Fig. 14 presents the sum of the transformation and thermal strains. The thermal strains, however, do not vary with
Figure 13: Effect of SMA volume fraction on forward transformation temperatures at a variety of $\bar{\sigma}_{11}$. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.

Figure 14: Effect of SMA volume fraction on inelastic strain component $\bar{\varepsilon}_{11}^{\text{in}}$ at a variety of $\bar{\sigma}_{11}$. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.

volume fraction or stress and are negligible due to the reference temperature chosen and the low thermal expansion mismatch. At low and moderate $c^{\text{SMA}}$ in Fig. 14, very small effective inelastic (transformation) strains are present. As $c^{\text{SMA}}$ reaches higher
values these strains start to increase. It is noted that this trend is similar to the evolution of the $M_f$ temperatures with respect to the SMA volume fraction. It is concluded that, at low and moderate SMA concentrations, the stress redistribution keeps $M_f$ approximately equal to $M_f^0$ and results in lower transformation strains.

To complete the parametric study, the effects of differing moduli and volume fraction are considered together. Therefore, Fig. 15 presents the evolution of $M_s$ and $M_f$ on a wide range of composites with various volume fraction of SMA and elastic modulus of the matrix, all subjected to an an isobaric loading path (400 MPa), normalized by the zero-stress temperatures $M_s^0$ and $M_f^0$. It is observed in Fig. 15b that at a low matrix modulus ($E_{MAX}/E_A < 1$), and a low volume fraction of the SMA phase, the transformation temperatures $M_s$ and $M_f$ differ significantly from the zero-stress temperatures since the stress in the SMA phase is significantly

\[ \frac{M_s}{M_s^0} \text{ as a function of } c_{SMA} \text{ and } \frac{M_f}{M_f^0} \text{ as a function of } c_{SMA} \]

Figure 15: Forward transformation temperatures as a function of SMA content and matrix modulus at an applied load of 400 MPa. ©IOP Publishing. Reproduced with permission from [138] by permission of IOP Publishing. All rights reserved.
increased due to the composite stress distribution. In the case of $M_s$ (Fig. 15a), a gradual dependence can be observed across the $e^{SMA}-E^{MAX}$ space due to the effect of the stress distribution. Indeed, according to the form of the stress concentration tensor $B_{ijkl}^{SMA}$, the stress in the SMA phase increases while the elastic stiffness of the matrix decreases and while the volume fraction of the SMA decreases. It is observed that the transformation temperature corresponding to the end of transformation, $M_f$, rapidly approaches $M_f^0$ as the matrix modulus increases. This indicates that the transformation strain induced stress redistribution is a key mechanism that affects the transformation characteristics even for a matrix with a low elastic modulus.

2.3 Summary

In this section, a quick, efficient method to analyze and determine the effective transformation characteristics of SMA composites was developed. To facilitate this approach, the composite and material states corresponding to the initiation and completion of transformation were found by combining an Eshelby-based micromechanical approach with an SMA constitutive model. Through such a consideration, a coupling between the extent of martensitic transformation and composite stress state was observed. Although formulated such that transformation strains could be in either phase, the response of composites with SMA inhomogeneities in a stiff, elastic matrix were investigated. Specifically, effective transformation characteristics of the composite (in terms of phase diagram and effective transformation strains) were found. It was shown that when the material is austenitic (with no transformation strains), changes in the effective transformation surfaces are associated with micromechanical stress distributions. For martensitic cases ($M_f$ and $A_s$), the generation of transformation strains leads to (i) a stress redistribution lowering the effective SMA stress and increasing the MAX phase stress (ii) near stress invariant
phase diagram surfaces \((iii)\) decrease in the transformation strain magnitude of the SMA phase. Additional parametric studies were performed to investigate the impact of different matrix properties. Importantly, these observations demonstrate that, even with just the stiff thermoelastic nature of the MAX phase, martensitic transformation of these cases yields \((i)\) altered transformation characteristics with a wider hysteresis and lower transformation strains and \((ii)\) increased stresses in the MAX phase constituent that could induce nonlinear behaviors. These possibilities will be explored in subsequent sections in which nonlinear deformations are accounted for throughout the loading cycle.
The previous chapter presented important transformation characteristics of SMA-MAX phase composites highlighting the impact of transformation strains on the stress distribution in the composite. However, that analysis only considered the beginning and end of transformation and considered a thermoelastic response for the MAX phase constituent. Importantly, the response through a full actuation loading cycle needs to be considered to investigate the evolution of this stress redistribution. If a nonlinear constituent response is assumed for the MAX material, this evolution is especially important. These topics will be discussed in this chapter. First, in the remainder of this section, preliminaries regarding loading path and constitutive responses will be presented. Section 3.1 will then introduce results pertaining to a series of initial models of the composite material to explore this interaction. The analysis of an actual NiTi – Ti$_2$AlC will be given in Section 3.2. Finally, a summary of these various results are presented in Section 3.3.

Before proceeding, some common elements in each of the following analysis sections are presented. Specifically, as with any boundary value problem, the geometry (mesh), boundary conditions, and constitutive responses need to be defined. Although the geometry changes, in each section the analysis is performed considering an isobaric actuation loading path. Schematically, such a loading path is presented in Fig. 16. Four steps are considered. First, in an austenitic state, the composite is isothermally loaded to a predefined effective stress – 200 MPa in the case of Fig. 16a. This effective, composite load level is then held constant as the composite is cooled

*Portions of this section (Section 3.1.1) are reproduced from "Hybrid Shape Memory Alloy Composites for Extreme Environments", B. T. Lester, Y. Chemisky, A. B. Geltmacker, S. M. Qidwai, R. K. Everett, and D. C. Lagoudas, 2011, *Proceedings of 22nd International Conference on Adaptive Structures and Technologies* [139]. Copyright authors.
and cooled (steps 2 and 3) through both forward and reverse transformation as indicated in the phase diagram in Fig. 16b. Finally, the composite is unloaded (step 4) back to its initial loading state. The methodology used to apply these stresses and corresponding boundary conditions will vary somewhat in the various simulations (depending on the geometry) and will discussed in the appropriate section. Nonetheless, the considered analysis is all performed considering this four-step cycle.

In all of the analyses in this chapter, an SMA (NiTi) and MAX phase constituent (Ti$_2$AlC) are present. With respect to the SMA phase, the constitutive model discussed in Section 2.1.1 and previously implemented as an Abaqus User MATerial Subroutine (UMAT) [1] by Lagoudas et al. [124] is utilized. Model parameters are determined from experimental results of dense NiTi$^4$ produced through similar material processing routes to that used to manufacture the composites of interest. It is important to note that the presence of additional materials and subtle changes in

$^4$Experimental results provided by Prof. Karaman (MSEN TAMU) and group.
the processing conditions during composite fabrication may lead to different chemistry or properties of the constituents versus that observed in the dense specimens. Such a consideration is especially important in NiTi in which slight changes in chemistry can lead to substantial changes in material properties (especially transformation temperatures) [170, 222]. Recently, some combined numerical-experimental methods have been developed using the FEM with digital image correlation (DIC) methods to determine the material parameters of bulk SMAs in an inverse fashion [156, 233] that could eventually address this issue with SMA composites. At this time, however, such methods are not available and it is assumed the the material properties in the composite do not vary substantially from the bulk specimens. Regarding the MAX phases, both recoverable and irrecoverable deformations are expected due to the combination of mechanisms and behaviors discussed in Section 1.1. Additionally, that same discussion highlighted a lack of existing 3D models capable of describing the inelastic thermomechanical response of these materials. Although this problem will be alleviated in forthcoming sections, it is important to first establish a baseline response in terms using an approximate representation of the MAX phase behavior. Specifically, it is important to capture both the thermoelastically stiff nature of MAX phases and the development of permanent deformations in the assumed constitutive response. These are important with respect to the stress redistribution expected through transformation and for the development of any residual stress states that may develop through such loading paths. Therefore, an elastic-plastic assumption of the MAX phase behavior is introduced and Abaqus’ isotropic hardening elastic-plastic model is used. The experimental results of Poon et al. [186] are used to calibrate this model as they extensively characterize this response domain. Using these approaches, the constitutive responses of the two phases are presented in Fig. 17 and characteristic model parameters are given in Tables 3.1 and 3.2 for
the NiTi and Ti$_2$AlC phases, respectively.

Figure 17: Simulated constitutive responses of the NiTi and Ti$_2$AlC phases.

3.1 Reference Composite Response

As will be pointed out in the following section, the actual NiTi-Ti$_2$AlC composite that will be studied has a number of additional complications that are accounted for. Therefore, before proceeding to the more complex examples, simpler two-phase reference composites are considered. First, simpler representative microstructures are considered. This study may not only illuminate the interaction of the various
Table 3.1: Model parameters for the transformable bulk NiTi

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^A$</td>
<td>67 GPa</td>
</tr>
<tr>
<td>$E^M$</td>
<td>56 GPa</td>
</tr>
<tr>
<td>$\nu^M = \nu^A$</td>
<td>0.33</td>
</tr>
<tr>
<td>$\alpha^M = \alpha^A$</td>
<td>$16 \times 10^{-6} , ^\circ\text{C}^{-1}$</td>
</tr>
<tr>
<td>$M^0_s$</td>
<td>68°C</td>
</tr>
<tr>
<td>$M^0_f$</td>
<td>60°C</td>
</tr>
<tr>
<td>$A^0_s$</td>
<td>86°C</td>
</tr>
<tr>
<td>$A^0_f$</td>
<td>99°C</td>
</tr>
<tr>
<td>$C^A$</td>
<td>11 MPa/$^\circ\text{C}$</td>
</tr>
<tr>
<td>$C^M$</td>
<td>25 MPa/$^\circ\text{C}$</td>
</tr>
<tr>
<td>$H_{sat}$</td>
<td>0.0345</td>
</tr>
</tbody>
</table>

Table 3.2: Thermoelastic properties for Ti$_2$AlC [186].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^{MAX}$</td>
<td>250 GPa</td>
</tr>
<tr>
<td>$\nu^{MAX}$</td>
<td>0.17</td>
</tr>
<tr>
<td>$\alpha^{MAX}$ (from [18])</td>
<td>$8.20 \times 10^{-6} , ^\circ\text{C}^{-1}$</td>
</tr>
<tr>
<td>$\sigma^y$</td>
<td>540 MPa</td>
</tr>
</tbody>
</table>

phases but also play an important role in analyzing the impact of the composite. Secondly, a realistic composite with a heterogeneous composite similar to that may be expected in the actual composite is investigated.

### 3.1.1 Realistic Microstructure

To investigate the effective response of SMA-MAX Phase composites, a heterogeneous microstructure of a representative two-phase composite is constructed. The construction of the FE-model and additional modeling details are presented in Section 3.1.1.1 and corresponding results are given in Section 3.1.1.2.
3.1.1.1 Numerical Microstructure Generation and Modeling Approach

To account for the influences of an irregular microstructure, a numerical model based on actual microstructures is necessary. To this end, an image-based technique which develops numerical microstructures from x-ray tomography results is utilized. These techniques have been used to analyze a wide variety of material responses (e.g., yield in polycrystalline $\beta$-Ti [193]) incorporating the 3D effects of the microstructure. The basis of this technique is first identifying and characterizing an appropriate microstructure. First, it is noted that one of the proposed methods for the SMA-MAX composites and used with other SMA systems (like the Mg-NiTi composite studied by Li et al. [145]) is a melt infiltration approach. In this case, a porous backbone is manufactured and the second phase is then infiltrated into this skeleton. Therefore, a porous NiTi specimen\(^5\) was selected for use as a base, representative microstructure. The resultant microstructure was then characterized via x-ray microtomography using a SkyScan 1172 tomography machine\(^6\). A FE mesh was then created based on these results by treating each volume pixel (voxel) as a single element and segmenting the elements as either NiTi material or pore. The porosity was then considered to be the MAX phase material to approximate complete infiltration of the base specimen. A reduction was applied to the mesh to maintain geometric fidelity while achieving reasonable computational cost. Examples of this are shown in Fig. 18 in which a 2D tomograph and reconstructed 3D numerical microstructure are shown in Figs. 18a and b, respectively. The FE mesh used in this study is then presented in Fig. 18c. The resultant mesh is comprised of 48% (volume) Ti$_2$AlC.

\(^5\)Specimen provided by Prof. Karaman and group (MSEN TAMU)
\(^6\)Microstructure characterization and mesh generation of this material was performed at the US Naval Research Laboratory with assistance from Drs. Andrew B. Geltmacher, Alexis Lewis, Siddiq Qidwai, and Rick Everett
Figure 18: Numerical microstructure and mesh generation of a NiTi-Ti$_2$AlC phase composite: (a) segmented 2D x-ray tomograph of the characterized porous NiTi cross-section (b) reconstructed 3D microstructure of the considered composite and (c) the finite element mesh of the composite. Reproduced with permission from [139].

path like that presented in Fig. 16. Specifically, a mechanical load of 200 MPa is applied to the cylindrical specimen in the axial, through-thickness ("3") direction at an initial temperature of 500°C. The tensile load is applied through distributed concentrated forces along the top face shown in Fig. 18c while the bottom face is fixed in the 3-direction. One node (approximately at the center) along this bottom face is also fixed in the 1- and 2-directions to suppress rigid body motion. With respect the material properties, these simulations were performed prior to characterization efforts leading to the properties in Tables 3.1 and 3.2. Therefore, the SMA properties
presented in Table 2.1 were used to model the SMA phase. For the Ti$_2$AlC, an elastic modulus of 278 GPa was used [198] while a yield stress of 200 MPa was used based on the observations of Radovic et al. [197] regarding the tensile loading of a Ti$_3$SiC$_2$ specimen. The plastic hardening modulus of 1755 MPa with an exponent of 1.05 was selected based on a reference material. The effect of the hardening exponent in similar cases has been previously considered and does not strongly influence the stress state [140].

3.1.1.2 Results and Discussion

As the stress distribution and interaction of the inelastic mechanisms is of particular interest here, the stress states of the Ti$_2$AlC phase in the direction of applied (axial) loading, $\sigma_{33}$, at the points labeled A–E in Fig. 16 are shown in Fig. 19. Note, the temperature and load values are slightly different in Fig. 16 than used in this simulation (e.g., a maximum temperature of 500$^\circ$C). Nonetheless, as they represent the same points in the actuation load path they are used here for the corresponding discussion. For clarity, the SMA content has been removed from the images through post processing. Initially, at point A in Fig. 16, the composite is unloaded and the Ti$_2$AlC material is stress free (Fig. 19a). After mechanical loading, point B in Fig. 16, the ceramic phase has a tensile stress state in the direction of applied loading with areas of high local Ti$_2$AlC content having lower stresses than areas of higher SMA content as observed in Fig. 19b. After the composite is cooled (Fig. 16 point C), the Ti$_2$AlC phase, as shown in Fig. 19c, has an increased stress in the direction of applied loading. After the composite is subsequently heated back to the maximum temperature (point D), a large reduction in the Ti$_2$AlC stress is noted in Fig. 19d. Finally, after mechanical unloading (point E), the composite returns to its initial
external loading state although the Ti$_2$AlC phase has a residual stress state which is mostly compressive as shown in Fig. 19e. Importantly, by comparing points with the same external loading conditions (points A and E and points B and D) different ceramic stress states are observed in the corresponding figures in Fig. 19. In both cases, the difference between the two points is the effect of the thermal cycle through forward and reverse transformation.

From the results of Fig. 19, it is demonstrated that a residual stress state does

Figure 19: Stress state in the Ti$_2$AlC phase in the direction of applied loading (“3”) through an actuation loading path under 200 MPa applied load (SMA phase has been removed for clarity): (a) at the beginning of the loading cycle (b) after mechanical loading (c) after cooling through forward transformation (d) following heating through reverse transformation and (e) subsequent to mechanical unloading. Reproduced with permission from [139].
develop in the composite through a thermomechanical loading cycle incorporating complete transformation. One essential question then is whether or not a simpler cycle can produce such a state. If so, this path must be identified to avoid operational conditions which would increasingly lead to further permanent deformations and eventually failure. Additionally, if such a path is identified that could simplify the training process needed to produce such states. Therefore, the possibility of using purely mechanical or purely thermal loading path is considered here. To consider this issue, the final stress states in the direction of applied loading are presented below in Fig. 20 for the previous thermomechanical and pure mechanical and thermal loading paths along. The loading path used in each analysis is also presented in Fig. 20 to highlight the different cases. For the cases of the pure thermal or mechanical loading, it is observed in Figs. 20a and c that both loading paths produce a negligible residual stress state. Thus, to produce a residual stress state a coupled thermomechanical loading path is necessary. As such, by careful consideration of the desired operational conditions of the material, a thermomechanical loading path may be designed resulting in a compressive residual stress state.

Although the ability to generate a residual stress state, which qualitatively appears compressive, through an actuation cycle has been demonstrated, it has not been quantitatively considered. To this end, Fig. 21 presents the Ti$_2$AlC phase average stress in the direction of applied loading, $\bar{\sigma}_{33}$, along with the average SMA martensitic volume fraction (MVF), $\xi$. It is observed in Fig. 21 that during step 1, the mechanical loading corresponding to A→B in Fig. 16, the response is initially elastic although at higher stresses there is a small change in slope indicating the beginning of irrecoverable strain generation. During the initial cooling of step 2 (B→C of Fig. 16), prior to the initiation of forward transformation, the average stress in the direction of loading decreases due to thermal expansion mismatch of the the two
Figure 20: Effect of load path on the final residual stress state of the considered SMA-MAX phase composite. The top row shows the different considered loading paths while the bottom row shows the final stress in the direction of applied loading of the MAX phase following the completion of the (a) purely mechanical (b) thermomechanical and (c) purely thermal loading paths. Reproduced with permission from [139].

constituent phases. During forward transformation, as indicated by the increase in SMA phase average Martensitic Volume Fraction (MVF), ξ, a sharp rise of nearly 100 MPa is noted in the Ti_2AlC phase. Upon the completion of transformation, a further reduction in the phase average stress in the direction of applied loading is observed as the composite is further cooled. During the heating stage, step 3 in Fig. 21 corresponding to C→D in Fig. 16, the thermal expansion mismatch yields
higher MAX phase average stress in the direction of applied loading. When the SMA phase undergoes reverse transformation, indicated by the SMA phase average MVF going to 0, a large drop of over 200 MPa is noted in the ceramic phase as the SMA contracts allowing for a stress relaxation in the MAX phase. As the composite is heated back to the original temperature, the phase average ceramic stress in the direction of applied loading continues to increase. At the end of the heating step, point D in Fig. 16, the ceramic has a lower phase average stress that at the same point (B) prior to transformation. Thus, when the composite is unloaded during Step 4 (D→E) the MAX phase average stress in the direction of applied loading decreases past zero and achieves a final average stress of -140 MPa.

As the previously discussion has indicated, the composite residual stress state in the composite develops from the generation of irrecoverable strains in the MAX phase. To consider the evolution of such strains over the course of the loading cycle,
the ceramic phase average irrecoverable strain in the direction of applied loading, \( \varepsilon_{33}^p \), is presented in Fig. 22 along with the SMA phase average MVF. During the mechanical loading of step 1 in Fig. 22, it is noted that the response is initially elastic although towards the end of the loading step some irrecoverable strains are generated. During cooling, step 2, prior to forward transformation a small increase in the average irrecoverable strain in the direction of applied loading is observed. When forward transformation occurs, a much larger quantity of irrecoverable strains are generated in the direction of applied loading. Small amounts of irrecoverable strain are generated during further cooling of step 2 and the initial heating of step 3 prior to reverse transformation as observed in Fig. 22. Through reverse transformation, a small amount of irrecoverable strains in the direction opposite of loading are
generating leading to a decrease in the magnitude of irrecoverable strain in the di-
rection of loading as noted in Fig. 22. These strains are the result of local effects and
highlight the importance of microstructure in such composites as incorporation of
specific features through microstructure design could be used to increase or decrease
such effects. Over the course of further cooling, minor decreases in the magnitude of
irrecoverable strain in the direction of loading are observed in Fig. 22. By mechani-
cally unloading the composite, step 4 in Fig. 22, a more substantial decrease in the
magnitude of the plastic strains in the direction of applied loading is noted although
such reductions are much smaller than the amount of strain generated during forward
transformation. The final irrecoverable strain magnitude in the direction of applied
loading of \( \approx 0.3\% \).

3.1.2 Impact of Microstructure

The previous section investigated the response of a complex heterogeneous mi-
crostructure. Although some qualitative assessments in terms of microstructure can
be made through such an analysis, the actual specific impact of different features
can be hard to extract from the effective response. Therefore, in this section, these
influences are investigated (in terms of actuation and residual stress results) via the
consideration of simplified UCs with different basic geometries. In these analysis, the
first-order metric of volume fraction of the NiTi reinforcement is kept fixed (\( \approx 40\% \))
but the geometry is varied. The microstructures being investigated are presented in
Fig. 23 and are comprised of three cases: (i) distributed spherical (ii) continual unidi-
rectional fiber and (iii) continual interpenetrating phase reinforcements. These three
cases will be denoted “Sphere”, “Fiber”, and “IPC” (for interpenetrating phase com-
posite), respectively, in what follows. The first two configurations represent common
particulate and unidirectional fiber reinforcement architectures. In the fiber case,
the reinforcement is aligned with the direction of loading. Interpenetrating configurations, on the other hand, represent continual reinforcement in all three directions and is a representation of what might be observed in a melt-infiltrated composite. In this case, it is assumed that the reinforcement is equal in all three directions. As shown in Fig. 24, the ratio $a/b$ is introduced to describe the relevant reinforcement in each direction. The radius of the reinforcement (assumed to be a fiber-like geometry) in the direction of loading is denoted as $a$ while $b$ is used to represent the radius of the fibers in the two transverse directions. In this fashion, $a/b = 1$ is the case considered here with equal reinforcement, while $a/b = \infty$ would be the continual, fiber case depicted in Fig. 23b.

Given the simplified nature of the microstructures, repeating units are easily identified and symmetry in three directions may be readily observed. Therefore, one-eighth symmetry unit cells like those presented in Fig. 24 for the IPC configuration are constructed and used in this analysis. As discussed in Section 1.2, Kanit et al. [115] extensively studied the impact of applied boundary conditions on the

![Figure 23: Example microstructure investigated to determine the impact of the architecture. The SMA reinforcement is colored green and is removed and presented in front of the tan colored Ti$_2$AlC matrix for clarity](image)
analysis of various RVEs and other computational volumes. Specifically, that work investigated both the impact of the size of the RVE and applied boundary condition (either homogeneous strain, stress, or fully periodic boundary conditions) on the determination of effective properties. From their results, Kanit and coworkers [115] first noted that accurately determining the effective properties of the composite requires fewer realizations for larger sized RVEs while smaller computational domains require more realizations. Additionally, as the numerical microstructure increases in size the impact of the boundary conditions becomes less pronounced. Nonetheless, in smaller domains, it was observed that kinematic (strain) boundary conditions tend towards the upper Voigt bound while traction conditions are closer to a lower Reuss bound. [115] Bearing all of this in mind, the objective of this study is to consider the relative impact of the microstructure on the performance of a composite. The intent being to extract the impact of different base features on the composite response rather than specific properties. Therefore, a constant (tensile) traction is applied along one-edge while the symmetry planes have corresponding displacements fixed as shown in Fig. 24. The remaining edges are given traction-free conditions and the composite is assumed to have a homogeneous temperature field. A thermomechanical loading corresponding to the actuation cycle as presented in Fig. 16 is applied.

The effective strain–temperature response of the composites through an actuation loading path with a bias stress of 250 MPa is presented in Fig. 25. In considering these results, it is first noted that although the effective actuation strains are much smaller than that of the bulk SMA, a clear actuation behavior is present in all three microstructures. By comparing the results, it is observed that the largest strains are induced in the spherical reinforcement while the fiber case has the smallest actuation strain (roughly half that of the sphere case). Interestingly, the interpenetrating result is closer to the spherical case. Similarly, the nonlinear regime characteristic of
transformation occurs in very similar temperature domains for the sphere and IPC cases. For the fiber case, on the other hand, transformation occurs at slightly higher temperature. Finally, in all three cases, the development of permanent deformations (indicated by the difference in the strains at $T = 140^\circ C$ before and after transformation) is noted. Such irrecoverable strains are indicative of residual stress states like those observed in the preceding section.

To consider these results more carefully, the phase average stress in the direction of applied loading, $\bar{\sigma}_{22}^r$ (where $r$ is $SMA$ or $MAX$), over the course of the loading cycle is presented in Fig. 26. Similar to the previous results, it is noted that in all cases initial loading leads to elastic loadings and the start of cooling induces stresses associated with the thermal expansion mismatch. Upon transformation, the sphere and IPC results follow the previous trends in that a sharp increase is noted in the

Figure 24: Boundary conditions and one-eighth symmetry computational domain of the IPC microstructure. Green reinforcement is the SMA phase while the tan matrix is the Ti$_2$AlC content.
Figure 25: Effective strain–temperature response of composites with the different reinforcement types under a constant applied biasing load of 250 MPa.

Figure 26: Phase average stress of the different constituents in the direction of applied loading through an actuation loading cycle with an applied tensile stress of 250 MPa.

Ti$_2$AlC with a corresponding decrease in the NiTi phase. These trends are reversed upon heating leading to a residual stress state. The fiber case, however, shows a different trend. Interestingly, upon transformation, the stress results initially follow the other cases. Quickly these results diverge and the changes are eliminated and the
stress state in both phases is comparable to what would be expected if only thermal expansion were present. Upon reverse transformation, only minor changes to the stress states are noted. Therefore, upon unloading, small residual stresses (−5 MPa in the Ti2AlC phase) are present. This evolution in the stress states stands in contrast to the other case and understanding the origin can be important in subsequent material design.

To consider this problem, the various components of the SMA phase average stress tensor, $\bar{\sigma}_{ij}^{SMA}$, of the sphere and fiber case are presented in Fig. 27a and b, respectively. Before proceeding, it is important to note that in both cases the 11 and

![Graph showing stress changes](image)

Figure 27: Components of the NiTi phase average stress ($\bar{\sigma}_{ij}^{SMA}$) for different reinforcement cases through an actuation loading cycle with an applied tensile stress of 250 MPa.

33 (transverse to loading) results lie on top of each other in Fig. 27. In comparing the two cases, both Fig. 27a and b show similar trends prior to transformation. Once transformation occurs, as Fig. 26b showed, the results quickly differ. Importantly, in Fig. 27b it is observed that transverse components ($\bar{\sigma}_{11}^{SMA}$ and $\bar{\sigma}_{33}^{SMA}$) increase
in magnitude substantially more than in the spherical case. This is associated with the deviatoric nature of the transformation strains in the SMA phase (Eqn. 2.4). Specifically, given the cylindrical nature, as the SMA expands in the direction of loading a corresponding contraction is produced in the lateral directions. Given the thermoelastically stiff nature of the Ti\textsubscript{2}AlC phase, this deformation produces stresses opposing that contraction leading to an increase in the tension in the transverse directions. As presented in Fig. 28, this greatly increases the mean stress of the NiTi case versus the sphere and IPC case. As a consequence of this changing stress state, the magnitude of the strains generated in the direction of applied loading ($\Lambda_{22}^{tr}$) actually decreases in the fiber case. These leads to the reduced actuation strain and residual stresses observed in the fiber case in Figs. 25 and 26.

![Figure 28: Phase average mean stress of the NiTi phase ($\frac{1}{3}\sigma_{kk}^{SMA}$) through an actuation loading cycle with an applied tensile stress of 250 MPa](image-url)

Figure 28: Phase average mean stress of the NiTi phase ($\frac{1}{3}\sigma_{kk}^{SMA}$) through an actuation loading cycle with an applied tensile stress of 250 MPa
The spherical and fiber reinforcement cases represent two “extreme” cases with respect to reinforcement architecture. This difference is manifest in the results just discussed. Importantly, for microstructure design, a key question may be what happens between these cases. To address this, the IPC case is studied in more detail. In Figs. 25 and 26, it may be seen that the results of \( a/b = 1 \) are similar to that of the spherical reinforcement case. At larger \( a/b \) ratios, the interpenetrating case is close in configuration to the fiber case. Therefore, the impact of this parameter on the residual stress state to see investigate the response in the regions between the sphere and fiber cases. Therefore, a series of unit cells with different ratios are constructed and subjected to the same loading path and the final phase averaged stresses in the direction of applied loading as a function of the \( a/b \) ratio is presented in Fig. 29. From the results in Fig. 29, it is observed that the residual stress magnitude quickly decreases as the \( a/b \) ratio increases. At values of two and above, the values of the residual stress are nearly zero and approximate the values of the unidirectional fiber case.

At this point, the previous discussion of boundary conditions is briefly recalled. Specifically, all of the results presented to this point correspond to uniform applied traction cases. To consider the impact of this assessment, additional simulations of the sphere case are considered with revised boundary conditions along the \((x_1, x_2, x_3) = (x_1, L, x_3)\) (top) edge. Specifically, multipoint constraints are applied along that edge such that the displacements on that face are constrained to be the same while a point load corresponding to the desired traction is applied at the corresponding reference node. The stress in the direction of applied loading of the MAX phase is presented in Fig. 30. From these results, it may be observed that the same general behaviors as shown in Fig. 26a. In comparing the two results, in this revised boundary condition case, it may be noted that during cooling and heating
Figure 29: Phase average residual stress in the direction of applied loading of the different constituents after an actuation cycle with an applied tensile load of 250 MPa. Results are for IPC architecture with different fiber radius ratios, \(a/b\).

more substantial changes in the MAX phase stress (steeper slopes) than in the previous case. A slightly larger magnitude final residual stress is noted while a smaller maximum stress during cooling is evident. A larger difference is noted between the cooling and heating phase. Although not shown, the same analysis with the IPC case demonstrates similar behaviors. In that case, however, a lower final residual stress is noted. Nonetheless, even with these differences, the same relative behaviors are observed – which is the objective of this work.

3.2 NiTi – Ti\(_2\)AlC Composite

The previous section highlighted the possibility of generating residual stresses in NiTi-MAX phase composites using simplified or approximate microstructures. In this section, a model of an actual NiTi-Ti\(_2\)AlC composite is explored. Beyond just the difference in microstructure, it is noted that in the actual composite there are
Figure 30: Phase average stress in the direction of applied loading of the MAX phase \( (\bar{\sigma}_{22}^{\text{MAX}}) \) of the sphere case through an actuation loading cycle with an applied tensile stress of 250 MPa.

additional phases (namely porosity and a reaction layer/interphase) present further complicating the process. Therefore, in Section 3.2.1 the generation of the micromechanical FE model is discussed while corresponding results are presented in Section 3.2.2. Both the actuation response and generation of residual stress state are explored and a series of parametric studies are performed on a number of microstructural features to investigate their impact.

### 3.2.1 Composite FE Model Generation

To include the effects of the heterogeneous microstructure, a numerical mesh of composite is developed using image based techniques. These techniques utilize x-ray microtomography, serial sectioning and other techniques to generate digital images of the microstructure under investigation and turn them into finite element meshes [91, 92, 143, 144, 193]. Such methodologies have been used to investigate the
role of texture in the yield of polycrystalline $\beta$-Ti [193] and thermal stress induced
damage on the effective properties of Cr-$\text{Al}_2\text{O}_3$ composites [230]. Here, a SkyScan
1172 high-resolution micro-CT was used to image the NiTi-$\text{Ti}_2\text{AlC}$ composite spec-
imen utilized in subsequent experiments. The specimen was a 50 vol$\%$ NiTi - 50
vol.$\%$ Ti$_2$AlC composite processed at a sintering temperature of 960$^\circ$C for a holding
time of 10 minutes under a 100 MPa applied stress using the spark plasma sinter-
ing technique. Further details of the processing methodology and approach may be
found in the work of Hu et al [108]. A finite element mesh was then created from
the tomography results by treating each volume pixel (voxel) discretely and applying
different thresholds to differentiate the three phases present in the material system
(NiTi, Ti$_2$AlC and porosity). In this case, a mesh corresponding to the entire charac-
terized material domain is constructed. This is done as (i) essential microstructural
characteristics have not been determined $a$ priori and (ii) lack of statistical analysis
demonstrating homogeneity in the microstructure. Therefore, the entire domain is
used in lieu of a smaller sub RVE whose representative nature has not been estab-
lished. The porosity was a result of the manufacturing and was calculated to be
10.6$\%$ of the specimen volume by using Archimedes’ principle as specified in ASTM
C20-00 [11]. As equal amounts of both Ti$_2$AlC and NiTi powders were used in the
manufacturing, the remaining dense volume was assumed to be split evenly between
Ti$_2$AlC and NiTi phases resulting in volume fractions of 44.7$\%$. These volume frac-
tions were used with the histogram of the composite pixel values to find threshold
levels which best fit the expected concentrations. This approach was adopted here
because the densities of NiTi and Ti$_2$AlC are close enough such that x-ray microto-
mography does not result in easily discernible, discrete thresholds. Given the large
data set associated with the microtomography, a mesh reduction is applied which
maintains geometric fidelity while decreasing the computational cost of the simula-
tions. Namely, a prescribed reduction factor is applied such that the given number of elements in each direction are reduced to a single element and assigned the most common material value. This process results in a mesh of roughly 44,000 linear 3D elements and is represented schematically in Fig. 31.

Preliminary differential scanning calorimetry (DSC) experiments\(^7\) (Fig. 32) were conducted using a TA Instruments, Q20\(^{TM}\) DSC and indicated the composite has a lower latent heat than is expected for the given concentration of NiTi. The reduced latent heat indicates that some of the NiTi content does not transform and is indicative of the the presence of a non-negligible reaction layer or interphase. This interphase material is likely due to a combination of effects including internal stress fields, compositional gradients, and interfaces between the NiTi-Ti\(_2\)AlC as well as other microstructure imperfections and has been extensively discussed by Hu et al.\(^7\)

\(^7\)DSC results provided by A. Kothalkar and Profs. Radovic and Karaman (TAMU MSEN).
A similar effect has also been observed by Mari and Dunand in NiTi-TiC composites who noted a reduction in transformation enthalpy and postulated it was due to the presence of either retained, stabilized martensite or austenite [155]. Past investigations into bulk NiTi have also shown that internal stress fields lead to retained, or non-transforming, martensite [121]. As such, and although the actual constitutive response of this interphase is unknown and likely gradient, all of this reaction layer is assumed to be retained martensite. This assumption is investigated in more depth in Section 3.2.2 as a parametric study. Following the experimental results, the NiTi was split into transforming (45% of the total NiTi volume) and non-transforming, interphase groups. Although more detailed investigation is needed to determine spatial locations of the non-transforming NiTi, as diffusional and interface effects will be more pronounced near the Ti$_2$AlC-NiTi interface, NiTi elements closer to Ti$_2$AlC material were taken to be non-transforming.

The mesh generation methodology described above results in four distinct phases - Ti$_2$AlC, active NiTi, interphase, and porosity. Elements corresponding to the active NiTi and Ti$_2$AlC phases are described according to the constitutive models described previously at the start of this section. The two other phases (porosity and interphase) present in the system are assumed to behave elastically. First, as the porosity is treated discretely, it is defined to be an elastic material with negligible stiffness ($\approx 10$ Pa) and zero Poisson ratio and coefficient of thermal expansion. This results in an elastic modulus of the porosity that is $\approx 10^{-9}$ of the SMA phase in line with past studies by Qidwai and DeGiorgi [188] and Panico and Brinson [174]. Although the constitutive properties of the interphase are unknown, it is assumed that this phase behaves as retained martensite and the elastic properties are assigned to be those of the martensitic phase used for the transforming NiTi.

As described at the start of this chapter, the composite is subjected to an ac-
Figure 32: Heat flow of bulk NiTi and the NiTi-Ti$_2$AlC composite measured through 3 heating-cooling cycles via DSC.

tuation loading path as shown in Fig. 16. Both the loading and cooling rates are assumed to be sufficiently slow to ensure quasi-static loading conditions so that latent heat and temperature gradient effects may be neglected. To implement this loading path, the long, axial direction (“$x_3$”) is used as the loading direction. As further statistical analysis is needed to determine an appropriate representative volume element (RVE) size for this material, periodic boundary conditions are not utilized. Such a consideration also represents experimental conditions used to investigate this material. Therefore, one edge ($x_3 = 0$) is taken to be the bottom and fixed in the loading direction. A single point at the center of the composite on the bottom edge is fixed in all directions to prevent rigid body motion. A rigid plate is then placed in contact with the top surface with a no penetration contact condition. A concentrated force is applied equivalent to the desired stress is then applied at the center of the rigid plate to evenly distribute the applied load. The remaining edges are assumed to be traction-free. Following the experimental procedure, the initial temperature, $T_0$,
is 140°C and the composite is cooled to room temperature (20°C). As temperature gradients are neglected and a homogeneous temperature field exists in the composite, the temperature field is prescribed throughout the material body.

3.2.2 Results and Discussion

To explore the response of the present NiTi-Ti$_2$AlC composite, the effective actuation behavior of the composite is investigated - both numerically and experimentally. First, the experimental results of actuation cycles are presented and some unique characteristics of the composite response are discussed. Numerical simulations are presented and the two results compared. The computational results are then used to explore elements of the composite response not easily accessible experimentally. Specifically, the simulations are probed to examine the interaction of the two phases and, importantly, the development of any residual stress states in the composite. Finally, parametric studies on different composite microstructural and themomechanical loading parameters are performed to identify and quantify their influences on the composite response.

3.2.2.1 Effective Actuation Response

The effective actuation response of the composite is first characterized experimentally. Isobaric heating-cooling cycles were conducted under uniaxial compressive bias loads on an MTS Insight electromechanical test frame. Details of these tests may be found in the work of Kothalkar et al. [120] on the experimental characterization of NiTi-Ti$_3$SiC$_2$ composites. Unlike the loading path described at the start of the chapter, however, the composite is not unloaded at the end of each

---

8Experimental results of the NiTi-Ti$_2$AlC composites provided by A. Kothalkar and Profs. Radovic and Karaman (TAMU MSEN).
heating-cooling cycle. Instead, after heating back to the reference temperature the load on the composite is increased to the next test condition. The heating-cooling results of these experiments are presented in Fig. 33. For clarity, and as the response through thermal cycling is of specific interest here, only the heating-cooling cycles are presented. To facilitate comparisons of the results, all experimental results start from zero strain at the reference temperature.

A number of key characteristics may be observed from the experimental results in Fig. 33. First, the composite shows a hysteretic behavior when subjected to an actuation path. The presented loops are similar to that observed in bulk NiTi albeit approximately an order of magnitude smaller in the measured strain. Importantly, the development of these hysteresis indicates this material system maintains some of

Figure 33: Effective strain vs. temperature results of the NiTi-Ti$_2$AlC composite thermally cycled at different constant applied compressive biasing loads

in Fig. 33. First, the composite shows a hysteretic behavior when subjected to an actuation path. The presented loops are similar to that observed in bulk NiTi albeit approximately an order of magnitude smaller in the measured strain. Importantly, the development of these hysteresis indicates this material system maintains some of
the important characteristics necessary for actuator applications. In further agreement with bulk NiTi behavior, the size of the hysteresis loop grows with the applied stress magnitude. Initially, at lower applied stress levels, the non-linear deformations are small and primarily recoverable as indicated by the mostly closed hysteresis loop. The slight opening of the hysteresis loop at the reference temperature indicates the development of some irrecoverable deformation although which is likely associated with cyclic effects (namely TRIP in the SMA phase). At these stages, as the inelastic responses are mostly recoverable, the mechanism driving these behaviors is the reversible martensitic transformation of the active NiTi phase. As the applied stress level increases, so does the size of the hysteresis loop. When sufficient stress levels are applied (above 200 MPa), the hysteresis loops open further and the amount of irrecoverable, permanent deformations associated with these cycles also increases. Interestingly, the irrecoverable strains generated through the 200, 250, and 300 MPa cycles are nearly the same while subsequent cycles at higher loads exhibit a stress dependency. Thus, the actuation loops have both a recoverable and irrecoverable component which points to the activation of both the recoverable (martensitic transformation) and irrecoverable (permanent deformations of the Ti$_2$AlC or NiTi phases) mechanisms. Another important result of the activation of these mechanisms is a change in the behavior of the effective martensitic finish ($M_f$) temperature. For bulk SMAs, this temperature must increase with the applied stress magnitude. From Fig. 33, however, a decrease in the temperature is observed as the applied stress increases.

The elastic modulus of the composite material was also determined. Due to the various inelasticities of the system, resonant ultrasound spectroscopy (RUS) [157,199] was performed to accurately determine the elastic modulus of the composite [108]. The composite elastic modulus was measured to be 124 GPa through these RUS
techniques.

To further explore the transformation characteristics of the composite under investigation, the effective (composite) response is numerically simulated under the loading path described at the start of the chapter with different applied compressive bias loads. Each simulation is initiated from an undeformed, stress-free configuration. The effective composite strain in the direction of loading-temperature results are presented in Fig. 34 although the loading and unloading portions of the cycle are not shown in the figure for clarity. The results presented in Fig. 34 show many important characteristics in qualitative agreement with the experimental results in Fig. 33. First, both open and closed hysteresis loops are observed. At the smaller applied load levels, those below 200 MPa, a closed hysteresis is observed with trans-

![Figure 34: Numerical simulation of the effective strain-temperature response of the composite under different applied compressive bias loads.](image-url)
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formation strain magnitudes similar to those of the experimental results and much lower than in bulk NiTi ($\approx 0.5\%$). As these inelastic deformations are recoverable, this behavior is associated with the reversible martensitic transformation of the SMA phase. Above 200 MPa, however, open loops are observed indicating the development of irrecoverable strain through the heating-cooling cycle. In this case, and similar to what is observed experimentally, the presence of both recoverable and irrecoverable inelastic strains associated with the activation of SMA-related transformation and irrecoverable deformations of the MAX phase, respectively, is noted. Furthermore, by increasing the applied stress magnitude the transformation strains generated in a heating-cooling cycle increases and the martensitic finish temperature decreases.

Examination of the numerical results also produces an effective elastic modulus of 117 GPa - a $\approx 5\%$ difference from the experimental measurement.

Although good qualitative agreement is observed, some quantitative differences between the results are evident. One such difference lies in the effective coefficient of thermal expansion. In this case, the model predicts a lower value than experimentally observed. Part of this difference may be associated with the experimental extensometer measurement of the strain incorporating a portion of the test frame grips. Although only a very small segment of the grips is included in this measurement, given the sensitivity of the thermal expansion coefficient this may produce some of the discrepancy. Interestingly, the thermal expansion coefficient is smaller in the experimental 100 MPa case than in subsequent cooling-heating paths indicating the cause may be related to cyclic effects and possibly retained martensite. Secondly, the modeling results also predict lower effective inelastic (both transformation and irrecoverable) strains than the experimental results. This disagreement, however, may be due to subtle, albeit influential, differences between the experimental and numerical investigations.
To properly compare the two results, important distinctions between the experimental methodology and numerical simulations must be pointed out. First, in performing the experiments, one virgin material specimen was used for all the experiments. Although using only one specimen enables the utilization of one microstructurally informed finite element mesh, this means that the affect of any damage, residual stresses, cyclic hardening, or other permanent deformations is propagated into subsequent thermomechanical cycles. All modeling simulations, on the other hand, assume an initial stress-free composite configuration. Thus, some differences between the numerical and experimental results are expected as the history effects of previous actuation cycles are present in one set of results (experimental) but not the other (numerical). As the composite investigated here was originally a virgin specimen, some cyclic instabilities, particularly TRIP associated with the untrained NiTi content, are to be expected which alter subsequent thermomechanical cycles. The TRIP effects may be further magnified by the external surfaces of porosity near NiTi grains relaxing stored energy leading to retained martensite. This distinction complicates comparisons between the experimental and numerical results and would require using new specimens for each cycle to eliminate these effects.

Another source of possible uncertainty lies in the thermomechanical properties of the different phases. Specifically, although their constitutive responses were determined through the bulk responses of material manufactured in a similar fashion, processing of the composite results in a different manufacturing path. Thus, some variation in the actual material properties is likely resulting in slightly different constitutive responses. Furthermore, localization effects may lead to activation of some mechanisms such as plasticity in either the active NiTi or interface constituents which are not currently accounted for in the model. Even considering these possible sources of uncertainty, the qualitative agreement in terms of important characteristics of the
thermal mechanical cycle and agreement in the predicted effective elastic modulus indicate the developed model provides an appropriate conservative estimate of the composite behavior and is useful for further investigation of the unique inelastic response.

In the previous discussions, the influences of the various mechanisms on the effective composite actuation response have been discussed and explored. Notable amongst these behaviors is the reversible martensitic transformation of the NiTi phase and the irreversible deformations of the Ti$_2$AlC phase. With these different materials and behaviors another unique possibility remains. Specifically, the possibility of using the inelastic responses of the different phases to develop an effective behavior not found in either constituents needs to be assessed. In a similar material system, Kothalkar et al. [120] have shown that a NiTi-Ti$_3$SiC$_2$ composite subjected to thermomechanical actuation cycles develops residual stresses in the composites. As a result of these residual stresses, further cooling-heating cooling cycles after removing bias loads produce a hysteresis loop characteristic of shape memory materials under compression. The capability of the current material system to produce such residual stresses is qualitatively explored here both experimentally and computationally. Experimentally, at the end of all of the thermomechanical cycles in Fig. 33, the composite is unloaded to a minimum load (10 MPa) and subjected to another cooling-heating cycle. Similarly, a numerical simulation of a composite subjected to a 450 MPa actuation path, unloaded to 10 MPa, and thermally cycled was also performed. The unloaded strain-temperature results are presented for both cases in Fig. 35. As was discussed previously, an important difference between the two cases is that the experimental case incorporates the effect of all the actuation cycles while the numerical simulation only includes the highest load cycle.

From the results in Fig. 35, it is observed that both the numerical and exper-
Figure 35: Effective strain-temperature response of the NiTi-Ti$_2$AlC composite thermally cycled under a 10 MPa compressive bias load experimentally measured after repeated actuation cycles and numerically predicted after a 450 MPa cycle.

Experimental results exhibit hysteretic behaviors and develop reversible transformation strains. Due to the presence of these transformation strains it may be reasoned that both composites have non-zero residual stress states. Importantly, such results also indicate a two-way shape memory (TWSME) behavior has been trained into the composite by using a combination of the one way shape memory effect (OWSME) of the NiTi phase and irrecoverable strain generation of the Ti$_2$AlC phase. In comparing the two results, however, it is noted that there is a derivation from the predicted composite response in the experimental response. Specifically, instead of contracting through transformation the experimental results indicate the composite is trying to expand. Even with this difference, as the strains observed are relatively small the difference between the two results remains small - $\approx 0.08\%$.

Although small, this difference does indicate an important composite response.
Specifically, in the modeling simulations, the effective response of the composite attempts to contract through transformation indicating the SMA phase has a compressive residual stress. In the experimental results, however, the effective composite response tries to expand through transformation which is typical when an SMA is subjected to a tensile load. This experimental result is quite interesting as the specimen is only subjected to compressive thermomechanical loading cycles which result in a tensile no-load response. Furthermore, experiments on a similar material system (NiTi-Ti$_3$SiC$_2$) [120] subjected to a similar loading path and history has an effective, no-load response which contracts similar to the current modeling results. Thus, in order to get this small change from a residual compressive to tensile stress state, another mechanism must be active in the composite and have a large individual effect. As indicated in previous discussions in this section, irrecoverable strains from mechanisms such as localized damage, irrecoverable cyclic effects, and plasticity in the interface or NiTi phase may be generated and playing a large role in the effective response. Specifically, the irrecoverable strains associated with these sources are interacting with those of the Ti$_2$AlC producing the unexpected residual stress state. To fully explore those result, further study is required to identify the source and magnitude of the different irrecoverable strains.

3.2.2.2 Residual Stress States

Both the numerical and experimental results of the effective actuation response of the composite qualitatively indicate the development of permanent deformations and associated residual stress states. To quantitatively explore the impact of these permanent deformations on the residual composite stress state, further analysis of the numerical results is performed. Specifically, the Ti$_2$AlC and NiTi phase average
stress, $\sigma_{33}$, and irrecoverable strain, $\varepsilon_{33}^{irr}$, in the direction of applied loading through the course of an actuation cycle with an applied compressive load of 350 MPa are considered and presented in Figs. 36a and 36b, respectively. These simulations assume that the composite is initially stress-free to highlight the effect of the actuation cycle even though some residual stresses may exist due to previous cyclic or manufacturing causes. The NiTi phase average martensitic volume fraction, $\bar{\xi}$, is also presented to indicate the occurrence of forward and reverse transformation. In Fig. 36a, it is observed that initially the phase average stress in the direction of applied loading for both the Ti$_2$AlC and NiTi phases increases in magnitude over the course of mechanical loading (step 0 $\rightarrow$ 1). Due to the differences in the elastic moduli, the Ti$_2$AlC phase carries substantially more load at 1 than the NiTi. Through cooling (1 $\rightarrow$ 2), differences in the thermal expansion coefficients lead to a stress magnitude gain in the Ti$_2$AlC phase and a corresponding drop in the NiTi stress level. When cooling induces forward transformation (indicated in Fig. 36a by the change in $\bar{\xi}$ from 0 to 1), however, a large change in the stress magnitudes in the direction of applied loading is noted. Specifically, higher and lower magnitude stresses are noted in the Ti$_2$AlC and NiTi phases, respectively, following the transformation. This difference is caused by the stress redistribution from the SMA phase to the stiffer ceramic phase associated with martensitic transformation [138]. Heating of the composite (2 $\rightarrow$ 3) leads to relatively small reductions in stress magnitudes in the direction of applied loading of the Ti$_2$AlC phase and corresponding gains in the NiTi phase. Reverse transformation, as indicated by the return of the average martensitic volume fraction, $\bar{\xi}$ to zero, leads to much larger changes in stress magnitude - larger than even those observed during forward transformation. Specifically, the Ti$_2$AlC phase average stress magnitude decreases while a large increase is noted in the NiTi phase. Both of these changes are larger than during forward transformation indicating the impact of the
(a) Ti$_2$AlC phase average stress in the direction of applied loading, $\bar{\sigma}_{33}$

(b) Ti$_2$AlC phase average irrecoverable strain in the direction of applied loading, $\bar{\varepsilon}_{33}^{irr}$

Figure 36: Ti$_2$AlC phase average stress, $\bar{\sigma}_{33}$, and irrecoverable strain, $\bar{\varepsilon}_{33}^{irr}$, in the direction of applied loading and phase average NiTi martensitic volume fraction, $\xi$, through the course of an actuation cycle with a compressive 350 MPa applied load transformation cycle. At the end of the heating cycle (loading step 3), however, the two phase average stresses are different than at the start of the heating cycle (1). Thus, when the mechanical load is removed (step 3 $\rightarrow$ 4) a non-zero final stress-state
is produced. Specifically, a final tensile phase averaged stress in the Ti$_2$AlC of \(\approx 50\) MPa is developed through the course of this actuation cycle with a corresponding compressive NiTi stress.

To consider the cause of the final residual stresses noted in Fig. 36a, the irrecoverable strain in the direction of applied loading of the Ti$_2$AlC phase through the course of the loading cycle is presented in Fig. 36b. During the mechanical loading step, no strains are initially generated. As the load reaches higher values, some irrecoverable strain associated with local stress concentrations and microstructural effects is observed. Subsequent stress magnitude increases associated with cooling also lead to creation of small quantities of irrecoverable strain. During transformation, however, the corresponding inelastic strains of the active SMA phase have to accommodated. As was observed in Fig. 36a, one effect of this accommodation is the associated stress redistribution leading to increased stress on the Ti$_2$AlC phase. Substantial quantities, more than seen prior to transformation, of irrecoverable strains are then generated in the Ti$_2$AlC due to these stresses. Subsequent cooling similarly creates small amounts of irrecoverable strains. During heating, which reduces the Ti$_2$AlC stress magnitude, no change in irrecoverable strain magnitude is noted - even during reverse transformation. This fact leads to the difference in the stress magnitude recovery observed during reverse transformation. Specifically, the inelastic strains associated with martensitic transformation recover while the associated irrecoverable strains generated in the Ti$_2$AlC phase are not. Thus, elastic strains are generated to compensate leading the altered stress change during recovery and, ultimately, a residual stress state. In this case, an applied compressive loading results in a final tensile residual stress in the Ti$_2$AlC phase and a compressive residual in the NiTi.

For the NiTi-Ti$_2$AlC composite investigated here, it has been proposed that a compressive residual stress on the ceramic phase may take advantage of superior
mechanical properties (specifically toughness). With an applied compressive load on the composite, however, a tensile residual stress was produced on the Ti$_2$AlC phase. Thus, to explore the possibility of a compressive residual stress, the response of the composite under a tensile applied load is explored. As is common in ceramics, Ti$_2$AlC, like other MAX phases, exhibits a strong tension-compression asymmetry in terms of mechanical response. Even with this difference, there are limited reports in the literature of the tensile response of MAX phases (and Ti$_2$AlC in particular) [196,197,221]. The only report on the tensile behavior of Ti$_2$AlC characterized the materials creep response [221]. Past investigations by Radovic and colleagues have, however, explored the mechanical response of Ti$_3$SiC$_2$ under various tensile conditions [196,197]. Importantly, both closed and open hysteresis loops characteristic of incipient and permanent kink bands, respectively, were observed during cyclic monotonic tensile testing at room temperature [196]. A decrease in the strength when loaded under tension rather than compression was noted, however [196]. For this work, due to the lack of the data on the tensile Ti$_2$AlC response, the tension-compression asymmetry shall not be considered. Although this assumption impacts the quantitative assessment of these results, qualitative analysis is still possible as the relevant mechanisms are still observed under tensile loadings.

The phase average stress of the Ti$_2$AlC and NiTi constituents in the direction of applied loading are presented in Fig. 37a while the Ti$_2$AlC phase average irrecoverable strain in the direction of applied loading is given in Fig. 37b for a actuation loading path with a tensile applied load of 350 MPa. In both figures, the NiTi phase average martensitic volume fraction is also presented to indicate the onset of transformation. The results of Fig. 37 have many similarities to the compressive applied loading case (Fig. 36). First, mechanical loading (0→1) results in the average stress of both phases increasing such that they are in tension prior to the thermal load-
Figure 37: Ti$_2$AlC phase average stress, $\bar{\sigma}_{33}$, and irrecoverable strain, $\bar{\varepsilon}^{irr}_{33}$, in the direction of applied loading and phase average NiTi martensitic volume fraction, $\bar{\xi}$, through the course of an actuation cycle with a tensile 350 MPa applied load.

(a) Ti$_2$AlC phase average stress in the direction of applied loading, $\bar{\sigma}_{33}$

(b) Ti$_2$AlC phase average irrecoverable strain in the direction of applied loading, $\bar{\varepsilon}^{irr}_{33}$

Figure 37: Ti$_2$AlC phase average stress, $\bar{\sigma}_{33}$, and irrecoverable strain, $\bar{\varepsilon}^{irr}_{33}$, in the direction of applied loading and phase average NiTi martensitic volume fraction, $\bar{\xi}$, through the course of an actuation cycle with a tensile 350 MPa applied load.

(a) Ti$_2$AlC phase average stress in the direction of applied loading, $\bar{\sigma}_{33}$

(b) Ti$_2$AlC phase average irrecoverable strain in the direction of applied loading, $\bar{\varepsilon}^{irr}_{33}$

Figure 37: Ti$_2$AlC phase average stress, $\bar{\sigma}_{33}$, and irrecoverable strain, $\bar{\varepsilon}^{irr}_{33}$, in the direction of applied loading and phase average NiTi martensitic volume fraction, $\bar{\xi}$, through the course of an actuation cycle with a tensile 350 MPa applied load.
ever, the same gain and reduction in Ti$_2$AlC and NiTi, respectively, phase average stress magnitudes evident during compression are noted. Further cooling and subsequent heating produces small changes associated with thermal expansion mismatch until reverse transformation. Similar to the compression cycle, the Ti$_2$AlC and NiTi phases undergo a substantial phase average stress magnitude decrease and increase, respectively, upon reverse transformation. Again, the size of these changes are larger than noted during forward transformation leading to a non-zero final stress state after completing heating and mechanical unloading. Importantly, unlike the compression case, with the tensile applied bias load the Ti$_2$AlC has a negative final phase average stress with a corresponding positive state in the NiTi phase.

The phase average Ti$_2$AlC irrecoverable strain generation in the direction of applied loading (Fig. 37b) again points to martensitic transformation as the cause of this effect. Specifically, as noted during the compressive cycle, mechanical loading results in some irrecoverable strain generation. Cooling, however, decreases the Ti$_2$AlC stress magnitude with a tensile applied load leading to no real changes in the Ti$_2$AlC phase average irrecoverable strain. Forward transformation, and the associated stress magnitude increase, does induce the creation of additional irrecoverable strains in the direction of applied loading. Subsequent cooling and heating and the associated thermal expansion mismatch produces small gains in the irrecoverable strain magnitude. Again, upon reverse transformation, the irrecoverable strains associated with permanent deformation in the Ti$_2$AlC are not recovered leading to the observed residual stress state. Importantly, in both cases the final phase average irrecoverable strain is $\approx 0.1\%$ - meaning the desired residual stress states may be developed with relatively modest permanent deformations. Thus, by selecting an appropriate bias load, a desired residual stress state (either tensile or compressive) may be induced.

The results above describe the response of the composite under a specific applied
loading level. To consider the impact of different applied stresses, the final residual stress in the Ti$_2$AlC and the final irrecoverable strain in the direction of applied loading, $\varepsilon_{33}^{\text{final}}$, are presented for different applied compressive loadings. It is observed from Fig. 38 that initially, at low applied loads, very little irrecoverable strain is generated. Correspondingly, little residual stress is developed in the composite. As increasing mechanical loads are applied, greater quantities of irrecoverable strains are generated which in turn lead to higher residual stress magnitudes. Interestingly, a nearly linear relationship between the final irrecoverable strain and residual stress magnitude is observed allowing for the possibility of selecting a final residual stress magnitude through appropriate biasing load determination.

The previous results consider only the average response of the different phases. However, local effects associated with the microstructure also need to be considered and analyzed to aid in material design and determine how well the average response
Figure 39: Ti$_2$AlC phase stress field in the direction of applied loading, $\sigma_{33}$, along the composite centerline with a tensile bias load of 350 MPa: (a) initial configuration (b) after mechanical loading (end of step 1) (c) following cooling (step 2) (d) at end of heating cycle (step 3) and (e) mechanical unloading (step 4) represents the local constituent response. To this end, the stress fields in the direction of applied stress, $\sigma_{33}$, of the Ti$_2$AlC phase are presented in Fig. 39 for different loading points of the 350 MPa tension loading case. As the state of the ceramic phase is of primary interest here, visualization of other elements is suppressed. Furthermore, the specimen is cut along the center $x_2 - x_3$ plane to remove edge effects and emphasize what is happening in the bulk of the composite. Initially, at point A in Fig. 39, the composite is in a stress-free configuration. At the end of mechanical loading, point B, a heterogeneous, tensile stress state is observed throughout the Ti$_2$AlC
phase. After cooling and undergoing forward martensitic transformation, point C, interesting changes are observed in the Ti$_2$AlC stress state. Namely, the stress in the direction of applied loading has decreased along some of the edges while increases in the local stress may be noted on the interior of the composite. Upon heating back to the original temperature and the SMA phase transforming back to austenite, a heterogeneous tensile state is present in Fig. 39d. Importantly, in comparing the states at points B and D - which have the same temperature and applied stress conditions - the Ti$_2$AlC stress in the direction of loading is generally lower after undergoing the heating cooling cycle. Thus, the loading path history is observed to influence the composite response and through the transformation cycle the stress magnitude has been reduced in the composite. When the composite is unloaded, Fig. 39e, this reduction leads to the compressive residual stress in the Ti$_2$AlC. In general, after unloading the Ti$_2$AlC appears to be mostly in compression with pockets of tensile residual stress. To further consider the local stress state, the distribution of the final residual stress in the direction of applied loading of the different field points is presented in Fig. 40. Through this distribution, the results of Fig. 40 show that most of the ceramic phase is under compression (58.2%) with a mean value of -48.3 MPa and a standard deviation of 106.2 MPa. These measures may be further discussed by again looking at the spatial distribution of the stresses. Specifically, the results of Fig. 39e are rescaled and presented in Fig. 41 such that all areas of tension are shaded black. From Fig. 41 it is noted that the tensile areas are primarily located in the edge and thus associated with edge effects. In considering the results of both Figs. 40 and 41, in addition to the final average residual stress, locally the composite is primarily in a compressive stress state.
Figure 40: Distribution of final residual stress in the direction of applied loadings measured at all the field points of the Ti$_2$AlC phase. Final stress distribution of the Ti$_2$AlC phase (Fig. 39e) is inserted for reference.

3.2.2.3 Parametric Studies

Parametric studies are performed on different composite characteristics to determine their effect on the effective response. Specifically, four parameters are considered: porosity, fraction of transformable NiTi, elastic modulus of the non-transforming NiTi and the zero-stress reference temperature, $T_0$. This group of four characteristics is selected to assess the validity of the assumed values and study their influence on the composite response.

Porosity – Porosity in these composites are formed as a result of the incomplete sintering of the Ti$_2$AlC phase in SPS. The role of these imperfections in the composite response needs to be determined. Importantly, in their recent study, Hu et al. [108] characterized the mechanical response and compressive strength of Ti$_2$AlC and noted a strong dependence on porosity while Poon et al. [186] noted a reduction
Figure 41: Residual stresses in the direction of applied loading, $\sigma_{33}$, in the ceramic phase with tensile areas colored black

of $\approx 20\%$ in modulus and a $75\%$ decrease in yield strength in a 10\% porous specimen. Thus, the effects of the porosity on the composite response are considered here. This is necessary as the porosity content is determined assuming no reaction between the individual phases during sintering leading to uncertainty in the calculation. Therefore, a range of 5-12.5\% porosity is considered to represent a likely range of porosity.

To consider the impact of the porosity, simulations were performed using different porosity levels as input while maintaining equal volume fractions of total NiTi and Ti$_2$AlC. The total quantity of active NiTi was also kept constant. The results of simulations with different porosities under a compressive applied load of 200 MPa are shown in Fig. 42 with the 10\% case being the previously studied result. In Fig. 42, it is observed that porosity has a small impact on the effective actuation response. Specifically, minor increases in the hysteresis size and associated transformation strain are noted with increases in porosity. Similarly at higher porosities,
the hysteresis loops have slight openings indicating the generation of irrecoverable strains. Both of the effects may be explained by considering the increased load each phase will carry due to the increased porosity content. Notably, although differences are present, their magnitude is not large. This is especially evident in the two lower porosity cases in which the responses are quite nearly the same. To consider the influence of the porosity further, the final residual stress in the direction of applied loading and the composite irrecoverable strain at the different porosity levels are presented in Fig. 43. For comparison purposes, the results are normalized by the results of the case studied in Section 3.2.2.1 (labeled the 10% case here). In this case, changing the porosity from 5% to 12.5% leads to changes of 67% and 87% of the normalized final residual stress and irrecoverable strain, respectively. Furthermore, the rate of increase in the normalized final irrecoverable strain is higher than the residual stress.

*Active NiTi Volume Fraction* – As has been discussed previously, the stress
distribution associated with martensitic transformation is responsible for many of the unique characteristics of the effective composite response. Interestingly, however, much of the NiTi considered in the composite does not transform due to other reaction phases or compositional changes near the interface [120]. Due to the different possible causes, some variation in the interphase content versus that measured is likely. Furthermore, improvements in the material manufacturing are likely to be able to substantially reduce this additional phase by controlling the interface thickness through adjustments in the processing parameters. Thus, understanding the effect of the interphase content on the effective response is important for future development. To identify the effect of this manufacturing consequence on the composite, the effective actuation response at 200 MPa was determined with different fractions of the active NiTi. For this study, the total NiTi (active and interphase) volume

Figure 43: Final applied residual stress in the Ti$_2$AlC phase and composite irrecov-erable strain with different porosities normalized by the results for the 200 MPa 10% case
fraction was held constant while the concentration of the active material was varied. In the following, the percentages used will refer to the fraction of total NiTi content that is active. The previous results correspond to 45% of the total NiTi being active with 55% being the interphase. The effective actuation response for these different cases is presented in Fig. 44.

It is evident from the results presented in Fig. 44 that the fraction of the active NiTi has a substantial impact on the effective response of the composite. First, as would be expected, no hysteresis loop is observed in the case of no active NiTi. As the concentration of active NiTi increases, so does the size of the corresponding hysteresis loops. In fact, a nearly order of magnitude increase in the transformation strain is observed in going from the 25% to 100% case. Furthermore, such an increase in the transformation strain also leads to increases in the stress redistri-

![Figure 44: Effective actuation response of the composites with different fractions of the active NiTi. The percentages listed for the different cases correspond to the fraction of total NiTi content which is active.](image-url)
bution between the phases. This may be noted in Fig. 44 through the increase in final irrecoverable strain with active NiTi concentration. This relationship is further studied in Fig. 45 which presents the final residual stress of the Ti$_2$AlC and effective irrecoverable strain in the direction of applied loading. These results are normalized by the baseline (45% active NiTi) case for comparison reasons.

In determining the influence of active NiTi content on the final composite con-

![Graph showing normalized final Ti$_2$AlC residual stress and irrecoverable strain vs active NiTi content.](image)

**Figure 45:** Final Ti$_2$AlC phase average residual stress in the direction of applied loading and final effective irrecoverable strain normalized by the baseline case with different fractions of active NiTi.

configuration, it is first noted that in going from 0 to 100% active NiTi results in a more than five-fold increase in the normalized final stresses and irrecoverable strains. Initially, at 0% active NiTi, very low permanent deformations are present due to microstructural effects. As the active NiTi concentration grow, increased amounts of composite material are undergoing martensitic transformation and the corresponding
stress redistribution leads to larger stress magnitudes on the Ti$_2$AlC phase. These increased loadings generate more permanent deformations and thus more irrecoverable strains and greater residual stresses. The rate at which both the final residual stress and irrecoverable strain grows also increases with concentration. Thus, it may be observed, that the interphase is quite detrimental to using martensitic transformation to create residual stress states. Specifically, by eliminating this phase, lower applied stresses may be used to generate a specific magnitude residual stress.

_Elastic Modulus of the Interphase_ – The interphase represents approximately 20% of the composite which is likely due to diffusional and manufacturing effects associated with the reactivity of the constituent phases. The properties of this phase, however, are unknown and are likely actually spatially gradient due to the compositional variations in the phase. Furthermore, given the disparate elastic properties of the base constituents, a wide range of possible values are possible. Therefore, the effect of this phase and its effective elastic properties on the composite response needs to be assessed. To this end, the actuation response of the composite loaded at 200 MPa with different elastic moduli of the interphase material, ranging from a stiffer material more representative of the ceramic phase to compliant responses possible for a martensitic material, is shown in Fig. 46. In this analysis, only the elastic modulus of the interphase is changed in each simulations - the response of the active NiTi is unchanged. As was discussed in Section 3.2.1, the interphase is distributed throughout the composite in elements near the Ti$_2$AlC content to approximate the interface. Similar to the effects seen with the active NiTi content, decreases in the interphase modulus leads to higher transformation and irrecoverable strains are observed. This difference is associated with the greater loads on the active NiTi and Ti$_2$AlC due to the reduced load carrying capabilities of the interphase. The change in transformation strain is not as pronounced as in the case of the active NiTi fraction.
Specifically, a decrease in the modulus by a factor of 9 produces only a 36% increase in the transformation strain and 0.02% larger irrecoverable strain.

*Loading Path Reference Temperature, $T_0* – As with all metal-ceramic composites, the mismatch between the coefficients of thermal expansion lead to residual stresses. The temperature at which these stresses are zero, however, is not certain and the influences of these stresses need to be accounted for. At the higher sintering temperatures, relaxation through creep is also likely leading to a different stress-free reference temperature. Thus, to further investigate this effect, finite element simulations were performed with different strain-free reference temperatures, $T_0$. For these analysis, an initial small biasing load (5 MPa) is applied at the reference temperature and the composite is cooled to $T =$140°C. At this temperature, the composites are loaded to the full biasing load, in these cases 200 MPa, and a heating cooling cycle is performed. The results of the actuation cycle are presented in Fig. 47 where the strains of each
case are zeroed at $T = 140^\circ C$ to facilitate comparisons. For each of the different

![Graph showing effective actuation response with composites considering different stress-free reference temperatures, $T_0$.](image)

Figure 47: Effective actuation response with composites considering different stress-free reference temperatures, $T_0$.

reference temperatures, a compressive hysteresis is observed in all cases. Both the transformation and irrecoverable strains generated increase with reference temperature due to the presence of the additional compressive stresses associated with the coefficient of thermal expansion mismatch. For instance, the transformation strain increases by 21% in raising the reference temperature from 140°C to 800°C. In going from the 600°C to the 800°C, a smaller growth in strains is noted than in going from 400°C to 600°C. Thus, proper determination of the reference temperature is necessary to precisely determine the irrecoverable strain.
3.3 Summary

For this effort, the effective actuation response of NiTi-Ti$_2$AlC composites were explored via finite element methods. These simulations (primarily) differed from those of the previous section by (i) use of a nonlinear elastic-plastic constitutive model for the MAX phase and (ii) consideration of the whole thermomechanical loading path. In this way, the interaction of the separate inelastic mechanisms and their impact on the effective response could be considered. Three different cases were explored: (i) a representative microstructure (ii) simplified microstructural units and (iii) an actual NiTi-NiTi-Ti$_2$AlC composite. The first and the third utilized image-based techniques to directly incorporate microstructure features while the second considered three simplified microstructural units to explore their impact on the response. From these different cases, it was observed that like the previous study a reduction in transformation strain and similar shift in transformation temperatures was observed. Importantly, it was also shown that the stress redistribution identified in the previous case was sufficient to induce permanent, irrecoverable deformations in the MAX phase material. As such, when the SMA recovers elastic deformations are induced in the MAX phase. Upon unloading this combination leads to a residual stress state in the composite which can be controlled via the thermomechanical loading condition. An actual composite was then investigated and the numerical results were compared to experimental results. Importantly, additional phases associated with porosity and inactive NiTi (resulting from species diffusion during processing) were accounted for. The resulting analysis showed good qualitative agreement with the experimental in predicting decreasing transformation strain, an initially closed hysteresis loop that transitions to open as the stress increases, and the development of an effective two-way shape memory behavior (associated with
the aforementioned residual stress state). Some quantitative differences between the experimental and numerical results were noted. These variations likely arise from differences between material properties used (calibrated from bulk not composite specimens), microstructural uncertainty (e.g., differences in porosity, active NiTi content), or assumed constitutive behavior. A series of parametric studies were performed considering the first two categories. Through such a study, it was shown that the active NiTi content had the strongest impact and substantially influenced the effective response. The effect of the assumed constitutive response of the MAX phase model will be explored in subsequent sections.

To further investigate these materials additional experiments would also prove quite informative. First, as mentioned in the previous paragraph, additional full field characterization efforts should be performed such that the response of the individual constituents can be extracted. Such efforts can extract the actual constitutive response of the base materials and account for processing effects and influences. This is especially true for the non-transforming phase as the constitutive response of these phases is unknown. Furthermore, investigations like this are essential to determining any cyclic effects (like TRIP in the SMA phase) that may develop and needs to be accounted for. Macroscopically, measurements (whether through spectroscopy or mechanical unloading) of the effective modulus should be made. In this way the evolution of any damage (and permanent kink bands) in the MAX phases could be determined and investigated.
4. MAX PHASE CONSTITUTIVE MODELING

In the previous chapter, the inelastic response of the MAX phase constituent was captured via an elastic-plastic approximation. Experimentally, however, both recoverable and irrecoverable deformations have been observed in MAX phase materials due to multiple active deformation mechanisms [22]. As discussed in Section 1.1, no current model exists capable of describing the unique responses of the MAX phase - yet alone in a manner well suited and efficient for the analysis of MAX phase structures. Therefore, in this section, efforts to develop a model which consider both the recoverable, repeatable, and hysteretic response of MAX phases associated with IKB formation and irrecoverable deformations arising from the development of kink bands (KB) and plasticity are discussed and presented. Importantly, the development of kink bands also leads to formation of cracks, delaminations, and damage that must be accounted for in any constitutive formulation adding an additional degree of complexity. Before proceeding further, it is important to consider if models of other materials with comparable responses may be found in the literature for use as a basis. With respect to the recoverable mechanisms, modeling of the reversible hysteretic response associated with martensitic transformation in SMAs has long been studied [55, 124, 127, 178] and a number of models coupling the martensitic transformation with rate-independent plasticity [100] and rate-dependent viscoplasticity [54, 97] have been developed. A recent preliminary effort has also been taken to consider fatigue damage [98], although in this case the irrecoverable deformations evolve with martensitic transformation (not as a separate mechanism) and are formulated for fatigue degradation of the material rather than through critical loading levels. In coming from the other perspective, substantial effort has been devoted
in the past half-century to predictive modeling of damage through the continuum damage mechanics framework [135]. In this regard a number of investigations have focused on the modeling of damage evolution and plasticity (e.g. [3,103,135,228] to name a few) and some recent works have looked at “recovery” in the sense of an external self-healing agent [15, 227] but there is, to the author’s best knowledge, no model currently considering the coupling and combination of a reversible/recoverable mechanism and that inducing permanent deformations and damage. Thus, a new model is developed here.

To facilitate and aid in the model development, the responses of interest for the MAX phases are shown below in Fig. 48\(^1\) for a Ti\(_2\)AlC specimen. Specifically, in Fig. 48a, the recoverable, hysteretic response of MAX phases that has motivated much of the interest is shown. Clearly, the response of this material exhibits a hysteretic response and although the strains may be small with respect to SMAs, the applied stress levels are quite high leading to large energy dissipation. With respect to this behavior, it is noted that upon unloading the initial slope (and corresponding modulus) does not exhibit a substantial drop versus that observed during loading. This is indicative of an initially elastic unloading. Additionally, with a damage based mechanism a difference between the loading and unloading modulus would be expected. Therefore, it can be assumed that this recoverable mechanism is not associated with damage formation. Furthermore, the elastic unloading regime is much smaller than that predicted by Jones and coworkers [113] in their Bauschinger-like EPSC model indicating a difference from kinematic-hardening plasticity. Considering these facts, this response is attributed to the development and subsequent annihilation of IKB type-dislocation structures as discussed in Section 1.1. The strain to

\(^{1}\text{In what follows, experimental results and material specimens are provided courtesy of Prof. M. Radovic, R. Benitez, and group}\)
failure response of a Ti$_2$AlC specimen is provided in Fig. 48b. In such a response, it can be clearly seen that a both a surprising amount of nonlinear strain and material softening (both atypical for ceramics) are evident in the response. It must be noted that although Figs. 48a and b are both of Ti$_2$AlC they are produced from different base powders. This is primarily important for the latter response which has shown a strong dependence on grain size and impurity content and the result shown in Fig. 48b seems to lie on the ductile side of that spectrum. Regardless, Fig. 48b does clearly show that permanent irrecoverable damage-based mechanisms are active in the material and need to be accounted for in the subsequent model.

With this in mind, a three-dimensional phenomenological model of MAX phase materials will be developed in this section. The underlying theory and constitutive formulation is presented in Section 4.1 while details of the numerical implementation

![Graphs](image-url)

(a) Reversible, hysteretic compressive response of Ti$_2$AlC attributed to IKB formation. Results shown are for second cycles and cycles are performed sequentially with increasing monotonic load. (b) Strain to failure experiment highlighting the development and damage and permanent deformations.

Figure 48: Bulk response of Ti$_2$AlC materials. Note: results shown correspond to Ti$_2$AlC specimens made from two different powders.
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are discussed in Section 4.2. Results of example problems are then given in Section 4.3 while a summary of these efforts is presented in Section 4.4.

4.1 Theoretical Development

Before delving into the details of the formulation, the framework, objectives, and some assumptions are first introduced. First, the model being developed is intended for use in capturing the meso- or macroscale response of polycrystalline MAX phases. Therefore, a phenomenological approach is adopted and used to describe this response. Such a selection is also motivated by the continuing debate in the literature as to the underlying physical mechanisms giving rise to the behaviors of interest. Additionally, as the applications of interest are low-temperature (for a ceramic), the developed framework is intended for use in temperature ranges below 900°C. In fact, the experiments studied (both for the bulk and composite cases) are below 200°C. Previous experimental studies have shown that the MAX phase response is athermal and rate-independent under quasi-static loadings in this regime [23, 237]. This temperature also lies below those observed for the brittle to ductile transition [196] and such effects are not considered here. Instead, the response and behaviors associated with three inelastic mechanisms are considered. Detailed discussions will be found in the forthcoming sections, but the three mechanisms of interest are:

1. **Incipient Kink Band (IKB) Formation** – The reversible, repeatable hysteretic response presented in Fig. 48a and extensively characterized in the literature [22, 23, 237] has been attributed to the formation of kink-band like dislocation structures that have not yet disassociated.

2. **Kink Band (KB) Formation** – Dissassociation of aforementioned IKB’s into permanent structures creating kink bands. Such deformations lead to perma-
nent deformations and delaminations and crack producing macroscopic damage. Macroscopically, this mechanism manifests both as permanent deformations and damage in the sense of loss of load bearing capabilities.

3. **Plastic Slip** – Permanent, plastic deformations may occur in grains not oriented favorably for the formation of IKBs. Experimental results have indicated the possibility of permanent deformations in impurity content in the Ti$_2$AlC ensemble or potentially glide in non-kinking grains. Collectively, these contributions will be referred to as the plasticity mechanism.

To capture the individual and coupled response of these distinct behaviors, a multi-mechanism model will be developed via a phenomenological, internal state variable (ISV) based continuum thermodynamics [59, 60, 149] approach. In this case, it is assumed that each material point is comprised of a statistically significant and representative set of grains representative of the bulk specimen such that the model captures the effective behavior of such an ensemble. A model for the material response may then be constructed by developing an free energy function including terms associated with the internal variables. Such variables are used to describe microstructural changes and evolutions associated with inelastic deformation and thermodynamic considerations and physical observations will be used to determine appropriate yield and evolution behaviors. For the above described responses, it is assumed that each of the three listed mechanisms may occur individually or simultaneously. For convenience, in the following discussion the superscripts “r”, “d”, and “p” will be used for variables related to the recoverable (IKB), damaging (KB), and plastic mechanisms.

To begin this process, the total (Gibbs) free energy of the material is decomposed
such that,

\[ G(\sigma_{ij}, T, \Upsilon) = G^{te}(\sigma_{ij}, T, \Upsilon) + G^{r}(\sigma_{ij}, T, \Upsilon) + G^{d}(\sigma_{ij}, T, \Upsilon) + G^{p}(\sigma_{ij}, T, \Upsilon) \] (4.1)

where \(G^{te}\) is the thermoelastic energy and \(G^{r}\), \(G^{d}\), and \(G^{p}\) are the inelastic energies associated with the respective mechanisms. The set of internal state variables (scalar and tensorial) that will be introduced in the sequel is denoted as \(\Upsilon\). Splitting the free energy in this fashion assumes that the corresponding inelastic contributions of the different processes are additive and enables the treatment of each term individually.

With this decomposition, the thermoelastic energy, \(G^{te}\), is,

\[ G^{te}(\sigma_{ij}, T, \Upsilon) = -\frac{1}{2\rho}\sigma_{ij}M_{ijkl}\sigma_{kl} - \frac{1}{\rho}\sigma_{ij}\alpha_{ij}(T - T_0) + c [ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) ] - s_0 T + u_0, \] (4.2)

where \(\rho, \sigma_{ij}, M_{ijkl}, \alpha_{ij}, c, T, T_0, s_0,\) and \(u_0\) are the mass density, symmetric Cauchy stress tensor, current fourth-order compliance tensor, thermal expansion tensor, specific heat, current absolute temperature, reference temperature, reference entropy, and reference internal energy. The specific energetic contributions of the different mechanisms and the corresponding energies will be discussed individually in detail in Sections 4.1.1–4.1.3. The coupling of the different mechanisms and corresponding combined model is then presented in Section 4.1.4.

4.1.1 Incipient Kink Band Formation

One of the key physical responses of MAX phases that has made these materials so appealing is the repeatable hysteresis loops observed even under relatively high-loads (up to 1 GPa) [23]. Although the inelastic strains remain rather small in
comparison to some active materials (notably shape memory alloys), the recoverable deformations remain large for a bulk ceramic with stiffnesses in the neighborhood of 300 GPa. Importantly, however, these repeatable hysteresis loops dissipate roughly a quarter of the applied energy giving the material excellent damping characteristics and subsequent permanent kinking (see the following section) yield a “damage” tolerant ceramic (with many other interesting possibilities) [20].

As discussed in Section 1.1, the exact mechanism responsible for this behavior is still being debated in the literature [24, 43, 93, 113, 186]. A variety of explanations ranging from crack sliding [186] to an extreme Baushinger-like effect [113] have been proposed and supported with a variety of experimental observations. Nonetheless, in this work, the incipient kink band (IKB) concept is invoked and used to motivate the phenomenological model. This theory is used as (i) the relevant features have been extensively characterized (e.g., [22, 23, 237]), (ii) substantial circumstantial observations (like greater absolute dissipation of porous versus bulk specimens [220, 238]) and (iii) recent, unpublished electron backscatter (EBSD) results\(^2\) indicating the presence of kink band-like dislocation structures. In the IKB theory put forth by Barsoum and coworkers [23, 24], these structures form as a result of a limited number of plastic slip systems in grains poorly aligned with respect to (parallel) the loading axis after a critical applied load. Although recent EBSD results differ from this explanation in that the observed dislocations were in grains with moderate Schmid factor, the observation of such structures gives credence to such an explanation. Specifically, the formation of these bands is necessitated as deformation may only occur via basal slip and twinning is unlikely due to the high $c/a$ ratios of the crystal structure [23]. The resultant IKBs take the form of parallel dislocation walls with opposite signs and the end dislocations remain attached. Upon load reversal, the attractive forces

\(^2\)Private communication with R. Benitez and Prof. Radovic
between the dislocations enable these structures to run-back upon each other and annihilate the dislocations nucleated during loading [24]. As no damage occurs, this process may be repeated multiple times.

To capture the response of the reversible hysteretic, an internal state variable approach is adopted. Such variables are meant to capture and describe the evolution of the microstructure through inelastic deformations. Specifically, four state variables are utilized - two tensorial and two scalar. First, a scalar *kinked volume fraction*, \( \zeta \), is introduced. Physically, such a volume fraction is interpreted as the total volume of the material comprised of kink-band dislocation structures. With this definition, it is important to note that \( \zeta \) incorporates both incipient and permanent kink bands with the restriction that permanent kink bands may only form from incipient structures. Therefore, changes in the total kinked volume fraction are only achieved through the development of annihilation of IKBs. Additionally, as will be discussed in subsequent sections, a volume fraction variable is selected to better enable efforts to couple the different mechanisms. Secondly, an inelastic strain tensor, \( \varepsilon_{ij}^{r} \) is introduced as an ISV to capture the inelastic deformations associated with IKB formation. Finally, two variables capturing the hardening effects are introduced - \( \beta_{ij}^{r} \) and \( g^{r} \) representing the kinematic and isotropic hardening, respectively. Importantly, the backstress associated with the kinematic hardening variable may be interpreted as the internal stresses associated with the attractive/repulsive forces of the dislocation walls of opposite sign. Isotropic hardening effects are then captured by the independent \( g^{r} \) state variable representing effects including various kink bands interacting with each other and texture effects.

Before proceeding further and giving specific functional forms, some specific assumptions regarding the assumed physical process will be introduced and discussed to better illuminate the derived model. To this end, recent compressive stress-strain
experimental results of dense Ti$_2$AlC will be used$^3$. First, numerous experimental results indicate a strong dependence of the functional form on the grain size (and presumably texture although such experimental results are not as strongly established) of the bulk specimens. It is assumed that these effects are captured through calibration of model parameters. Subsequent efforts may more strongly establish a relationship on these parameters although they are neglected for the time being. To highlight these response, Fig. 49 shows the room-temperature response of Ti$_2$AlC subjected to different maximum stress values. In these results, it is important to note that the presented cycles correspond to the second cycle at the given maximum load. The first cycles showed a small permanent deformation like those reported in the literature. However, as the repeatable behavior is of interest here, the second cycles are considered. From Fig. 49, a number of interesting behaviors of the MAX phases may be observed. First, the dotted black lines are used to denote a perfect elastic response during loading and upon unloading in the 800 MPa case. With this as a comparison, it is readily apparent that the material response exhibits significant nonlinearity (roughly 30% of the strain is inelastic at 800 MPa). Additionally, from this result, it may readily be seen that the nonlinear behavior begins at a modest stress level (200 MPa) and that the loading trajectories are the same. Some differences are noted at the higher stress response of the 800 MPa case although previous studies have reported slight hardening in the material response with permanent deformation [237]. Thus, this hardening is assumed to be a result of some of the permanent deformations during previous cycles. With respect to unloading, by comparing the 800 MPa case in Fig. 49 to the corresponding elastic path, the initial response seems to have an initially elastic unloading. Such a response is important as

$^3$All experimental results provided by Prof. Radovic and R. Benitez. To the author’s knowledge the corresponding results are currently unpublished.
Figure 49: Repeatable, hysteretic room temperature compressive stress-strain response of Ti$_2$AlC at different maximum compressive stress values. Results shown correspond to the second cycle at the given stress level and the results correspond to the same material specimen loaded incrementally.

it would indicate that the material is undamaged through the IKB loading process. Additionally, the sequential loading trajectories and response repeatability during increasingly higher loadings indicate no permanent effects of the IKB formation. Thus, it is assumed that the IKB process does not damage the material or change the thermoelastic properties ($G^{te} \neq \hat{G}^{te} (\zeta)$).

Further consideration of the unloading of Fig. 49 yields additional information in regards to the hysteretic behavior of the MAX phases. Specifically, it is noted that at lower stress levels the unloading trajectories fall on the same path. Such a path appears to be near linear and, interestingly, ends at the zero stress level. Therefore, it would seem that the nonlinear unloading doesn’t complete until complete external load removal. Additionally, in comparing the unloading behavior to that of the loading, it can be seen that in some ways the unloading response mirrors that of the
loading. Specifically, at the onset of the inelastic phenomena, a nonlinear hardening is observed. As the behavior progresses, the hardening appears in Fig. 49 to settle into more of a linear response. Finally, by visual inspection, it would seem that the elastic regimes during both IKB growth and annihilation (loading and unloading, respectively) occur over a similar stress magnitude. These issues will be expanded upon in subsequent analysis.

To further expand upon this point, the experimental hardening is considered. Specifically, in this case, the change in stress with inelastic strain is defined to be hardening and is plotted for three experimental cases in Fig. 50. The results come from the same set used to produce Fig. 49 and correspond to compressive stress-strain cycles (in Fig. 50 compressive stresses and strains are taken to be positive). For these results, the inelastic strain is simply defined as the difference between the measured total strain and elastic strain which is taken to be the recorded stress divided by an elastic modulus value found from analysis of the experimental results. Lower stress regions in which the inelastic strain is approximately zero are taken to be elastic regimes. Both unloading and loading curves portions of the loading cycle and for comparison reasons the unloading stress is taken as $|\sigma^{rev} - \sigma|$ such that the initial point corresponds to the start of unloading and the maximum value is at completion. In considering these results, it is also important to note that here no distinction is made between any inelastic mechanisms. Specifically, the hardening here is the total inelastic hardening observed in the system. Although these results correspond to the repeatable, second cycles of the experiments whose behavior is attributed to the formation and subsequent removal of IKB loops, the incorporation of other mechanisms cannot be ruled out.

From the results of Fig. 50 a number of important results may be observed. First, as discussed with regard to Fig. 49 the loading and unloading curves show
Figure 50: Inelastic hardening during loading and unloading of MAX phases at different maximum stress values

surprising similarities - this is especially true in the 600 MPa case. Specifically, after the onset of inelastic deformation an initially nonlinear character transitions to an increasingly linear evolution as the material is subject to further inelastic response. The 800 and 1000 MPa cases show the same general trend although some difference is noted at higher stress values where a seemingly slight variation in the curve is noted. Such a difference, although slight, could be associated with additional active mechanisms (e.g., plasticity) during loading. The small variation in elastic modulus between loading and unloading of the different load cases (manifest by the different slopes in the linear range) is potentially associated with damage formation in prior cycles or similar effects and as such isn’t assumed to be a part of the IKB response. Interestingly, however, the unloading cycles demonstrate similar nonlinear to linear hardening evolutions. As the material is unloading, the only operative mechanism is expected to be IKB contraction and this evolution is associated with that behavior.
Additionally, although some scatter exists, the various results (e.g., 600 and 1000 MPa cases) seem to lie on similar trajectories. One surprising observation in these behaviors is in regards to the onset of nonlinear deformation. By assuming the nonlinear behavior begins at the inflection point (when the inelastic strain starts increasing), it is noted that the stress difference needed to initiate (both forward and reverse) IKB motion is roughly the same between loading and unloading (at least to the resolution of these results). This observation will be important in the subsequent discussion and motivation of the appropriate yield surfaces. To elaborate, consider for a moment an elastic-plastic material with a yield stress, $\sigma^y$. Assuming for a second that the material exhibits pure isotropic hardening and undergoes a proportional deformation sufficient to initiate plastic flow, then if the load is reversed and increased in the opposite direction (say a tension-compression loading) plastic flow will begin again after a change in stress of $2(\sigma^y + \sigma^{hard})$, where $\sigma^{hard}$ is some non-zero stress associated with the isotropic hardening. In the corresponding pure kinematic hardening case, the change in stress would be $2\sigma^y$. With these experimental results, however, the needed change in stress would seem to be $\sigma^y$. This observation would seem to preclude the possibility that this material response is simply an extreme Bauschinger effect. Instead, one potential phenomenological explanation in this case is that $\sigma^y$ is the stress necessary to initially form the IKBs most favorably oriented for such deformations. As the applied stress increases, additional IKBs are nucleated in grains in less preferential grains that require higher loads to form. Previously generated IKBs grow and expand in such a way that the microstructural forces keeping the IKBs attached offset the additional external loads. Therefore, once the loading is reversed, IKB annihilation begins as soon as the initial nucleation loading is removed and the internal attractive forces dominate.

Given the above described internal variable set list and the previously stated
assumption that IKB growth does not affect the thermoelastic energy, the inelastic free energy contribution associated with the presence of IKBs may be given as,

\[ G^r = (\sigma_{ij}, \Upsilon^r) = \frac{1}{\rho} g^r + \frac{1}{3 \rho} \kappa^r \beta_{ij}^r \beta_{ij}^r - \frac{1}{\rho} \sigma_{ij} \varepsilon_{ij}^r, \quad (4.3) \]

with \( \kappa^r \) being the backstress modulus. As stated previously, at this time, temperature and rate-dependencies are not included as the model is intended for low and mid temperature regimes. At higher temperatures, a temperature dependence is expected due to the increase dislocation mobility. Rate effects are neglected for similar reasons. The two hardening terms, \( g^r \) and \( \frac{1}{3} \kappa^r \beta_{ij}^r \beta_{ij}^r \), describe the energy stored in the IKB structures – for instance that associated with the intra-dislocation forces. The elastic energy associated with the perturbation arising from the corresponding strains is captured by the final \( \sigma_{ij} \varepsilon_{ij}^r \) term.

The corresponding rate of mechanical energy dissipation due to the growth or contraction of IKBs, \( \xi^r \), may then be written as,

\[ \xi^r = -\rho \frac{\partial G^r}{\partial \Upsilon^r} \dot{\Upsilon}^r = -\rho \frac{\partial G}{\partial \varepsilon_{ij}^r} \dot{\varepsilon}_{ij}^r - \rho \frac{\partial G}{\partial \beta_{ij}^r} \dot{\beta}_{ij}^r - \rho \frac{\partial G}{\partial g^r} \dot{g}^r. \quad (4.4) \]

Using the defined energy in Eqn. 4.3 with the dissipation given by Eqn. 4.4 leads to the modified dissipation expression of the form,

\[ \xi^r = \sigma_{ij} \dot{\varepsilon}_{ij}^r - X_{ij}^r \dot{\beta}_{ij}^r - \dot{g}^r, \quad (4.5) \]

where \( X_{ij}^r \) is the backstress associated with kinematic hardening \( (X_{ij}^r = \frac{2}{3} \kappa^r \beta_{ij}^r) \). At this stage, a further assumption is introduced. Specifically, the evolution of these internal variables (and the corresponding dissipation) occurs only with changes in the kinked volume fraction, \( \dot{\zeta} \). In this way, \( \dot{\zeta} \) plays the role of consistency multiplier in
classical plasticity and a similar assumption in utilized in the modeling of martensitic transformation and other inelastic mechanisms in SMA [97,100,124]. Additionally, it is assumed that the isotropic hardening energy is a function of this volume fraction and only the kinked volume fraction. With these assumptions in mind, evolution equations of the form,

\[
\dot{\varepsilon}_{ij}^r = \Lambda^r_{ij} \dot{\zeta}, \tag{4.6}
\]
\[
\dot{\beta}_{ij}^r = \Lambda^r_{ij} \dot{\zeta}, \tag{4.7}
\]
\[
\dot{g}^r = \frac{\partial g}{\partial \zeta} \dot{\zeta} = f^r \dot{\zeta}, \tag{4.8}
\]

are assumed. The specific form of these functions will be discussed in the following sections for the growth/annihilation (loading/unloading) stages. For clarity, the subscripts “g” and “a” will be used for the growth (loading) and annihilation (un-loading) states, respectively. Finally, with these relations, the dissipation may be rewritten,

\[
\xi^r = \sigma^r_{ij} \Lambda^r_{ij} \dot{\zeta} - X^r_{ij} \Lambda^r_{ij} \dot{\zeta} - f^r \dot{\zeta} = (\mu^r_{ij} \Lambda^r_{ij} - f^r) \dot{\zeta}, \tag{4.9}
\]

where the effective stress, \(\mu^r_{ij}\) is introduced and defined as,

\[
\mu^r_{ij} = \sigma^r_{ij} - X^r_{ij}. \tag{4.10}
\]

By inspecting Eqn. 4.9, a total thermodynamic driving force conjugate to IKB generation, \(\pi^r\), may be defined. Specifically,

\[
\xi^r = \pi^r \dot{\zeta}, \tag{4.11}
\]

where \(\pi^r = \mu^r_{ij} \Lambda^r_{ij} - f^r.\)
4.1.1.1 IKB Growth (Loading)

To describe the response of the material through IKB growth, expressions for $\Lambda^r_{ij}$ and $f^r$ need to be determined. First, in defining $\Lambda^r_{ij}$, a von Mises flow rule is utilized to describe the direction of strain generation. This selection is motivated by the fact that although the formation of IKB nucleation and growth relies on forming a parallel set of dislocation walls, it is still a shear-based dislocation mechanism. At this stage, an additional model parameter describing the magnitude of strain per unit kinked volume, $\gamma^r$, is introduced to scale the strain generation with kinked volume fraction. Unlike SMAs, this parameter is not easily observable from macroscopic experiments. Therefore, values for this parameter will be assumed and fit to experimental data. Such a value is expected to be quite small and depends on grain size. For instance, Kalidindi et al. [114] note the theoretical maximum nonlinear strain for a fully reversibly kinked Ti$_3$SiC$_2$ would be 0.035 and a value of similar magnitude would be expected. Therefore, the IKB strain evolution tensor is assumed to be (during IKB growth) as,

$$\Lambda^r_{ij} = \gamma^r \frac{3}{2} \frac{\mu^r_{ij}}{\mu^r_{-VM_{eff}}},$$

where the "\(\cdot\)" denotes a deviatoric tensor ($\mu^r_{ij} = \mu_{ij} - \frac{1}{3} \mu_{kk} \delta_{ij}$) and the Mises effective stress is defined as $\mu_{-VM_{eff}} = \sqrt{\frac{3}{2} \mu_{ij}^r \mu_{ij}^r}$. In considering the hardening of the IKB, it is assumed that, initially, at low kinked volume fractions the IKBs are distributed throughout the relevant grains and the forces acting on them from other IKBs are small. Thus, the hardening in this regime is tied primarily to hardening effects associated with constraints from grain boundaries and texture. As more IKBs are nucleated and growth of existing loops become more important, the effects of the internal forces become more dominant. With this interpretation in mind, a decaying
exponential form of the rate of isotropic hardening change, $f_g^r$ is utilized and given as,

$$f_g^r (\zeta) = \frac{B}{k} \left(1 - e^{-k\zeta}\right), \quad (4.13)$$

where $B$ and $k$ are experimental fit parameters.

With these terms defined, a yield function for IKB growth, $\Phi^r$, may be proposed. Specifically, a function of the form,

$$\Phi^r_g = \pi^r_g - Y^r, \quad (4.14)$$

is proposed where $Y^r$ is the critical energy needed to grow an IKB.

### 4.1.1.2 IKB Annihilation (Unloading)

During unloading, the IKBs contract and eventually the dislocations walls of opposite sign annihilate each other returning the material to its initial state. It is important to note that if some of the IKB’s disassociate into permanent kink bands, full recovery is not possible and the associated deformations are not recovered (this interaction will be discussed in more detail in later sections). Given the coupling between the loading and unloading stages, however, it is desirable to describe the response in a fashion analogous to a reversible inelastic mechanism.

To capture the inelastic response upon unloading, two things needed to be defined - the evolution of the internal variables and the yield function. First, the new forms of the former functions shall be described and used to motivate a form of the latter. During loading, it was assumed that kinking strains develop in the direction of the effective stress, $\mu_{ij}^r$. Upon unloading, a similar argument could be made for proportional (radial) loading cases. If the material is subjected to a complex non-proportional loading, however, using the same definition of loading could lead
to non-zero strains with a zero IKB volume fraction. This is a non-physical situation. Therefore, an analogy is made to reverse transformation of in phenomenological shape memory alloy models \[40,124,192\], and a direction tensor of the form,

\[
\Lambda_{ij}^{r} = \frac{\varepsilon_{ij}^{r-rev}}{\zeta_{rev}},
\]

(4.15)

with the superscript “\(rev\)” denoting the values at loading reversal. In such a fashion, the strain is normalized per unit volume fraction and upon any unloading path it is ensured that the recoverable strain is zero.

For the change in isotropic hardening, the discussion and observations of Figs. 49 and 50 are revisited. Specifically, as was noted in the associated discussion, a distinct similarity is evident in the evolution of the hardening during loading and unloading. That is the initial hardening shows a more nonlinear nature while at further progression of the inelastic mechanisms a more linear character is observed. In the previous section, this was attributed to the relative contributions of effects like grain boundary interactions and texture (isotropic) and backstresses from developed IKBs (kinematic). Here a similar argument is made. Specifically, effects such as grain boundary pinnings are the first to be relieved while the backstresses are relaxed more slowly along with the decrease in applied stress necessary to keep the IKBs open. In keeping with this analogy, an unloading hardening of the form,

\[
f_{a}^{r} = \frac{B}{k} \left(1 - e^{- (\zeta_{\text{rev}} - \zeta)}\right),
\]

(4.16)

is assumed such that it essentially mirrors the effect upon unloading with the subscript \(a\) indicating annihilation of the IKBs through unloading.

With these relationships defined, the remaining consideration is the determina-
tion of the yield function for annihilation (unloading). As previously discussed, it is assumed that during loading an equilibrium is established between the external load and internal configuration forces that keep the IKBs open but associated. Upon reversal, the internal forces remain unchanged while the external load is gradually removed. In this frame, it is assumed that the annihilation process is controlled by the attractive, internal forces formed during the growth process. Initially, as the external stress is decreased, the applied load is still sufficient to prevent any dislocation motion due to the attractive, configurational forces. This accounts for the initial elastic regime observed in Fig. 49 and other MAX phase experiments. Eventually, however, the externally applied load is insufficient to maintain an equilibrium with the internal configurational forces and inhibit dislocation motion. Thus, the IKBs begin to contract. This continues until no load remains to keep the IKBs open. With such an interpretation, it is noted that the IKB structures already exist at the start of the unloading process. Therefore, IKB annihilation does not require the nucleation of additional dislocations, but is instead based merely on their motion. In such a fashion, the critical thermodynamic force necessary for the onset of IKB contraction is not that needed for dislocation formation (like during growth) but instead is the energy needed to contract and move the dislocation structures. This critical value is tied to the established hardening in the material which serves to inhibit IKB motion. In this way, the unloading yield function may be defined as,

\[
\Phi_{con}^r = -\left(\sigma_{ij} - \frac{2}{3}\kappa^r \beta_{ij}^r\right) \Lambda_{ij}^r - f_a^r + f_g^{r-rev},
\]

(4.17)

where the signs are reversed due to the fact that this mechanism occurs during unloading. Additionally, such a form is selected such that independent of the maximum applied load, the annihilation process begins after the maximum stress is reduced by
4.1.2 Permanent Kink Band Formation

Unlike the incipient kink bands, experimental evidence observations have observed permanent deformations in the form of delaminations, kink bands, shear bands, grain buckling, and microcracking [20, 73, 74, 220]. Specifically, Barsoum and El-Raghy [20] observed deformation via a combination of permanent kinking and delaminations in large-grain oriented Ti$_3$SiC$_2$ in areas lacking constraint. Similarly, Sun and coworkers [220] observed kink bands in 43% porous Ti$_3$SiC$_2$ and noted the presence of the pores aid in the formation of the permanent kink bands. The combination of these mechanisms is largely associated with the damage-tolerant nature of the MAX phases [20, 73]. Given these observations, the phenomenological effects of these deformation modes are incorporated into the proposed model. To capture these effects, a continuum damage mechanics (CDM) framework is adopted and the incorporation of such a model is incorporated here. Continuum damage approaches have been well established over the last 50 years to describe the influences of microcrack formation and permanent deformations through mechanical, fatigue, and viscoplastic loadings. Such approaches focus on the effective stress concept of Kachanov and incorporate damage effects through stiffness degradation associated with a damage variable (either scalar or tensorial). Detailed discussion of this topic may be found in various texts (e.g., Lemaitre and Chaboche [135]) although recent efforts have extended these principles to ductile [3, 103], brittle [50], quasi-brittle [202, 228], and composite [38] materials.

To model the effects associated with kink band formation and the associated deformations, a set of internal variables associated with damage, $\mathbf{Y}^d$, are introduced. Five internal variables are introduced in this fashion – $\zeta^d$, $D_{ij}$, $\varepsilon_{ij}^d$, $\beta_{ij}^d$, and $g^d$. The
scalar variable $\zeta^d$ is the isotropic variable used to physically represent the total propagation of damage through the material. The second order tensor $D_{ij}$ then describes the loss of load bearing capability due to damaged areas. Note, at this time no assumption is made on the relationship between $\zeta^d$ and $D_{ij}$. Instead, they are assumed to act independently although some interdependency is expected and the relationship between them will be expanded upon in subsequent sections. As alluded to in the previous section, much of the coupling between the different mechanisms in this formulation is captured through relationships on the volumes undergoing different inelastic mechanisms. Therefore, $\zeta^d$ is interpreted as the permanently kinked volume fraction. An additional restriction is imposed such that $\zeta^d \leq \zeta$ as it is assumed that any volume must be first incipiently kinked before separating into the permanent state.

With $\zeta^d$ defined in this fashion, an additional note is need in the description of $D_{ij}$. In most previous cases, the damage tensor is related to the damage area and microcrack densities [3,161]. Specifically, $D_{ij} = \sqrt{\rho_i \rho_j}$ where $\rho_i = A_i^d/A_i$ (no sum) with $A_i^d$ being the damaged area in the $i$-th direction and $A_i$ the total area in the same direction [3]. If both the scalar $\zeta^d$ and tensorial $D_{ij}$ variables have geometric interpretations, however, issues of independence or contradiction could exist. To address this point, the tensorial variable $D_{ij}$ is instead interpreted as the variable capturing anisotropic stiffness degradation associated with kink band formation without invoking the microcrack density concept. Specifically, this argument is used as the loss of stiffness may not just be associated with microcracks but instead kinked or buckled volumes and associated effects. Additionally, the damage, kinking process occurs via multiple mechanisms (e.g., kinking and delimitation) and a purely microcrack density argument may be insufficient to capture the complex effects of such modes. In this way, any issues with contradictory definitions and independence are avoided.
It is noted, however, that in the isotropic damage limit, $\zeta^d$ does play the role of the damage variable and the tensorial representation is unnecessary. Initially, however, the two variables are treated independently to allow for anisotropic damage.

Additionally, an inelastic strain of the form $\varepsilon^d_{ij}$ is added to the internal variable set list. Specifically, this term is used to describe permanent strains developed as a result of the damage process. Changes in elastic strain due to changes in the material stiffness are not included in this term and thus there is no reversible nature in this strain. In previous efforts [3], such strains were attributed random geometries, orientations, and distributions of cracks which remain open and cannot be recovered upon unloading. With respect to the MAX Phases, similar deformations may be attributed to the formation of kink bands and resulting kinematic incompatibilities, cracks, and delaminations formed when IKBs separate into permanent kink bands. Finally, kinematic and isotropic hardening effects are captured through the introduction of $\beta^d_{ij}$ and $g^d$, respectively. With all of these in mind, and assuming a rate and temperature independent mechanism, the inelastic energy associated with permanent kink band formation is,

$$ G^d (\sigma_{ij}, \Upsilon^d) = \frac{1}{\rho} g^d + \frac{1}{3\rho} \kappa^d \beta^d_{ij} \beta^d_{ij} - \frac{1}{\rho} \sigma_{ij} \varepsilon^d_{ij}, $$ (4.18)

where $\kappa^d$ is the modulus of kinematic hardening variable. Additionally, the inclusion of the damage tensor, $D_{ij}$ also modifies the thermoelastic free energy of the system such that,

$$ G^{de} (\sigma_{ij}, T, D_{ij}) = -\frac{1}{2\rho} \sigma_{ij} Q_{ijmn} M_{mnrs} Q_{rskl} \sigma_{kl} - \frac{1}{\rho} \sigma_{ij} \alpha_{ij} (T - T_0) $$

$$ + c \left[ (T - T_0) - T \ln \left( \frac{T}{T_0} \right) \right], $$ (4.19)
with $M_{ijkl}^0$ being the undamaged compliance tensor, superscript “$T$” denoting the tensor transpose and $Q_{ijkl}$ being the map between the undamaged and damaged materials defined as [228],

$$Q_{ijkl} = \frac{1}{2} \left[ \delta_{ij} (\delta_{kj} - D_{kj})^{-1} + (\delta_{il} - D_{il})^{-1} \delta_{kj} \right], \quad (4.20)$$

and $\delta_{ij}$ being the kroneker delta. The current damaged compliance tensor is then defined as,

$$M_{ijkl} = Q_{ijkl}^T M_{mnrs}^0 Q_{rskl} \quad (4.21)$$

With the relevant variables and free energy defined, the corresponding rate of mechanical dissipation of the kinking, damage process, $\xi^d$ is given as,

$$\xi^d = -\rho \frac{\partial G^d}{\partial \Upsilon^d} = -\rho \frac{\partial G}{\partial D_{ij}} \dot{D}_{ij} - \rho \frac{\partial G}{\partial \varepsilon_{ij}^d} \dot{\varepsilon}_{ij}^d - \rho \frac{\partial G}{\partial \beta_{ij}^d} \dot{\beta}_{ij}^d - \rho \frac{\partial G}{\partial g^d} \dot{g}^d. \quad (4.22)$$

The corresponding derivatives (and conjugate thermodynamic driving forces) are determined to be,

$$-\rho \frac{\partial G}{\partial D_{ij}} = Y_{ij} = -\rho \frac{\partial G^{te}}{\partial D_{ij}} = \frac{1}{2} \sigma_{mn} \frac{\partial M_{mnkl}}{\partial D_{ij}} \sigma_{kl}, \quad (4.23)$$

$$-\rho \frac{\partial G}{\partial \varepsilon_{ij}^d} = \sigma_{ij}, \quad (4.24)$$

$$-\rho \frac{\partial G}{\partial \beta_{ij}^d} = -\frac{2}{3} \kappa^d \beta_{ij}^d, \quad (4.25)$$

producing a dissipation of,

$$\xi^d = Y_{ij} \dot{D}_{ij} + \sigma_{ij} \dot{\varepsilon}_{ij}^d - \frac{2}{3} \kappa^d \beta_{ij}^d \dot{\beta}_{ij}^d - \dot{g}^d. \quad (4.26)$$
To complete the discussion, evolution equations for the various internal state variables must be prescribed. Similar to the IKB dissipation, it is assumed that the damage process occurs with the evolution of the damage volume fraction, $\zeta^d$.

Additionally, the isotropic energy is taken to be a function of $\zeta^d$ and $\zeta^d$ alone. With this mind, the following evolution equations are postulated:

\[
\dot{D}_{ij} = \Lambda_{ij}^d \dot{\zeta}^d, \quad (4.27)
\]

\[
\dot{\varepsilon}_{ij}^d = \Lambda_{mn}^d \frac{\partial M_{ijkl}}{\partial D_{mn}} \sigma_{kl} \dot{\zeta}^d, \quad (4.28)
\]

\[
\dot{\beta}_{ij}^d = \Lambda_{ij}^d \dot{\zeta}^d, \quad (4.29)
\]

\[
\dot{g}^d = \frac{\partial g^d}{\partial \zeta^d} \dot{\zeta}^d = f^d \dot{\zeta}^d. \quad (4.30)
\]

The damage variable direction tensor is taken to be,

\[
\Lambda_{ij}^d = \gamma^d \left( \frac{W_{ij}}{\sqrt{W_{mn} W_{mn}}} + \tilde{\nu} \delta_{ik} \delta_{jk} \right), \quad (4.31)
\]

with $W_{ij} = Y_{ij} - \frac{2}{3} \kappa^d \beta_{ij}^d$, $\tilde{\nu}$ being a pressure dependence coefficient, and $\gamma^d$ a scaling coefficient relating the magnitude of the evolution of $D_{ij}$ with $\zeta^d$. In this fashion, the damage evolves in the direction of the changing elastic strain energy. Additionally, the damage strain evolution, Eqn. 4.28, is proportional to the loss of elastic strain due to the damage process. Similar to previous damage models [3, 103], a decaying exponential form of the change in isotropic hardening energy function is also adopted of the form,

\[
f^d = q \left( 1 - e^{-c \zeta^d} \right), \quad (4.32)
\]
where \( q \) and \( c \) are fit parameters. Introducing these relations into Eqn. 4.26, yields a damage dissipation expression of,

\[
\xi^d = \left[ \left( Y_{ij} - \frac{2}{3} \kappa^d \beta^d_{ij} \right) \Lambda^d_{ij} + \sigma_{ij} \Lambda^d_{mn} \frac{\partial M^d_{ijkl}}{\partial D_{mn}} \sigma_{kl} - f^d \right] \dot{\zeta}^d. \tag{4.33}
\]

It is noted that by using Eqn. 4.23,

\[
\sigma_{ij} \frac{\partial M^d_{ijkl}}{\partial D_{mn}} \sigma_{kl} \Lambda^d_{mn} = 2 Y_{mn} \Lambda^d_{mn}, \tag{4.34}
\]

yielding,

\[
\xi^d = \left[ 3 \left( Y_{ij} - \frac{2}{3} \kappa^d \beta^d_{ij} \right) \Lambda^d_{ij} - f^d \right] \dot{\zeta}^d. \tag{4.35}
\]

Thus, the dissipation associated with deformation may be described through the use of a single scalar thermodynamic driving force, \( \pi^d \), such that

\[
\xi^d = \pi^d \dot{\zeta}^d. \tag{4.36}
\]

Additionally, with such a form, a yield function for the damage mechanisms of the form,

\[
\Phi^d = \pi^d - Y^d, \tag{4.37}
\]

is postulated where \( Y^d \) is the (constant) critical energy for damage propagation.

4.1.2.1 Isotropic Damage Reduction

The tensorial damage form used in the previous section, \( D_{ij} \), is used to describe the anisotropic evolution and development of damage (e.g. cracks aligned in different directions). One common reduction used for such analysis is the consideration of an isotropic damage variable. In this case, the permanently kinked volume current
fraction, $\zeta^d$, assumes the role of the isotropic damage variable. In this way, the current compliance tensor becomes,

$$M_{ijkl} = \psi M_{ijkl}^0$$ (4.38)

where $\psi = \frac{1}{1 - \zeta^d}$ or $\psi = \frac{1}{(1 - \zeta^d)^2}$ using the equivalent strain or equivalent strain energy, respectively. Voyiadjis and Katten [226] present an in depth discussion of the different damage variables, although for know the general form Eqn. 4.38 is used.

With the reduction in order of the damage tensor, the corresponding thermodynamic driving force also becomes a scalar relation and simplifies to,

$$Y = -\rho \frac{\partial G^{te}}{\partial \zeta^d} = \frac{1}{2} \sigma_{ij} \frac{\partial \psi}{\partial \zeta^d} M_{ijkl}^0 \sigma_{kl}. $$ (4.39)

Similarly, the kinematic variable reduces to a scalar variable, leading to an equation of the form,

$$\Lambda_{ij}^d \rightarrow \lambda^d = \gamma^d (1 + \tilde{\nu}). $$ (4.40)

The evolution of the permanent kinking strain and damage kinematic variable (which also becomes a scalar variable) similarly reduce such that,

$$\dot{\beta}^d = \lambda^d \dot{\zeta}^d, $$ (4.41)

$$\dot{\varepsilon}^d = \lambda^d \frac{\partial \psi}{\partial \zeta^d} M_{ijkl}^0 \sigma_{kl} \dot{\zeta}^d. $$ (4.42)

These simplifications lead to an equivalent thermodynamic driving force of,

$$\pi^d = \left[ 3 \left( Y - \frac{2}{3} \kappa^d \beta^d \right) \lambda^d - f^d \right]. $$ (4.43)
4.1.3 Irrecoverable Permanent Deformations

In addition to the above mentioned effects of kink band formation (incipient and permanent), the possibilities of other inelastic plastic deformation – specifically glide in non-kinking grains. Such deformations are accounted for via a plasticity type formulation. To capture these effects of this mechanism, four internal variables are assumed to comprise $\mathbf{Y}^p - p$, $\varepsilon_{ij}^p$, $\beta_{ij}^p$, and $g^p$. In this context, $p$ is a scalar internal variable representing the volume fraction of plastically deformed material and not an effective strain measure like those used in most classical continuum plasticity theories. An analogy could be made to $p$ being a dislocation density via the reinterpretation of the variable and corresponding evolution equation, but in this case a volume fraction is selected for connection with the previous described kinking mechanisms. Specifically, this selection is made as the volume $1 - p$ could be interpreted as a plastically deformed volume incapable of kinking thereby placing an upper bound on $\zeta$. A parameter, $\gamma^p$, is introduced representing the plastic slip magnitude per unit volume of plastically deformed material. It should be noted, however, that in practice the determination of such a parameter experimentally is not trivial and difficult to implement. By setting $\gamma^p = 1$, the variable $p$ may be viewed as the effective plastic strain in the classical sense. The macroscopic, inelastic strain is selected as another internal variable and denoted as $\varepsilon_{ij}^p$. Two variables (one tensorial and one scalar) are also introduced to describe hardening effects - $\beta_{ij}^p$ and $g^p$. Specifically, isotropic effects are described via the total isotropic hardening energy $g^p$ and may include energies corresponding to dislocation pinning (for example). Kinematic hardening effects are captured through the tensorial variable $\beta_{ij}^p$ and used to capture any associated backstresses. Importantly, at this time it is assumed that this mechanism represented rate-independent plastic effects and any temperature-softening is neglected. With
these definitions, the total inelastic energy of this mechanism is written as,

\[ G^p(\sigma_{ij}, \Upsilon^p) = \frac{1}{\rho} g^p + \frac{1}{3\rho} \kappa^p \beta^p_{ij} \beta^p_{ij} - \frac{1}{\rho} \sigma_{ij} \varepsilon^p_{ij}, \]  

(4.44)

where \( \kappa^p \) is the corresponding hardening modulus.

In further defining the problem, the rate of mechanical dissipation associated with plasticity, \( \xi^p \) is now explored and written as,

\[ \xi^p = -\rho \frac{\partial G^p}{\partial \Upsilon^p} \dot{\Upsilon}^p = -\rho \frac{\partial G}{\partial \varepsilon^p_{ij}} \dot{\varepsilon}^p_{ij} - \rho \frac{\partial G}{\partial \beta^p_{ij}} \dot{\beta}^p_{ij} - \rho \frac{\partial G}{\partial g^p} \dot{g}^p, \]  

(4.45)

where the derivatives are also the corresponding thermodynamic driving forces and are given as,

\[ -\rho \frac{\partial G}{\partial \varepsilon^p_{ij}} = \sigma_{ij}, \]  

(4.46)

\[ -\rho \frac{\partial G}{\partial \beta^p_{ij}} = -\frac{2}{3} \kappa^p \beta^p_{ij}. \]  

(4.47)

Using these definitions, the mechanical dissipation is rewritten as,

\[ \xi^p = \sigma_{ij} \varepsilon^p_{ij} - \frac{2}{3} \kappa^p \beta^p_{ij} \beta^p_{ij} - \dot{g}^p. \]  

(4.48)

In a similar fashion to the previous cases, it is assumed that the plastic mechanism and its dissipation evolves with, and only with, the plastic volume fraction, \( p \). Furthermore, the isotropic energy is taken to be purely a function of this same volume fraction. With this assumption, the evolution equations need to be determined and
are postulated as:

\[ \dot{\varepsilon}_{ij}^{p} = \Lambda_{ij}^{p} \dot{p}, \quad (4.49) \]

\[ \dot{\beta}_{ij}^{p} = \Lambda_{ij}^{p} \dot{p}, \quad (4.50) \]

\[ \dot{g}^{p} = f^{p} \dot{p}, \quad (4.51) \]

where \( \Lambda_{ij}^{p} \) is tensor the direction of the flow and \( f^{p} \) is the change in isotropic energy. Additionally, an effective plastic stress, \( \mu_{ij}^{p} \), is introduced of the form \( \mu_{ij}^{p} = \sigma_{ij} - X_{ij}^{p} \) where \( X_{ij}^{p} = \frac{2}{3} \kappa^{p} \beta_{ij}^{p} \) is the plastic back stress. The plasticity is assumed to be shear-based and the classic, \( J_{2} \)-type von Mises form,

\[ \Lambda_{ij}^{p} = \gamma^{p} \frac{3}{2 \mu^{p} - VM_{eff}} \mu_{ij}^{p}, \quad (4.52) \]

is assumed for the flow direction. A power-law form is used for the change in plastic isotropic energy. Therefore, \( f^{p} = L p^{n} \) where \( L \) and \( n \) are material fit parameters. Combining these relations, leads to a total dissipation form of,

\[ \xi^{p} = \left[ \left( \sigma_{ij} - \frac{2}{3} \kappa^{p} \beta_{ij}^{p} \right) \Lambda_{ij}^{p} - f^{p} \right] \dot{p}. \quad (4.53) \]

By defining \( \pi^{p} \) to be the total thermodynamic driving force conjugate to the evolution of plastic volume fraction the total mechanical dissipation becomes,

\[ \xi^{p} = \pi^{p} \dot{p}. \quad (4.54) \]

A plastic yield function of the form,

\[ \Phi^{p} = \pi^{p} - Y^{p}, \quad (4.55) \]
where \( Y^p \) is the (constant) critical thermodynamic driving force for plastic volume formation, is then assumed.

### 4.1.4 Multiple Couple Mechanisms (MCM) Model

With the models of the various mechanisms described, the coupled and combined response of the considered material may now be discussed. First, the total free energy of the system is written as,

\[
G(\sigma_{ij}, T, Y) = -\frac{1}{2\rho} \sigma_{ij} M_{ijkl} \sigma_{kl} - \frac{1}{\rho} \sigma_{ij} \alpha_{ij} (T - T_0) + c [T - T_0] - s_0 T - \frac{1}{\rho} \sigma_{ij} (\varepsilon^p_{ij} + \varepsilon^d_{ij} + \varepsilon^r_{ij}) + \frac{1}{\rho} (g^p + g^d + g^r) + \frac{1}{\beta} \left( \kappa^p \beta_{ij}^p \beta_{ij}^r + \kappa^d \beta_{ij}^d \beta_{ij}^d + \kappa^r \beta_{ij}^r \beta_{ij}^r \right),
\]

where \( M_{ijkl} \) is the current compliance tensor defined via Eqn. 4.21. In considering the above free energy, it is observed that there is no coupling between the various states variables of the different mechanisms. That is to say, the different configurational driving forces are not coupled and do not directly interact. With respect to the plasticity and kinking mechanisms, such an assumption is motivation by the fact that these deformations occur in different grains and the long range effects are taken to be negligible. In terms of the kinking, permanent kink bands and the corresponding damage are taken to interact with the other inelastic deformations through the redistribution of the stresses and not via the internal variables. Additional couplings may be observed in this system, however, and they are presented first.

In the given material model, the coupling is addressed in a variety of fashions. First, additional interactions between the evolution of incipient and permanent kink bands terms are noted. Although it has been stated that these mechanisms are not mixed in the free energy, physically their values (and volumes) must be related.
instance, as already mentioned a constraint is imposed such that the material must be incipiently kinked prior it begin permanently disassociated. Additionally, any volumes undergoing plastic deformation are poorly aligned for kinking and will not undergo such deformations. Mathematically, this restriction results in the following inequality,

\[ 0 \leq \zeta^d \leq \zeta \leq 1 - p \leq 1. \quad (4.57) \]

Furthermore, if a IKB disassociates into a permanent form it logically follows that the recoverable deformations associated with those structures are now permanent. These observations lead to modifications of the evolution laws of the form,

\[ \dot{\varepsilon}^r_{ij} = \Lambda^r_{ij} \dot{\zeta} - \Lambda^{rg}_{ij} \dot{\zeta}^d, \quad (4.58) \]

\[ \dot{\varepsilon}^d_{ij} = \Lambda^d_{mn} \frac{\partial M_{ijkl}}{\partial D_{mn}} \sigma_{kl} \dot{\zeta}^d + \Lambda^{rg}_{ij} \dot{\zeta}^d, \quad (4.59) \]

where \( \Lambda^{rg}_{ij} \) is the IKB strain direction tensor, \( \Lambda^r_{ij} \), evaluated during the growth (loading) regime. In considering Eqns. 4.58 and 4.59, it is noted that by summing these expressions the \( \Lambda^{rg}_{ij} \dot{\zeta}^d \) terms cancel. Thus, the total inelastic strain tensor is preserved and this additional interaction is not in and of itself dissipative. Therefore, this modification to the evolution equations serves primarily to track what strains are recoverable and irrecoverable.

With these interactions established, constitutive equations for the fully coupled MAX phase material are sought. To accomplish this task, the 2\textsuperscript{nd} law of Thermodynamics, in the form of the Clausius-Planck inequality,

\[ -\rho \dot{G} - \dot{\sigma}_{ij} \varepsilon_{ij} - \rho s \dot{T} \geq 0, \quad (4.60) \]
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is recalled. By considering the postulated free energy (Eqn. 4.56), the selected internal variables, this inequality may be rewritten:

\[-(\varepsilon_{ij} + \rho \frac{\partial G}{\partial \sigma_{ij}}) \dot{\sigma}_{ij} - \rho \left( s + \frac{\partial G}{\partial T} \right) \dot{T} + \left( -\rho \frac{\partial G}{\partial \xi} \dot{\xi} - \rho \frac{\partial G}{\partial \beta_{ij}} \dot{\beta}_{ij} - \rho \frac{\partial G}{\partial \varepsilon_{ij}} \dot{\varepsilon}_{ij} \right)
\]
\[-\rho \frac{\partial G}{\partial \gamma_{ij}} \dot{\gamma}_{ij} + \left( -\rho \frac{\partial G}{\partial \varepsilon_{ij}} \dot{\varepsilon}_{ij} - \rho \frac{\partial G}{\partial \gamma_{ij}} \dot{\gamma}_{ij} \right) \geq 0. \quad (4.61)\]

Most of the thermodynamic driving forces and evolution equations have been expressed and discussed in the previous sections. The additional derivatives,

\[-\rho \frac{\partial G}{\partial \sigma_{ij}} = M_{ijkl} \sigma_{kl} + \alpha_{kl} (T - T_0) + \varepsilon^r_{ij} + \varepsilon^d_{ij} + \varepsilon^p_{ij}, \quad (4.62)\]
\[-\rho \frac{\partial G}{\partial T} = \sigma_{ij} \alpha_{ij} + \rho c \ln \left( \frac{T}{T_0} \right) + \rho s_0, \quad (4.63)\]

are specified here to complete those definitions. By invoking the arguments of Coleman and Noll [60], constitutive equations for the material may be derived from Eqn. 4.61. Specifically, it is noted that Eqn. 4.61 must be satisfied for any admissible thermodynamic path. In the case of arbitrary, independent, and elastic stress or temperature excursions, this statement means the bracketed terms associated with \( \dot{\sigma}_{ij} \) and \( \dot{T} \) must be zero. Therefore,

\[\varepsilon_{ij} = M_{ijkl} \sigma_{kl} + \alpha (T - T_0) + \varepsilon^r_{ij} + \varepsilon^d_{ij} + \varepsilon^p_{ij}, \quad (4.64)\]
\[s = \frac{1}{\rho} \sigma_{ij} \alpha_{ij} + c \ln \left( \frac{T}{T_0} \right) + s_0. \quad (4.65)\]

(4.66)
The remaining expressions in Eqn. 4.61 correspond to inelastic dissipation. By recalling the previous equations in this chapter, the dissipation may be rewritten,

\[
\begin{align}
(\mu^r_{ij} \Lambda^r_{ij} - f^r) \dot{\zeta} - \sigma_{ij} \Lambda^r_{ij} \dot{\zeta}^d \\
+ \left[ (3Y_{ij} - X^d_{ij}) - f^d \right] \dot{\zeta}^d \\
+ \sigma_{ij} \Lambda^r_{ij} \dot{\zeta}^d \\
+ (\mu^p_{ij} \Lambda^p_{ij} - f^p) \geq 0, 
\end{align}
\]

or

\[
\pi^r \dot{\zeta} + \pi^d \dot{\zeta}^d + \pi^p \dot{p} \geq 0. 
\]

The final coupling results from the stress and load redistribution arising from the loss of load bearing capacity due to the damage process. To address this point, the well established effective stress concept is introduced. This theory is well established and a cornerstone of continuum damage mechanics and the text of Lemaitre and Chaboche [135] is referenced for details and a review. Specifically, through this approach, it is assumed that a material point or element under consideration is comprised of undamaged and damaged volumes. The state variables (both external and internal) of such a material point then represent the average response of the constituent with its damaged and undamaged material volumes. Through the effective stress concept, however, it is taken that any deformation, be it elastic or inelastic, occurs only in the undamaged configuration and corresponding constitutive response should be written in this configuration. Therefore, a mapping is needed between the effective response and the undamaged material. To perform such an operation an effective configuration comprised only of the undamaged material is introduced. By then noting that the damaged portion of the material carries no load and the total force applied to both the damaged and effective, undamaged configurations are equal
yielding the classical isotropic relationship that,

\[ \bar{\sigma} = \frac{\sigma}{1 - D} \]  

(4.69)

where \( \bar{\sigma} \) is the stress in the effective configuration, \( \sigma \) is the stress of the damaged material point, and \( D \) is the isotropic damage variable defined as \( \frac{A_d}{A} \) where \( A_d \) and \( A \) are the damaged and total areas of the effective and damaged configurations. In the model developed here, \( \zeta^d \) is this damage variable.

With this in mind, the effective stress concept is expanded here for use with the various mechanisms observed in the MAX phases. Specifically, it is noted that in the preceding sections three mechanisms were introduced - IKB formation, permanent kink band formation, and permanent (here considered as plastic) inelastic deformations. Although such mechanisms operate independently, they are not unrelated. Specifically, as was noted previously, IKB formation is a precursor to permanent kink band formation and thus such a mechanism should be restricted to occurring in the incipiently kinked domain. Additionally, given that both incipient and permanent kink formation is associated with the formation of dislocation loops on basal planes aligned with applied loading, a strong dependence on the texture of the material on the macroscopic behavior is expected. Such effects are accounted for through the calibration constants and material properties given the scale (and nature) of the proposed model, but it can also be reasoned that in a material volume element represented by a material point kinking will only occur in some of the grain and material assemblage. This is an important distinction as remaining volume will not kink and may instead be subject to other forms of inelastic deformation. In the described previously, one such possibility is plastic slip in any impurities or poorly aligned grains leading to the plasticity mechanisms considered here.
Bearing these restrictions in mind, the concept of an effective configuration is

\[ A = \bar{A} + \bar{A}_d \]

Figure 51: Schematic depicting various material configurations. Schematically, gray areas are elastically deforming materials, green represents volumes incipiently kinked, red those plastically deforming and white the damaged, permanently kinked volumes utilized to investigate the couplings between various mechanisms. First, as shown in Fig. 51, a two-dimensional\(^4\) material volume element with total area \( A \) with various volumes deformed by different mechanisms is considered. The actual material volume is referred to as the \( B \) configuration and corresponding state variables of the total material volume element shall be denoted without any additional accent is considered. This configuration has total area \( A \) and is comprised of permanently kinked (damaged), incipiently kinked, plastically deforming, and elastic areas denoted by \( A^d, A^\zeta, A^p, \) and \( A^0 \), respectively such that \( A = A^d + A^\zeta + A^p + A^0 \). By normalizing

\(^4\)a 2D argument is utilized for construction and as a though experiment. The concept is readily extended to a 3D model as proposed here
with respect to the total area, the previously defined internal variables $\zeta$, $\zeta^d$, and $p$ may be defined as $(A^\zeta + A^d)/A$, $A^d/A$ and $A^p/A$. Following the previous CDM concept, an intermediary configuration denoted by $\tilde{B}$ is created by removing all of the damaged area. This configuration, however, still has heterogeneous and distinct areas corresponding to the different volumes. Therefore, to get an effective, homogenized representation another configuration, $\bar{B}$, is introduced such that constant incipiently kinked and plastic volume fractions ($\bar{\zeta}$ and $\bar{p}$) are found in the domain. The total area of both the intermediary and effective configurations ($\tilde{B}$ and $\bar{B}$) are the same and denoted as $\tilde{A}$ defined as $\tilde{A} = A - A^d$. At this point it is essential to note a key difference between $\zeta$ and $\bar{\zeta}$. Specifically, in the damaged configuration $B$, $\zeta$ represents the total kinked (incipient and damaged) volume fraction. In constructing the intermediary and effective configurations, however, the damaged area is removed as it does not contribute to the response of the material. Thus, $\bar{\zeta}$ does not represent the total kinked volume in that configuration. Instead, it represents only the incipiently kinked volume fraction. To determine the relationship between these variables, $\bar{\zeta}$ is defined to be $A^\zeta/\tilde{A}$ and $\bar{p}$ is given as $\bar{p} = A^p/\tilde{A}$. Substituting the various definitions above yields the following relationships,

$$\bar{\zeta} = \frac{\xi - \zeta^d}{1 - \zeta^d}, \quad (4.70)$$

$$\bar{p} = \frac{p}{1 - \zeta^d}. \quad (4.71)$$

Interestingly, for a fixed value of $\zeta$, $\bar{\zeta}$ may actually decrease with increases in the permanently kinked material volume.

The impact of these configurational assumptions is observed in the dissipation of
the material. Recalling Eqn. 4.68, the total dissipation may be written as,

\[ \xi = \pi^r \dot{\zeta} + \pi^d \dot{\zeta}^d + \pi^p \dot{p} \geq 0. \]  
(4.72)

where the configurational forces and controlling state variables are written in the damaged configuration \((B)\). The constitutive assumptions discussed in the previous section for the incipient kinking and plastic formation, however, were written and developed without consideration of the formation of damage. Thus, it is beneficial to consider there responses in terms of the effective configuration. Additionally, considering that the mechanisms act only in undamaged materials and the net dissipation between the different configurations is the same, the dissipation potential may be rewritten as,

\[ \xi = \bar{\pi}^r \dot{\bar{\zeta}} + \pi^d \dot{\zeta}^d + \bar{\pi}^p \dot{\bar{p}}. \]  
(4.73)

In returning to Eqns. 4.70, however, it is readily observed that both \(\bar{\zeta}\) and \(\bar{p}\) may change with variation in \(\zeta^d\) only. Such a consideration leads to the possibility that effective dissipations in such a fashion could be non-zero even if the respective mechanism is not active. Therefore, a different form of the effective dissipation is necessary. Specifically, the rate of change of the volume fractions in the effective volume fraction used in defining the dissipation are taken to be the total time derivative of \(\bar{\zeta}\) and \(\bar{p}\) with \(\zeta^d\) fixed (\(\dot{\zeta}^d = 0\)). Physically, such an assumption also corresponds to all dissipation tied to the formation of permanent kinks is captured by \(\xi^d\). Additionally, the permanent kinking is taken to act in the damage configuration and its dissipation remains unchanged. Therefore, the total dissipation becomes,

\[ \xi = \bar{\pi}^r \frac{\dot{\bar{\zeta}}}{1 - \zeta^d} + \pi^d \dot{\zeta}^d + \bar{\pi}^p \frac{\dot{\bar{p}}}{1 - \zeta^d}. \]  
(4.74)
In formulating the constitutive model, it is desirable to cast all of the terms in the current, damaged configuration. Therefore, terms for $\bar{\pi}^r$ and $\bar{\pi}^p$ in terms of the current configuration need to be considered. To this end, an analogy may be made between these thermodynamic driving forces (fluxes of the respective internal state variables) and the total corresponding force and the mechanical case of stress and force. Given that these terms are also scalar relations simple relations of the form,

$$\bar{\pi}^r = \frac{\pi^r}{1 - \zeta^d}, \tag{4.75}$$
$$\bar{\pi}^p = \frac{\pi^p}{1 - \zeta^d}, \tag{4.76}$$

may be derived leading to a final mechanical dissipation of the form,

$$\xi = \frac{\pi^r}{1 - \zeta^d} \frac{\dot{\zeta}}{1 - \zeta^d} + \pi^d \dot{\zeta^d} + \frac{\pi^p}{1 - \zeta^d} \frac{\dot{p}}{1 - \zeta^d}. \tag{4.77}$$

With the total dissipation of the material constituent under investigation given in Eqn. 4.77, yield functions for the different mechanisms in the damaged configuration may be given as,

$$\Phi^r = \pm \frac{\pi^r}{1 - \zeta^d} - Y^r \leq 0, \tag{4.78}$$
$$\Phi^d = \pi^d - Y^d \leq 0, \tag{4.79}$$
$$\Phi^p = \frac{\pi^p}{1 - \zeta^d} - Y^p \leq 0. \tag{4.80}$$
Complementary Kuhn-Tucker conditions are then given as

\[
\frac{\dot{\zeta}}{1 - \zeta^d} \Phi^r = 0, \quad \Phi^r \leq 0, \quad \frac{\dot{\zeta}}{1 - \zeta^d} \geq 0, \quad (4.81)
\]

\[
\dot{\zeta}^d \Phi^d = 0, \quad \Phi^d \leq 0, \quad \dot{\zeta}^d \geq 0, \quad (4.82)
\]

\[
\frac{\dot{\rho}}{1 - \zeta^d} \Phi^p = 0, \quad \Phi^p \leq 0, \quad \frac{\dot{\rho}}{1 - \zeta^d} \geq 0 \quad (4.83)
\]

to find the solution addressing multiple dissipation. In the Kuhn-Tucker conditions for the incipient kinking and plasticity mechanism, it may also be noted that by assuming \( \zeta^d \) bounded such that \( 0 \leq \zeta^d \leq 1 \) the term may be taken as positive and removed from the relation.

A final note with regard to this coupling. Specifically, the derivation of this model proceeded by considering each mechanism independently and reducing the dissipation to a single scalar thermodynamic force and internal state variable conjugate pair. The consideration of an effective configuration was then used with respect to the scalar thermodynamic driving force to relate the force/ISV pair in the effective and damaged configurations. Existing models, however, typically map each thermodynamic driving force (e.g. stress, backstresses, and rate of change of hardening) from the damaged to the effective configuration separately (e.g. [3, 228]). Such a formulation can better account for anisotropic damage and evolution that is not captured via the scalar relations used here. Nonetheless, the current formulation comes with a tremendous computational advantage by using such a formulation (one scalar configurational mapping rather than multiple scalar and tensorial mappings). As the current focus is on the mechanistic coupling rather than anisotropic effects, the use of such an assumption would seem justified. Furthermore, as the anisotropic effects are not being used in these yield functions, the isotropic reduction of the kinking model (Section 4.1.2.1) is used in the remainder of this work.
4.1.5 Consistency Relations

In the previous section, the constitutive equation, yield functions, and evolution equations of a MAX phase consisting of multiple coupled mechanisms was presented. To determine the response of the material through a loading path, however, methods to determine the increments of inelastic deformation are needed. Such a task may be accomplished by determining the increment of the controlling (consistency) parameter of the relevant mechanism \((d\zeta, d\zeta^d, \text{and } dp)\) which are found via the consistency relations of the relevant yield surface. As a rate independent formulation is used, the time derivative is dropped in favor of the total derivate \((e.g, \dot{\zeta} = d\zeta)\). Therefore, these relations are presented in this section. Specifically, in returning to the yield functions defined by Eqns. 4.78–4.80, it is noted that these relations define the admissible domain of the material state. The thermoelastic domain of the \(i\)-th mechanism \((i = r, d, p)\) is defined by \(\Phi^i < 0\) while inelastic states occur on the surface \(\Phi^i = 0\). Therefore, even after the activation of any inelastic mechanism, the material must lie on the surface thereby leading the consistency constraint \(d\Phi^i = 0\) where the \(d\) is used to define the total derivative (for a complete discussion of the thermodynamics, please see Qidwai and Lagoudas [192] or the text of Lubliner [149]). Enforcement of this criteria may then be used to solve for the relevant consistency parameters.

Recalling Eqns. 4.78–4.80, the various yield functions may be considered as,

\[
\Phi^r = \hat{\Phi}^r (\sigma_{ij}, \zeta, \beta_{i,j}^r, \zeta^d), \\
\Phi^d = \hat{\Phi}^d (\sigma_{ij}, \zeta^d, \beta_{i,j}^d), \\
\Phi^p = \hat{\Phi}^p (\sigma_{ij}, \zeta^d, \beta_{i,j}^p, p) ,
\]

\[(4.84) \quad \text{and} \quad (4.85) \quad \text{and} \quad (4.86)\]
which, when expanding via the chain rule leads to,

$$d\Phi^r = \frac{\partial \Phi^r}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^r}{\partial \zeta} d\zeta + \frac{\partial \Phi^r}{\partial \beta_{ij}} d\beta_{ij} = 0, \quad (4.87)$$

$$d\Phi^d = \frac{\partial \Phi^d}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^d}{\partial \zeta} d\zeta + \frac{\partial \Phi^d}{\partial \beta_{ij}} d\beta_{ij} = 0, \quad (4.88)$$

$$d\Phi^p = \frac{\partial \Phi^p}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^p}{\partial p} dp + \frac{\partial \Phi^p}{\partial \zeta} d\zeta + \frac{\partial \Phi^p}{\partial \beta_{ij}} d\beta_{ij} = 0. \quad (4.89)$$

The set of three scalar equations, Eqn. 4.87–4.89, need to be solved simultaneously for the scalar multipliers, \(d\zeta\), \(d\zeta^d\), and \(dp\). Therefore, the remainder of the derivatives and increments need to be identified. First, by differentiating Eqn. 4.62 and using the postulated evolution equations, the increment of stress is written,

$$d\sigma_{ij} = L_{ijkl} \left( d\varepsilon_{kl} - \alpha_{kl} dT - \Lambda^r_{kl} d\zeta - \Lambda^p_{kl} dp - (\Lambda^d + 1) \frac{\partial \psi}{\partial \zeta} dM_{klnm} \sigma_{mn} d\zeta \right), \quad (4.90)$$

where \(d\varepsilon_{kl}\) and \(dT\) are taken to be prescribed via the boundary value problem being solved. The increments \(d\beta_{ij}^r, d\beta^d,\) and \(d\beta_{ij}^p\) are given by Eqns. 4.7, 4.41 and 4.50, respectively. Therefore, only the yield function derivatives are needed to determine the above relations. For the reversible, IKB mechanism these may be defined as,

$$\frac{\partial \Phi^r}{\partial \sigma_{ij}} = \pm \frac{1}{1 - \zeta^d} \Lambda^r_{ij}, \quad (4.91)$$

$$\frac{\partial \Phi^r}{\partial \beta_{ij}^r} = \mp \frac{1}{1 - \zeta^d} 2K^r \Lambda^r_{ij}, \quad (4.92)$$

$$\frac{\partial \Phi^r}{\partial \zeta^d} = \pm \frac{1}{(1 - \zeta^d)^2} \pi^r, \quad (4.93)$$

$$\frac{\partial \Phi^r}{\partial \zeta} = \pm \frac{1}{1 - \zeta^d} \begin{cases} B e^{-K \zeta} & d\zeta > 0 \\ B e^{-K (\zeta^{rev} - \zeta)} & d\zeta < 0 \end{cases}, \quad (4.94)$$

where “±” is used to distinguish between the grown (loading) and annihilation (unloading) portions of IKB formation. With respect to Eqns. 4.91 and 4.92, these
relations are arrived at by noting in scalar form the stress component of the yield function \( \mu^r_{ij} \Lambda_{ij}^r \) is \( \gamma^r \mu^r - V_{M_{\text{eff}}} \). Therefore, by noting the well established relationship \( \frac{\partial \sigma_{M_{\text{eff}}}^r}{\partial \sigma_{ij}} = \frac{3}{2} \frac{\sigma^r_{ij}}{\sigma_{M_{\text{eff}}}} \) the expressions in Eqns. 4.91 and 4.92 are established.

Regarding the kinking mechanism, the derivatives,

\[
\begin{align*}
\frac{\partial \Phi^d}{\partial \sigma_{ij}} &= 3 \lambda^d \frac{\partial \psi}{\partial \zeta^d} M_{ijkl}^0 \sigma_{kl}, \\
\frac{\partial \Phi^d}{\partial \zeta^d} &= \frac{3}{2} \lambda^d \frac{\partial^2 \psi}{(\partial \zeta^d)^2} \sigma_{ij} M_{ijkl}^0 \sigma_{kl} - c q e^{-c \zeta^d}, \\
\frac{\partial \Phi^d}{\partial \beta^d} &= \frac{2}{3} \kappa^d \lambda^d,
\end{align*}
\]

are found. Finally, the derivatives of the plastic yield function are specified as,

\[
\begin{align*}
\frac{\partial \Phi^p}{\partial \sigma_{ij}} &= \frac{1}{1 - \zeta^d} \Lambda_{ij}^p, \\
\frac{\partial \Phi^p}{\partial p} &= -\frac{1}{1 - \zeta^p} L p^{\alpha - 1}, \\
\frac{\partial \Phi^p}{\partial \zeta^d} &= \frac{1}{(1 - \zeta^d)^2} \pi^p, \\
\frac{\partial \Phi^p}{\partial \beta^p_{ij}} &= \frac{1}{1 - \zeta^p} \frac{2}{3} \kappa^p \Lambda_{ij}^p.
\end{align*}
\]

where the arguments used in determining Eqns. 4.91 and 4.92 are again used for Eqns. 4.101 and 4.101

4.2 Numerical Implementation

In the previous section, a three-dimensional constitutive model for the MAX phase response was developed. The intent of such a model is to be used in solving for the response of various geometries (in this case, composite RVEs) in different boundary value problems. For such cases, the problem may be separated into two considerations. The first is the global boundary value problem incorporating the
different boundary conditions and geometric configurations. This scale is typically handled via the utilization of finite element based approaches. In such cases, the updated response of the material to applied loading increments must be solved at each material point (the local scale). With respect to the global problem, numerous software packages and implementations exist and have been extensively tested. The package Abaqus has been and will be used in this work. A numerical implementation of the MAX phase model capable of addressing the local problem, however, is not yet developed. Thus, in this section, approaches for the developed material model are presented. Specifically, the solution method for the updated material state is presented in Section 4.2.1 while tangent moduli needed for the implicit formulations of interest are given in Section 4.2.2.

### 4.2.1 Return Mapping Algorithm

In a displacement-driven finite element formulation (as is used by Abaqus), an approach for determining the material state subject to arbitrary strain and temperature increments is needed. Methods to this regard have been extensively developed for nonlinear materials (especially plasticity [47,214,216]) and are extensively leveraged in this case. The text of Simo and Hughes [216] provides numerous insightful discussions to this regard and the interested reader is referred there. Specifically, if the material state is known at loading increment $n$ the objective of this model is to determine the corresponding $n + 1$ state subject to loadings $d\varepsilon_{ij}^{n+1}$ and $dT^{n+1}$. The total strain increment, $d\varepsilon_{ij}^{n+1}$, and temperature increment $dT^{n+1}$ are passed in from the global FE solver. In this case, although a temperature increment is being passed in it is a prescribed loading condition and not a solution variable. Therefore, only the mechanical field is being solved for.
To determine the updated material state, an \textit{elastic-predictor inelastic-corrector} scheme is utilized \cite{216}. In such a case, it is initially assumed that the loading increments correspond to an elastic loading such that,

\begin{equation}
\text{trial } d\sigma_{ij}^{n+1} = L_{ijkl} \left( d\varepsilon_{kl}^{n+1} - \alpha_{kl} dt^{n+1} \right)
\end{equation}

and the inelastic variables are unchanged from the previous increment (e.g., \text{trial } \zeta^{n+1} = \zeta^n, \text{trial } \varepsilon_{ij}^{r-n+1} = d\varepsilon_{ij}^{r-n} \text{ etc.}). The \( n + 1 \) stress tensor is written as,

\begin{equation}
\sigma_{ij}^{n+1} = \sigma_{ij}^n + d\sigma_{ij}^{n+1},
\end{equation}

and the current trial stress corresponds to the one in which the trial increment (Eqn. 4.102) is used. With these trial values established, the various yield-like functions may be checked for inelastic deformations,

\begin{align}
\text{trial } \Phi_{r-n+1} &= \hat{\Phi}_r \left( \text{trial } \sigma_{ij}^{n+1}, \text{trial } \zeta^{n+1}, \text{trial } \zeta^{d-n+1}, \text{trial } \beta_{ij}^{r-n+1} \right), \\
\text{trial } \Phi_{d-n+1} &= \hat{\Phi}_d \left( \text{trial } \sigma_{ij}^{n+1}, \text{trial } \zeta^{d-n+1}, \text{trial } \beta_{ij}^{d-n+1} \right), \\
\text{trial } \Phi_{p-n+1} &= \hat{\Phi}_p \left( \text{trial } \sigma_{ij}^{n+1}, \text{trial } \zeta^{d-n+1}, \text{trial } \beta_{ij}^{p-n+1}, \text{trial } p^{n+1} \right).
\end{align}

If all the trial yield functions satisfy the thermoeelastic constraints that \text{trial } \Phi_{i-n+1} \leq 0 where \( i = r, d, p \) then the trial solutions are accepted as the correct ones \( (d\sigma_{ij}^{n+1} = \text{trial } d\sigma_{ij}^{n+1} \text{ etc.}) \) and the new material state is returned to the global solver. On the other hand, if any of the three yield functions are greater than zero an inelastic response is predicted and the material state must be corrected. Before proceeding, it is important to note that there are seven possible inelastic cases: (i) just IKB (ii) just KB (iii) just plasticity (iv) IKB-KB (v) IKB-plasticity (vi) KB-plasticity (vii) IKB-KB-
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plasticity. Although some of these cases are not expected to physically occur (just
damage or damage-plasticity), routines to handle all seven cases must be introduced.
Many of these cases may be determined as reductions of the others.

The multisurface cases also necessitate an additional consideration. Specifically,
multiple positive yield surfaces indicating inelastic deformation does not mean that
multiple inelastic mechanisms are active [216]. To explain this, Fig. 52 is used as
an illustrative example. Specifically, two yield surfaces (generically, $\Phi^1$ and $\Phi^2$) are
represented in Fig. 52. At state $n$, it is evident that $\sigma^n_{ij}$ lies on the surface $\Phi^{1-n}$ and
inside the domain $\Phi^{2-n} \leq 0$. After an elastic solution, the trial solution $\sigma^{n+1}_{ij}$
lies outside both of these surfaces, $\Phi^{1-n+1} > 0$, $\Phi^{2-n+1}$. Upon correction,
however, it is noted that $\sigma^{n+1}_{ij}$ lies on the surface $\Phi^{1-n+1} = 0$ and remains inside
the domain $\Phi^{2-n+1} \leq 0$. Thus, although the trial yield functions indicate two active
mechanisms, it can be observed that this does not necessarily mean both inelastic
mechanisms are operative. Therefore, additional checks are needed in the correction
routines to ensure physically meaningful increments are determined. Specifically, in
the case presented in Fig. 52, $\Phi^2$ would have to contract to achieve the converged
solution therefore needing negative increments in the internal state variables – a
physically inadmissible solution. Such cases are used as checks in the developed al-
gorithm and if violated they are used to correct the operative mechanisms evaluated
in the correction routine. Additionally, this illustration may be used to conceptu-
ally introduce one other concept – solutions methodologies for multiple surface cases
should be solved simultaneously. Concurrent or sequential simulations can overcor-
rect with one mechanism making it difficult to satisfy both conditions simultaneously.

To perform the inelastic correction, Return Mapping Algorithms (RMAs) are
used in which the single surface case is presented in Fig. 53. These algorithms per-
form a series of inelastic correction iterations to return from the initial trial solution
Figure 52: Schematic of a case in which the elastic trial solution results in the indication of multiple inelastic activations even though only one really is.

to the correct $n+1$ yield surface. The theory and implementation of these algorithms is extensively treated in the text of Simo and Hughes [216] with an emphasis on plastic constitutive laws while Qidwai and Lagoudas [191] discussed their application to shape memory alloys. These efforts are used to motivate and inform the construction of the routines used in this effort. First, with respect to terminology, “increment” will be used to denote sequential loading steps related to the global boundary value problem. “Iteration” refers to inelastic steps performed as a part of the correction routine. With respect to variable nomenclature, a general form of $k x^{n+1}$ will be used for the $k^{th}$ correction iteration of the $n+1^{th}$ loading increment of variable $x$. In this fashion, the trial solution corresponds to $k = 0$ and will be referred to as such in the following.

A number of different RMAs are found through the literature and the reader
is referred to the work of Simo and Hughes [216] for many of these. Two of the more common approaches utilized are the closest point projection and convex cutting plane. In distinguishing the two approaches, the former method is implicit and enforces normality on the final \((k+1)\) iteration. The latter is an explicit method in which normality is enforced on the initial \(k\) iteration [216]. In comparing the two cases, a key difference is the need to calculate the gradient of the inelastic direction tensor in the closest point approach that is not needed in the convex cutting plane method. This results in the closest point approach being computationally more intensive than the convex cutting plane. Furthermore, the closest point is capable of determining an algorithmic tangent modulus while the convex cutting point utilizes a continuum tangent modulus. This difference will be discussed in more detail in Section 4.2.2, but it is important to point out that the algorithmic modulus is more expensive than the continuum approach. Both methods have been investigated for
the case of SMAs by Qidwai and Lagoudas [191] who noted a preference for the convex cutting plane approach due to much improved computational speed. As part of this conclusion, however, the authors noted that the convex cutting plane may present an instability under reverse transformation. Additionally, the simulations are dominated by local constitutive stress evaluations rather than global boundary value problems so the impact of the difference in tangent modulus may not be of great consequence in the studied cases. Subsequent efforts regarding SMAs [95,96,100,124] have extensively utilized the convex cutting plane approach to analyze a variety of SMA structures. In this study, although both methods have been implemented, the closest point projection is utilized. This selection is motivated by the more complex global boundary value problems the composite RVEs of interest represent versus those studied by Qidwai and Lagoudas [191]. In this case, the more complex tangent moduli and the corresponding robustness can aid in the global convergence properties and initial simulations demonstrated improvement in this regard. Therefore, although more expensive, the improved robustness is of more interest in this study and the closest point projection is utilized.

In the following sections, although there are seven distinct cases, a subset of the algorithms are presented to demonstrate the development and various considerations. Section 4.2.1.1 first introduces the use of the closest point projection for the single mechanism IKB case. The extension to all three mechanisms is presented in Section 4.2.1.2 which case will also be referred to as “Multiple Coupled Mechanisms” and denoted by $MCM$ for short. The remaining cases all represent simplifications from the fully coupled case.
4.2.1.1 IKB Formation

First, to introduce the usage of the RMA scheme closest point projection method, the single-mechanisms reversible, IKB is presented and discussed. As mentioned before, it is assumed that all state variables at state “\(n\)” are known and the loading increment is applied in the form of \(d\varepsilon_{ij}^{n+1}\) and \(dT_{ij}^{n+1}\). Furthermore, given the multiple mechanisms, it is taken that \(^{0}\Phi^r > 0\) while \(^{0}\Phi^d \leq 0\), \(^{0}\Phi^p \leq 0\) such that only the IKB-related mechanisms is active. As such, all state variables related to those mechanisms (denoted by a superscript \(p\) or \(d\)) are taken to be unchanged from the \(n\) state (e.g., \(d\varepsilon_{ij}^{p-n+1} = d\varepsilon_{ij}^{p-n}\) etc.). Therefore, the numerical approach needs to determine: \(\sigma_{ij}^{n+1}, \varepsilon_{ij}^{n+1}, \varepsilon_{ij}^{r-n+1}, \zeta^{n+1}, \beta_{ij}^{r-n+1}\), and \(T^{n+1}\). Trivially, given the known loading increments, \(\varepsilon_{ij}^{n+1} = \varepsilon_{ij}^{n+1} + d\varepsilon_{ij}^{n+1}\) and \(T_{ij}^{n+1} = T_{ij}^{n} + dT_{ij}^{n+1}\). The remaining 19 solution variables may be defined as,

\[
\sigma_{ij}^{n+1} = \sigma_{ij}^{n} + d\sigma_{ij}^{n+1}, \quad (4.107)
\]

\[
\varepsilon_{ij}^{r-n+1} = \varepsilon_{ij}^{r-n} + d\varepsilon_{ij}^{r-n+1} = \varepsilon_{ij}^{r-n} + \Lambda_{ij}^{r-n+1} d\zeta^{n+1}, \quad (4.108)
\]

\[
\beta_{ij}^{r-n+1} = \beta_{ij}^{r-n} + d\beta_{ij}^{r-n+1} = \beta_{ij}^{r-n} + \Lambda_{ij}^{r-n+1} d\zeta^{n+1}, \quad (4.109)
\]

\[
\zeta^{n+1} = \zeta^{n} + d\zeta^{n+1}, \quad (4.110)
\]

in which the evolution equations have been applied. To solve these equations, it is first noted that at any correction iteration \(k\) the incremental constitutive law may be written as,

\[
k d\sigma_{ij}^{n+1} = L_{ijmn} (d\varepsilon_{mn}^{n+1} - \alpha_{mn} dT_{ij}^{n+1} - k \ d\varepsilon_{mn}^{r-n+1}) \ , \quad (4.111)
\]
and note the the converged yield function at the $n+1$ converged must still be satisfied, $k\Phi^{r-n+1} = \hat{\Phi}^r (k\sigma^{n+1}_{ij}, k\beta^{r-n+1}_{ij}, k\zeta^{n+1}, \zeta^{d-n+1}) = 0$. Furthermore, given the implicit nature of the closest point projection routine, residuals of the form,

$$kR_{ij}^{\varepsilon-n+1} = -k\varepsilon^{r-n+1}_{ij} + \varepsilon^{r-n}_{ij} + k\Lambda^{r-n+1}_{ij}d\zeta^{n+1}, \quad (4.112)$$

$$kR_{ij}^{\beta-r-n+1} = -k\beta^{r-n+1}_{ij} + \beta^{r-n}_{ij} + k\Lambda^{r-n+1}_{ij}d\zeta^{n+1}, \quad (4.113)$$

are defined where $k\Lambda^{r-n+1}_{ij}$ is used to denote the dependence of the tensor on the incremented state variables ($k\Lambda^{r-n+1}_{ij} = \hat{\Lambda}_{ij}^r (k\sigma^{n+1}_{ij}, k\beta^{r-n+1}_{ij})$). The 12 residual, 6 constitutive, and 1 yield equations form a set of 19 equations that can be solved for the updated material state. To accomplish this fact, each equation is linearized via the Newton-Rhapson iteration method as described by Simo and Hughes [216] and by noting that the residuals and yield function at the $n + 1$ state should be zero. Additionally, over an inelastic correction increment, it is noted the variables at the $n^{th}$ state and the applied loading increments do not change. Such a process results in the following system of equations,

$$k\Delta\sigma^{n+1}_{ij} = -L_{ijmn}k\varepsilon^{r-n+1}_{mn}, \quad (4.114)$$

$$0 = k\Phi^{r-n+1} + \partial\Phi^r/\partial\sigma_{ij} k\Delta\sigma^{n+1}_{ij} + \partial\Phi^r/\partial\zeta k\Delta\zeta^{n+1} + \partial\Phi^r/\partial\beta_{ij} k\Delta\beta^{r-n+1}_{ij}, \quad (4.115)$$

$$0 = kR_{ij}^{\varepsilon-r-n+1} - k\Delta\varepsilon^{r-n+1}_{ij} + k\Delta\sigma^{r-n+1}_{ij}d\zeta^{n+1} + k\Lambda^{r-n+1}_{ij}k\Delta\zeta^{n+1}, \quad (4.116)$$

$$0 = kR_{ij}^{\beta-r-n+1} - k\Delta\beta^{r-n+1}_{ij} + k\Delta\sigma^{r-n+1}_{ij}d\zeta^{n+1} + k\Lambda^{r-n+1}_{ij}k\Delta\zeta^{n+1}, \quad (4.117)$$

where $\Delta$ denotes the change over an inelastic increment $-k\Delta x = -^{k+1}x - ^{k}x$.

First, as all of the variables in Eqns. 4.115–4.117 correspond to the $k^{th}$ iteration of the $n + 1^{th}$ increment, those superscripts will be neglected in the remainder of this section. Secondly, in Eqns. 4.116 and 4.117 it is noted that the change in the direction
tensor, \( \Delta \Lambda^r_{ij} \) is introduced. In the case of IKB growth \((d\zeta > 0)\), the direction tensor is defined by the effective stress and this increment may be written as,

\[
\Delta \Lambda^r_{ij} = \frac{\partial \Lambda^r_{ij}}{\partial \sigma_{mn}} \Delta \sigma_{mn} + \frac{\partial \Lambda^r_{ij}}{\partial \beta^r_{mn}} \Delta \beta^r_{mn} = A^\sigma_{ijmn} \Delta \sigma_{mn} + A^\beta_{ijmn} \Delta \beta^r_{mn},
\]

(4.118)
in which \( A^\sigma_{ijmn} \) and \( A^\beta_{ijmn} \) are introduced for convenience. These two tensors are the direction gradients which distinguish the closest point projection method from the convex cutting plane and represent an additional cost to evaluate. Following the approach of Simo and Hughes [216] and Qidwai and Lagoudas [191], these tensors may be written as,

\[
A^\sigma_{ijmn} = \frac{3}{2} \gamma^r \frac{1}{\mu^r - V_{Meff}} \left( I_{ijmn} - \frac{1}{3} \delta_{ij} \delta_{mn} - \frac{1}{(\mu^r - V_{Meff})^2} \mu^r_{ij} \mu^r_{mn} \right),
\]

(4.119)
\[
A^\beta_{ijmn} = -\gamma^r \kappa^r \frac{1}{\mu^r - V_{Meff}} \left( I_{ijmn} - \frac{1}{(\mu^r - V_{Meff})^2} \mu^r_{ij} \mu^r_{mn} \right),
\]

(4.120)
The differences in the two terms arise from (i) the kinematic hardening modulus \( \frac{3}{2} \kappa^r \) and (ii) \( \beta^r_{ij} \) is a deviatoric tensor (by construction) while \( \sigma_{ij} \) is not. Furthermore, during IKB contraction both of these tensors are null.

The directionality of IKB growth versus contraction is captured via the form of the direction tensor \( \Lambda^r_{ij} \) and the partial derivatives of the yield function. These derivatives may be found in Eqns. 4.91–4.94. With these terms defined, Eqns. 4.116–4.117 can be rewritten as a set of 13 equations for the correction increments as,

\[
\begin{bmatrix}
\frac{\partial \Phi^r}{\partial \zeta} & \frac{\partial \Phi^r}{\partial \sigma_{mn}} & \frac{\partial \Phi^r}{\partial \beta^r_{mn}} \\
\Lambda^r_{ij} & M_{ijmn} + d\zeta A^\sigma_{ijmn} & d\zeta A^\beta_{ijmn} \\
\Lambda^r_{ij} & d\zeta A^\sigma_{ijmn} & -I_{ijmn} + d\zeta A^\beta_{ijmn}
\end{bmatrix}
\begin{bmatrix}
\Delta \zeta \\
\Delta \sigma_{mn} \\
\Delta \beta^r_{mn}
\end{bmatrix}
= \begin{bmatrix}
-\Phi^r \\
-R^\sigma_{ij} \\
-R^\beta^r_{ij}
\end{bmatrix},
\]

(4.121)
in which $\Delta \varepsilon_{ij}^{r} = -M_{ijmn} \Delta \sigma_{mn}$ is used to eliminate six equations. This procedure is used to iteratively correct the solution until convergence (in terms of residual magnitude and yield function) is achieved.

4.2.1.2 Multiple Coupled Mechanisms

The previous section only considered the solution of a single mechanism. In this section, the case of the solution with all three mechanisms is treated. As with before, it is assumed that all of the state variables at state “$n$” are known and increments $d\varepsilon_{ij}^{n+1}$ and $dT_{n+1}^{n+1}$ are applied and the corresponding material state at “$n + 1$” needs to be determined. Additionally, the trial solution of the three yield functions are all assumed to lie outside the thermoelastic domain $-\Phi^{r} > 0$, $\Phi^{d} > 0$ and $\Phi^{p} > 0$. Furthermore, for this case, it is taken that the loading criteria for all three mechanisms are satisfied and they are active. Therefore, beyond the trivial case of $\varepsilon_{ij}^{n+1}$ and $T_{n+1}^{n+1}$, the solution scheme to be presented needs to find the following 40 unknowns: $\sigma_{ij}^{n+1}$, $\varepsilon_{ij}^{r-n+1}$, $\zeta^{n+1}$, $\beta_{ij}^{r-n+1}$, $\varepsilon_{ij}^{d-n+1}$, $\zeta^{d-n+1}$, $\beta_{ij}^{d-n+1}$, $\varepsilon_{ij}^{p-n+1}$, and $p^{n+1}$.
\( \beta_{ij}^{p-n+1} \). The incrementation of these terms are written as,

\[
\sigma_{ij}^{n+1} = \sigma_{ij}^n + d\sigma_{ij}^{n+1},
\]  
(4.122)

\[
\varepsilon_{ij}^{r-n+1} = \varepsilon_{ij}^{r-n} + d\varepsilon_{ij}^{r-n+1} = \varepsilon_{ij}^{r-n} + \Lambda_{ij}^{r-n+1} d\zeta^{n+1} - \Lambda_{ij}^{rg-n+1} d\zeta^{d-n+1},
\]  
(4.123)

\[
\beta_{ij}^{r-n+1} = \beta_{ij}^{r-n} + d\beta_{ij}^{r-n+1} = \beta_{ij}^{r-n} + \Lambda_{ij}^{r-n+1} d\zeta^{n+1},
\]  
(4.124)

\[
\zeta^{n+1} = \zeta^n + d\zeta^{n+1},
\]  
(4.125)

\[
\varepsilon_{ij}^{d-n+1} = \varepsilon_{ij}^{d-n} + d\varepsilon_{ij}^{d-n+1}
\]  
\[
= \varepsilon_{ij}^{d-n} + \left( \Lambda_{ij}^{rg-n+1} + \lambda d \frac{\partial \psi}{\partial \zeta} M_{ijmn} \sigma_{mn} \right) d\zeta^{d-n+1},
\]  
(4.126)

\[
\zeta^{d-n+1} = \zeta^{d-n} + d\zeta^{d-n+1},
\]  
(4.127)

\[
\beta_{ij}^{d-n+1} = \beta_{ij}^{d-n} + d\beta_{ij}^{d-n+1} = \beta_{ij}^{d-n} + \lambda d \zeta^{d-n+1},
\]  
(4.128)

\[
\varepsilon_{ij}^{p-n+1} = \varepsilon_{ij}^{p-n} + d\varepsilon_{ij}^{p-n+1} = \varepsilon_{ij}^{p-n} + \Lambda_{ij}^{p-n+1} dp^{n+1},
\]  
(4.129)

\[
p^{n+1} = p^n + dp^n,
\]  
(4.130)

\[
\beta_{ij}^{p-n+1} = \beta_{ij}^{p-n} + d\beta_{ij}^{p-n+1} = \beta_{ij}^{p-n} + \Lambda_{ij}^{p-n+1} dp^{n+1}.
\]  
(4.131)

Additionally, with all three mechanisms active, the incremental constitutive equation may be written as:

\[
d\varepsilon_{ij}^{n+1} = k \left( \frac{\partial \psi}{\partial \zeta} \right) M_{ijmn}^0 k \sigma_{mn}^{n+1} d\zeta^{d-n+1} + M_{ijmn} k d\sigma_{mn} + \alpha_{ij} T^{n+1} + k d\varepsilon_{ij}^{r-n+1}
\]  
\[+ k d\varepsilon_{ij}^{d-n+1} + k d\varepsilon_{ij}^{p-n+1}.
\]  
(4.132)
It is recalled that $\psi = \hat{\psi}(\zeta^d)$ and $M_{ijkl} = \hat{M}_{ijkl}(\zeta^d)$ and the three coupled constitutive equations may be denoted,

\begin{align*}
k \Phi^{r-n+1} &= \hat{\Phi}^r( k \sigma_{ij}^{n+1}, k \beta^{r-n+1}, k \zeta^{n+1}, k \zeta^{d-n+1} ), \quad (4.133) \\
k \Phi^{d-n+1} &= \hat{\Phi}^d( k \sigma_{ij}^{n+1}, k \beta^{d-n+1}, k \zeta^{d-n+1} ), \quad (4.134) \\
k \Phi^{p-n+1} &= \hat{\Phi}^p( k \sigma_{ij}^{n+1}, k \zeta^{d-n+1}, k \beta^{p-n+1}, k p^{n+1} ). \quad (4.135)
\end{align*}

Residuals for the inelastic strain and kinematic hardening variables may then be formed and defined such that,

\begin{align*}
k R_{ij}^{\varepsilon^{r-n+1}} &= -k \varepsilon_{ij}^{r-n+1} + \varepsilon_{ij}^{r-n} + k \Lambda_{ij}^{r-n+1} d\zeta^{n+1} - k \Lambda_{ij}^{rg-n+1} d\zeta^{d-n+1}, \quad (4.136) \\
k R_{ij}^{\beta^{r-n+1}} &= -k \beta_{ij}^{r-n+1} + \beta_{ij}^{r-n} + k \Lambda_{ij}^{r-n+1} d\zeta^{n+1}, \quad (4.137) \\
k R_{ij}^{\varepsilon^{p-n+1}} &= -k \varepsilon_{ij}^{p-n+1} + \varepsilon_{ij}^{p-n} + k \Lambda_{ij}^{p-n+1} d p^{n+1}, \quad (4.138) \\
k R_{ij}^{\beta^{p-n+1}} &= -k \beta_{ij}^{p-n+1} + \beta_{ij}^{p-n} + k \Lambda_{ij}^{p-n+1} d p^{n+1}, \quad (4.139) \\
k R_{ij}^{\varepsilon^{d-n+1}} &= -k \varepsilon_{ij}^{d-n+1} + \varepsilon_{ij}^{d-n} + \\
&\quad \left( k \Lambda_{ij}^{rg-n+1} + \lambda^d \frac{\partial \psi}{\partial \zeta^d} M_{ijmn}^0 k \sigma_{mn}^{n+1} \right) d\zeta^{d-n+1}, \quad (4.140) \\
k R^{\beta^{d-n+1}} &= -k \beta^{d-n+1} + \beta^{d-n} + \lambda^d d\zeta^{d-n+1}. \quad (4.141)
\end{align*}
Following the same linearization procedure used in the IKB case (and past works [191, 216]) results in the following set of equations:

\[ 0 = \left[ k \psi + k \left( \frac{\partial \psi}{\partial \zeta} \right) d\zeta^{d-n+1} \right] M^0_{ijmn} k \Delta \sigma^{n+1}_{mn} + \]
\[ + k \left( \frac{\partial^2 \psi}{(\zeta^d)^2} \right) M^0_{ijmn} k \sigma^{n+1}_{mn} \]
\[ + k \Delta \zeta^{d-n+1} + k \Delta \zeta^{d-n+1} + k \Delta \zeta^{p-n+1}, \quad (4.142) \]

\[ 0 = k \Phi^{r-n+1} + \frac{\partial \Phi^r}{\partial \zeta_{ij}} k \Delta \sigma^{n+1}_{ij} + \frac{\partial \Phi^r}{\partial \zeta} k \Delta \zeta^{d-n+1} + \]
\[ + \frac{\partial \Phi^r}{\partial \zeta} k \Delta \zeta^{d-n+1}, \quad (4.143) \]

\[ 0 = k \Phi^{d-n+1} + \frac{\partial \Phi^d}{\partial \zeta_{ij}} k \Delta \sigma^{n+1}_{ij} + \frac{\partial \Phi^d}{\partial \zeta} k \Delta \zeta^{d-n+1} + \]
\[ + \frac{\partial \Phi^d}{\partial \zeta} k \Delta \beta^{d-n+1}, \quad (4.144) \]

\[ 0 = k \Phi^{p-n+1} + \frac{\partial \Phi^p}{\partial \zeta_{ij}} k \Delta \sigma^{n+1}_{ij} + \frac{\partial \Phi^p}{\partial \zeta} k \Delta \zeta^{d-n+1} + \]
\[ + \frac{\partial \Phi^p}{\partial \zeta} k \Delta \beta^{p-n+1}, \quad (4.145) \]

\[ 0 = k R^{r-n+1}_{ij} - k \Delta \zeta^{r-n+1}_{ij} + k \Delta \Lambda^{r-n+1}_{ij} d\zeta^{n+1} + k \Lambda^{r-n+1}_{ij} k \Delta \zeta^{n+1} \]
\[ - k \Delta \Lambda^{r-n+1}_{ij} d\zeta^{d-n+1} - k \Lambda^{r-n+1}_{ij} k \Delta \zeta^{d-n+1}, \quad (4.146) \]

\[ 0 = k R^{3r-n+1}_{ij} - k \Delta \beta^{r-n+1}_{ij} + k \Delta \Lambda^{r-n+1}_{ij} d\zeta^{n+1} + k \Lambda^{r-n+1}_{ij} k \Delta \zeta^{n+1}, \quad (4.147) \]

\[ 0 = k R^{p-n+1}_{ij} - k \Delta \zeta^{p-n+1}_{ij} + k \Delta \Lambda^{p-n+1}_{ij} d\zeta^{n+1} + k \Lambda^{p-n+1}_{ij} k \Delta \zeta^{n+1} \]
\[ + k \Delta \beta^{d-n+1}_{ij} d\zeta^{n+1} + k \Delta \lambda^{d-n+1}_{ij} k \Delta \zeta^{d-n+1}, \quad (4.150) \]

\[ 0 = k R^{d-n+1}_{ij} - k \Delta \zeta^{d-n+1}_{ij} + d\zeta^{d-n+1} + k \Delta \lambda^{d-n+1}_{ij} k \Delta \zeta^{d-n+1} \]
\[ + d\zeta^{d-n+1} + \lambda^d \left( \frac{\partial \psi}{(\zeta^d)^2} \right) M^0_{ijmn} k \Delta \sigma^{n+1}_{mn} + \]
\[ + \lambda^d \left( \frac{\partial \psi}{(\zeta^d)^2} \right) + \lambda^d \left( \frac{\partial \psi}{(\zeta^d)^2} \right) M^0_{ijmn} k \sigma^{n+1}_{mn} + \]
\[ + k \Delta \beta^{d-n+1}_{ij} \Delta \zeta^{d-n+1}, \quad (4.151) \]

\[ 0 = k R^{d-n+1}_{ij} - k \Delta \beta^{d-n+1}_{ij} + \lambda^d \Delta \zeta^{d-n+1}. \quad (4.151) \]
In the same fashion as with the single mechanism case, as all of the terms are defined on the \( k^{th} \) iteration and the \((n+1)^{th}\) incrementation, those superscripts will be assumed and not presented for clarity in the remaining part of the section. The change in the normal direction of the IKB mechanism, \( \Delta \Lambda_{ij}^{r} \) is defined in Eqn. 4.118.

For the other cases,

\[
\Delta \Lambda_{ij}^{p} = \frac{\partial \Lambda_{ij}^{p}}{\partial \sigma_{mn}} \Delta \sigma_{mn} + \frac{\partial \Lambda_{ij}^{p}}{\partial \beta_{mn}^{p}} \Delta \beta_{mn}^{p} = B_{ijmn}^{\sigma} \Delta \sigma_{mn} + B_{ijmn}^{\beta} \Delta \beta_{mn}^{r}, \tag{4.152}
\]

\[
\Delta \Lambda_{ij}^{r} = \frac{\partial \Lambda_{ij}^{r}}{\partial \sigma_{mn}} \Delta \sigma_{mn} + \frac{\partial \Lambda_{ij}^{r}}{\partial \beta_{mn}^{r}} \Delta \beta_{mn}^{r} = C_{ijmn}^{\sigma} \Delta \sigma_{mn} + C_{ijmn}^{\beta} \Delta \beta_{mn}^{r}. \tag{4.153}
\]

where,

\[
B_{ijmn}^{\sigma} = \frac{3}{2} \gamma_{n}^{p} \frac{1}{\mu_{p}^{n}-V_{M_{eff}}} \left( I_{ijmn} - \frac{1}{3} \delta_{ij} \delta_{mn} - \frac{1}{(\mu_{p}^{n}-V_{M_{eff}})^{2}} \mu_{ij}^{p} \mu_{mn}^{p'} \right), \tag{4.154}
\]

\[
B_{ijmn}^{\beta} = -\gamma_{n}^{p} \kappa_{n}^{p} \frac{1}{\mu_{p}^{n}-V_{M_{eff}}} \left( I_{ijmn} - \frac{1}{(\mu_{p}^{n}-V_{M_{eff}})^{2}} \mu_{ij}^{p} \mu_{mn}^{p'} \right). \tag{4.155}
\]

and \( C_{ijkl}^{\sigma} = A_{ijkl}^{\sigma} \) and \( C_{ijkl}^{\beta} = A_{ijkl}^{\beta} \) evaluated during the IKB growth (loading) regime. During most loadings, these tensors should be the same. Nonetheless, they are treated separately for such cases. The various derivatives are as defined in Section 4.1.5. These equations may then be rearranged in terms of the 40 incrementation variables as,
where

\[
C^1_{ij} = \left(\frac{\partial^2 \psi}{\partial \zeta^d} d\zeta^d + \frac{\partial \psi}{\partial \zeta^d}\right) M^0_{ijmn} \sigma_{mn} + \frac{\partial \psi}{\partial \zeta^d} M^0_{ijmn} d\sigma_{mn}, \quad C^2_{ijmn} = \left(\psi + \frac{\partial \psi}{\partial \zeta^d}\right) M^0_{ijmn},
\]

\[
C^3_{ijmn} = -I_{ijmn} + d\zeta A^\beta_{ijmn}, \quad C^4_{ijmn} = d\zeta A^\beta_{ijmn} - d\zeta^d C^\sigma_{ijmn}, \quad C^5_{ijmn} = d\zeta A^\sigma_{ijmn} - d\zeta^d C^\sigma_{ijmn},
\]

\[
C^6_{ijmn} = d\zeta^d \left(C^\sigma_{ijmn} + \lambda^d \frac{\partial \psi}{\partial \zeta^d} M^0_{ijmn}\right), \quad C^7_{ij} = \lambda^d \left(d\zeta^d \frac{\partial^2 \psi}{\partial \zeta^d^2} + \frac{\partial \psi}{\partial \zeta^d}\right) M^0_{ijmn} \sigma_{mn} + \Lambda_{ijg}^r,
\]

\[
C^8_{ijmn} = -I_{ijmn} + dpB^\beta_{ijmn}, \quad C^9_{ijmn} = d\zeta A^\sigma_{ijmn},
\]

\[
\Delta \beta^d \quad -R^\beta^d \\
\Delta \zeta \quad -\Phi^r \\
\Delta \zeta^d \quad -\Phi^d \\
\Delta \sigma_{mn} \quad -R_{mn} \\
\Delta \epsilon_{ij} \quad -R_{ij} \\
\Delta \epsilon_{ij} \quad -R_{ij} \\
\Delta \beta^p \quad -R_{ij} \\
\Delta \beta^p \quad -R_{ij}
\]

\[
, (4.156)
\]

\[
M^0_{ijmn} = \left(\begin{array}{ccccccc}
1 & 0 & \lambda^d & 0 & 0 & 0 & 0 \\
0 & \frac{\partial \phi^r}{\partial \zeta^d} & 0 & \frac{\partial \phi^r}{\partial \zeta^d} & 0 & 0 & 0 \\
0 & \frac{\partial \phi^d}{\partial \zeta^a} & 0 & 0 & \frac{\partial \phi^r}{\partial \zeta^a} & 0 & 0 \\
0 & \Lambda_{ijg}^r & 0 & C^3_{ijmn} & 0 & 0 & 0 \\
0 & \Lambda_{ijg}^r & C^4_{ijmn} & -I_{ijmn} & 0 & C^5_{ijmn} & 0 \\
0 & 0 & C^7_{ij} & d\zeta^d C^\beta_{ijmn} & 0 & -I_{ijmn} & C^6_{ijmn} & 0 \\
0 & 0 & C^1_{ij} & 0 & I_{ijmn} & I_{ijmn} & C^2_{ijmn} & I_{ijmn} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & dpB^\beta_{ijmn} & -I_{ijmn} & \Lambda_{ij}^p \ dpB^\beta_{ijmn} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \Lambda_{ij}^p \ dpB^\beta_{ijmn} & \Lambda_{ij}^p \ C^8_{ijkl}\end{array}\right)
\]

\[
, (4.157)
\]
4.2.2 Tangent Moduli

The previous section described the method to integrate the constitutive equations and determine the $n + 1^{th}$ material state after being subjected to applied increments of $d\varepsilon_{ij}^{n+1}$ and $dT^{n+1}$. Such methods address the local constitutive problem at each material point but not the global finite element boundary value problem. Although this global case is typically handled by external finite element software (here, Abaqus), the solution of problems of interest require the tangent matrix, $\mathcal{L}_{ijkl}$, of each material point be known [201]. This matrix is defined as:

$$d\sigma_{ij} = \mathcal{L}_{ijkl}d\varepsilon_{kl} - \Theta_{ij}dT,$$

(4.158)

with $\Theta_{ij}$ being the thermal tangent matrix. The determination of these matrices has been heavily investigated for various plastic materials [47,215,216]. Importantly, these derivations can be split into two categories – continuum and consistent (algorithmic). As defined by Simo and Taylor [215], the former case is determined from the constitutive formulation independent of the numerical implementation. The latter tensor, however, is derived in a fashion incorporating algorithmic considerations thereby resulting in a consistent linearization maintaining the quadratic convergence rate of the Newton-Rhapson method. With respect to SMAs, this distinction has been heavily discussed and explored by Qidwai and Lagoudas [191] while continuum tangent moduli for multimechanism cases such as plastic-damage [3], transformation-plasticity [100], and transformation-viscoplasticity [97] have all been determined. In the following, consistent tangent moduli used for this model are derived. First, in Section 4.2.2.1, the single mechanisms IKB mechanism case is presented while Section 4.2.2.2 gives the case for the multiple mechanisms case. Before proceeding, it is noted that these terms are derived for the converged $n + 1$ state. Therefore, unless
specifically noted, all of the terms refer to those evaluated at the converged iteration of the \( n + 1 \)th increment.

### 4.2.2.1 IKB Formation

To determine the tangent modulus, the incremental constitutive equation,

\[
d\sigma_{ij} = L_{ijkl} \left( d\varepsilon_{kl} - \alpha_{kl}dT - d\varepsilon^r_{kl} \right),
\]

is recalled. From Section 4.2.1.1, it is noted that the recoverable strain at the \( n + 1 \)th iteration may be written as,

\[
\varepsilon^r_{ij} = \varepsilon_{ij} + \left( \zeta_{n+1} - \zeta_n \right) \Lambda^r_{ij} - \zeta_n \Lambda_{ij},
\]

which upon differentiating produces an algorithmic increment of,

\[
d\varepsilon^r_{ij} = \left( \zeta_{n+1} - \zeta_n \right) d\Lambda^r_{ij} + \Lambda_{ij} \zeta d\zeta.
\]

The difference between the continuum and the consistent formulations may be clearly seen in Eqn. 4.161. Specifically, in a continuum formation the \( \left( \zeta_{n+1} - \zeta_n \right) d\Lambda^r_{ij} \) term is not present although it accounts for changes in the direction of the inelastic response over a loading cycle. Under non-proportional loadings, this term can be important in global convergence to capture evolution in the stress state. Returning to Eqn. 4.159 and introducing \( \tilde{\zeta} = \zeta_{n+1} - \zeta_n \), the constitute equation is rewritten,

\[
d\sigma_{ij} = L_{ijkl} \left( d\varepsilon_{kl} - \alpha_{kl}dT - \tilde{\zeta} d\Lambda^r_{kl} - \Lambda^r_{kl} d\zeta \right).
\]
Therefore, to determine the tangent modulus, the change in direction, $d\Lambda_{ij}^{r-n+1}$, and incipiently kinked volume fraction, $d\zeta$, need to be determined. First, referring to Eqn. 4.118, $d\Lambda_{ij}^r$ (dropping the $n + 1$ superscript) is written as,

$$d\Lambda_{ij}^r = A_{ijkl}^r d\sigma_{kl} + A_{ijkl}^\beta d\beta_{kl}^r,$$

(4.163)

where $d\beta_{ij}^r$, determined in the same algorithmic fashion as Eqn. 4.161, is

$$d\beta_{ij}^r = d\Lambda_{ij}^r \tilde{\zeta} + \Lambda_{ij}^r d\zeta.$$

(4.164)

Combining Eqns. 4.163 and 4.164 produces an expression for $d\Lambda_{ij}^r$ of the form,

$$d\Lambda_{ij}^r = D_{ijkl}^r \left( A_{klmn}^r d\sigma_{mn} + A_{klmn}^\beta \Lambda_{mn}^r d\zeta \right),$$

(4.165)

with,

$$D_{ijkl}^r = \left( I_{ijkl} - A_{ijkl}^\beta \tilde{\zeta} \right)^{-1}.$$

(4.166)

By using Eqns. 4.165 and 4.166 in Eqn. 4.162, yielding a revised constitutive equation in which only $d\zeta$ is unknown,

$$d\sigma_{ij} = E_{ijkl} L_{mnkl} \left[ d\varepsilon_{kl} - \alpha_{kl} dT - \left( I_{klt} + \tilde{\zeta} D_{klop} A_{oprs}^\beta \right) \Lambda_{rs}^r d\zeta \right],$$

(4.167)

where

$$E_{ijkl} = \left( I_{ijkl} + \tilde{\zeta} L_{ijrs} D_{rs}^r A_{mnkl}^\sigma \right)^{-1}.$$

(4.168)

To determine $d\zeta$, the consistency equation,

$$0 = \frac{\partial \Phi^r}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^r}{\partial \zeta} d\zeta + \frac{\partial \Phi^r}{\partial \beta_{ij}^r} d\beta_{ij}^r,$$

(4.169)
is used. Specifically, by introducing Eqns. 4.164, 4.165, and 4.167 into the consistency relation (4.169) $d\zeta$ is determined to be,

$$d\zeta = -\frac{1}{H} \left( \frac{\partial \Phi^r}{\partial \sigma_{ij}} + \tilde{\zeta} \frac{\partial \Phi^r}{\partial \beta^r_{ij}} D^r_{opmn} A^\sigma_{mnij} \right) E_{ijrs} L_{rskl} (d\varepsilon_{kl} - \alpha_{kld}dT), \quad (4.170)$$

in which,

$$H = - \left( \frac{\partial \Phi^r}{\partial \sigma_{ij}} + \tilde{\zeta} \frac{\partial \Phi^r}{\partial \beta^r_{ij}} A^r_{opmn} \right) E_{ijrs} L_{rskl} \left( \tilde{\zeta} D^r_{klab} A^\beta_{abcd} + I_{kcbd} \right) \Lambda^r_{cd}(4.171)$$

$$+ \frac{\partial \Phi^r}{\partial \zeta} + \frac{\partial \Phi^r}{\partial \beta^r_{ij}} \Lambda^r_{ij} + \tilde{\zeta} \frac{\partial \Phi^r}{\partial \beta^r_{ij}} D^r_{ijmn} A^\beta_{mnkl} \Lambda^r_{kl}.$$  

In the previous relations, the loading/unloading dependence related to the recoverable mechanism is embedded in the various derivatives of the kinking function, $\Phi^r$, which are given in Section 4.2.1.1. Equation 4.170 may then be substituted into the constitutive law (4.167) yielding a final expression of the form,

$$L_{ijkl} = E_{ijmn} L_{mnrs} \left[ I_{rskl} \right. \right.$$

$$+ \frac{1}{H} \left( I_{rsop} + \tilde{\zeta} D^r_{rsxy} A^\beta_{zyop} \right) \Lambda^r_{op} \left( \frac{\partial \Phi^r}{\partial \sigma_{ab}} + \tilde{\zeta} \frac{\partial \Phi^r}{\partial \beta^r_{ef}} D^r_{efcd} A^\beta_{cdab} \right) E_{abtu} L_{tukl} \right],$$

$$\Theta_{ij} = L_{ijkl} \alpha_{kl}.$$

(4.173)

Before proceeding, and given the complexity of Eqn. 4.172, some reductions are considered to make comparisons to existing cases. First, the case of pure isotropic hardening is investigated by setting the relevant kinematic hardening terms to zero ($A^r_{ijkl} = \frac{\partial \Phi^r}{\partial \beta^r_{ij}} = 0$). With this simplification, $D^r_{ijmn} = I_{ijmn}$, and (by premultiplying $E^{-1}_{ijkl}$ with $M_{ijkl}$ and rearranging),

$$E_{ijkl} = \left( M_{ijmn} + \tilde{\zeta} A^\sigma_{ijmn} \right)^{-1} M_{mnkl} = E_{ijmn} M_{mnkl}, \quad (4.174)$$

177
in which $E_{ijmn}$ is defined in Eqn. 83 of Qidwai and Lagoudas [191]. By noting that 
\[
\frac{\partial \Phi^r}{\partial \sigma_{ij}} = \Lambda_{ij}^r 
\] (see Eqn. 4.91 – with $\zeta^d = 0$ for the purely IKB case), the tangent modulus becomes,
\[
\mathcal{L}_{ijkl} = \mathcal{E}_{ijkl} - \mathcal{E}_{ijmn} \frac{\partial \Phi^r}{\partial \sigma_{mn}} \frac{\partial \Phi^r}{\partial \sigma_{ab}} \mathcal{E}_{abkl}
\]
(4.175)
which is in same form as Eqn. 86 of Qidwai and Lagoudas [191] under similar assumptions. By further setting $\tilde{\zeta} = 0$, $E_{ijkl} = L_{ijkl}$ and the continuum tangent modulus is returned.

4.2.2.2 Multiple Coupled Mechanisms

The single mechanism model of the preceding section is extended to the multimechanism case. In the same fashion as Eqn. 4.161 and using expressions from Section 4.2.1.2 (Eqns. 4.123-4.131), the strain and kinematic hardening variable increments may be written as,
\[
d\varepsilon^r_{ij} = \tilde{\zeta} d\Lambda_{ij}^r + \Lambda_{ij}^r d\zeta - \tilde{\zeta} d\Lambda_{ij}^r + \Lambda_{ij}^r d\zeta^d, \quad (4.176)
\]
\[
d\varepsilon^p_{ij} = \tilde{p} d\Lambda_{ij}^p + \Lambda_{ij}^p dp, \quad (4.177)
\]
\[
d\varepsilon^d_{ij} = \tilde{\zeta} d\Lambda_{ij}^d + \left( \tilde{\zeta} d\Lambda_{ij}^d + \lambda d \frac{\partial \psi}{\partial \zeta} M_{ijkl}^0 \sigma_{kl} d\zeta + \lambda d \frac{\partial \psi}{\partial \zeta} M_{ijkl}^0 d\sigma_{kl} \right) + \left( \Lambda_{ij}^d + \lambda d \frac{\partial \psi}{\partial \zeta} M_{ijkl}^0 \sigma_{kl} \right) d\zeta^d, \quad (4.178)
\]
\[
d\beta^r_{ij} = \tilde{\zeta} d\Lambda_{ij}^r + \Lambda_{ij}^r d\zeta, \quad (4.180)
\]
\[
d\beta^p_{ij} = \tilde{p} d\Lambda_{ij}^p + \Lambda_{ij}^p dp, \quad (4.181)
\]
\[
d\beta^d = \lambda d \zeta^d, \quad (4.182)
\]
where $\tilde{\zeta} = \zeta^{n+1} - \zeta^n$, $\tilde{p} = p^{n+1} - p^n$, and $\tilde{\zeta}^d = \zeta^{d-n+1} - \zeta^{d-n}$. By using the definition of the derivative of the different direction tensors, Eqns. 4.119, 4.120, 4.154 and 4.155 with the increments of the IKB and plastic kinematic hardening variables (Eqn. 4.180 and 4.181, respectively), equations for $d\Lambda^r_{ij}$ and $d\Lambda^p_{ij}$ may be determined. Specifically, for the plastic term an expression of the form

$$d\Lambda^p_{ij} = D^p_{ijkl} \left( B^\sigma_{klmn} d\sigma_{mn} + B^d_{klmn} \Lambda^p_{mn} dp \right),$$

(4.183)

with

$$D^p_{ijkl} = \left( I_{ijkl} - \tilde{p} B^\sigma_{ijkl} + \tilde{\zeta} D^r_{ijkl} A^\sigma_{mnkl} \right)^{-1},$$

(4.184)

may be found while the expression for $d\Lambda^r_{ij}$ is given in Eqn. 4.163.

The incremental constitutive law is initially written as,

$$d\varepsilon_{ij} = dM_{ijkl} \sigma_{kl} + M_{ijkl} d\sigma_{kl} + \alpha_{ij} dT + d\varepsilon^r_{ij} + d\varepsilon^d_{ij} + d\varepsilon^p_{ij}.$$  

(4.185)

By using relations Eqns. 4.177-4.182, 4.183, and 4.163, a revised constitutive law in terms of $d\zeta$, $d\zeta^d$, and $dp$ is found,

$$d\sigma_{ij} = E^{MC'M}_{ijkl} \left( d\varepsilon_{kl} - \alpha_{kl} dT - H^2_{ij} d\zeta - H^1_{ij} d\zeta^d - H^3_{ij} dp \right),$$

(4.186)

where,

$$E^{MC'M}_{ijkl} = \left[ \left( \psi + \tilde{\zeta}^d \lambda^d \frac{\partial \psi}{\partial \zeta^d} \right) M^0_{ijkl} + \tilde{p} D^p_{ijkl} B^\sigma_{mnkl} + \tilde{\zeta} D^r_{ijkl} A^\sigma_{mnkl} \right]^{-1},$$

(4.187)

$$H^1_{ij} = \left[ \frac{\partial \psi}{\partial \zeta^d} + \tilde{\zeta}^d \lambda^d \frac{\partial^2 \psi}{(\partial \zeta^d)^2} + \lambda^d \frac{\partial \psi}{\partial \zeta^d} \right] M^0_{ijkl} \sigma_{kl},$$

(4.188)

$$H^2_{ij} = \left[ I_{ijkl} + \tilde{\zeta} D^r_{ijkl} A^\beta_{mnkl} \right] \Lambda^r_{ij},$$

(4.189)

$$H^3_{ij} = \left[ I_{ijmn} + \tilde{p} D^p_{ijkl} B^\beta_{klmn} \right] \Lambda^p_{mn}. \quad (4.190)$$
The variables \(d\zeta, d\zeta^d, \) and \(dp\) may then be found from three consistency equations,

\[
0 = \frac{\partial \Phi}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi}{\partial \zeta} d\zeta + \frac{\partial \Phi}{\partial \beta^r_{ij}} d\beta^r_{ij}, \tag{4.191}
\]

\[
0 = \frac{\partial \Phi^d}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^d}{\partial \zeta} d\zeta^d + \frac{\partial \Phi^d}{\partial \beta^d} d\beta^d, \tag{4.192}
\]

\[
0 = \frac{\partial \Phi^p}{\partial \sigma_{ij}} d\sigma_{ij} + \frac{\partial \Phi^p}{\partial \zeta} d\zeta^d + \frac{\partial \Phi^p}{\partial p} dp + \frac{\partial \Phi^p}{\partial \beta^p_{ij}} d\beta^p_{ij}. \tag{4.193}
\]

These three equations can be rearranged to produce a system of three equations in terms of the total strain and temperature increments by using the constitutive relation (4.186) and the same relations used to derive it. Specifically, the resultant system of equations is written as,

\[-K^r_{ij} E^{MCM}_{ijkl}(d\varepsilon_{kl} - \alpha_{kl}dT) = \left[ \frac{\partial \Phi^r}{\partial \zeta} + \frac{\partial \Phi^r}{\partial \beta^r_{ij}} \left( I_{ijmn} + \tilde{\zeta} D^r_{ijmn} A^{\beta}_{mnkl} \right) \Lambda^r_{kl} \right] d\zeta^r \tag{4.194}\]

\[-K^d_{ij} E^{MCM}_{ijkl}(d\varepsilon_{kl} - \alpha_{kl}dT) = \left[ -K^d_{ij} E^{MCM}_{ijkl} H^2_{kl} \right] d\zeta^d \tag{4.195}\]

\[-K^p_{ij} E^{MCM}_{ijkl}(d\varepsilon_{kl} - \alpha_{kl}dT) = \left[ -K^p_{ij} E^{MCM}_{ijkl} H^2_{kl} \right] d\zeta^p \tag{4.196}\]
with,

\[ K_{ij}^r = \frac{\partial \Phi_r}{\partial \sigma_{ij}} + \tilde{\zeta} \frac{\partial \Phi_r}{\partial \beta_{ij}} \bar{D}_r^{rs} A_{mnij} \]  (4.197)

\[ K_{ij}^d = \frac{\partial \Phi_r}{\partial \sigma_{ij}} \]  (4.198)

\[ K_{ij}^p = \frac{\partial \Phi_p}{\partial \sigma_{ij}} + \tilde{p} \frac{\partial \Phi_p}{\partial \beta_{ij}} \bar{D}_r^{mn} B_{kl} \]  (4.199)

By rewriting the constitutive equations as,

\[ -K_{ij}^r E_{ijkl}^{MCM} (d\varepsilon_{kl} - \alpha_{kl} dT) = a_{11} d\zeta + a_{12} d\zeta^d + a_{13} dp, \]  (4.200)

\[ -K_{ij}^d E_{ijkl}^{MCM} (d\varepsilon_{kl} - \alpha_{kl} dT) = a_{21} d\zeta + a_{22} d\zeta^d + a_{23} dp, \]  (4.201)

\[ -K_{ij}^p E_{ijkl}^{MCM} (d\varepsilon_{kl} - \alpha_{kl} dT) = a_{31} d\zeta + a_{32} d\zeta^d + a_{33} dp, \]  (4.202)

the increments may be determined to be,

\[ \begin{cases} d\zeta \\ d\zeta^d \\ dp \end{cases} = \begin{bmatrix} b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33} \end{bmatrix} \begin{bmatrix} K_{ij}^r \\ K_{ij}^d \\ K_{ij}^p \end{bmatrix} E_{ijkl}^{MCM} (d\varepsilon_{kl} - \alpha_{kl} dT), \]  (4.203)

where \( b_{ij} = a_{ij}^{-1} \). With these increments determined, the final tangent modulus may be given by,

\[ L_{ijkl} = E_{ijkl}^{MCM} \left[ I_{mnkl} + H_{mn}^2 \left( b_{11} K_{rs}^r + b_{12} K_{rs}^d + b_{13} K_{rs}^p \right) E_{rskl}^{MCM} \right. \]

\[ H_{mn}^1 \left( b_{21} K_{rs}^r + b_{22} K_{rs}^d + b_{23} K_{rs}^p \right) E_{rskl}^{MCM} \]

\[ H_{mn}^3 \left( b_{31} K_{rs}^r + b_{32} K_{rs}^d + b_{33} K_{rs}^p \right) E_{rskl}^{MCM} \]  

\[ \Theta_{ij} = L_{ijkl} \alpha_{kl}. \]  (4.205)
4.3 Results

The previous two sections detail the theoretical development and numerical implementation of a multi-mechanism model for predicting and describing the constitutive response of MAX phase materials. Here, the capabilities of using this model to capture the response of the MAX phase. First, experimental results of compressive stress-strain cycles are investigated and used to calibrate the model. Some additional

To consider the accuracy of the developed MAX phase model, a series of compressive stress-strain experiments performed on a fine grain Ti$_2$AlC specimen at room-temperature and under quasi-static conditions are investigated$^5$. Specifically, a series of monotonically increasing loading-unloading cycles under compression are performed and select cycles are shown in Fig. 54. From this experimental investiga-

Figure 54: Experimental results of polycrystalline, fine-grained Ti$_2$AlC under monotonic, cyclic compressive loadings. Two cycles are shown at each load level (Figure and results provided by R. Benitez and Prof. M. Radovic, unpublished)

$^5$Experimental results in this section are provided by R. Benitez and Prof. M. Radovic, TAMU MSEN. These results are currently unpublished and provided to the author via private communication.
tion a number of important characteristics may be observed. First, the repeatable hysteretic behavior of MAX phases is evident at many load levels and the size of these loops increases with applied stress. Additionally, and especially at 1200 MPa, it can be observed that the first cycle is open with corresponding permanent deformations resulting from the kinking and plastic mechanisms. As a part of this investigation, the relative Young’s modulus (a measure of the damage) and irrecoverable strain developed over these cycles were also measured. Since all of these mechanisms are observed and characterized in this set of results, these experiments will be used to investigate the performance of the developed model.

Before analyzing the capabilities of the model, the relevant calibration parameters must first be identified. As uniaxial results are being studied the material is assumed to be elastically isotropic and isotropic damage is considered. Therefore, 19 parameters must be specified and are listed in Table 4.1 for summary. With respect to thermoelastic properties, values of $E^0 = 278$ GPa, $\nu = 0.17$, and $\alpha = 8.2 \times 10^{-6} \text{C}^{-1}$ as listed in Table 2.1 are utilized. The remaining properties, and corresponding, responses are now investigated individually.

First, the reversible IKB response is calibrated and studied by considering the second, stable cycles of Fig. 54. Five parameters must be identified for this purpose:

<table>
<thead>
<tr>
<th>Response</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermoelastic</td>
<td>$E^0$, $\nu$, $\alpha$</td>
</tr>
<tr>
<td>IKB formation</td>
<td>$B$, $k$, $\kappa^r$, $\gamma^r$, $Y_r$</td>
</tr>
<tr>
<td>Kinking</td>
<td>$q$, $c$, $\bar{\nu}$, $\kappa^d$, $\gamma^d$, $Y_d$</td>
</tr>
<tr>
<td>Plastic</td>
<td>$L$, $n$, $\kappa^p$, $\gamma^p$, $Y_p$</td>
</tr>
</tbody>
</table>
the strain per unit kinked volume, $\gamma^r$, critical thermodynamic driving force, $Y_r$, and three hardening parameters – $B$, $k$, and $\kappa^r$. The strain per unit kinked volume, is an assumed value used to relate the developed strain and the corresponding internal state variable. Experimentally, this parameter cannot be determined from direct observation and it is assumed that $\gamma^r = 0.035$. Kalidindi et al. [114] used the same value, in a comparable role albeit for Ti$_3$SiC$_2$, in their analysis and it is derived from the micromechanical model of Barsoum and colleagues [24]. The remaining parameters are all determined by analyzing the results of the 1200 MPa case. Specifically, the unloading portion of this curve is used to calibrate the remaining parameters. This selection is made as the reversible IKB mechanisms is the only one that should be active during unloading and the effects can be decoupled from any plasticity or damage based characteristics. In a similar fashion to Fig. 50, the nonlinear strain as a function of unloading stress is extracted and used for calibration. From such an analysis, an onset stress of 145 MPa may be determined. Noting that $Y_r$ is the onset stress multiplied by $\gamma^r$, a value of $Y_r = 6.125$ MPa is determined. The remaining hardening parameters ($B$, $k$, and $\kappa^r$) are then determined as a best fit to the non-linear strain versus stress (hardening) behavior. These are listed below in Table 4.2.

With these results determined, the second cycle of the 1200 MPa load cycles is simulated while the corresponding 800 and 1000 MPa results are predicted and presented in Fig. 55. Numerical simulations are performed via Abaqus using the UMAT developed in the previous section. A single 3D linear element is considered in which one node along the bottom is fixed in all directions to prevent rigid body motion. The bottom face is fixed in the “3” direction and a surface traction load is applied along the opposite face producing a uniaxial, homogeneous stress field across the element. From these results it may be seen that overall good agreement is observed between the numerical and experimental data. With respect to the simulated 1200...
Figure 55: Experimental results of the IKB response of polycrystalline, fine-grained Ti$_2$AlC at maximum applied compressive loads of 800, 1000, and 1200 MPa. Corresponding simulation of the 1200 MPa and prediction of the 800 and 1000 MPa cycles are also given. The cycles are offset from each other for clarity.

MPa, the initial linear and nonlinear portions of the loading path show very good agreement. At higher load levels (above 1000 MPa), some deviation in the results may be observed associated with decreased hardening in the numerical simulation. As a result, the maximum strain is slightly over-predicted. Similar behaviors are also noted during unloading although importantly complete recovery is observed in both experimental and model results. The predicted results also show agreement. In general, however, the model results show a more compliant response during nonlinear behavior than the reference experimental cases. The loading domains are below the 1000 MPa deviation point noted during the simulation case so this distinction may be a result of differences in material response. Specifically, the same specimen is used in all experiments and repeatedly cycled so permanent nonlinear cyclic effects could contribute to the observed differences. With all of this noted, overall good agreement and capabilities with the developed model.
The experimental results indicate the development of permanent deformations and damage over the course of cycling. Contributions from plasticity and damage through various mechanisms are expected and have been reported. As the postulated model allows permanent deformations via both the permanent kinking and plasticity mechanisms, distinguishing these two effects from macroscopic experiments may be difficult. Therefore, the two behaviors are handled individually and their contributions established sequently. First, the permanent kinking (damage) mechanism is investigated. In the experimental study, the damage was determined via multiple resonant ultrasound spectroscopy (RUS) measurements and the results are presented in Fig. 56 in terms of relative Young’s Modulus, $E/E_0$, over the course of the loading cycle. From these results, it is noted that even at high stress levels relatively low quantities of damage are measured (less than 1%). For use in modeling, these results are replotted in Fig. 56 in terms of the permanently kinked (damaged) volume fraction, $\zeta^d$. In determining this value, it is noted that the equivalent strain energy assumption is utilized for the damaged material state such that $\psi = 1 / (1 - \zeta^d)^2$. This selection is made (over the effective strain) due to the presence of nonlinear strains in the system.

Six material parameters related to the kinking model must be determined prior to its use. First, as on compression experiments are investigated, the pressure-dependent coefficient ($\bar{\nu}$) is set to zero. Similarly, for simplicity and given the experiments are only presented as maximum stress, the kinematic hardening modulus, $\kappa^d$ is neglected ($\kappa^d = 0$). The scaling coefficient, $\gamma^d$ is assumed to be one such that the damage and $\zeta^d$ scale one-to-one. That leaves three parameters to be determined – the two isotropic hardening variables $q$ and $c$ and the critical driving force, $Y_d$. With respect to the latter parameter, it is noted that with these simplifications and by
Figure 56: Damage measures of the Ti$_2$AlC as a measure of applied stress. Experimentally, the damage was measured as the relative Young’s Modulus ($E/E_0$) via resonant ultrasound spectroscopy. The experimental results are replotted in terms of the model damage, $\zeta^d$. Results of a 1200 MPa loading cycle considering both damage and IKB is also presented.

Setting $\zeta^d = 0$,

$$Y_d = 3 \frac{\sigma^d}{E_0},$$

(4.206)

where $\sigma^d$ is the stress value corresponding to damage initiation. Based on the when the damage begins to deviate, this parameter is taken to be $\sigma^d = 350$ MPa and the remaining two parameters are found such that they best fit the hardening response and are given in Table 4.2. It is noted that given the relatively small damage accumulates in the experimental domain, multiple parameter sets could probably capture the relevant features to an accurate degree. Using these parameters, and those developed previously for the IKB, the two mechanism (IKB-KB) model is utilized. Specifically, two load-unload cycles up to a maximum of 1200 MPa are simulated and the stress-strain results are given in Fig. 57. In these results, it is noted that the results of the two cycles are nearly identical. Some, small permanent deformations
are observed at the end of the first loading cycle although by comparison to Fig. 54. Additionally, the damage parameter over the course of the first loading cycle is presented in Fig. 56 and reasonable agreement between the experimental and numerical results is noted. As such, it is reasonable to attribute the difference in permanent strains to the plastic mechanism not yet incorporated.

To incorporate the plastic deformations developed in the Ti$_2$AlC through the loading cycles, the experimentally determined, irrecoverable strain as a function of applied stress is presented in Fig. 58 along with the permeant strain developed in the prior simulation. In distinguishing the two, the prior simulation only considered deformations arising from the the kinking process whereas the experimental result does not distinguish a source. As was noted in the corresponding discussion, the irrecoverable strain from the previous simulation is substantially lower than the ex-

Figure 57: Numerical results of a simulation considering IKB and KB formation in the MAX phase through two repeated compressive 1200 MPa load-unload cycles of the Ti$_2$AlC under investigation.
experimental values. The difference between the two is assumed to arise from plasticity in non-kinking grains and is associated with the plastic mechanism and is determined (by using a natural logarithmic fit of the experimental data) and given in Fig. 58. This result is used to calibrate the plastic model. It is also noted that this corresponds to a two-part calibration procedure where the KB related damage response must first be determined and used to isolate the plastic strain.

There are five parameters that must be specified for the plastic portion of

![Figure 58: Irrecoverable strain as a function of the applied stress for the Ti$_2$AlC being considered. The experimentally determined value is presented along with simulation results of the permanent strain for the IKB-KB case (Fig. 57) and of the fully coupled, multimechanism model. Simulation results determined from a a 1200 MPa loading cycle. The difference between the experimental and IKB-KB simulation results is also presented.](image)

the model. First, it is assumed that a purely isotropic hardening is responsible for this mechanism and the kinematic hardening modulus is set to zero. As only the macroscopic response is reported and no detailed, microscopic results are available to determine the plastic strain per unit volume, it is assumed that $\gamma^p = 1$ and $p$ may be
interpreted as the effective plastic strain. The critical thermodynamic driving force takes the form of the plastic yield stress and by using the experimental fit of Fig. 58 it may be determined to be 142 MPa. The two hardening parameters are then found from by fitting to the inelastic strain-applied stress hardening. As the results from Fig. 58 indicate a difference between the onset of plastic deformation and damage, the hardening in this regime is used to determine the fit to avoid any interactions.

Using the calibrated model developed over the preceding section (and with the parameters of Table 4.2), the numerical response of two compressive loading-unloading cycles up to 1200 MPa is simulated and presented in Fig. 59 along with the corresponding experimental response. Before comparing the results, it is noted that the calibration process uses the second-stabilized cycle at 1200 MPa and damage and irrecoverable strain to determine the model parameters. The first-cycle response of the material is not used at any part and the interactions between the mechanisms.

<table>
<thead>
<tr>
<th>Response</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E^0$</td>
<td>278 GPa</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.17</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$8.2 \times 10^{-6} \text{C}^{-1}$</td>
</tr>
<tr>
<td>$B$</td>
<td>1008 MPa</td>
</tr>
<tr>
<td>$k$</td>
<td>11</td>
</tr>
<tr>
<td>$\kappa^r$</td>
<td>6 MPa</td>
</tr>
<tr>
<td>$\gamma^r$</td>
<td>0.035</td>
</tr>
<tr>
<td>$Y_r$</td>
<td>6 MPa</td>
</tr>
<tr>
<td>$q$</td>
<td>300 MPa</td>
</tr>
<tr>
<td>$c$</td>
<td>37</td>
</tr>
<tr>
<td>$Y_d$</td>
<td>1.32 MPa</td>
</tr>
<tr>
<td>$L$</td>
<td>$1.92 \times 10^8$ MPa</td>
</tr>
<tr>
<td>$n$</td>
<td>1.44</td>
</tr>
<tr>
<td>$Y_p$</td>
<td>142 MPa</td>
</tr>
</tbody>
</table>
arise as a prediction. First, in comparing the experimental and numerical results of

Figure 59: Stress-strain response of a Ti$_2$AlC specimen through two compressive loading-unloading cycles up to 1200 MPa. Experimental and numerical results (using the coupled, multimechanism model) are presented.

Fig. 59 good agreement may be observed. Qualitatively, the simulated results exhibit important behaviors of the experiments. Specifically, the first cycle results in permanent deformation. Upon reloading, the material follows a similar trajectory and returns to the initial unloading point. Secondly, in both experiments and modeling, the unloading paths of the first and second cycle lie on top each other. Therefore, permanent deformations occur during the first cycle and a stabilized hysteresis loop is observed afterward. Quantitatively, some small differences are noted although overall good agreement is observed. Specifically, in comparing the results it is noted that slightly more irrecoverable strain is noted in the simulation case than the experiments. This may also be seen in Fig. 58. In that result, it is important to note that calibration is only performed prior to the damage initiation. Excellent agreement
is observed during that regime although the irrecoverable strain is overpredicted at higher stress levels. Secondly, the nonlinear hardening of the computation response is lower than in the experiments. This is especially true in the first cycle and is likely a result of using the unloading portion of the second, stabilized cycle for calibration as discussed with the previous results. As such, the final total strain is slightly higher in the numerical rather than the experimental results.

To expand on these results, the evolution of five internal variables through the first loading cycle are presented in Fig. 60. Specifically, two volume fractions (the total kinked, $\zeta$, and damage (permanently kinked), $\zeta_d$) are given along with the inelastic strain components in the direction of applied loading of the different mechanisms. First, it is noted that even at 1200 MPa the IKB volume fraction is still only 7%. Although no experimental measurement of this value has been determined, based on the proposed theory and dependence on grain orientation it is not expected to be a large value. In this case, the permanent kinked volume fraction remains quite low. In considering the inelastic strains, the largest contribution in Fig. 60 comes from recoverable mechanisms while the permanent strains of the damage remains quite low. In terms of the model, these results yield one other important result. Specifically, it may be observed that different sets of internal variables are active at different times. Therefore, the implemented form of the model is sufficiently flexible as to study different combinations of the mechanisms.

Before proceeding, two other cases are presented. First, the possibility of using the model to simulate paths to multiple load levels is explored in Fig. 61a. Specifically, a two cycle (loading-unloading) similar to that previously studied. In this case, however, the first cycle only goes to 600 MPa while the second cycle then increases the applied load. From these results, it is observed that after the initial loading cycle some small permanent deformations are established upon unloading. When
Figure 60: Internal state variables predicted by the MAX phase model through a 1200 MPa compressive loading cycle. Strain values correspond to those in the direction of applied load.

reloaded, the specimen follows a similar trajectory. At the end of this cycle, additional irrecoverable deformations are observed and the behaviors in Fig. 61 follow what is qualitatively expected. Therefore, the ability of the model to handle such loading paths is established. Finally, a parametric study is performed on the assumed parameter kinking strain per unit volume fraction, $\gamma_{r}$. Values of $\gamma_{r} = 0.025$, 0.035, and 0.045 are considered and the results are presented in Fig. 61b. In this case, only the recoverable mechanism is considered to isolate the effect of this parameter on the appropriate mechanism. From these results, it may be observed that as $\gamma_{r}$ increases the hysteresis size (and therefore energy dissipated) and inelastic strain. Similarly, the hardening decreases with $\gamma_{r}$. Although not presented, it is noted that the the IKB volume fraction, $\zeta$, also scales with $\gamma_{r}$. Specifically, values of 8.5 and 2.4% at 1000 MPa are returned for the $\gamma_{r} = 0.045$ and 0.025 cases, respectively. Qualitatively, these trends follow those observed with increasing the grain size of MAX phase materials [23,237] and a connection between these parameters could be
made and useful in subsequent investigations.

Briefly, in this section a theoretical model for MAX phase materials was estab-

lished considering three distinct mechanisms (recoverable IKB, damaging KB, and irrecoverable plasticity). The different responses were then coupled and a numerical 3D implementation was developed and implemented. This model was then used to simulate and analyze the response of experimental results of a Ti$_2$AlC specimen and good agreement was observed. Therefore, this model is considered as reasonable for use in more complex analysis of MAX phase materials.

4.4 Summary

During this chapter, a constitutive model for MAX phase ceramics was established. This effort sought to address the lack of a 3D phenomenological models for such materials and enable study of the interactions of these responses in the composites. Three mechanisms were considered in the model: (i) a reversible mechanism
assumed to be associated with incipient kink band formation (ii) permanent irrecoverable and damage deformations tied to the transition of incipient kink bands to their permanent counter parts and (iii) permanent plastic deformations corresponding to plastic slip in non-kinking grains. In developing the model, each mechanisms is developed independently with corresponding internal state variables and evolution equations and then coupled. In coupling the model it is assumed that each mechanism is largely independent and coupling occurs through two primary fashions. First, it is taken that any permanent kink bands may only form after being incipiently kinked and any such volumes are no longer recoverable. Secondly, and following the effective stress concept, a mapping is introduced to take the thermodynamic driving forces associated with incipient kinking and plastic deformation from the effective, current configuration to the undamaged one. An elastic predictor-inelastic corrector numerical implementation of the model via the closest-point projection return mapping algorithm is developed for all of the various independent and coupled models. Algorithmic (consistent) tangent moduli of the different cases are also derived and both the inelastic correction and tangent moduli are implemented as an Abaqus UMAT. To consider both the theoretical model and numerical implementation, recent experimental results of a Ti$_2$AlC specimen are investigated. The calibration procedure for the various material parameters and mechanisms is discussed and the relevant properties determined. Simulated results show good agreement with experimental and predictions of other loadings are also performed. Importantly, the developed model is shown to be able to capture the relevant behaviors of the MAX phase model. In considering the various mechanisms, it is also demonstrated that both the damage associated with kink band formation and plastic slip-based deformation is necessary to produce the opening during the initial loop. Additional simulations are used to investigate the capabilities of the model such that it may be considered for use in
subsequent composite efforts.

The developed model represents the first evolution towards a multimechanism model of these MAX phases. These efforts can be expanded and built upon through additional information gleaned through experimental investigations. First, as previously mentioned, many of the hardening parameters and responses are dependent on the grain size. Detailed experimental investigations characterizing the composite at different grain sizes could allow for a functional form of all of the different parameters (e.g. strain per unit kinked volume, critical value for kinking, and modulus). Such a parameterization could greatly expand the set of results the model can capture. Furthermore, in this effort it is assumed that the hardening of the different mechanisms is independent. Systematic investigations allowing for progressively evolving permanent mechanisms (e.g. plastic strain and damage) followed by characterization of the reversible IKB mechanism would shed light on these relationships and allow for more complex forms of the hardening and additional couplings.
5. INTERACTION OF INELASTIC MECHANISMS IN SMA-MAX PHASE COMPOSITES

In the previous chapter (Chapter 4) a multimechanism model to describe the phenomenological behavior of MAX phase materials was developed and implemented. Previous investigations (Chapter 2 and 3) developed models of this composite but the investigations were limited to considering (at most) only a single inelastic mechanism in the MAX phase constitutive behavior. Here, those investigations are expanded upon by using the model developed as a part of this work to study the behaviors. Specifically, the interaction of the martensitic transformation behavior of the SMA constituent and kinking response of the MAX phase is considered such that a range of deformation mechanisms are studied.

First, for this investigation the FE continual fiber reinforcement model developed in Section 3.1.2 is revisited. As the focus of this investigation is on the interaction of the mechanisms, this two-phase microstructure is utilized in lieu of the image-based microstructure in Section 3.2 to remove any influences of the interphase or porosity and focus on the constitutive interactions. The effects of many such microstructural features were studied in Section 3.2.2.3. Therefore, the continual fiber geometry of Fig. 23b is utilized and FE boundary value problem described by Fig. 24 is considered. With respect to the MAX phase material, Ti$_2$AlC is again utilized and the 3D UMAT developed as a part of Chapter 4 is used to capture the response. For the purposes of this study, a modified constitutive response is considered. Specifically, as the only small amounts of damage were reported experimentally (Fig. 56) and the corresponding effect was minor (Fig. 57) this mechanism is neglected in this section. This serves to not only help focus on just two mechanisms in the MAX
phase and separate their influences but also aid in computations as the cost of every numerical constitutive iteration is reduced. Secondly, in the previous section only minor irrecoverable plastic deformations were observed. The hardening response in this section is modified to (i) enable higher quantities of irrecoverable deformations and (ii) the onset stresses are modified such that distinct reversible and irreversible and plastic regimes are noted. This latter change is made such that the impact of each mechanism can be separated. The SMA is taken to be NiTi and the assumed strain-temperature and stress-strain responses of the two phases are presented in Fig. 62a and b, respectively. In Fig. 62a, the elastic unloading is also indicated (by the dotted black line). From this, it may be observed that the irrecoverable strain is substantially larger than the recoverable strain associated with IKB formation. Both of these deformations, however, pale in magnitude with respect to those of the SMA constituent.

The aim of this investigation is to look at the interaction of the various mech-

(a) Stress-strain response of the NiTi and Ti$_2$AlC (b) Strain-Temperature (under a constant bias phases. The former refers to a loading $T = \text{load of } 50 \text{ MPa}$) of the NiTi and Ti$_2$AlC phases $137^\circ C$ and the dotted line on the unloading of the latter is elastic unloading limit.

Figure 62: Assumed constitutive responses of the NiTi and Ti$_2$AlC phases used in this study.
function. Therefore, forward transformation of the SMA phase is studied and considered. To that end, the response of a NiTi-Ti$_2$AlC composite under an applied compressive loading of 250 MPa is studied via the constructed model. The effective stress in the direction of loading of each phase determined in this fashion is presented in Fig. 63a while the evolution of the phase average internal state variables (ISVs) is given in Fig. 63b. First, as expected at the start of the cooling path the MAX phase constituent is at a higher stress level due to its more substantial mechanical stiffness. Additionally, it is noted from Fig. 63b that some IKBs have been generated during pure mechanical loading. As cooling progresses, and like previous results, some small changes in the stress associated with thermal expansion mismatch occur. Eventually, transformation is initiated through the cooling process. Initially this results in a stress increase in the Ti$_2$AlC phase pursuant to previous discussions. At this point, additional IKBs are formed and it may be observed that additional kink bands continue to expand throughout transformation. Part of the way through transformation, however, the directional stresses of Fig. 63 begin to show a different trend. Specifically, the Ti$_2$AlC stress magnitude starts to decrease while the SMA constituent exhibits an increase. It is pointed out that the complementary von Mises stress does increase and this qualitative trend was evident in the responses of Fig. 27 and was associated with this specific geometric configuration. Nonetheless, this interaction does point out an interesting trend with respect to these processes. Specifically, as this directional change occurs in close combination to the onset of plastic deformation the difference in the impact of the mechanisms may be observed. From Fig. 63b, it can be observed that at the end of cooling the effective plastic strain is more than 0.2%—roughly an order of magnitude more than the corresponding recoverable strain from the IKB process. Therefore, the change in direction is likely associated with (i) the larger magnitude deformations of the plastic mechanism and (ii) the more
compliant tangent modulus resulting from these extra processes.

To build upon these results, additional simulations are performed with different

![Graphs showing effective stress and martensitic volume fraction](image)

(a) Effective stress of the composite, $\bar{\sigma}_{22}$, and (b) Phase averaged martensitic volume fraction, $\bar{\zeta}$, IKB volume, $\zeta$, and Ti$_2$AlC effective plastic strain, $\bar{p}$.

Figure 63: Evolution and constituent response through a cooling path and forward transformation.

applied compressive bias stresses. Specifically, compressive bias loadings of magnitude 100, 175, 250, and 325 MPa are considered and will be referred to by their magnitude (neglecting the sign) in the following discussions for convenience. The 250 MPa case corresponds to the results in Fig. 63. The evolution of the phase averaged IKB volume fraction, $\bar{\zeta}$, effective plastic strain, $\bar{p}$, and martensitic volume fraction, $\bar{\xi}$, through the cooling portion of these different loading paths is presented in Fig. 64a, b, and c, respectively. First, from Figs. 64, it is noted that in the 100 MPa case negligible amounts of plastic strain and IKBs develop. Therefore, this case may be considered the elastic simulation. With respect to the 175 MPa simulation, IKB formation is seen to occur while mere traces of plasticity are observed. As such, this case will be taken to be a purely IKB case. The two higher load levels, 250 and 325 MPa, both show the activity of both mechanisms and are taken to be the multimechanism
results. Distinguishing the two, as was noted with respect to Fig. 63, a temperature portion of IKB only deformation during transformation was observed. In comparing Figs. 64b and c, however, both MAX phase mechanisms seem to activate with the onset of forward transformation. In all cases, as the applied bias load increases the amount of inelastic deformations increase as well. It is also observed that in the multimechanism cases IKB formation occurs during the mechanical loading process prior to transformation. From Fig. 64c, even though the change in applied bias

(a) Ti$_2$AlC phase averaged IKB volume fraction, $\zeta$

(b) Ti$_2$AlC phase averaged effective plastic strain, $\bar{p}$

(c) NiTi phase averaged martensitic volume fraction, $\xi$

Figure 64: Evolution of different internal state variables through cooling paths with different applied effective compressive bias loads.
load remains constant the temperature difference between initiation of transformation does not and the 325 MPa case is shifter versus the other results. Whether this arises from SMA behavior or the earlier activation of nonlinear behaviors in the MAX phase cannot be determined but does point to an additional interaction.

The impact of these different responses is explored in Fig. 65 in which the phase averaged stress in the direction of loading of the different constituents is presented. Specifically, the Ti$_2$AlC and NiTi stresses are presented in Fig 65a and b, respectively. First, with respect to the Ti$_2$AlC phase, the results observed for the four cases show all show similar trends to those discussed with respect to Fig:Ch5:250Case. Specifically, in all cases, an initial increase in magnitude with respect due to thermal expansion mismatch is noted followed by a small increase during initial transformation. A decrease in the stress magnitude is then observed during the latter stages of transformation. Although the cases vary in magnitude and intensity this general trend is followed and limited information may be gleaned from this result. It may be observed, however, that the transformation induced stress decrease is more pronounced in the elastic and IKB cases and the additional plastic mechanisms seem to diminish this effect. The NiTi results (Fig. 65, on the other hand, demonstrates this effect more clearly. Lower bias load cases show a pronounced stress magnitude increase through transformation. At larger load levels, and as additional plasticity is generated, this change in loading state is nearly damped out and only small nonlinearities in the stress evolution are noted.

Finally, the effective and constituent strains through the cooling cycle are presented in Fig. 66. The Ti$_2$AlC phase average stress is presented in Fig. 66a while the NiTi results are presented in Fig. 66b. In all cases, it can be observed that the SMA strain is larger than the corresponding deformations in the Ti$_2$AlC. With respect to the Ti$_2$AlC, the strains are primarily elastic although some small nonlinear defor-
Figure 65: Evolution of constituent phase averaged stress in the direction of applied loading through cooling paths with different applied effective compressive bias loads.

In taking the previous results together, it may be seen that the recoverable IKB mechanism incorporated into the MAX phase response does not substantially alter the behavior or interaction of the different phases. By comparing the observed behaviors in the 175 MPa case with only the IKB mechanism active and the 100 MPa elastic case, it can be seen that the two behaviors exhibit the same qualitative characteristics and most of the quantitative differences is likely associated with the load level. For instance, in the effective MVF response (Fig. 64c), transformation
Figure 66: Evolution of phase averaged strain in the direction of applied loading through cooling paths with different applied effective compressive bias loads.

(a) Ti$_2$AlC phase averaged strain in the direction of applied loading, $\bar{\varepsilon}_{22}^{Ti_2AlC}$.

(b) NiTi phase averaged stain in the direction of applied loading, $\bar{\sigma}_{22}^{NiTi}$.

(c) Effective composite phase averaged strain in the direction of applied loading, $\bar{\varepsilon}_{22}$.

This stress invariance is characteristic of the elastic results presented and discussed in Chapter 2. In these cases, the stress redistribution effects are likely associated with the specific configurations here. When the plastic mechanism is activated at higher load levels, its response and features are observed to dominate the effective characteristics. Although this behavior is somewhat exaggerated in the assumed constitutive response, its influences are seen to quickly dominate and mask those of
the recoverable mechanism. This is likely associated with two effects. First, during nonlinear deformations the mechanical tangent modulus of the MAX phase materials is still substantially stiffer than the SMA – especially during transformation. Therefore, elastic like interactions result. Secondly, the kinking strains are substantially smaller than the plastic and especially transformation strains. The contributions of the kinking strain are essentially hidden due to these larger deformations. If the plastic strain magnitude is decreased the reversible strains may play a larger role, but they are still dominated by the transformation deformations.
6. CONCLUSIONS

In this work, the nonlinear, thermomechanical response of SMA-MAX phase composites was investigated. Experimental results have shown these materials to have a complex microstructure with dissimilar thermoelastic properties leading an already complex micromechanical problem. The nonlinear constitutive responses of the two base SMA and MAX phases only served to complicate this response and motivate the need for complementary modeling investigations. To accomplish this task, a series of models were constructed to investigate different features with an emphasis on the effective actuation behavior and associated interactions through temperature induced martensitic transformation. In this section, closure is brought to these investigations. First, in Section 6.1, a summary of the various methods and results are presented. Potential future endeavors are then presented in Section 6.2 to highlight the next steps.

6.1 Summary

Given the complex micromechanical and constitutive responses, a series of models were constructed to explore different features. First, an Eshelby-based micromechanical model was constructed in Chapter 2 and used to establish the effective transformation characteristics and the interaction of the stiff thermoelastic phase. Inelasticity associated with martensitic transformation was captured via the utilization of eigenstrains and a model coupling the micromechanical stress state with the SMA constitutive response was developed. Importantly, a transformation induced stress redistributed was observed that lead to near stress invariant martensitic finish and austenitic start transformation surfaces. Additionally, the reduction in transfor-
information strain due to the presence of a stiff, blocking material was demonstrated. The developed model was then used to explore the impact of various material parameters on the effective behaviors.

To explore the response these composites through actuation loading paths, finite element techniques were utilized. Specifically, a series of reference microstructures were generated and used to investigate the nonlinear thermomechanical response. Image based methods using microtomography were adopted and used to generate both a reference and actual composite microstructure based on different material specimens. By considering the interaction of an SMA constitutive response incorporating martensitic transformation and an elastic-plastic approximation to the MAX phase behaviors, the evolution through an isobaric cooling–heating cycle was capture. In these cases, it was shown that thermally induced transformation leads to additional stress generation in the MAX phase and corresponding permanent deformations. Upon recovery, these irrecoverable strains produce a residual stress state and the development of this state was extensively explored via both geometries. The realistic microstructure included additional observations regarding the presence of porosity and a reaction layer resulting from processing. As such, a series of parametric studies were performed investigating the impact of these different parameters on the effective behaviors. The reaction layer content was demonstrated to have an especially pronounced impact on the residual stress state. Additionally, the numerical microstructures generated through image based techniques included a number of features and exhibited complicated architectures. To distill the impact of different characteristic features on the effective response, a series of simplified unit cells were constructed. By parameterizing these different features, the impact was identified and it was shown that continual, fiber reinforcement has a lower effective transformation strain and residual stress than either interpenetrating or spherical cases.
The results previously described focused on using a single-mechanism elastic-plastic model for the MAX phase response. Previous experiments have demonstrated MAX phases exhibit a more complicated, multimechanism response with recoverable, irrecoverable, a damage characteristics. To date, no model exists for this response. Therefore, a phenomenological, multimechanism model incorporating these different features was developed in this work and implemented as an Abaqus UMAT. A return mapping algorithm (RMA) implementation for the fully coupled case was developed along with a corresponding algorithmic tangent modulus. The model was then used to analyze experimental results of a Ti$_2$AlC specimen. Good agreement was seen between experimental and numerical results and permanent deformation as a result of damage and plasticity was demonstrated. The developed model was then used with a previous FE model to investigate the impact of the recoverable mechanisms on the effective response and the coupled response. Through these investigations, the prominence of the permanent mechanisms and stiff thermoelastic contrast over recoverable IKB formation was demonstrated in the composite response.

6.2 Future Work

This investigation focused on two key elements: MAX phase constitutive modeling and micromechanical modeling of the nonlinear composites. With respect to the former, the efforts here produced the first 3D model capable of capturing the relevant behaviors. Many of the interactions between the relevant mechanisms are treated in a first order way and as such a number of observed features and characteristics have yet to be incorporated. For instance, increased hardening with cycling has been experimentally observed but not incorporated into this model. High temperature, rate-dependent responses have been shown to produce interesting behaviors
but are not treated here as they are outside the domain of interest. Nonetheless, these effects pose an interesting challenge to be tackled. Of particular relevance to this work, an IKB explanation was adopted to explain the relevant results and used to motivate the model in this work. Experimentally and theoretically, the detailed understanding of this mechanism is still being investigated and additional results to this regard should be used to refine the interactions and responses used in this work. Furthermore, a multistep calibration process was adopted in this work to determine the relevant model parameters. Such an approach was necessary as distinguishing the contributions of the different behaviors (especially with respect to the permanent mechanisms) is not a trivial exercise from macroscopic experimental results. Improved methods to decouple the different responses from such results is an important task for not just model calibration but also model motivation and remains an exciting challenge – for many nonlinear materials, not just MAX phases. Numerically, the coupled multi surface problem posed by the constitutive model provides for a complex implementation. In general, methods to improve (i) speed and efficiency and (ii) global convergence properties should be investigated. These improvements are especially important for the composite case, as in some the results here the interactions between the responses lead to a non-proportional loading necessitating a robust implementation.

The SMA-MAX phase composites studied here provide a rich challenge in many aspects due to the complex material responses. Interestingly, and especially in the NiTi case, subtle changes in composition and processing can strongly influence the effective behavior. As discussed in Chapter 3, the sintering process used to produce these novel materials may lead to heterogeneous composition gradients. Accurate determination of the constituent material parameters in this case remains difficult because of this variation. Specifically, in the studies of this work, calibration of material
properties was performed off of bulk specimens produced via similar methods. The variations in composition and pressure states between the actual and idealized methods can substantially affect this process and substantial uncertainty exists around these properties. Therefore, and similar to the MAX phase responses, methodologies to distinguish and determine the actual properties need to be introduced and used to better identify the relevant responses. Along a similar vein, cyclic effects in the SMA phase were not directly treated. Shape memory alloys, and particularly NiTi, are well known to need a “training” cycle to thermomechanically stabilize the constitutive response. How this training evolves in this composite and its impact is not clear and both experimental and numerical investigations are needed to clarify the impact of this response – especially on load transfer characteristics. Finally, and potentially most interestingly, these composites exhibit multiple uncertainties and their impact needs to be quantified. Specifically, variability is expected both in terms of microstructural features like grain size, reaction layer thickness, pore size and shape amongst others and constitutive properties as was just discussed. Many of these features are unknown \( a\ priori \) and are subject to change due to subtle changes in manufacturing or processing conditions. Statistical investigations of the impact of both constitutive and microstructural uncertainties are needed to determine the relevant impact of each and help establish bounds on the relationships. With respect to shape memory alloys, these methods remain in their infancy but efforts towards this end could be essential in establishing not only effective property ranges but also correlations to different parameters.
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A simple analytical model of the SMA-MAX phase composites of interest is constructed. Specifically, an isostrain (corresponding to the Voigt bound) approximation is introduced. Such an assumption is introduced as (i) the large contrast in thermoelastic stiffnesses would preclude an isostress assumption and (ii) it roughly approximates a “blocking-force” condition that might be expected. The developed model considers an SMA (denoted by a subscript “1”) and MAX (subscript “0”) phase. The former is described via a 1D implementation of the constitutive routine in Section 2.1.1 while a 1D isotropic hardening elastic-plastic law is introduced for the MAX phase (note for elastic analysis the yield stress is simply set to infinity).

With the isostrain assumption, the total effective stress, \( \bar{\sigma} \), may be written as,

\[
\bar{\sigma} = c_0 \sigma_0 + c_1 \sigma_1, \tag{A.1}
\]

or, in an incremental fashion,

\[
d\bar{\sigma} = c_0 d\sigma_0 + c_1 d\sigma_1. \tag{A.2}
\]

The MAX phase behavior may then be described via the constitutive law,

\[
\sigma_0 = E_0 (\varepsilon_0 - \alpha_0 (T - T_0) - \varepsilon^p), \tag{A.3}
\]

with \( E_0, \alpha_0, T, \) and \( T_0 \) being the MAX phase modulus, coefficient of thermal expansion, temperature, and zero-strain reference temperature, respectively. The total
strain of this phase is represented by $\varepsilon_0$ while $\varepsilon^p$ is the current total plastic strain. Incrementally, the behavior is described via,

$$d\sigma_0 = E_0 (d\varepsilon_0 - \alpha_0 dT) - E_0 d\varepsilon^p,$$

(A.4)

where the thermoelastic and plastic contributions are separated. Finally, an yield function of the form,

$$\Phi_0 = \frac{\sigma_0}{1 - \phi} - K (\bar{\varepsilon}^p)^{n_0} - Y_0,$$

(A.5)

where $K$ and $n_0$ are the hardening modulus and exponent, respectively, while $Y_0$ is the critical thermodynamic value to induce plastic deformation. The $\bar{\varepsilon}^p$ is used to denote the monotonically increasing plastic strain $(d\bar{\varepsilon}^p = \sqrt{d\varepsilon^p d\bar{\varepsilon}^p})$ instead of the current value observed in the constitutive law. As porosity (represented by $\phi$) is possible in the MAX phase, its influences are introduced in two ways. First, as shown in the yield expression, Eqn. A.5, it is used in a fashion analogous to an isotropic damage variable so that the continuum damage type “effective” stress is used in considering the onset of yielding. Secondly, porosity is used to determine the value of the current elastic modulus. Specifically, following Hu et al. [107], the modulus is assumed to be a function of the porosity and is given by $E_0 = \tilde{E}_0 (\phi) = \tilde{E}_0 e^{-b\phi}$ where $\tilde{E}_0$ is the dense modulus and $b$ is an exponent fit to experimental results.

For the SMA phase, a constitutive law of the form,

$$\sigma_1 = E_1 (\xi) (\varepsilon_1 + \alpha_1 (T - T_0) - \varepsilon^{tr}),$$

(A.6)

or incrementally,

$$d\sigma_1 = E_1 (\xi) (d\varepsilon_1 - d\alpha_1 (T - T_0) - \alpha_1 T - d\varepsilon^{tr}) + dE_1 (\varepsilon_1 - \alpha_1 (\xi) - \varepsilon^{tr}),$$

(A.7)
where,
\[ dE_1 = \frac{E^M E^A \Delta E}{(E^M - \xi \Delta E)^2} d\xi, \quad (A.8) \]
and
\[ d\alpha_1 = \Delta \alpha d\xi, \quad (A.9) \]
is used. By noting \( d\varepsilon^\text{tr} = H^\text{cur} (\sigma_1) \frac{\sigma_1}{|\sigma_1|} d\xi \), the SMA stress increment may be written,
\[ d\sigma_1 = E_1 (\xi) (d\varepsilon_1 - \alpha_1 (\xi) DT) + \left[ \frac{E^M E^A \Delta E}{(E^M - \Delta E)^2} (\varepsilon_1 - \alpha_1 (\xi) (T - T_0) - \varepsilon^\text{tr}) - E_1 \left( \Delta \alpha (T - T_0) + H^\text{cur} (\sigma_1) \frac{\sigma_1}{|\sigma_1|} \right) \right] d\xi. \quad (A.10) \]

One dimensional forms of the transformation function are given by,
\[
\Phi^\text{fwd}_1 = (1 - D) |\sigma_1| H^\text{cur} (\sigma_1) + \frac{1}{2} \Delta S \sigma_1^2 + \sigma_1 \Delta \alpha (T - T_0) + \rho \Delta s_0 T - \rho \Delta u_0 - f^\text{fwd}_1 (\xi) - Y_1^f = 0 \quad (A.11)
\]
for forward and,
\[
\Phi^\text{rev}_1 = (1 + D) \frac{\varepsilon^\text{tr-rev}}{\xi^\text{rev}} - \frac{1}{2} \Delta S \sigma_1^2 - \sigma_1 \Delta \alpha (T - T_0) - \rho \Delta s_0 T + \rho \Delta u_0 + f^\text{rev}_1 (\xi) - Y_1^r = 0 \quad (A.12)
\]
for reverse.

To investigate the response of the composite through an arbitrary loading path, it is assumed that \( d\sigma \) and \( DT \) are known and prescribed by the numerical solver. The isostrain assumption yields \( d\bar{\varepsilon} = d\varepsilon_0 = d\varepsilon_1 \) and the effective strain may be found (via Eqns. A.2, A.4, and A.10),
\[
d\bar{\varepsilon} = \frac{d\sigma + (c_0 E_0 \alpha_0 + c_1 E_1 (\xi) \alpha_1 (\xi)) DT}{c_0 E_0 + c_1 E_1 (\xi)}. \quad (A.13)
\]
An elastic predictor-inelastic corrector scheme can be readily adopted. In the latter case, if both mechanisms are active, applying convex-cutting routines to incremental constitutive law and consistency equations produces three equations in terms of three unknowns – the inelastic correction increments of the total effective strain, plastic strain, and martensitic volume fraction denoted respectively by $\Delta \varepsilon$, $\Delta \varepsilon^p$, and $\Delta \xi$. These three equations are,

\begin{align}
(c_0E_0 + c_1E_1(\xi)) \Delta \varepsilon - c_0E_0\Delta \varepsilon^p + c_1\gamma \Delta \xi &= 0, \\
\frac{\sigma_0}{\sigma_0} = 1 - \phi \frac{E_0}{E_0} - \frac{\sigma_0}{\sigma_0} \left( \frac{E_0}{1 - \phi} + nK(\varepsilon^p)^{(n-1)} \right) \Delta \varepsilon^p &= -\Phi_0, \\
\frac{\partial \Phi_1}{\partial \sigma_1} E_1(\xi) \Delta \varepsilon + \left( \frac{\partial \Phi_1}{\partial \xi} + \frac{\partial \Phi_1}{\partial \sigma_1} \gamma \right) \Delta \xi &= -\Phi_1
\end{align}

where,

\begin{align}
\gamma &= \frac{E^M E^A \Delta E}{(E^M - \xi \Delta E)^2} (\varepsilon - \alpha_1(\xi)(T - T_0) - \varepsilon^{tr}) \\
\frac{\partial \Phi_1}{\partial \sigma_1} &= \left\{ \begin{array}{ll}
(1 - D) \frac{\sigma_1}{\sigma_1} H_{cur}(\sigma_1) + \Delta S\sigma_1 + \Delta \alpha_1(T - T_0); & d\xi > 0 \\
-(1 + D) \frac{\varepsilon^{tr - rev}}{\varepsilon^{rev}} - \Delta S\sigma_1 - \Delta \alpha_1(T - T_0); & d\xi < 0
\end{array} \right. \\
\frac{\partial \Phi_1}{\partial \xi} &= \left\{ \begin{array}{ll}
-\frac{\partial f_{\text{vol}}^i}{\partial \xi}; & d\xi > 0 \\
\frac{\partial f_{\text{int}}^i}{\partial \xi}; & d\xi < 0
\end{array} \right.
\end{align}

With respect to the smooth hardening function, $f^i$, special care needs to be taken in evaluating the derivatives. Specifically, due to the selected form, slight numerical adjustments need to be made to avoid expressions that can not be appropriately evaluated. This topic is treated extensively in the work of Lagoudas et al. [124] and details will be left to that work. Finally, in the developed model, the cases of just transformation of plasticity may easily be handled by setting $\Delta \varepsilon^p$ or $\Delta \xi$ to zero,
respectively. Finally, as an elastic guess may incorrectly indicated both surfaces are simultaneously active, an additional check is needed following the inelastic corrector to ensure that both surfaces are indeed active.