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ABSTRACT

The presented journal article formatted dissertation investigated the performance of two models for hierarchical-structured item response data (i.e., Kamata’s MLIRT model, and Multiple Regression IRT model) and discussed an application of the multilevel IRT modeling, i.e., a longitudinal multilevel logistic regression model for DIF analyses. Study I compared the estimates of abilities and IRT difficulty parameters of the two models for multilevel-structured IRT data. *Bias* and *RMSE* were compared under 8 conditions (2 test lengths, 4 intraclass correlation coefficients, i.e., *ICC*). Study II sought to learn the causes of DIF, specifically investigating if DIF arises through higher-level clusters, such as different schools, and longitudinal sources, such as multiple time points of test (e.g., beginning v.s. end of year). The accuracies of DIF detection at each level were evaluated under 48 conditions (2 test lengths, 2 percentages of DIF items at school-level, 2 percentages of DIF items of time-level, 3 sample sizes, 2 magnitude of DIF) by power and Type I error rate.

Findings of Study I provided guidelines for model selection between MLIRT and MR-IRT model. Results indicated more accurate estimates of school abilities but less accurate estimates of student abilities with MLIRT model. MR-IRT was found more appropriate to use when sample size was small. For both the MLIRT and MR-IRT models, the longer test length resulted in more accurate estimates. *ICC* played an important role in estimating the school variances of abilities. Study II examined the power and Type I error of DIF detection with the proposed model. Results showed an
overall powerful DIF detection. Type I error rates at each level roughly fell into the liberal range of Bradley (1978), 0.025 to 0.075. Consistent with previous study, the magnitude of DIF at each level and the sample was found to be the most important factors for a powerful DIF detection. In general, the time-level detection had higher power than the school-level.
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INTRODUCTION

Research on the identification of effective schools and criteria for measuring effectiveness is a major topic in education. Multilevel analysis takes the class and school variance into consideration and extends the measurement from item characteristics and individual abilities to group-level measurements (Bryk & Raudenbush, 2002; Fox, 2005; Goldstein, 1987; Longford, 1993). Multilevel modeling can be combined with Item Response Theory (IRT) to estimate the effects of multilevel covariates on a latent trait. This amalgamation of the two models allows us to investigate and analyze the covariates that affect person ability instead of simply estimating the latent traits (Maier, 2001). Additionally, this combination provides more accurate estimation of the standard errors of the parameters (Adams, Wilson, & Wu, 1997; Fox, 2005; Maier, 2001, 2002).

Multilevel IRT treats ability parameter of an IRT model as the dependent variable of a multilevel regression model (Fox, 2005).

One of the most critical applications of IRT in educational testing field is for detecting items that function differentially. Differential item functioning (DIF), which is considered as a threat to the validity of the test, has been a serious concern in evaluation and assessment (Thissen, Steinberg, & Wainer, 1988, 1993). There have been many DIF detection procedures available with the use of IRT and significance statistical testing. However, the classic DIF detection procedures can only detect the existence of DIF, but cannot explain the causes of DIF. In the case when there are more than one sources of DIF, the classic DIF procedures fail to examine the fundamental reasons of the DIF
occurrence. Therefore, a model that is able to (a) identify the existence of DIF, and (b) explain the sources of DIF is needed to further facilitate the DIF investigation.

The multilevel IRT model, expressed in the multilevel logistic regression model (Adams, Wilson, & Wu, 1997; Kamata, 2001; Mellenbergh, 1994), treats the coefficients that are associated with DIF as random effects and is able to estimate the DIF at each level through the estimation of variances of the random effects (Swanminathan & Rogers, 1990). Multiple causes of DIF could be simultaneously analyzed in one multilevel model.

**Study Number One**

This dissertation consisted of two studies. The first study compared the parameter and variance estimate accuracies across two hierarchical item response models. First, 1PL Three-Level MLIRT model (“MLIRT”) proposed by Kamata (1998, 2001) was designed to accommodate item responses data that were collected in hierarchical settings and allowed investigation of item response data that contained hierarchical structure (Fox & Glas, 2001; Kamata, 2001; Maier, 2001, 2002). MLIRT combined multilevel modeling that were formulated via hierarchical linear model (HLM) (Bryk & Raudenbush, 2002) with Rasch-IRT model to estimate the latent traits, item parameters, and the variations of individuals’ performance across groups. Pastor (2003) suggested four advantages of MLIRT model: It allows (a) to treat a latent trait as the dependent variable in a hierarchical-structured data analysis, (b) the dependency found in the hierarchical data, (c) estimation of latent traits at different levels (e.g. student-level, and school-level), and (d) more accurate estimation of the relationships
between independent variables and latent traits (i.e., dependent variables) across levels. However, because MLIRT integrates HLM and IRT, the assumptions of both models need to be met.

The second model uses a two-step Multiple Regression (MR) approach to investigate hierarchically structured data (Gelman & Hill, 2007). The two-step MR approach was combined with the 1PL-Rasch IRT to estimate latent traits in multiple levels and therefore was named the “MR-IRT” model. MR-IRT model was conducted in two steps: (a) estimating IRT parameters with 1PL-Rasch IRT model and (b) using the latent trait estimates, i.e., person ability estimates, from step one, as dependent variable in a MR analysis (Pastor, 2003). MR-IRT is easy to implement as both IRT and MR procedures can be realized by many statistical software packages. The other advantage of this model is that no group-level assumptions need to be met when estimating the IRT parameters, because the IRT is conducted in the single level model. However, the assumption of independence of the observation is almost always violated in hierarchical-structured data (Hox, 2010), which leads to inaccurate estimate of group-level ability variance.

A hierarchically structured item response data was simulated and estimated with both Kamata’s MLIRT model and MR-IRT model. The model estimation accuracy was evaluated for various test lengths, sample sizes and intraclass correlation conditions through a simulation study. The simulated hierarchically structured item response pool was generated with SAS 9.3 and the parameter estimates were obtained using Mplus 7.1.
Bias, the root mean square error (RMSE), and the standard error (SE) of variance were calculated to assess estimation accuracy.

**Study Number Two**

The second study was an application of MLIRT to detect and explain DIF when measuring a certain trait across groups (Kamata & Binici, 2003) and time points. A multilevel longitudinal logistic regression model was designed for DIF analysis. The longitudinal multilevel DIF detection procedure was aimed to identify (a) the cross-sectional sources of DIF in the student-, class- and school- levels and (b) the longitudinal sources of DIF in multiple time points. In addition, the second paper studied the effects of proportion of DIF items, test length, sample size on DIF detection with the proposed model. Last, the effect of the model misspecification was examined.

The longitudinal multilevel logistic regression model was design based on Kamata’s MLIRT model. The multilevel logistic regression DIF model was a hybrid of the logistic regression DIF method (Swaminathan & Rogers, 1990) and multilevel logistic regression IRT model (Kamata, 2001). In the simulation design of study II, only a Rasch IRT model was assumed for DIF analysis (i.e., item discrimination parameter was assumed to be equal across groups). The proposed model was specified and estimated with SAS PROC GLIMMIX (Pan, 2008; Zhu, Rupp & Gao, 2011). The accuracies of item difficulty parameter were evaluated by the RMSE and bias. The accuracies of DIF detection at each level were evaluated under a variety of conditions by power and Type I error rates (Kristjansson et al., 2005; Pan, 2008).
Organization of Document

This document is divided into four distinct sections. While the first section is the
general overview of the document, the latter two sections are organized as two
individual journal articles on two related research topics. The last section served as a
summary of the conclusions of the two studies. A description of each section is provided
as follows:

i. The first section is an introductory section which provides the overview of the
research topics on this dissertation.

ii. The second section is an individual manuscript regarding a comparison of two
multilevel IRT (MLIRT) models in terms of the estimation accuracy of item and
person parameters. This section presents the literature review, methods, results,
discussion and conclusion sections of the first journal article.

iii. The third section is another individual manuscript regarding longitudinal
multilevel differential item functioning (DIF) estimated with longitudinal
multilevel logistic regression model. This section presents the literature review,
methods, results, discussion and conclusion section of the second journal article.

iv. The fourth section is a conclusion section which stated the connections of the two
studies, and summarizes the significance and findings of each study.
A COMPARISON OF TWO MODELS FOR HIERARCHICAL-STRUCTURED ITEM RESPONSE DATA

In the recent years, evaluating the students’ abilities and holding schools accountable for students’ performance through high-stakes testing is of great interest in educational assessment field. Unfortunately, the traditional single-level measurement can only estimate the students’ abilities, but not able to serve the goal of comparing accountabilities within and between schools. The present study focuses on accurately evaluating the examinees’ abilities when they are from different schools with the multilevel IRT modeling. The multilevel IRT model estimates the relationships among the dependent variables at different levels, such as student test scores that are nested within multiple school characteristics. Ignoring the hierarchical structure in our analyses can cause some problems (Burstein, 1980; Cronbach, 1976), such as:

(a) Failure to see some import phenomena such as cross-level interaction effects.

(b) Failure to separate variance components of different levels (Cohen, Cohen, West, & Aiken, 2003, chap. 4), which results in a violation of the homoscedasticity assumption of statistical inference test. The high intraclass correlation between different levels leads to an underestimation of the standard errors of the fixed parameters, which leads to the spuriously “significant” results (Hox, 2010).

Theoretical Framework

Comprehensive literature review was conducted on (a) comparison of multiple regression (MR) model and HLM model, (b) mathematical expression of MR and HLM
models in a school setting, (c) Item Response Theory (IRT), (d) multilevel IRT modeling, including Kamata’s MLIRT model, two-level IRT and three-level IRT, (e) MR-IRT model, and (f) Monte Carlo Simulation study.

Comparison of Multiple Regression (MR) Model and HLM Model

Multilevel models are extensions of multiple regression (MR) (Gelman & Hill, 2008) and particularly accommodates data structured in groups. Hierarchical Linear Modeling (HLM), also known as random coefficient models (Kreft & de Leeuw, 1998), variance component models (Longford, 1989), or multilevel random coefficient models (Nezlek, 2001, 2003), takes the random effects and multilevel variance into account. HLM allows analyses of multiple levels simultaneously with the use of a statistical model that includes various dependencies (Hox, 2010). Gelman and Hill (2008) reviewed HLM model and a two-step multiple regression (MR) model.

(a) The two-step MR was described as the “individual-level regression with cluster indicators, followed by cluster-level regression of the estimated cluster effects” (Gelman & Hill, 2007, p. 240). The first step is an individual-level regression, which fits the outcome variable on the individual predictors and the grouping indicators for all groups that are coded as dummy variables. In order to obtain model identification, the constant term in the multiple regression is not included so that the indicators for all schools can be included (Gelman & Hill, 2007, p. 68). The second-step is a group-level regression to estimate the group effects. In this step, the estimated coefficients of the grouping indicators from the previous step are considered as the outcome variable data,
which are then regressed on the group-level predictors. After the two steps, each of the
predictors in the model is then included in one of the two regressions.

(b) The HLM is similar to the two-step MR model except that both steps are
performed simultaneously. The individual-level outcome variable is predicated by
individual-level predictors. The individual-level intercept and coefficients are assumed
to vary by groups. In the group-level, the individual-level intercept and coefficients are
regressed on the group-level predictors and are decomposed into the group-level mean
and standard deviation of the unexplained group-level errors. In HLM, instead of
estimating the within-group coefficients, the mean and variance of the coefficients
among the groups are estimated to describe the distribution of the coefficients. (Van der
Leeden, 1998). The assumption of varying coefficients is what made the model
“multilevel”. The “varying coefficient” is called “random effects”, indicating the
randomness in the probability model for the group-level coefficients.

Multiple regression (MR) and HLM approaches coincide when (a) the group-
level variation is small, so that the multilevel model reduces to multiple regression
model as there is no group indicator any more, (b) when the variation among the group-
level coefficients is large (compared to their standard errors of estimation), so that
multilevel modeling reduces to MR with group indicators, or (c) when there is very few
groups, so that there is too little information to accurately estimate the group-level
variation (Gelman & Hill, 2008, p. 247). In these cases, multilevel modeling gains little
beyond the MR varying-coefficient models (i.e., with only fixed effects).
The critical difference between HLM and multiple-step MR with OLS estimates is to model coefficients as random or fixed (Raudenbush & Bryk, 2002). Random coefficients are assumed to vary across the higher-level groups, whereas fixed coefficients are assumed to be either constant or vary systematically across groups.

While HLM assumes random coefficients and estimates the error terms, the MR models assume that there is no error variance among groups and no variance of error is estimated (Richter, 2006). Therefore, MR is used when only one level has random effects or the error variances in each level are explained in multiple steps rather than simultaneously.

However, if the objective of the research is to generalize the estimates at each level to larger populations from which the samples are randomly selected, the analyses need to be conducted based upon multiple sources of error variance simultaneously in a given study (Richter, 2006). The MR model, as stated, separates the variance components of each level sequentially, rather than simultaneously. Thus, HLM is more appropriate for multilevel parameter estimation based upon multiple sources of error variance.

Additionally, OLS estimation method could not be applied to estimate the variance of error in the MR model with random effects. HLM, however, involves a more complex error structure and applies the ML techniques, instead of OLS, to estimate the variance of error at each level simultaneously (Richter, 2006).

Furthermore, in a hierarchical-structured dataset, the assumption of independence of observations is almost always violated, which leads to underestimate of the standard
errors and spuriously “significant” results when using MR models (Fox, 2005). On the other hand, HLM allows the dependency of observations at each level and therefore is more appropriate to use when the assumption of independence of the observations is violated in the hierarchically structured dataset.

Due to the differences between these two models, the parameter estimation results were expected to be different from the HLM model and the MR model, especially when the effects had to be modeled as random. The estimates of the MR model were expected to be less accurate due to the restriction of modeling only fixed effects and the limitation of estimating variances sequentially rather than simultaneously (Richter, 2006).

**Mathematical Expression of MR and HLM Models in a School Setting**

HLM was first introduced in the assessment of school effectiveness by Aitkin and Longford (1989) and started to play an important role in assessing the schools’ and states’ accountabilities as well as students’ abilities. Following is the mathematical expression of each model in a school setting.

**MR model.** Instead of estimating parameters at different levels simultaneously, MR model is conducted in two sequential steps.

**Step 1**

\[
Y_{ij} = \beta_{ij} X_{ij} + \ldots + \beta_{kj} X_{kj} + \beta_{i} X_{i} + \ldots + \beta_{j} X_{j} + e_{ij},
\]

where

\[X_{ij} \ldots X_{kj}\] are student-level predictors, \[\beta_{ij} \ldots \beta_{kj}\] are effects associated with the student-level predictors. \(k\) is the number of student-level predictors,
$X_1 \ldots X_j$ are the school indicators, $\beta_1 \ldots \beta_j$ are the estimated coefficients associated with each school. $j$ is the number of schools, the estimated $Y_{ij}$ is the mean score of school $j$,

$e_{ij}$ is assumed to be normally distributed, which is a random effect representing the student-specific residual,

**Step 2**

$$\beta_j = \gamma_{0j} + \gamma_{1j}S + U_j,$$

where

The estimated coefficients of all school indicators $\beta_1 \ldots \beta_j$ from Step 1 regression are regressed on the school predictors $S$,

$\gamma_{0j}$ is interpreted as the grand mean across schools,

$\gamma_{10}$ is the mean effect of the school predictors,

$U_j$ is assumed to be fixed effects representing school-specific residuals in school-level regression.

In Step 2, the estimated coefficients of the group-indicators are used as the data for group-level to explain the across-school variability in these estimate (e.g., Juhaz & Rayner, 2003; Stine-Morrow, Millinder, Pullara, & Herman, 2001; Zwaan, 1994).

**HLM.** The two-level HLM random intercept model with only student-level predictors is expressed as follows,

Level-1 (student): the observed score of student $i$ in school $j$ is predicted by the level-1 predictors $X_{1j} \ldots X_{(k-1)j}$ plus a random error $e_{ij}$ that is specific to student $i$.

$$Y_{ij} = \beta_{0j} + \beta_{1j}X_{1ij} + \ldots + \beta_{(k-1)j}X_{(k-1)j} + e_{ij},$$
where

\[ i \] represents students within a school; \[ j \] represents schools, \[ j = 1, \ldots, k, \]

the intercept \( \beta_{0j} \) represents the predicted mean observed score in school \( j \) when all the predictors = 0. \( \beta_{0j} \) is assumed to be normally distributed,

the slopes \( \beta_{1j}, \ldots, \beta_{(k-1)j} \) represent the effects of the level-1 predictors on student observed scores.

Level-2 (school): the mean observed score of school \( j \) is modeled as the mean of the entire sample \( \gamma_{00} \) (i.e., grand mean), plus a random effect \( U_{0j} \) that is specific to school \( j \).

\[
\beta_{0j} = \gamma_{00} + U_{0j},
\beta_{ij} = \gamma_{10},
\]

\[
\ldots
\]

\[
\beta_{(k-1)j} = \gamma_{(k-1)0}.
\]

The random intercept \( \beta_{0j} \) is assumed to be normally distributed and is further decomposed in the next highest level into a mean and a variance. The random effects \( e_{ij} \) and \( U_{0j} \) in the model are assumed to be normally distributed with mean of zero, \( e_{ij} \sim N(0, \sigma^2) \) and \( U_{0j} \sim N(0, \tau_{00}) \), respectively, in which the variance \( \sigma^2 \) is the student-level variance of error whereas \( \tau_{00} \) is the variance of error at the school level. The random effects and the level-1 predictors are assumed to be uncorrelated.

**Item Response Theory (IRT)**

Item Response Theory (IRT) has been widely used in educational testing (e.g., Bielinski & Davison, 2001; Edward, 1993; Kulick & Hu, 1989; Le, 1999; Pike, 1990;
Rock, Pollack, & Quinn, 1995; Zwick & Ercikan, 1989). IRT has two main postulates, the abilities and the Item Characteristic Curve (ICC) (Cantrell, 1999). The abilities measure the performance of an examinee on a test item. An ICC is a frequency polygon or an ogive representing the relationship between the item performance and the examinee’s abilities that determine the performance (Cantrell, 1999; Hanbleton & Swaminathan, 1985). An ICC reflects the probability of selecting a certain response to an item with respect to the ability of the person (Ostini & Nering, 2006).

The most common IRT model is the one-parameter logistic model, which is also known as the 1PL-Rasch model (Rasch, 1960; Thissen, 1982; Wright, 1977). The item response is binary, with $Y_{ij} = 1$ being a “correct” or positive response and $Y_{ij} = 0$ being an “incorrect” or negative response. This model specifies the probability of a person $j$ responding correctly to item $i$ ($Y_{ij} = 1$) conditional on the “ability” of the person $j$ ($\theta_i$) as

$$
P(Y_{ij} = 1 | \theta_i) = \frac{1}{1 + \exp[-a(\theta_i - b_j)]}.
$$

In the IRT models, abilities ($\theta_i$) are usually assumed to be normally distributed with mean of zero and variance of one. The IRT parameter $b_j$ represents the item difficulty, which determines the location of the logistic curve along the ability scale (Hedeker, Berbaum, & Mermelstein, 2006). The item difficulty is interpreted as the ability of a person that has a 50% probability of answering an item correctly (Chaimongkol, 2005). The normal range of item difficulty parameter is roughly from -3 to +3, with the lower values indicating the easier items and higher values indicating more difficult items. The IRT parameter $a$ is item discriminating parameter, which is the
slope of the logistic curve, i.e., $ICC$. The larger the item discriminating parameter, the steeper the $ICC$ is. IRT-$a$ is the “discriminating” parameter in the sense that it discriminates items by ability $\theta_i$. The regular range of discrimination parameter is 0 to 2. In the Rasch model, all items are assumed to have the same slope, so IRT-$a$ is assumed to be constant across the items, and therefore, does not carry the $j$ subscript. A more general form of IRT model is the 2PL-IRT, by releasing the restriction of the discrimination parameter in the Rasch IRT model and adding the $j$ subscript to IRT-$a$ parameter.

The three-parameter logistic (3PL) IRT model is an even more general form of the 2PL model and includes a pseudo-guessing parameter. The 3PL-IRT model is formulated as

$$
P_j(\theta) = c_j + (1 - c_j) \frac{\exp(a_j(q - b_j))}{1 + \exp(a_j(q - b_j))},
$$

where $c_j$ is the pseudo-guessing parameter, which is the probability of answering item $i$ correctly for persons with very low ability (Chaimongkol, 2005). By adding the pseudo-guessing parameter, the probability of answering item $i$ correctly for low ability persons is nonzero, which is a noticeable difference from the 1PL- or 2PL-IRT models. In the present study, only a 1PL-IRT model was used, meaning the only item difficulty parameter $b$ was considered in the model (Reise, 2000).

**Multilevel IRT Modeling**

A multilevel IRT model is a combination of HLM and IRT, where the ability parameter in the item response model is treated as the dependent variable in the higher-
levels of an HLM (Fox, 2005), which allows the estimation of item parameters, students’
abilities, and school-characteristics. Not only does multilevel IRT allow the estimates of
item parameters and person abilities, multilevel IRT investigates the school-level effects
and the interaction of person- and school-level effects as well. The present study aimed
to evaluate two multilevel IRT models: the Kamata’s Multilevel IRT (MLIRT) model
(Kamata, 1998, 2001) and the two-step Multiple-Regression IRT model (MR-IRT).

**Kamata’s MLIRT Model.** The Kamata’s MLIRT is essentially an
amalgamation of the Rasch IRT model with Hierarchical Linear Model (HLM) that
allows investigation of item response data that contain hierarchical structure (Fox &
Glas, 2001; Kamata, 2001; Maier, 2001, 2002). The two-level MLIRT framework has
the item-level and student-level estimating items parameters and person characteristics,
respectively. The two-level framework has been proven to be mathematically equivalent
to Rasch IRT model, considering person parameter as the random effect (Kamata, 2001).
On top of the two-level framework, the third-level, school-level, is included to take the
school variance into account, estimating the school effects and the interaction of student-
and school-level effects. As the variances explained in the student-level and the school-
level are investigated simultaneously, the MLIRT model ensures a more accurate
estimation than the single-level Rasch IRT model. MLIRT involves HLM to estimate the
random effects at each level simultaneously, thereby avoiding the need to perform
separate analyses (Adams, Wilson, & Wu, 1997; Kamata, 1998).

Although MLIRT and HLM share similar framework, one distinguishable
difference between HLM and MLIRT is the distribution of the outcome variables on the
lowest level of the model. Recall that in HLM model, the outcome variable $Y_{ij}$ is assumed to be continuous. Therefore, the multiple linear regression is used for the student-level.

$$Y_{ij} = \beta_{0j} + \beta_{1j} X_{ij} + \ldots + \beta_{(k-1)j} X_{(k-1)j} + e_{ij}.$$  

Because the outcome variable $Y_{ij}$ is assumed to be normally distributed, the distribution is determined by two parameters, the mean and the variance, as $\beta_{0j} + \beta_{1j} X_{ij} + \ldots + \beta_{(k-1)j} X_{(k-1)j}$ represents the mean of the outcome variable, $e_{ij}$ represents the variance of the dependent variable. In MLIRT model, the lowest level is the item-level, whose outcome variable is dichotomous item response. Unlike multiple regression, there is no error term in this logistic regression model due to the property of the Bernoulli distribution of the outcome variable, $E = P_{ij}$, $Var = P_{ij} (1-P_{ij})$, where $P_{ij}$ is the probability of student $j$ endorsing the correct response to item. Once the probability is known, the Bernoulli distribution of the outcome variable is obtained without the need to include the error term. However, the higher levels would have error terms if the outcome variables were continuous variables and they follow the normal distribution. The mathematical expression of the two-level and three-level IRT will now be discussed.

The simplest MLIRT model is the **two-level IRT model** with the items (Level-1) nested within students (Level-2) (Kamata, 1998). The two-level nested model facilitates the estimation of measurement error within and between these two levels. MLIRT models consider the item difficulty (location) as the Level-1 variable and the person ability, attitude, or latent trait as the Level-2 variable (Natesan, 2007).
In the item-level, the logit link function (i.e., the logarithm of odds) is used to linearize the nonlinear relationship between the predictors $X_{ij}$ and the probability $P_{ij}$ and to transform the model to a logistic regression model to meet the boundaries of the probability $[0, 1]$.

$$
\eta_{ij} = \log(\text{odds}) = \log \left( \frac{P_{ij}}{1 - P_{ij}} \right),
$$

where $P_{ij}$ is the probability of person $j$ providing the correct answer to item $i$ and $\eta_{ij}$ is the item response.

A Bernoulli sampling model is used for a dichotomous outcome variable in the item-level, which assumes the independency of all the trials. In other words, all the items are assumed to be independent to each other. The probability of success is $P_{ij}$ while the probability of failure is $1 - P_{ij}$ for item $i$ and person $j$.

$$
\eta_{ij} = \beta_{0j} + \beta_{1j} X_{ij} + \beta_{2j} X_{2j} + \cdots + \beta_{kj} X_{kj}
$$

$$
= \beta_{0j} + \sum \beta_{qj} X_{qj},
$$

where $\beta_{0j}$ is the intercept, calculated as the predicted log(odds) when all $X_{ij} = 0$. $\beta_{1j}$ is the effect associated with item 1, $\beta_{2j}$ is the effect of item 2, and so on (Natesan, 2007). $X_{qj}$ is the $q^{th}$ dummy variable for person $j$. When $q = i$, $X_{qj}$ is 1, otherwise, $X_{qj}$ is 0. The mean and variance of item responses $\eta_{ij}$ are $P_{ij}$ and $P_{ij}(1 - P_{ij})$, respectively (Kamata, 2001).

The effect of the $k^{th}$ item, which is the “reference item”, is assumed to be zero. Then equation 1 is altered to,

$$
\eta_{ij} = \beta_{0j} + \beta_{1j} X_{1j} + \beta_{2j} X_{2j} + \cdots + \beta_{(k-1)j} X_{(k-1)j}.
$$
The effect of item $i$ is associated with the $q^{th}$ dummy variable. Therefore, equation 4 reduces to

$$\eta_{ij} = \beta_0 + \beta_q,$$

where $\beta_0$ is the intercept and $\beta_q$ is the specific effect associated to the $q^{th}$ dummy variable.

Combining equation 1 and 5, we get

$$\log(\text{odds}) = \log\left(\frac{P_{ij}}{1 - P_{ij}}\right) = \eta_{ij} = \beta_0 + \beta_q.$$

To rearrange equation 5, the probability that person $j$ answers item $i$ correctly is

$$P_{ij} = \frac{1}{1 + \exp(-\eta_{ij})}.$$ 

The second level of MLIRT is the person level, which is essentially the second level of random intercept HLM model with a continuous outcome variable.

In MLIRT, $\beta$s are assumed to vary across persons at the item-level and $\beta_q$ is assumed to be constant across person at the person-level.

Although item parameter $\beta$s vary across persons at the item level, when level-1 model and level-2 model are combined, the item parameters $\beta_q$, which are $\beta_{1q}$, $\beta_{2q}$, $\ldots$, $\beta_{(k-1)q}$, are constant across person and vary across items because there are no random terms added to the item effects, i.e., $\beta_{1q}$ to $\beta_{(k-1)q}$. The person parameter $\beta_0$, however, varies across persons and is fixed across items.
Item level of two-level MLIRT

\[ n_{ij} = \beta_{oj} + \beta_{qj}, \]

Person level of two-level MLIRT

\[ \beta_{oj} = \gamma_{00} + u_{oj}, \]

\[ \beta_{1j} = \gamma_{10}, \]

\[ \beta_{2j} = \gamma_{20}, \]

\[ \ldots \]

\[ \beta_{(k-1)j} = \gamma_{(k-1)0}. \]

where \( u_{oj} \), the person ability, is added as a random component of \( \beta_{oj} \) and \( \gamma_{00} \) as a fixed item effect for the reference item.

To combine level-1 and level-2 into one equation,

\[ P_{ij} = \frac{1}{1 + \exp(-n_{ij})} \]

\[ = \frac{1}{1 + \exp\left(-[\mu_{oj} - (\gamma_{00} - \gamma_{q0})]\right)}, \]

where \( i=q \). The above equation is algebraically equivalent to Rasch model,

\[ P_{ij} = \frac{1}{1 + \exp(-[(\theta_j - (\delta_i)])}, \]

where \( \theta_j = u_{oj} \), \( \delta_i = -\gamma_{00} - \gamma_{q0} \) (Chaimongkol, 2005).

In Rasch IRT model, \( \delta_i = -\gamma_{00} - \gamma_{q0} \) are fixed item parameters (constant across persons) and the person parameter \( \theta_j \) can be considered either fixed or random effects (Kamata, 2001). However, in MLIRT, \( u_{oj} \) are random effects, where \( u_{oj} \sim N(0, \tau) \).
The **three-level IRT model** adds the school level and estimates the school-level effects. In this framework, the school-level variance of error is explained by the school factors, such as school type (i.e., public school or private school); the student-level variance of error is explained by the student factors, such as gender and SES (Fox, 2005). It is feasible to estimate the effects of the schools on student ability and item difficulty. The ability of a person from a certain school can be divided into two parts, the random effect associated with the school and the average ability of students in the specific school, so that the individual student’s ability can also be compared to the school mean ability (Kamata, 2001). The three-level item analysis allows the estimation of school-level abilities as well as person-level abilities, quantifies the variation of person-level random effects across schools, and reveals the interaction effect between the school and the person level. If the school is denoted by $m$, $m$ would be added to the earlier equations and variables in the two-level framework.

**Item level of three-level MLIRT**

$$\eta_{ijm} = \beta_{0jm} + \beta_{1jm} X_{1ijm} + \beta_{2jm} X_{2ijm} + \ldots + \beta_{(k-1)jm} X_{(k-1)ijm}$$

$$= \log(\text{odds}) = \log\left(\frac{P_{ijm}}{1-P_{ijm}}\right).$$

**Person level of three-level MLIRT**

$$\beta_{0jm} = \gamma_{00m} + \mu_{0jm},$$

$$\beta_{1jm} = \gamma_{10m},$$

$$\beta_{2jm} = \gamma_{20m},$$

$$\ldots$$
\[ \beta_{(k-1)jm} = \gamma_{(k-1)0m}, \]

where \( u_{0jm} \) is the deviation of the ability of person \( j \) in school \( m \) from the mean ability of school \( m \), which is \( \gamma_{00m} \). The variance of \( u_{0jm} \) is \( \tau_\gamma \) and is assumed to be fixed across schools. \( \gamma_{00m} \) is the overall effect of the reference \( k \)th item in school \( m \) and can be further decomposed into a fixed and random effects. \( \gamma_{(k-1)0m} \) is the effect of the \((k-1)\)th item in school \( m \) (\( q=k-1 \)).

School level of three-level MLIRT

The overall effect of items \( \gamma_{00m} \), varies across schools and is decomposed into the fixed component \( \pi_{000} \) and the random component \( r_{00m} \) at the school level. For school \( m \), we have

\[
\begin{align*}
\gamma_{00m} &= \pi_{000} + r_{00m}, \\
\gamma_{10m} &= \pi_{100}, \\
\gamma_{20m} &= \pi_{200}, \\
\vdots \\
\gamma_{(k-1)0m} &= \pi_{(k-1)00}.
\end{align*}
\]

where \( \gamma_{00m} \sim N(0, \tau_\pi) \). The item effects, \( \gamma_{10m} \) through \( \gamma_{(k-1)0m} \), however, are assumed to be constant across persons. Therefore, no random components are added to \( \pi_{100} \) to \( \pi_{(k-1)00} \).

After combine the item-, student-, and school- levels, the finalised model is

\[
P_{ijm} = \frac{1}{1 + \exp\left\{ -\left( \gamma_{00m} + u_{0jm} - \pi_{000} \right) \right\}},
\]
where $-\pi_{q00} - \pi_{000}$ is the item difficulty for item $i$ when $i = q (i = 1, \ldots, k-1)$ and $\pi_{000}$ is the item difficulty for the reference item $k$ (Kamata, 2001). Compared to the two-level model, the item difficulty terms are similar to the two-level item difficulty, which are $\gamma_{q0} - \gamma_{00}$. The ability terms, however, are slightly different between the two-level and the three-level IRT models. In the three-level model, the abilities for person $j$ in school $m$ had two components $r_{00m} + u_{0jm}$, in which $r_{00m}$ is the random effect, representing the mean ability of school $m$. $u_{0jm}$ is the person-specific ability of person $j$ in school $m$. Therefore, the three-level model is composed of school abilities and person abilities. The ability term in the two-level model, on the other hand, consists only one part, $u_{0j}$, which is only the person-specific ability of person $j$.

**MR-IRT Model**

The MR-IRT model combined the two-step MR model to approach the hierarchically structured data and Rasch IRT to estimate the person and item parameters. The multilevel IRT analysis can be performed in three steps.

Step-1: Estimating item and person parameters with Rasch-IRT model

$$P_{ij} = \frac{1}{1 + exp[-(\theta_j - \delta_j)]}.$$  

Step-2: Regressing the abilities on schools ($X_1, X_2, \ldots, X_m$)

$$\theta_j = \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_m X_m + \mu_j,$$

where $X_1 \ldots X_m$ are the dummy variables, representing the school indicators; $\mu_j$ is the student-specific abilities (random effect).
Step-3: Regressing the estimated coefficients of the school indicators on school-level predictors, if any; otherwise, keeping the **unconditional model**:

\[ \beta_m = \pi_m + r_m, \]

where \( r_m \) was the school-specific abilities (random effect).

**Monte Carlo Simulation**

Webster’s dictionary defined Monte Carlo simulation as “the use of random sampling techniques and often the use of computer simulation to obtain approximate solutions to mathematical or physical problems especially in terms of a range of values each of which has a calculated probability of being the solution” (Merriam-Webster, Inc., 1994, p. 754-755). With Monte Carlo simulation, one is able to estimate the performance of the theory by replicating the simulations numerous times in order to understand how statistical models behave in real life situations (Davey, Nering & Thompson, 1997; Fan, Felsőváyi, Sivo, & Keenan, 2002).

As powerful as Monte Carlo simulation are in replicating situation and hypothetical analysis, simulation studies are not conducted correctly in many situations (Hammersley & Handscomb, 1964). This is because some simulation studies simulated or analyzed datasets under extreme conditions, which are far from reality. Errors, such as measurement error, sampling error, and model specification error, are common in real life and should be considered in simulation design because “simulations were useful only to the extent that they reflect reality” (Davey, Nering & Thompson, 1997, p. 4).

Three real data analyses with Kamata’s three-level MLIRT model were conducted by Fox (2004). Table 1 summarizes the conditions of each dataset.
Purposes of the Study

The purposes of the present study were to (a) evaluate the estimation accuracy of person ability and item parameter of Kamata’s MLIRT and MR-IRT models in a school setting, (b) investigate the estimates of school-level ability variance of both models and (c) discuss the advantages and disadvantages of each model in accommodating hierarchically structured item response data. This study aimed to compare the performance of the two models for hierarchically structured data under simulation conditions of varying test lengths, sample sizes and intraclass correlation (ICC).

Methods

Data Generation

The present simulation study aimed to generate dataset as close to the real data sets that were used by Fox (2004) as possible. Fifty schools were generated; two
conditions of test lengths were simulated: 15 items and 30 items, respectively. In real life, the sample size of students in one school is fairly arbitrary and random. In order to approximate reality, the student sample size was generated as normally distributed in this study, N~ (50, 10) (Figure 1). Because the IRT-\(b\) is standardized and ranges roughly from -3 to +3 and the extreme easy or difficulty items were not included in the present simulation study. Item difficulty parameters (IRT-\(b\)) were randomly chosen using a uniform random distribution with values between -2 and 2. To approach the school-level variance statistics of the four real-data studies in Fox (2004) (see Table 1), four conditions of school-level ability variances were created in the present simulation study, which were 0.1, 0.2, 0.3 and 0.4. As stated, the present study was to examine a two-level unconditional model, which meant all the variances should be explained in either the school-level or the student-level. Thus the student-level variances were correspondingly generated as 1 - 0.1 = 0.9, 1 - 0.2 = 0.8, 1 - 0.3 = 0.7 and 1 - 0.4 = 0.6. Intraclass correlation coefficient (ICC) was quantified as the school-level variance divided by the total variance, which in the present study, were 0.1 / (0.1 + 0.9) = 0.1, 0.2 / (0.2 + 0.8) = 0.2, 0.3 / (0.3 + 0.7) = 0.3 and 0.4 / (0.4 + 0.6) = 0.4, respectively. The four ICC conditions approximated the real ICC values in Fox (2004) (see Table 1). The person-specific ability was normally distributed, with a mean of zero and variance of the student-level ability variance. Similarly, the school-specific ability was normally distribution, with a mean of zero and variance of the school-level ability variance. Similarly to Fox (2004), the dichotomous Rasch MLIRT model was used. One hundred replications were generated in this study to ensure more accurate and stable results. This
Data Analysis

The simulated 1-PL hierarchically structured item response data were generated with SAS 9.3, including the person parameters, item parameters, item responses students from 50 schools. The parameter estimation was performed by Mplus Automation in SAS. The Monte Carlo command in Mplus 7.1 was used to perform 100 replications. The parameter estimation was conducted with both Kamata’s MLIRT and MR-IRT models. The estimation of item and person parameters using the MR-IRT model was essentially Confirmatory Factor Analysis (CFA) but with binary factor indicators in the IRT model. The estimation with the MLIRT model would be two-level CFA with binary
factor indicators. The parameter estimation of both models was conducted with Mplus 7.1.

**Estimation**

The estimation accuracy of abilities and item parameters were assessed by bias and the Root Mean Square Error (RMSE) and the estimation accuracies of school-level variance were evaluated by the standard error (SE) of the variance. Bias is defined as the difference between the true value and the average of all possible estimates: \( Bias = \eta - E(\eta) \) (Carsey & Harden, 2014). RMSE is defined as the square root of the expectation of the estimate squared deviation from the true: \( RMSE = \sqrt{E[(\eta - \eta)^2]} \) (Carsey & Harden, 2014). SE is an estimate of the variability in a parameter estimate, which gives us an estimate of how certain we are about a given estimate (Carsey & Harden, 2014). SE of variance, therefore, helped us to judge how precise the estimate of variance was. Finally, the estimation accuracy of the hierarchically structured item response data by the MR-IRT and MLIRT models was compared.

**Results**

Item difficulty parameters, person ability and school-level variance were estimated under the conditions of varying test lengths (15 and 30 items), and different ICCs (0.1, 0.2, 0.3 and 0.4 respectively). The results were presented in the following five tables. Table 2 and Table 3 depicted the estimated accuracy of item difficulty parameters of the two models when there were 15 items and 30 items, respectively, in a test.
The results in Table 2 indicated that MR-IRT and MLIRT both provided accurate item parameter estimates because *bias* and *RMSE* were quite small under all the conditions when using both models. The “Ratio” represented the ratio of mean *bias* (of 100 replications) or *RMSE* of MLIRT over MR-IRT. Because all the ratios were closed to one, there was no significant difference in estimation accuracy of these two models. The *ICC* did not seem to affect the estimation accuracy of item difficulty parameter.

As the number of items increased from 15 to 30, *RMSE* and *bias* in both models decreased, thus the more accurate the estimate (see Table 3). Again, no considerable difference was found in the estimation accuracy of MLIRT and MR-IRT models because the ratios were closed to one. The increase of *ICC* did not seem to influence the estimation accuracy in either model.

Table 4 and Table 5 presented the estimation accuracy of person ability of the two models when the test length was 15 and 30 respectively. Comparison was conducted based upon *RMSE*, *absolute bias* and *bias*.

Table 4 indicated that, across all *ICC* conditions, the *RMSEs* of person ability estimate were more than twice as much as when using MLIRT model rather than when using MR-IRT model, indicating more accurate ability estimates with a use of MR-IRT model. The values of *bias* of the estimates were about the same when using the two models. The *ICC* did not seem to play an important role in the estimate accuracy of person ability.

Table 5 depicted that, as the number of items increased from 15 to 30, *RMSE* and *bias* of both models decreased. *RMSEs* of person ability estimate were more than
twice as much as when using MLIRT model than when using MR-IRT model. The values of bias were quite close of the two models. Therefore, MLIRT was less accurate in estimating person ability than MR-IRT. The change of ICC had little influence on the estimate accuracy.

Table 2
The Bias and RMSE of Item Difficulty Parameter of the Two Models When the Test Length was 15

<table>
<thead>
<tr>
<th>ICC</th>
<th>Statistics</th>
<th>MR-IRT</th>
<th>MLIRT</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC=0.1</td>
<td>Mean Bias</td>
<td>-0.0081</td>
<td>-0.0086</td>
<td>1.0601</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.009</td>
<td>0.0095</td>
<td>1.0584</td>
</tr>
<tr>
<td>ICC=0.2</td>
<td>Mean Bias</td>
<td>0.0066</td>
<td>0.0045</td>
<td>0.6806</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0081</td>
<td>0.0066</td>
<td>0.8066</td>
</tr>
<tr>
<td>ICC=0.3</td>
<td>Mean Bias</td>
<td>0.0013</td>
<td>0.0003</td>
<td>0.1975</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0053</td>
<td>0.0051</td>
<td>0.9668</td>
</tr>
<tr>
<td>ICC=0.4</td>
<td>Mean Bias</td>
<td>0.0146</td>
<td>0.0146</td>
<td>1.0032</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0155</td>
<td>0.0155</td>
<td>1.002</td>
</tr>
</tbody>
</table>

Table 3
The Bias and RMSE of Item Difficulty Parameter of the Two Models When the Test Length was 30

<table>
<thead>
<tr>
<th>ICC</th>
<th>Statistics</th>
<th>MR-IRT</th>
<th>MLIRT</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC=0.1</td>
<td>Mean Bias</td>
<td>0.0014</td>
<td>0.0013</td>
<td>0.9404</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0041</td>
<td>0.0041</td>
<td>0.9956</td>
</tr>
<tr>
<td>ICC=0.2</td>
<td>Mean Bias</td>
<td>-0.0066</td>
<td>-0.008</td>
<td>1.2103</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0082</td>
<td>0.0095</td>
<td>1.1631</td>
</tr>
<tr>
<td>ICC=0.3</td>
<td>Mean Bias</td>
<td>-0.0062</td>
<td>-0.0045</td>
<td>0.7285</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0081</td>
<td>0.0069</td>
<td>0.8513</td>
</tr>
<tr>
<td>ICC=0.4</td>
<td>Mean Bias</td>
<td>-0.0049</td>
<td>-0.0042</td>
<td>0.8687</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.0067</td>
<td>0.0063</td>
<td>0.9362</td>
</tr>
</tbody>
</table>
Table 4
The Bias, Absolute Bias and RMSE of Person Ability Estimates of the Two Models When the Test Length was 15

<table>
<thead>
<tr>
<th>ICC</th>
<th>MR-IRT RMSE</th>
<th>ML-IRT RMSE</th>
<th>Absolute Bias</th>
<th>ML-IRT Absolute Bias</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min Max Mean</td>
<td>Min Max Mean</td>
<td>Min Max Mean</td>
<td>Min Max Mean</td>
<td></td>
</tr>
<tr>
<td>DCC=0.1</td>
<td>0.1366 0.8200 0.5378 (0.0010)</td>
<td>0.5580 1.2259 1.3210 (0.3517)</td>
<td>1.70E-05 4.7966 0.8012 (0.6134)</td>
<td>1.70E-05 4.7966 0.8012 (0.6156)</td>
<td>-4.7248 4.5414 0.0071 (1.0056)</td>
</tr>
<tr>
<td>DCC=0.2</td>
<td>0.2829 1.1152 0.5962 (0.0944)</td>
<td>0.3786 1.9971 1.3414 (0.2206)</td>
<td>3.45E-06 4.9920 0.5997 (0.0567)</td>
<td>3.40E-06 4.9000 0.8000 (0.6134)</td>
<td>-4.7115 4.7545 0.0042 (1.0009)</td>
</tr>
<tr>
<td>DCC=0.3</td>
<td>0.1870 0.7111 0.5338 (0.0042)</td>
<td>0.4981 2.1470 1.3650 (0.3501)</td>
<td>2.10E-05 4.3639 0.5841 (0.6089)</td>
<td>2.10E-05 4.5659 0.8041 (0.6087)</td>
<td>-4.5312 4.5109 0.0035 (1.0047)</td>
</tr>
<tr>
<td>DCC=0.4</td>
<td>0.2905 0.7392 0.5379 (0.0921)</td>
<td>1.0786 3.4708 1.3866 (0.3628)</td>
<td>9.8E-06 4.5232 0.5101 (0.6226)</td>
<td>9.8E-06 4.5232 0.8191 (0.6409)</td>
<td>-4.8242 4.6553 0.0148 (1.0136)</td>
</tr>
</tbody>
</table>

Note. SDs are presented within parentheses.
Table 5
The Bias, Absolute Bias and RMSE of Person Ability Estimates of the Two Models When the Test Length was 30

<table>
<thead>
<tr>
<th>ICC</th>
<th>MR-IRT</th>
<th>ML-IRT</th>
<th>MR-IRT</th>
<th>ML-IRT</th>
<th>MR-IRT</th>
<th>ML-IRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
<td>Min</td>
</tr>
<tr>
<td>0.80</td>
<td>0.1244</td>
<td>0.5733</td>
<td>0.4874</td>
<td>0.0713</td>
<td>0.1529</td>
<td>1.8199</td>
</tr>
<tr>
<td>0.82</td>
<td>0.0954</td>
<td>0.6005</td>
<td>0.4900</td>
<td>0.0684</td>
<td>0.0294</td>
<td>1.8990</td>
</tr>
<tr>
<td>0.84</td>
<td>0.0664</td>
<td>0.3153</td>
<td>0.1862</td>
<td>0.0203</td>
<td>0.4411</td>
<td>1.6781</td>
</tr>
<tr>
<td>0.60</td>
<td>0.3264</td>
<td>0.5127</td>
<td>0.4265</td>
<td>0.0713</td>
<td>0.6907</td>
<td>2.2437</td>
</tr>
</tbody>
</table>

Note. SDs are presented within parentheses.
Table 6
The Standard Error of Variance of School Ability Variance Estimates

<table>
<thead>
<tr>
<th>Number of Items</th>
<th>ICC</th>
<th>True School Theta Variance</th>
<th>Estimates of School Theta Variance</th>
<th>Average SE of School Theta Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR IRT</td>
<td>MLIRT</td>
</tr>
<tr>
<td>Number of Items=15</td>
<td></td>
<td></td>
<td>0.0748</td>
<td>0.0961</td>
</tr>
<tr>
<td>ICC=0.1</td>
<td>0.0995</td>
<td></td>
<td>0.0748</td>
<td>0.0961</td>
</tr>
<tr>
<td>ICC=0.2</td>
<td>0.2061</td>
<td></td>
<td>0.0945</td>
<td>0.2908</td>
</tr>
<tr>
<td>ICC=0.3</td>
<td>0.2900</td>
<td></td>
<td>0.1745</td>
<td>0.2820</td>
</tr>
<tr>
<td>ICC=0.4</td>
<td>0.4031</td>
<td></td>
<td>0.2264</td>
<td>0.3925</td>
</tr>
<tr>
<td>Number of Items=30</td>
<td></td>
<td></td>
<td>0.0878</td>
<td>0.0940</td>
</tr>
<tr>
<td>ICC=0.1</td>
<td>0.0999</td>
<td></td>
<td>0.0878</td>
<td>0.0940</td>
</tr>
<tr>
<td>ICC=0.2</td>
<td>0.2045</td>
<td></td>
<td>0.1469</td>
<td>0.1992</td>
</tr>
<tr>
<td>ICC=0.3</td>
<td>0.2956</td>
<td></td>
<td>0.2233</td>
<td>0.2889</td>
</tr>
<tr>
<td>ICC=0.4</td>
<td>0.3956</td>
<td></td>
<td>0.2743</td>
<td>0.3821</td>
</tr>
</tbody>
</table>

In Table 6, the first column presents the true school theta variance across all conditions. The second and third columns present the estimated school theta variances of model MR-IRT and MLIRT, respectively. The fourth and the fifth columns present the SE of estimated school theta variances of MR-IRT and MLIRT, respectively. The “Ratio” represents the SE of school theta variance of the MLIRT model divided by the SE of variance of MR-IRT model.

Across all conditions, the ratios were less than 1, indicating the smaller SE of school theta variance of MLIRT model. Thus MLIRT estimated more accurate school ability variances than the MR-IRT model.

The larger the ICC, the more variance was explained by the school-level. In other words, the observations were more dependent on each other and more violated of the independency of observations assumption. Therefore, as ICC increased, the estimated standard error of school ability variances in both models increased. In either model, across all ICC conditions, the SE of school ability variances were larger when number of items was 30, which indicated that the longer the test length, the greater was the challenge of estimating the school ability variances.
Discussion

The comparison of MLIRT and MR-IRT models through the present simulation study indicated more accurate performance of MLIRT in estimating the school-level abilities and similar performance of the two models in estimating IRT-\(b\) parameter. Surprisingly, MLIRT model demonstrated much less accurate estimation for person abilities than MR-IRT model. Two potential explanations were proposed for the less satisfactory performance of MLIRT model in estimating student-level abilities:

(a) MLIRT model assumed the abilities as random effects, which led to generalizability of population parameter, whereas MR-IRT assumed abilities as fixed effects, which resulted in more accurate estimates in sacrifice of generalizability. One of the most critical differences between MLIRT and MR-IRT was to model coefficients as random or fixed (Raudenbush & Bryk, 2002). In the MLIRT model, abilities were assumed to not only vary across students but also across schools. The abilities were treated as random effects at both student level and school level, which meant the student samples and the school samples were randomly selected from the population and can be used to generalize for population parameters. However, the tradeoff was less accurate individual estimates of person abilities. In the MR-IRT model, however, abilities were assumed to be fixed effects, which meant no generalization was made based upon the estimates of the samples. However, when generalizability was not the primary concern, or when sample size was too small for generalization, MR-IRT was more appropriate to use and tended to provide more accurate estimates of person abilities. Such finding provided guidelines for the practitioners in terms of model selection and data collection.
When there are only small samples collected from a few schools in a small school district and the research objective is to accurately evaluate students’ abilities, MR-IRT mode is more preferred than MLIRT model. On the other hand, when the research is conducted based upon the hypotheses of large sample sizes from larger areas, (e.g., multiple states or countries), and the goal is to make general evaluation of schools in these areas rather than each individual student, MLIRT is more recommended to serve the research purpose.

(b) Certain extremely small sample sizes in the present study resulted in challenges of generalizability when using MLIRT model. In order to approximate situations in reality, the sample sizes of students in the present simulation study were assumed to be normally distributed, N (50, 10), which took the possibilities of extremely small sample sizes into account. When the sample size was small, it became statistically challenging to generalize the sample to population, which was what MLIRT model intended to do. As a result, in the circumstance of small sample size, MLIRT model had convergence problem in estimating the person abilities, which led to higher overall $RMSE$ across the conditions, compared to MR-IRT model. In empirical research, for the purpose of evaluating students’ abilities in multiple schools, MLIRT model is recommended when the sample sizes are large across all schools, whereas MR-IRT model is safer to use when small sample sizes exist. The results of the present study were consistent with previous study. Brune (2011) found that when sample size was small, there was very small difference in person- and school- ability estimates between the HGLM (2) (i.e., the two-level IRT model that ignored the random effects among
schools) and HGLM (3) (i.e., the three-level IRT model that considered school-level random effects). Brune (2011) also noted that further analysis should be done before recommending ignoring clustering with small sample sizes, when ability estimates were the primary concern. Brune (2011) recommended a minimum sample size of 100 in order to use 1-P HGLM (i.e., MLIRT model). More specifically, a minimum total sample size of 100 was proposed to accurately estimate level-2 (student-level) residuals and a minimum total sample size of 400 to accurately estimate level-3 (school-level) residuals. Additionally, Brune (2011) concluded the importance of the cluster sample size in estimating student- and school-level abilities.

**Limitation and Directions for Future**

One area of potential research is the investigation of the impact of sample sizes in parameter estimation. For the purpose of simulating the condition that was closest to reality, the student sample sizes were normally distributed in the present study. The results showed more accurate estimates of person abilities when using MR-IRT than MLIRT. One possible explanation was that MLIRT model failed to generalize the random effects due to some extremely small sample sizes. Brune (2011) suggested that MLIRT would perform better for larger sample size. In future research, multiple conditions of sample sizes should be examined. Comparison of MLIRT and MR-IRT models should be conducted under different sample size conditions to answer the question of when to use which model. Additionally, testing the lower limits of sample size in order to use MLIRT would facilitate practitioners’ decision making, in terms of data collection and model selection.
Another limitation of the present study and direction for future research is that the MLIRT model could be expanded for more complicated framework, such as models with predictor variables in each level, 2PL or 3PL dichotomous IRT model or even polytomous models, and multidimensional models, etc. Future research could focus on identifying the optimal conditions (e.g., the optimal sample size and test length) of utilizing MLIRT model in more complex models, in order to obtain accurate estimates of IRT parameters, students’ abilities and school accountability.

Conclusions

The present simulation study compared the accuracy of IRT difficulty parameters and abilities estimates of two multilevel IRT models (i.e., MR-IRT and MLIRT). The simulation conditions included (a) test length (15 items and 30 items, and (b) ICC (0.1, 0.2, 0.3, and 0.4). The control factor was number of schools, which was held constant as 50 across the 8 conditions. The results indicated that (a) for both MR-IRT and MLIRT models, the longer the test length, the more accurate the estimates of IRT-\( b \) and person abilities, the less accurate the estimates of the school abilities (i.e., higher SE), (b) for both MR-IRT and MLIRT models, ICC had very little impact on the estimates of IRT-\( b \) and person abilities, but high ICC resulted in large SE of school ability variance estimates, (c) no significant difference was found in estimate accuracy of item difficulty parameter of the two models across all conditions, (d) MLIRT model was much less accurate in estimating person abilities than MR-IRT model across all conditions, and (e) MLIRT model provided more accurate school ability estimates than MR-IRT model across all conditions.
Two potential explanations were given in terms of the less accurate person abilities estimates with MLIRT model. (a) MLIRT focused on parameter generalization by treating abilities as the random effects, whereas compromised the estimating accuracy compared to MR-IRT model. (b) The present simulation included certain extremely small student sample sizes, which resulted in convergence problem when estimating the person abilities with MLIRT model.

In short, when sample sizes are sufficiently large across all schools, MLIRT model is efficient in evaluating school accountability or comparing school abilities, and therefore is preferred when the research interests are at the school level. However, MR-IRT model is more appropriate for evaluating individual student abilities, especially with the existence of small student sample sizes across school.
A LONGITUDINAL MULTILEVEL LOGISTIC REGRESSION MODEL FOR DIF ANALYSES

The presence of differential item functioning (DIF) is a serious problem in educational testing as DIF indicates a threat to the validity of the test (Thissen, Steinberg, & Wainer, 1988, 1993). DIF refers to a differentiation in performance of two groups of examinees with certain different characteristics but same ability level. In other words, different groups of examinees, who are of the same ability, have different probabilities of getting a question correct (Pine, 1977). With the existence of the DIF items, a test may fail to make appropriate inferences or decisions about the examinees’ true ability. DIF detection procedures are critical in the validation of educational and psychological tests (Camilli & Shephard, 1994).

The traditional and major DIF detection procedures include, the transformed item difficulty index (Angoff, 1982), analysis of variance (ANOVA) method (Plake, 1981), the Mantel-Haenszel procedure modified by Holland and Thayer (1988), the standardized p-difference index of Dorans and Holland (1993), loglinear item response models (Kelderman, 1989), area measures (Raju, 1988), and the non-parametric multidimensional-based IRT approach (Shealy & Stout, 1993a, 1993b). With the traditional methods, the identified DIF items would be reviewed by the test content experts to examine why the items function differently among different subgroups. Corresponding changes would be made to the identified items to address the “biased” estimates (Chaimongkol, 2005).
However, the classic DIF techniques can only detect the existence of DIF, but not explain the sources of DIF. As Kim, Cohen, Alagoz, and Kim (2007) pointed out, the classic DIF detection methods identify the items with DIF and measure the effect sizes of DIF. But little progress has been made in regard to the causes of DIF occurrence (Ferne & Rupp, 2007; Padilla, Prez, & Gonzlez, 1998; Zumbo & Gelin, 2005). In the occasion when there is more than one source of DIF, the classic approaches are not able to interpret the causes of DIF (Roussos & Stout, 1996). Therefore, systematic research needs to be conducted to not only identify DIF but also explain DIF.

One approach to possibly identifying the sources of DIF is the multiple indicator multiple cause (MIMIC) model in the structure equation modeling framework, in which the latent trait is predicted by a group membership variable, in addition to the measurement model. The significance of the path between the individual indicator and the group membership variable represents the occurrence of DIF of a certain item (i.e., the indicator). The major issue with this method in detecting DIF items is that the Type I error rates are high (Finch, 2005; Finch & French, 2011; Wang & Shih, 2010; Woods, 2009; Kim et al., in press). More specifically, Finch and French (2011) found inflated Type I errors and reduced powers in certain conditions of a simulation study when using multilevel MIMIC models for DIF detection. They recommended using multilevel MIMIC models for the purpose of better model fit. Kim, Yoon, Wen, Luo and Kwok (in press) had similar findings when investigating the performance of multilevel MIMIC models in detecting DIF at student-level. Their results indicated high false positive rates (i.e., Type I error rates) for student-level DIF detection.
A reasonable alternative approach of identifying the sources of DIF is the multilevel random effect DIF model (Swanson et al., 2002). The two-level logistic regression model proposed by Swanson et al. (2002) has item responses nested within students to detect DIF and to explain the potential causes of DIF. The level-1 model (item-level) is a logistic regression model for DIF analysis, which is similar to those models proposed by Swanminathan and Rogers (1990). The level-2 model (student-level) treats the coefficients from the level-1 model, including the coefficient(s) that represent DIF, as random effects. The random effects are then predicted by the characteristics of the items in the level-2 model. Therefore, this model can (a) help identify the item characteristics that are related to DIF, (b) estimate the variance of error in DIF that can be explained by these item characteristics and therefore explain the causes of DIF occurrence, and (c) propose alternative causes of the DIF by comparing the explanatory power or fit of different models (Balluerka, Gorostiaga, Gómez-Benito & Hidalgo, 2010).

The mathematical model expression is given as follow.

**Level-1 of Multilevel Random Effect DIF Model**

\[
\text{logit}(P(Y_{ij}=1)) = \beta_{0j} + \beta_{ij} * \text{ability}_i + \beta_{2j} * \text{group}_i,
\]

where

- \(Y_{ij}\) is the item response of person \(i\) for item \(j\) (1=correct response, 0=incorrect response),

- \(\text{ability}_i\) represents the ability of person \(i\) on the certain ability scale of the certain test,
\textit{group}_i$ is a grouping dummy variable that represents the subgroup that person $i$ belongs to, either a reference group ($\text{group} = 0$) or a focal group ($\text{group} = 1$),

$\beta_{0j}$ is the logit for the item difficulty in the reference group, which can be interpreted as the item difficulty of reference group,

$\beta_{1j}$ represents the item discrimination parameter, which has been set as the same value in reference and focal groups in this model,

$\beta_{2j}$ is the parameter of uniform DIF, which is the difference of item difficulty parameter in the focal group and the reference group.

Of course, for more complex models, the constraint of constant item discrimination and item difficulty parameters between the focal and reference groups can be released, thus enabling both uniform and nonuniform DIF to be modeled. Uniform DIF occurs when the two subgroups only differ in the item difficulty parameter, whereas nonuniform DIF is present when there are disparate differences of the item discrimination parameters and/or pseudo-guessing parameters (Clauser & Mazor, 1998).

Additionally, the more complicated models can compare more than two subgroups by using multiple dummy variables to represent the subgroups (Swanson, 2002).

The level-1 coefficients are considered as random effects in the level-2 model and are decomposed to fixed components and random components. The error of variance of the random effects can be predicated by certain item characteristics.

\textbf{Level-2 of Multilevel Random Effect DIF Model}

\[ \beta_{0j} = \gamma_{00} + u_{0j}, \]
\[ \beta_{1j} = \gamma_{10} + u_{1j}, \]
\[ \beta_{2j} = \gamma_{20} + \gamma_{21} * I_1 + \gamma_{22} * I_2 + \ldots + \gamma_{2n} * I_n + u_{2j}, \]
where

the $\gamma_{k0}$s are the grand means of the level-1 coefficients, in which, $\gamma_{00}$ is the grand mean of the item difficulty parameters and, $\gamma_{10}$ is the grand mean of the item discrimination parameters in the reference group, $\gamma_{20}$ is the mean DIF magnitude of item $j$,

$\gamma_{2n}$ is the coefficient associated with the $n^{th}$ item characteristic in predicting the variation in DIF for item $j$.

the $u_{kj}$s are random effects with mean zero and variance of 1 that represent unexplained variance. $u_{0j}$ is the variability that cannot be explained by item difficulty parameters, and $u_{1j}$ is the variability that is unexplained by item discrimination parameter, $u_{2j}$ is the variability that cannot be explained by certain item characteristics that result in DIF for item $j$,

$I_1, \ldots, I_n$ are dummy variables, representing item characteristics.

As stated, the Swanson et al. (2002) model contains two levels, student-level nested within item-level. The random effects, DIF across items, are predicted by the item characteristics. However, it is also possible that DIF could be predicted by group unit characteristics, such as schools and communities. In other words, the random effects DIF may also vary across group units. To identify and explain the variation of DIF across group units, Kamata and Binici (2003) modified Swanson’s model by including a group-level in a hierarchical linear model (Bryk & Raudenbush, 2002), implemented by the HLM 5 software. Kamata and Binici’s model has three levels. Level-1 is the item level, level-2 refers to the student level and level-3 indicates the school level. However,
Kamata and Binici’s model is developed based upon the Rasch IRT model and is mathematically challenged to expand to more complex IRT models. Moreover, HLM 5 software package uses the penalized or predictive quasi-likelihood (PQL) method to approximate maximum likelihood (Chaimongkol, 2005) and therefore, produces underestimated level-3 variance of error.

Chaimongkol (2005) proposed a modified multilevel logistic regression approach for DIF analysis on the basis of the Kamata and Binici (2003) method. Similarly, Chaimongkol’s (2005) model considered persons, items and group units and modeled a random-effect DIF across group units to explain the sources of DIF by group characteristics variables. However, instead of using HLM5 software for the level-3 variance parameter, Chaimongkol applied Bayesian estimation to obtain more accurate estimates of the level-3 parameters. The disadvantage of this method was that it tended to be quite time consuming.

Recently, a psychometric framework for the evaluation of instructional sensitivity was proposed by Naumann et al. (2013). This framework attempted to interpret DIF that potentially varies across item, group units, and two time points. The changes in item difficulties with interaction of items, time points, and classroom were estimated under a multilevel IRT framework. This model provided an estimate of baseline classroom-specific item difficulty and an estimate of classroom-specific change in item difficulty across two time points. The model then added a latent regression term to yield an explanatory IRT model (Van den Noortgate & De Boeck, 2005) to explain multilevel-DIF and variation of Pretest-Posttest-Difference (PPD) across classes (PPD
variance). However, the model proposed by Naumann et al. (2013) had the following limitations: (a) The model was limited to two time points and was mathematically challenging to extend to more general model with more than two time points, which was neither practical nor applicable in real longitudinal study with more than two time points, (b) the model considered time point as fixed effect, thus no time variance could be estimated, and (c) the theoretical model was applied to the instructional sensitivity analysis with only one empirical data set; no simulation study was performed to evaluate the model under various conditions. Although the application has shown some promising results, without the results from simulation studies, it is quite challenging to identify the most suitable models for different applications (Pastor, 2003).

**Literature Review**

Many DIF detection procedures have been discussed and suggested conceptually based upon various research objectives (Chaimongkol, 2005). Millsap and Everson (1993) and Potenza and Dorans (1995) wrote good reviews about the DIF detection methods. Angoff (1982) had good insights on the perspectives of DIF methodology and Cole (1993) provided a thorough history and development of DIF methods. The present study only reviewed the logistic regression DIF detection method, which can be expanded to hierarchical logistic regression for the investigation of the random-effect DIF. One-level logistic regression model can be used for simple DIF detection without explaining the causes of DIF. Extended multi-level logistic regression model can not only identify the existence of DIF, but also explain the sources of DIF.
Logistic Regression DIF Detection Method

Logistic regression is used when the outcome variable is dichotomous (0 or 1) whereas the predictor variables are not restricted to certain type. The logistic regression model can be adapted easily to: (a) predicting probabilities of an event, (b) assessing interaction effects of various covariate variables, and (c) understanding the impacts of covariate variables (Garton, 2004).

Study I has demonstrated how IRT models can be represented as logistic regression model (Adams, Wilson, & Wu, 1997; Kamata, 2001). The basic Rasch IRT model (Rasch, 1960) is represented as

$$\logit(P_{ij}) = \log\left(\frac{P_{ij}}{1-P_{ij}}\right) = \theta_j - b_i,$$

where $\theta_j \sim N(0, \tau^2)$.

In an IRT framework, logistic regression has two noteworthy advantages: (a) By including person or item covariates as predictor variables, logistic regression models can be used to reformulate the various IRT models and interpret the meanings of the models (De Boeck & Wilson, 2004; Rijmen, Tuerlinckx, De Boeck, & Kuppens, 2003). (b) With a logistic regression model, the coefficients of logistic regression can be treated as random effects and integrate logistic regression with hierarchical linear model to estimate variance of person and item parameter at higher levels. Such integration results in the multilevel IRT framework, which was discussed in Study I. The hierarchical logistic regression model, which is the multilevel IRT model applied to logistic DIF
detection, is able to explain the causes of DIF at multiple levels by estimating the random variances at each level.

The detection of DIF with logistic regression approach involves statistical significance testing and estimation of DIF magnitude. The logistic regression equation for DIF analysis is given as follows

\[
\text{logit}(P(Y_{ij}=1)) = \beta_0 + \beta_{ij} * \text{ability}_i + \beta_{2j} * \text{group}_i,
\]

where

\( Y_{ij} \) is the response of person \( j \) to item \( i \) (1=correct response, 0=incorrect response),

\( \text{ability}_i \) represents the ability on a common scale for all students,

\( \text{group}_i \) is dummy variable, where 0 represents the “reference” group and 1 represents the “focal” group,

\( \beta_{0j} \) represents item difficulty parameter of reference group,

\( \beta_{1j} \) represents item discrimination parameter in both reference and focal group (constrained to be equal),

\( \beta_{2j} \) is the magnitude of DIF, which is the deviation of item difficulty from the focal group to the reference group.

To allow item discrimination and item difficulty to differ in reference and focal groups, an alternative logistic regression model for DIF was proposed by Swaminathan and Rogers (1990) by including an interaction term of \( \text{ability}_i \) and \( \text{group}_i \).

\[
\text{logit}(P(Y_{ij}=1)) = \beta_0 + \beta_{ij} * \text{ability}_i + \beta_{2j} * \text{group}_i + \beta_{3j} * \text{ability}_i * \text{group}_i,
\]

(Swaminathan & Rogers, 1990).
DIF detection with logistic regression model is conducted by statistically significance test of regression coefficient (Chaimongkol, 2005). If an item is unbiased, only $\beta_{0j}$ and $\beta_{1j}$ should be nonzero. Uniform DIF occurs when $\beta_{2j} \neq 0$ and $\beta_{3j} = 0$, while nonuniform DIF occurs when $\beta_{2j} = 0$ (whether or not $\beta_{2j} = 0$) (Swaminathan & Rogers, 1990). Chi-squared difference statistical significance test is later used to detect uniform and nonuniform DIF by (a) fitting the full model with ability, group indicator and interaction of ability and group, (b) removing the interaction effect to obtain the reduced model $R_1$, (c) removing the group indicator term from $R_1$ to obtain the reduced model $R_2$, and (d) calculating the chi-square differences between the full model and $R_1$, then $R_1$ and $R_2$ to detect uniform and nonuniform DIF respectively (Swaminathan & Rogers, 1990). In addition of chi-square difference, Zumbo (1999) proposed computing the differences of the $R^2$ as the effect size to represent the magnitude of DIF (Chaimongkol, 2005).

Multilevel Logistic Regression

The multilevel logistic regression model is also referred as hierarchical logistic regression model or random effect logistic regression model. The multilevel logistic regression model expands the single-level logistic regression model by considering the coefficient parameters as random effects.

**Two-level logistic regression model.** As discussed in Study I, the Rasch IRT model is equivalent to the two-level logistic regression model where items are nested within students. The two-level logistic regression model is given as
Level-1 (item-level of two-level logistic regression model)

\[ \eta_{ij} = \log(\text{odds}) = \log(\frac{p_j}{1 - p_j}) = \beta_{0j} + \beta_{1j} X_{1j} + \beta_{2j} X_{2j} + \cdots + \beta_{(k-1)j} X_{(k-1)j}, \]

where

\( P_{ij} \) is the probability of person \( j \) answering item \( i \) correctly and \( \eta_{ij} \) is the item response,

\( \beta_{0j} \) is the intercept, calculated as the predicted \( \log(\text{odds}) \) when all \( X_{ij} = 0 \),

\( \beta_{1j} \) is the effect associated with item 1, \( \beta_{2j} \) is the effect of item 2, and so on (Natesan, 2007).

\( X_{qj} \) is the \( q \)th dummy variable for person \( j \) with a value of 1 when \( q = i \) and 0 otherwise (Kamata, 2001).

The effect of item \( i \) is associated with the \( q \)th dummy variable \( (X_{qj} \text{ when } q = i \text{ and } 0 \text{ otherwise}) \). Therefore, the level-1 equation is reduced to

\[ \log(\text{odds}) = \log(\frac{p_j}{1 - p_j}) = \eta_{ij} = \beta_{0j} + \beta_{qj}. \]

The mean and variance of item responses \( \eta_{ij} \) are \( P_{ij} \) and \( P_{ij}(1 - P_{ij}) \), respectively (Kamata, 2001).

Level-2 (student-level of two-level logistic regression model)

\[ \beta_{0j} = \gamma_{00} + u_{0j}, \]

\[ \beta_{1j} = \gamma_{10}, \]

\[ \beta_{2j} = \gamma_{20}, \]

\[ \ldots \]
\[ \beta_{(k-1)j} = \gamma_{(k-1)0}, \]

where \( u_{0j} \), the person ability, is added as a random component of \( \beta_{0j} \), and \( \gamma_{00} \) is a fixed item effect for the reference item.

**Three-level logistic regression model.** Item responses of students from the same school may have high correlations. To take school-level variance into account, the items are nested within students, who are nested in schools.

If the school is denoted by \( m \), \( m \) would be added to the earlier equations and variables in the two-level logistic regression model.

**Level-1 (item-level of three-level logistic regression model)**

\[
\eta_{ijm} = \beta_{0jm} +\beta_{1jm}X_{1jm} +\beta_{2jm}X_{2jm} + ... +\beta_{(k-1)jm}X_{(k-1)jm}
\]

\[
= \log(\text{odds}) = \log\left( \frac{P_{ijm}}{1-P_{ijm}} \right) = \beta_{0jm} +\beta_{qjm}.
\]

**Level-2 (student-level of three-level logistic regression model)**

\[
\beta_{0jm} = \gamma_{00m} +u_{0jm},
\]

\[
\beta_{1jm} = \gamma_{10m},
\]

\[
\beta_{2jm} = \gamma_{20m},
\]

\[ ... \]

\[
\beta_{(k-1)jm} = \gamma_{(k-1)0m},
\]

where

\( u_{0jm} \) is the deviation of person \( j \) in school \( m \) from the mean of school \( m \), which is \( \gamma_{00m} \),
The variance of $u_{0jm}$ is $\tau_\gamma$ and is assumed to be identical across all schools. $\gamma_{00m}$ is the overall effect of the reference $k^{th}$ item in school $m$ while $\gamma_{(k-1)0m}$ is the effect of the $(k-1)^{th}$ item in school $m$ ($q = k-1$), assuming the effect the $k^{th}$ item is zero (Kamata, 2001).

**Level-3 (school-level of three-level logistic regression model)**

The overall effect of item $\gamma_{00m}$, is the only term that varies across schools. For school $m$, we have

$$\gamma_{00m} = \pi_{000} + r_{00m},$$

$$\gamma_{10m} = \pi_{100},$$

$$\gamma_{20m} = \pi_{200},$$

$$\ldots$$

$$\gamma_{(k-1)0m} = \pi_{(k-1)00},$$

where

$r_{00m} \sim N(0, \tau_\pi),$

$\pi_{000}$ is the fixed effect of $\gamma_{00m},$

$r_{00m}$ is the random effect of $\gamma_{00m},$

$\tau_\pi$ is the variance of $\gamma_{00m},$

$\gamma_{10m}$ through $\gamma_{(k-1)0m}$ are assumed not to vary across person, and therefore only have fixed effects, *i.e.*, $\pi_{100}$ through $\pi_{(k-1)00}$.

**Longitudinal four-level logistic regression model.** Higher correlation of the item responses might be found at one time point. The longitudinal logistic regression model includes the time point in the hierarchically structured framework, where items are nested in the time points, which are nested in students who are nested in schools.
If the time point is denoted by $t$, $t$ would be added to the earlier equations and variables in the three-level logistic regression model.

**Level-1 (item-level of four-level logistic regression model)**

$$
\eta_{ijm} = \beta_{00jm} + \beta_{1ijm} X_{1ijm} + \beta_{2ijm} X_{2ijm} + \ldots + \beta_{(k-1)ijm} X_{(k-1)ijm}
$$

$$
= \log(\text{odds}) = \log\left(\frac{P_{ijm}}{1-P_{ijm}}\right) = \beta_{0ijm} + \beta_{qijm},
$$

**Level-2 (time-level of four-level logistic regression model)**

$$
\beta_{00jm} = \gamma_{00jm} + \mu_{00jm},
$$

$$
\beta_{10jm} = \gamma_{10jm},
$$

$$
\ldots
$$

$$
\beta_{(k-1)0jm} = \gamma_{(k-1)0jm},
$$

where

$\gamma_{00jm}$ is the overall mean effect of the reference $k^{th}$ item of student $j$ in school $m$ across the time points (fixed effect),

$\mu_{00jm}$ is the deviation of person $j$ in school $m$ at time point $t$ from the mean of student $j$ in school $m$ across the time points (random effect),

$\gamma_{(k-1)0jm}$ is the mean effect of the $(k-1)^{th}$ item of student $j$ in school $m$ across the time points (fixed effect).

**Level-3 (student-level of four-level logistic regression model)**

$$
\gamma_{00jm} = \zeta_{00jm} + \zeta_{000m},
$$

$$
\gamma_{10jm} = \zeta_{100m},
$$
\[ \gamma_{(k-1)0jm} = r_{(k-1)00m} \]

where

- \( r_{000m} \) is the mean effect of the reference \( k \)th item in school \( m \) across time points,
- \( \zeta_{00jm} \) is the deviation of person \( j \) from the overall mean of students in school \( m \) across time points (random effect),
- \( r_{(k-1)00m} \) is the mean effect of the \((k-1)\)th item of all students in school \( m \) across all time points (fixed effect).

**Level-4 (school-level of four-level logistic regression model)**

\[ r_{000m} = \omega_{0000} + \kappa_{000m}, \]

\[ r_{100m} = \omega_{1000}, \]

\[ \ldots \]

\[ r_{(k-1)00m} = \omega_{(k-1)000}, \]

where

- \( \omega_{0000} \) is the grand mean effect of the reference item \( k \) of all students in all schools across time points,
- \( \kappa_{000m} \) is the deviation of school \( m \) to grand mean effect,
- \( \omega_{(k-1)000} \) is the grand mean effect of \((k-1)\)th item.

**Multilevel Logistic Regression Model for DIF Analyses**

The multilevel logistic regression DIF model was first outlined by Kamata (2001) who first introduced the multilevel IRT framework (see Study I). The multilevel
logistic regression DIF model is a hybrid of the logistic regression DIF method and multilevel logistic regression IRT model. A Rasch IRT model with DIF parameters can be represented as follows

**Level-1 (item-level of multilevel logistic regression for DIF analysis).** The first level of logistic regression for DIF analysis model depicted DIF at item level:

\[
\text{logit}(P(Y_{ij}=1)) = \eta_{ij} = \beta_{0j} + \beta_{1j} X_{1ij} + \beta_{2j} X_{2ij} + \ldots + \beta_{(k-1)j} X_{(k-1)ij} \\
= \beta_{0j} + \sum_{q=1}^{k-1} \beta_{qj} X_{qij},
\]

where

- $Y_{ij}$ is dichotomous item response of person $j$ for item $i$, and $Y_{ij}$ is assumed to be independent Bernoulli random variable with the probability of correct response $Y_{ij} = \text{Bernoulli} (P_{ij})$, $E = P_{ij}$, $\text{Var} = P_{ij} (1-P_{ij})$,

- $k$ is the number of items,

- for $k$ items, only $k-1$ dummy variables $X_{qij}$ are included,

- $\beta_{0j}$ is the level-1 intercept or student main effect, which can be interpreted as the student ability,

- $\beta_{qj}$ stands for the item difficulty for item $q$, which is interpreted relative to the difficulty of the reference item difficulty.

In Kamata’s multilevel IRT model, the student abilities vary across students, and therefore are modeled as a random effect at level-2. However, the item difficulty parameters remain constant across students, and are modeled as fixed effect at level-2.

When the multilevel IRT model is applied to DIF analysis, the item difficulty parameter
is predicted by the group indicator(s). Therefore, the group indicators are included in the level-2 item difficulty equation.

**Level-2 (student-level of multilevel logistic regression for DIF analysis).** The second level of logistic regression for DIF analysis model depicted DIF at student level:

\[ \beta_{0j} = \gamma_{00} + u_{0j}, \]

\[ \beta_{qj} = \gamma_{q0} + \gamma_{q1} \text{group}, \]

where

\( \gamma_{00} \) is the mean of the student ability, which is set to be equal in focal and reference groups,

\( u_{0j} \) is a random effect of \( \beta_{0j} \) and is considered as the specific ability of student \( j \) from the mean ability, \( u_{0j} \sim N(0, \tau_{00}). \)

\( \gamma_{q0} \) is the item difficulty parameter of item \( q \) for the reference group,

\( \gamma_{q1} \) is the difference of item difficulty parameter between the reference and focal group for item \( q \), which could also be interpreted as the effect size of uniform DIF for item \( q \),

\( \text{group} \) is the group indicator that identified the focal group (1) and reference group (0).

To combine the equations in each level together, the Rasch logistic regression DIF model can be represented as

\[ \logit(P(Y_{ij} = 1)) = \gamma_{00} + \sum_{q=1}^{k-1} (\gamma_{q0} + \gamma_{q1} \text{group}) X_{qij} + u_{0j}. \]
If the fixed coefficient of an item $\gamma_{q_t}$ is significant, the item is thought to have uniform DIF. In the present simulation study, because a Rasch IRT model was assumed for DIF analysis, the item discrimination parameter was assumed to be equal across groups. Therefore, only uniform DIF could be examined. The multilevel logistic regression model for DIF analysis can be specified and estimated with SAS PROC GLIMMIX (Pan, 2008; Zhu, Rupp & Gao, 2011).

**Purposes of the Study**

The present study was a Monte Carlo simulation study of longitudinal multilevel DIF approach. The purposes of the present study were to: (a) develop a statistical model that had four nested levels structure in which items were nested within time points, which were nested within students, who were nested in schools, to detect items with DIF, (b) design and conduct simulation study that the DIF of an item may vary across schools and/or multiple time points, (c) identify certain time points, and school characteristics that explain the DIF variation, (d) study how the magnitudes of DIF at the time-level and school-level, the student sample size, the number of schools, the test length, and the percentage of DIF items affected DIF detection results and the variance estimates of the higher levels. To achieve these goals, it was necessary to (a) specify a four-level logistic regression model for DIF analyses with statistical software package SAS 9.3 and (b) assess the adequacy of the proposed models through simulation studies.

**Significance of the Study**

While the traditional DIF analysis methods can only detect DIF at the item level, the proposed longitudinal multilevel DIF approach identified and explained the causes of
the DIF across time points, students, and/or schools. Providing this type of information may help in conceptualizing the reasons that items are functioning differentially. The results provided important information to item writers in revising items with DIF, because the fact that the items function differently for a certain type of student, school, or a specific timing can be utilized by the item writers to conceptualize the reasons of DIF occurrence. This approach provided the most general framework to address DIF from the most sources.

Methods

Model Specification

The inherent nested structure of items with DIF is not uncommon in educational testing data. The present study aimed to propose a longitudinal multilevel logistic regression model for DIF analyses to identify and interpret DIF that occurs at multiple levels. This model allowed incorporating (a) time-level characteristics, such as the “beginning of a year” vs. “end of a year” or “pretest vs. posttest”, (b) person-level characteristics, such as gender, ethnicity, socio-economic status, and (c) school-level characteristics, such as school types, to describe the composition of the DIF at each level. A general Rasch four-level model for level-1 (items) units $i$, level-2 (time points) units $t$, level-3 (student) units $j$, and level-4 (school) units $m$ can be written in a logit form as

**Level-1 (DIF associated with item-level characteristics).** The first level of the proposed model depicted DIF associated with item indicators:

$$\text{logit}(P(Y_{ijtm}=1)) = \beta_{0ijtm} + \beta_{1ijtm} X_{ijtm} + \ldots + b_{kijtm} X_{ijtm}$$
\[ \beta_{0jm} = \gamma_{0jm} + u_{0jm}, \]
\[
\beta_{qjm} = \gamma_{qjm} + \gamma_{qjm} \cdot G(time),
\]

where

\( \gamma_{0jm} \) is the mean ability of student \( j \) from school \( m \) across time points,

\( u_{0jm} \) is the ability deviation of person \( j \) at school \( m \) at time \( t \), \( u_{0jm} \sim N(0, \tau_1) \),

\( \gamma_{q0jm} \) is item difficulty for item \( q \) of student \( j \) in school \( m \) across time points in the reference group,

\( \gamma_{q1jm} \) is the magnitude of DIF for item \( q \) across time points,

\( G(time) \) is the time-level group indicator, with 1 for focal time group and 0 for reference time group.

**Level-3 (DIF associated with student-level characteristics).** The third level of the proposed model depicted DIF associated with student characteristics:

\[ \gamma_{00jm} = \zeta_{00jm} + \zeta_{00jm}, \]
\[
\gamma_{q0jm} = r_{q00m} + r_{q1jm} \times G(\text{student}),
\]
where

- \( r_{000m} \) is the mean ability of students in school \( m \) across time points,
- \( \zeta_{0q0jm} \) is the student ability for student \( j \) deviated from the mean \( r_{000m} \), \( \zeta_{00jm} \sim N(0, \tau_2) \),
- \( r_{q00m} \) is the item difficulty parameter for item \( q \) of all students in school \( m \) in the reference group,
- \( r_{q1jm} \) is the difference of item difficulty parameter between the student reference and focal group for item \( q \), which could also interpret as the effect size of uniform DIF for item \( q \) due to student characteristics,
- \( G(\text{student})_j \) is the student-level group indicator, with 1 for focal student group and 0 for reference student group.

**Level-4 (DIF associated with school-level characteristics)**. The fourth level of the proposed model depicted DIF associated with school characteristics:

\[
\begin{align*}
    r_{00m} &= \omega_{0000} + \kappa_{000m}, \\
    r_{q00m} &= \omega_{q000} + \omega_{q10m} \times G(\text{school})_j,
\end{align*}
\]
where

- \( \omega_{0000} \) is the grand mean ability of all students from all schools across time,
- \( \kappa_{000m} \) is the student ability for students from school \( m \) deviated from the grand mean \( \omega_{0000}, \kappa_{000m} \sim N(0, \tau_3) \),
ωq000 is the item difficulty parameter for item q of all students from all schools across time in the reference group,

ωq10m is the difference of item difficulty parameter between the school reference and focal group for item q, which could also be interpreted as the effect size of uniform DIF for item q due to school characteristics,

G(schoolj) is the school-level group indicator, with 1 for focal school group and 0 for reference school group.

There are two things that are worth mentioning:

(a) All the random effects from each level u(qjm), ζ00jm and κ000m were independent from each other and followed multivariate normal distribution.

(b) There could be more than one set of focal and reference groups at a certain level if there were multiple characteristics that contributed to the DIF at that level. Each set would have their own equations for DIF detection. The significance of DIF caused by the different characteristics can be tested with the equations associated with the certain characteristics. For example, in the time-level, if there were 4 time points and we were interested in finding which time-point contributed to the detected DIF, we would have four sets of equations in the time-level:

\[
β_{0jm} = γ_{0jm(1)} + u_{0jm(1)},
\]

\[
β_{qjm} = γ_{qjm(1)} + γ_{q1jm(1)} * G(time1),
\]

\[
β_{0jm} = γ_{0jm(2)} + u_{0jm(2)},
\]

\[
β_{qjm} = γ_{q0jm(2)} + γ_{q1jm(2)} * G(time2),
\]
\[ \beta_{0jm} = \gamma_{0jm(3)} + u_{0jm(3)}, \]
\[ \beta_{qjm} = \gamma_{qjm(3)} + \gamma_{qjm(3)} * G(time3), \]
\[ \beta_{0jm} = \gamma_{0jm(4)} + u_{0jm(4)}, \]
\[ \beta_{qjm} = \gamma_{qjm(4)} + \gamma_{qjm(4)} * G(time4). \]

In contrast to the traditional DIF procedures, the longitudinal multilevel DIF model can not only detect the existence of DIF but also the causes of DIF occurrence. The current DIF procedures identify DIF by taking the group characteristics that were associated with DIF into account, such as gender, race and ethnicity, but they could not explain how each examinee was affected differentially and why examinees answered items differentially (Atar, 2006; Cohen, Gregg, & Deng, 2004). The longitudinal multilevel DIF model in the present study, however, included the differentiating factors that may vary among students, time points, and schools as predictor variables at multiple levels of the model to explain the causes of DIF occurrence.

**Simulation Design**

A Monte Carlo simulation study was designed to (a) examine the performance of the multilevel logistic regression model for detecting DIF, (b) study how the magnitudes of DIF at time- and school- levels, the proportion of items with DIF, the test length, the student sample size and school size affect DIF analysis, and (c) study the Type I error rates and Power of DIF detection when DIF occurs at the school level, the time level and at both levels. The specific research questions addressed in the present study were as follows:
(a) Does the proposed model correctly detect the time-level and/or school-level DIF with the time-level and school-level covariates?

(b) How would the magnitudes of DIF at both levels affect the detection of DIF occurring at both levels?

(c) How would the percentage of DIF items at both levels affect the detection of DIF occurring at both levels?

(d) How would the student sample size affect the detection of DIF occurring at both levels?

(e) How would the test length affect the detection of DIF occurring at both levels?

The study was designed on the basis of the study by Narayanan and Swaminathan (1996) with some modifications on the conditions to serve the objectives of the present study better. Simulated conditions of the present study included the magnitudes of DIF at time level and school level, student sample size, test length, and the proportion of items with DIF at school level and at time level. Other factors that were manipulated in the simulation study included the number of schools, the number of time points, and the proportion of reference and focal groups at each level. Simulated data generation and parameter estimates were conducted with SAS 9.3.

The Rasch IRT model was applied to generate the simulated data. The item difficulty parameter $b$ was randomly chosen using a random normal distribution with values between -2 and 2, because the IRT-$b$ is standardized and ranges roughly from -3 to +3 and the extremely easy or difficulty items were not included in the present
simulation study. The item discrimination parameter was set to be constant 1 to simplify the model. The abilities of the schools were generated at random from a standard normal distribution, \( N(0, 1) \), and abilities of students were generated from a multivariate normal distribution with mean of school-level abilities and variance of an identity matrix. This was the same as the condition used by Wen (2014), which ensured that there was variability at the student level that could be explained by the school level. The random effects at the time-level were generated independently from the student-level and the school-level random effects, following a Toeplitz 1 correlation matrix structure. The correlation matrix had 1s on the main diagonal and the population pretest-posttest correlation coefficient of 0.81, which was reported by Cole et al. (2011) with the use of population achievement data from four states and two large districts in English/Language Arts and Mathematics for the recent three years. The means were assumed to be 0.

Item difficulty parameters were generated, following a standard normal distribution, which was proposed by Wen (2014). Time-level DIF items were generated by adding the magnitude of DIF, (0.5 or 1) to the difficulty parameters of the focal group (i.e., the pretest) while the reference group (i.e., the posttest) remain unchanged. At the time-level, DIF was simulated based on the rationale that a students’ performance on particular items would be influenced by when the test was taken (i.e., either a pretest or a posttest). The pretest (i.e., the focal group) was coded as 1 while the posttest (i.e., the reference group) was coded as 0. When DIF only occurred at the school-level, the difficulty parameter for reference group examinees was generated from \( b \sim N(0, 1) \),
whereas the difficulty parameter for students in the focal group was modified as $b + DIF_{sch}$, which in the present study, $DIF_{sch} = 0.5$ or $1$. At the school-level, DIF was simulated based on the rationale that a students’ performance on particular items would be influenced their schools’ mean socioeconomic status (SES) (i.e., low SES vs. high SES). The low SES group (i.e., the focal group) was coded as $1$ while the high SES group (i.e., the reference group) was coded as $0$. When DIF was presented at both the school and time levels, items that functioned differentially at the time level were more difficult for students at the pretest, and were unchanged for students at the posttest; items that functioned differently at the school level were more difficult for the low SES group than for the high SES group. Table 7 depicted the way how multilevel DIF was generated at each level (Wen, 2014).

Table 7
*Generating Multilevel DIF Items*

<table>
<thead>
<tr>
<th>Manifest groups</th>
<th>High SES school</th>
<th>Low SES school</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Posttest</td>
<td>Pretest</td>
</tr>
<tr>
<td>School-level only</td>
<td>$b$</td>
<td></td>
</tr>
<tr>
<td>School-time levels</td>
<td>$b$</td>
<td>$b + DIF_t$</td>
</tr>
</tbody>
</table>

Two test lengths were selected to investigate the performance of the proposed DIF procedure, 20 items and 40 items. The test lengths were selected because most of the scales and questionnaires in psychological assessment include between 20 and 40 items (Balluerka, Gorostiaga, Gómez-Benito & Hidalgo, 2010; Whitmore &
Schumacker, 1999). For instance, the State-trait Anxiety Inventory (STAI) had 40 items and a STAI for children (STAIC) had the same number of items (Julian, 2011). There were 39 items on the Writing Skills section of the PSAT/NMSQT test and 38 items on the Mathematics section of the PSAT/NMSQT test (Cho, 2007). The Beck Anxiety Inventory (BAI) had a total of 21 items (Julian, 2011).

Another factor changed was the percentage of items with DIF. Ten percent of DIF items and 30 percent of DIF were used at the time- and school- levels. The percentages of DIF items were chosen based on previous research which suggested that it is common to observe between 10% and 30% of items functioning differentially on many tests (Hambleton & Rogers, 1989; Raju, Bode, & Larsen, 1989).

Different student sample sizes were generated to investigate the impact of student sample size on the DIF detection. Kim (2010) pointed out that “…sample size was a core factor for detecting DIF… A small sample size could cause a poor estimation, resulting in true DIF items not being detected… A large sample size could result in precise detection of true DIF items, although the possibility exists that items with no DIF will be detected as if they are true DIF items” (p. 19). Because the sample size ratio between the reference and focal group varied widely across previous simulation studies, the percentage, 50%, was arbitrarily set for convenience here (Pan, 2008). In most DIF research, the range of sample sizes was between 500 and 5000 (Kim, 2010). A real data set example is Spring 2004 Florida Comprehensive Assessment Test (FCAT) science data for 10th grade students used by Atar (2006) for DIF analysis. The sample sizes of the three subsets are 600, 1200, and 2400. Therefore, three similar sample size
conditions were simulated in the present study: (a) 500 total (200 in each group), (b) 1000 total (500 in each group), and (c) 2000 total (1000 in each group).

The school sizes were simulated based on the real data set from The College Board SOAS report, which had 25 students per school participating in the PSAT/NMSQT program. The total students sample sizes yielded the school sizes to be $500 / 25 = 20$, $1000 / 25 = 40$, and $2000 / 25 = 80$, respectively (Cho, 2007).

The DIF magnitude was simulated by varying the item difficulty parameter by 0.5 and 1 and by holding the item discrimination parameters constant as one for the reference and focal groups. DIF was generated as the difference between the item difficulty parameters across the school groups or different time points. Pan (2008) showed that the DIF value of 0.6 was large enough for the multilevel logistic regression model to find most of DIF items. The amount of 0.9, which was used by Hidalgo and Lopez-Pina (2004), was large enough to find the DIF items under most conditions but also tended to have higher Type I error rates. The DIF were generated to favor the reference group over the focal group, which meant that the items with DIF were more difficult for the focal group than they are for the reference group by 0.5 or 1 on the logit scale (Pan, 2008).

To sum up, the following conditions were examined in the present simulation study: (a) test lengths (20 and 40 items), (b) the percentage of items with DIF at school-level (10% and 30%), (c) the percentage of items with DIF at time-level (10% and 30%), (d) student sample sizes (500, 1000, and 2000), (e) the magnitude of school-level DIF (0.5 and 1) (f) the magnitude of time-level DIF (0.5 and 1). There was a total of $2 \times 2 \times 3$
* 2 * 2 = 48 conditions simulated for the present study. One hundred replications were generated to ensure more accurate and stable results. This was chosen because 100 times was the common replication according to the publications of the National Council on Measurement in Education (NCME) in 2009 (Kim, 2010).

**Estimation**

Logistic regression models estimated by Maximum Likelihood (ML) can be investigated using SAS PROC LOGISTIC. The multilevel logistic regression model, although more complicated to estimate by ML in SAS, was still manageable. The relevant approaches can mainly be classified into two broad categories, linearization and integral approximation methods (Schabenberger & Pierce, 2002). Pan (2008) thoroughly reviewed on which estimation approach should be used in multilevel logistic regression model, specifically when conducting research in SAS. The linearization method was concluded to be the better estimation method for multilevel logistic regression model because it considers complex R-side covariate structures. In the present study, SAS PROC GLIMMIX was used for estimation because it implements one linearization-based method—Pseudo-likelihood (Pan, 2008; SAS Institute Inc., 2011).

The accuracy of DIF detection of time level and school level was evaluated under each condition by power and Type I error rates for detecting uniform DIF. Power was defined as the probability that an item that had DIF was identified, which was calculated by the proportion of times that DIF was correctly identified or the proportion of cases in which DIF items were correctly detected. Type I error rate was the probability that an item was identified to have DIF which in fact, did not have it, which was calculated as
the proportion of times that a non-DIF item was falsely identified (Kristjansson et al., 2005; Pan, 2008).

**Results**

Type I error refers to the false detection of an invariant item as non-invariant (Wen, 2014) and is based on exact distribution assuming the procedures adhere well to the nominal level of alpha (Nandakumar & Rossos, 2011). In this study, Type I error rates was evaluated at the 0.05 level. According to Bradley (1978), the acceptable range of Type I error rates is computed with a formulae $\alpha \pm \frac{1}{2}\alpha$. When $\alpha = 0.05$, the Type I error rates between .025 and .075 are considered reasonable.

The test-wide Type I error rate for the present study was calculated in the following way. Firstly, for each replication, the occurrences of non-DIF items being falsely identified as DIF items were counted. Secondly, the proportion of these false positive counts was calculated for each replication, i.e., in each test. Type I error rate of a test was the average of these proportions (Kim, 2010). Different conditions were examined and the Type I error rates and power of each condition were reported in two tables. Across all the 48 conditions, Type I error rates ranged from 0.021 to 0.089 at the time-level and 0 to 0.153 at the school level, which both roughly fell in the Bradley’s (1978) liberal robustness criterion range of 0.025 to 0.075 (see Table 8). The time-level highest Type I error (0.089) occurred when DIF magnitudes at both levels were 0.5, the number of school was the smallest (20), test length was the shortest (20) and percentage of DIF items were smaller (0.1). The time-level lowest Type I error (0.021) occurred under two conditions: (a) when time-level DIF magnitude=1, school-level DIF=0.5, the
sample size was 20, test length was 20 and the percentage of DIF items was 0.3, (b) when DIF magnitudes at both levels were 1, sample size was 40, test length was 20 and the percentage of items with DIF was 0.3.

Power refers to the true detection of an invariant item and was used to investigate how well the longitudinal multilevel logistic regression model performed in terms of DIF detection. Power is defined as the proportion of cases in which DIF items are correctly detected. Any value that is equal or larger than 0.8 is presumed to be indicative of high power (Wen, 2014). Across all the 48 conditions, power ranged from 0.8 to 0.992 at the time level while 0.133 to 0.992 at the school level. Overall, DIF analysis at the time level yielded almost perfect results (power≥ 0.8). On the contrary, power of the DIF detection at the school level was much lower (see Table 9). The majority of the conditions yielded high power of 0.992 at both levels. The lowest power at time level (0.8) occurred when the DIF magnitudes of both levels were 0.5, number of schools was 20, test length was 20 and percentage of DIF items was 0.1. The worst condition power at school level was only 0.133. This occurred when the magnitude of student-level DIF was 1, the magnitude of time-level DIF was 0.5, the sample size was 20, the test length was 20 and the percentage of DIF items was 0.3.
<table>
<thead>
<tr>
<th>Conditions</th>
<th>Time-level DIFF magnitude</th>
<th>School-level DIFF magnitude</th>
<th>Number of schools</th>
<th>Test length</th>
<th>Percentage of DIFF items</th>
<th>Type I error rate(school)</th>
<th>Type I error rate(school)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.009</td>
<td>0.047</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.071</td>
<td>0.071</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.036</td>
<td>0.044</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.043</td>
<td>0.069</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.053</td>
<td>0.111</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.1</td>
<td>0.038</td>
<td>0.044</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.044</td>
<td>0.107</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.036</td>
<td>0.111</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.020</td>
<td>0.014</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.056</td>
<td>0.028</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.046</td>
<td>0.014</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>0.3</td>
<td>0.036</td>
<td>0.022</td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.036</td>
<td>0.153</td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.036</td>
<td>0.000</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.036</td>
<td>0.011</td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.022</td>
<td>0.014</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.1</td>
<td>0.033</td>
<td>0.044</td>
</tr>
<tr>
<td>18</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.057</td>
<td>0.050</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.042</td>
<td>0.072</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.046</td>
<td>0.057</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.039</td>
<td>0.000</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.021</td>
<td>0.070</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.044</td>
<td>0.028</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>0.5</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.012</td>
<td>0.025</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.028</td>
<td>0.006</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>20</td>
<td>0.1</td>
<td>0.056</td>
<td>0.036</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.042</td>
<td>0.022</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.056</td>
<td>0.057</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.057</td>
<td>0.036</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.050</td>
<td>0.032</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.028</td>
<td>0.056</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.040</td>
<td>0.000</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.042</td>
<td>0.056</td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.056</td>
<td>0.011</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.041</td>
<td>0.014</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.050</td>
<td>0.011</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.078</td>
<td>0.100</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.024</td>
<td>0.094</td>
</tr>
<tr>
<td>39</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.041</td>
<td>0.066</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.041</td>
<td>0.056</td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.078</td>
<td>0.100</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.024</td>
<td>0.094</td>
</tr>
<tr>
<td>43</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.014</td>
<td>0.038</td>
</tr>
<tr>
<td>44</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.050</td>
<td>0.011</td>
</tr>
<tr>
<td>45</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.1</td>
<td>0.050</td>
<td>0.061</td>
</tr>
<tr>
<td>46</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.044</td>
<td>0.050</td>
</tr>
<tr>
<td>47</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.064</td>
<td>0.039</td>
</tr>
<tr>
<td>48</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.036</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Table 8
Type I Error Rates
<table>
<thead>
<tr>
<th>Conditions</th>
<th>Time-level DIFF magnitude</th>
<th>School-level DIFF magnitude</th>
<th>Number of schools</th>
<th>Test length</th>
<th>Percentage of DIFF items</th>
<th>Percentage</th>
<th>Power(school)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.800</td>
<td>0.600</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.877</td>
<td>0.550</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.859</td>
<td>0.250</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.867</td>
<td>0.558</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.982</td>
<td>0.900</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.982</td>
<td>0.700</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.1</td>
<td>0.975</td>
<td>0.675</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.975</td>
<td>0.558</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>20</td>
<td>0.1</td>
<td>0.992</td>
<td>0.950</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.967</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.975</td>
<td>0.950</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.967</td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.850</td>
<td>0.992</td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.850</td>
<td>0.990</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.823</td>
<td>0.000</td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.823</td>
<td>0.992</td>
</tr>
<tr>
<td>17</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.958</td>
<td>0.692</td>
</tr>
<tr>
<td>18</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.943</td>
<td>0.992</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.1</td>
<td>0.973</td>
<td>0.992</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.973</td>
<td>0.992</td>
</tr>
<tr>
<td>21</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>22</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>23</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>24</td>
<td>0.5</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.992</td>
<td>0.500</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.133</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.992</td>
<td>0.575</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>0.5</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.450</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>0.5</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.750</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.633</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>0.5</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.600</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.950</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.967</td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>0.5</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.942</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td>0.992</td>
<td>0.000</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.3</td>
<td>0.983</td>
<td>0.917</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>0.992</td>
<td>0.985</td>
</tr>
<tr>
<td>39</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.1</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.1</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>43</td>
<td>1</td>
<td>1</td>
<td>40</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>44</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.1</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>45</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>20</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>46</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.1</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>47</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>48</td>
<td>1</td>
<td>1</td>
<td>80</td>
<td>40</td>
<td>0.3</td>
<td>0.992</td>
<td>0.992</td>
</tr>
</tbody>
</table>
In order to evaluate how well the multilevel logistic regression model performed in DIF detection at different levels, one-way between subjects univariate Analyses of variances (ANOVAs) were conducted on Type I error rate and power. The impact of each factor on Type I error rates and power of DIF detection was summarized in Table 10 to Table 11, in which the factors that were statistically significant and were associated with relatively large effect size ($\eta^2 > 0.05$) were marked as bold.

Table 10  
*Statistical Significance (p-value) of Each Condition in One-way ANOVA Analysis*  

<table>
<thead>
<tr>
<th>Statistical significance (p)</th>
<th>Time-level DIF magnitude</th>
<th>School Level DIF magnitude</th>
<th>Number of schools</th>
<th>Test length</th>
<th>Percentage of DIF items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (time)</td>
<td>0.000</td>
<td>0.816</td>
<td>0.000</td>
<td>0.915</td>
<td>0.785</td>
</tr>
<tr>
<td>Type I error rate (time)</td>
<td>0.304</td>
<td>0.687</td>
<td>0.827</td>
<td>0.257</td>
<td>0.052</td>
</tr>
<tr>
<td>Power (school)</td>
<td>0.969</td>
<td>0.000</td>
<td>0.000</td>
<td>0.812</td>
<td>0.760</td>
</tr>
<tr>
<td>Type I error rate (school)</td>
<td>0.453</td>
<td>0.093</td>
<td>0.620</td>
<td>0.633</td>
<td>0.520</td>
</tr>
</tbody>
</table>

Table 11  
*Effect Size ($\eta^2$) of Each Condition in One-way ANOVA Analysis*  

<table>
<thead>
<tr>
<th>Effect size ($\eta^2$)</th>
<th>Time-level DIF magnitude</th>
<th>School Level DIF magnitude</th>
<th>Number of schools</th>
<th>Test length</th>
<th>Percentage of DIF items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (time)</td>
<td>0.252</td>
<td>0.001</td>
<td>0.361</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>Type I error rate (time)</td>
<td>0.023</td>
<td>0.004</td>
<td>0.008</td>
<td>0.028</td>
<td>0.080</td>
</tr>
<tr>
<td>Power (school)</td>
<td>0.000</td>
<td>0.364</td>
<td>0.299</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>Type I error rate (school)</td>
<td>0.012</td>
<td>0.060</td>
<td>0.021</td>
<td>0.031</td>
<td>0.009</td>
</tr>
</tbody>
</table>

The influence of each condition of each factor (i.e. time-level DIF magnitude, school-level DIF magnitude, sample size, test length, and percentage of DIF items) on power and Type I error rates were summarized in Table 12 to Table 15, which indicated how each level of a certain factor differed from each other. The magnitude of time- and
school-level DIF, and the sample size were found to be influential in impacting the power.

The ANOVA analyses indicated that (a) the time-level DIF magnitude had a statistically significant impact on power of DIF detection at the time-level, \( p = 0.000 \) and had a large effect size (\( \eta^2 \)) of 0.252, (b) the school-level DIF magnitude had a statistically significant impact on power of DIF detection at the school-level, \( p = 0.000 \) and had a large effect size (\( \eta^2 \)) of 0.364, (c) sample size had statistically significant effects on both the time- and school-level power, with both \( p = 0.000 \) and the corresponding effect sizes (\( \eta^2 \)) = 0.361 and 0.299, respectively. No statistical significance was found in factors of “test length” and “percentage of DIF items”.

However, the factor “percentage of DIF items” was found have a relatively large effect (\( \eta^2 > 0.05 \)) on Type I error rate at the time level, \( \eta^2 = 0.08 \) and the corresponding \( p \)-value was 0.052. Effect size of the school-level DIF magnitude on the school-level Type I error rate was also fairly large, \( \eta^2 = .06 \).
Table 12
The ANOVA of Time-level Type I Error Rates

<table>
<thead>
<tr>
<th>Source</th>
<th>Tests of Within-Subjects Contrasts</th>
<th>Tests of Between-Subjects Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sum of Squares  df  Mean Square</td>
<td>Sum of Squares  df  Mean Square</td>
</tr>
<tr>
<td>Time-level DIF magnitude</td>
<td>0.011  46  0.000</td>
<td>0.000  1  0.000  1.080  0.304  0.023</td>
</tr>
<tr>
<td>School-level DIF magnitude</td>
<td>0.011  46  0.000</td>
<td>0.000  1  0.000  0.164  0.687  0.004</td>
</tr>
<tr>
<td>Number of schools</td>
<td>0.011  45  0.000</td>
<td>0.000  2  0.000  0.190  0.827  0.008</td>
</tr>
<tr>
<td>Test length</td>
<td>0.011  46  0.000</td>
<td>0.000  1  0.000  1.316  0.257  0.028</td>
</tr>
<tr>
<td>Percentage of DIF items</td>
<td>0.010  46  0.000</td>
<td>0.001  1  0.001  3.994  0.052  0.080</td>
</tr>
</tbody>
</table>

Table 13
The ANOVA of School-level Type I Error Rates

<table>
<thead>
<tr>
<th>Source</th>
<th>Tests of Within-Subjects Contrasts</th>
<th>Tests of Between-Subjects Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sum of Squares  df  Mean Square</td>
<td>Sum of Squares  df  Mean Square</td>
</tr>
<tr>
<td>Time-level DIF magnitude</td>
<td>0.044  46  0.001</td>
<td>0.001  1  0.001  0.573  0.453  0.012</td>
</tr>
<tr>
<td>School-level DIF magnitude</td>
<td>0.042  46  0.001</td>
<td>0.003  1  0.003  2.947  0.093  0.060</td>
</tr>
<tr>
<td>Number of schools</td>
<td>0.044  45  0.001</td>
<td>0.001  2  0.000  0.483  0.620  0.021</td>
</tr>
<tr>
<td>Test length</td>
<td>0.044  46  0.001</td>
<td>0.000  1  0.000  0.232  0.633  0.005</td>
</tr>
<tr>
<td>Percentage of DIF items</td>
<td>0.044  46  0.001</td>
<td>0.000  1  0.000  0.420  0.520  0.009</td>
</tr>
</tbody>
</table>

Table 14
The ANOVA of Time-level Power

<table>
<thead>
<tr>
<th>Source</th>
<th>Tests of Within-Subjects Contrasts</th>
<th>Tests of Between-Subjects Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sum of Squares  df  Mean Square</td>
<td>Sum of Squares  df  Mean Square</td>
</tr>
<tr>
<td>Time-level DIF magnitude</td>
<td>0.112  46  0.002</td>
<td>0.038  1  0.038  15.475  0.000  0.252</td>
</tr>
<tr>
<td>School-level DIF magnitude</td>
<td>0.150  46  0.003</td>
<td>0.000  1  0.000  0.055  0.816  0.001</td>
</tr>
<tr>
<td>Number of schools</td>
<td>0.096  45  0.002</td>
<td>0.054  2  0.027  12.702  0.000  0.361</td>
</tr>
<tr>
<td>Test length</td>
<td>0.150  46  0.003</td>
<td>0.000  1  0.000  0.011  0.915  0.000</td>
</tr>
<tr>
<td>Percentage of DIF items</td>
<td>0.150  46  0.003</td>
<td>0.000  1  0.000  0.075  0.785  0.002</td>
</tr>
</tbody>
</table>

Table 15
The ANOVA of School-level Power

<table>
<thead>
<tr>
<th>Source</th>
<th>Tests of Within-Subjects Contrasts</th>
<th>Tests of Between-Subjects Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sum of Squares  df  Mean Square</td>
<td>Sum of Squares  df  Mean Square</td>
</tr>
<tr>
<td>Time-level DIF magnitude</td>
<td>2.148  46  0.047</td>
<td>0.000  1  0.000  0.002  0.969  0.000</td>
</tr>
<tr>
<td>School-level DIF magnitude</td>
<td>1.365  46  0.030</td>
<td>0.783  1  0.783  26.376  0.000  0.364</td>
</tr>
<tr>
<td>Number of schools</td>
<td>1.506  45  0.033</td>
<td>0.642  2  0.321  9.593  0.000  0.299</td>
</tr>
<tr>
<td>Test length</td>
<td>2.146  46  0.047</td>
<td>0.003  1  0.003  0.057  0.812  0.001</td>
</tr>
<tr>
<td>Percentage of DIF items</td>
<td>2.144  46  0.047</td>
<td>0.004  1  0.004  0.194  0.760  0.002</td>
</tr>
</tbody>
</table>
In order to further understand the impacts of each condition on power and Type I error rates at time and school levels, (a) Figure 2 to Figure 5 depicted the effects of time-level DIF magnitude on the mean power and mean Type I error rate at both levels, (b) Figure 6 to Figure 9 depicted the effects of school-level DIF magnitude on the mean power and mean Type I error rate at both levels, (c) Figure 10 to Figure 13 depicted the effects of sample size on the mean power and mean Type I error rate at both levels, (d) Figure 14 to Figure 17 depicted the effects of test length on the mean power and mean Type I error rate at both levels, and (e) Figure 18 to Figure 21 depicted the effects of percentage of DIF items on the mean power and mean Type I error rate at both levels. Only the significant impacts were interpreted in the present work.

As demonstrated in Figure 2, time-level power increased as DIF magnitude increased. When time-level DIF magnitude= 0.5, power was 0.936; whereas when school-level DIF magnitude=1, power was 0.992.

Figure 6 showed that power increased as the school-level DIF magnitude increased as when school-level DIF=0.5, power was 0.719, whereas when school-level DIF=1, power was 0.974. Figure 8 depicted that the increase of school-level DIF magnitude led to an increase of school-level Type I error, with Type I error rate being 0.034 when DIF=0.5 and .0049 when DIF=1.
**Figure 2.** Impact of time-level DIF on time-level power.

**Figure 3.** Impact of time-level DIF on time-level Type I error.

**Figure 4.** Impact of time-level DIF on school-level power.

**Figure 5.** Impact of time-level DIF on school-level Type I error.
Figure 6. Impact of school-level DIF on time-level power.

Figure 7. Impact of school-level DIF on time-level Type I error.

Figure 8. Impact of school-level DIF on school-level power.

Figure 9. Impact of school-level DIF on school-level Type I error.
Figure 10. Impact of sample size on time-level power.

Figure 11. Impact of sample size on time-level Type I error.

Figure 12. Impact of sample size on school-level power.

Figure 13. Impact of sample size on school-level Type I error.
Figure 14. Impact of test length on time-level power.

Figure 15. Impact of test length on time-level Type I error.

Figure 16. Impact of test length on school-level power.

Figure 17. Impact of test length on school-level Type I error.
Figure 18. Impact of percentage of DIF items on time-level power.

Figure 19. Impact of percentage of DIF items on time-level Type I error.

Figure 20. Impact of percentage of DIF items on school-level power.

Figure 21. Impact of percentage of DIF items on school-level Type I error.
Figure 10 depicted that time-level power increased as the sample size increased. When the number of schools = 20, 40, and 80, time-level power = 0.916, 0.984, and 0.991, respectively. School-level power also increased as the sample size increased according to Figure 12. When number of schools = 20, 40, and 80, the school-level power = .695, .868, and .976, respectively.

No significant effect was found in the factor of test length. Therefore, the results were not interpreted from Figure 14 to Figure 17.

Figure 18 indicated an increase of Type I error rate at time-level when the percentage of DIF items decreased. When percentage of DIF items = 0.5, the Type I error rate = .051, whereas when percentage of DIF items = 1, the Type I error rate = .043.

In short, with a large magnitude of DIF and large sample size, the power of DIF detection at each level using the proposed longitudinal multilevel logistic regression model was high. Practitioners may use this model to detect either time-level or school-level or both-level DIF when it is hypothesized that the magnitudes of DIF and the sample size are large. The average power at time level (0.964) was higher than the average power at school level (0.846), which implied a more powerful DIF detection at the time level.

Only small effects (marginal significant results) of the factors were found on Type I error rates. When the magnitude of DIF at school level was low, a low Type I error rate was found at school level, whereas a low time-level Type I error rate was found when the percentage of DIF items at time-level was high.
Discussion

The present study proposed and investigated a longitudinal multilevel logistic regression model for DIF detection under a variety of simulation conditions. DIF in multilevel can be complicated due to the different types of random effects (Wen, 2014). Two types of random effects were considered in the current study: (a) time-level random effects with a correlation among the errors of a pretest and a posttest, (b) school-level random effects that normally distributed. DIF in multilevel data was explored, assuming that (a) only item difficulty parameters vary across items whereas item discrimination parameter was constrained to 1, (b) the multilevel data meet the invariant item assumption in IRT, (c) the school-level group membership across clusters were fixed.

After the investigation of the Type I error rates and power of detecting DIF in multilevel data, the longitudinal multilevel logistic regression model for DIF detection has been proved to be powerful and accurate in identifying DIF at both the time and school levels. The currently available DIF detection methods, for instance, ANOVA method, the Mantel-Haenszel procedure (Narayanan & Swaminathan, 1994), and the standardized p-difference index, can only detect the existence of DIF, but cannot explain the causes of DIF. The source of DIF is typically assumed to be student characteristics, e.g., student gender and ethnicity. Therefore, the traditional DIF detection is only conducted at the student-level. From a perspective of multilevel modeling, the traditional DIF detection methods assume the impact of DIF is the same across all clusters (Wen, 2014). However, by definition, DIF can occur not only at the student-level, but also levels, such as the time-, class-, and school-level. In the present simulation study, DIF
occurred at both time-level and school-level. At the pretest (the beginning-of-year test), students may not perform as well as at posttest (the mid-of-year test) due to the reasons, such as being nervous for taking the test for the first time, bad weather at that certain time point (e.g. storm or blizzard), or lack of sleep due to the early morning exam. At the posttest, however, the students may not be as nervous for taking the test the second time, or the weather was examinee-friendly, or the students had a good rest or simply felt ready for the test at the posttest time point. The students at the posttest may show better performance even though they have the same ability level as the students at the pretest. At the school-level, students were categorized into high socioeconomic status (SES) group and low SES group. Their performance on the test might be different because of their SES but not their ability levels, which were assumed to be the same in the present simulation study. In a multilevel situation as such, a researcher may be interested in investigating DIF at the time-level and/or the school-level in order to understand the differential performance among students and to modify the items with DIF to fairly evaluate students’ abilities. The impacts of DIF at the time-level should not influence DIF detection at the school level, as long as school-level characteristics do not vary within clusters (Ryu, 2014).

In the present study, DIF at both time-level and school-level were shown to be detected successfully with the proposed model. As expected, the magnitudes of time-level and school-level DIF had effects on the DIF detection of these two levels, respectively. The sample size had significant effect on DIF detection at both levels.
More specifically, with large magnitudes of DIF at each level and/or large sample size, the proposed model showed high power at DIF detection (Figure 1 to Figure 12).

The proposed model was the most generalized framework to address DIF from the most sources. The present simulation study has considered the two most common types of random effects in multilevel modeling: (a) the errors are correlated in certain pattern; (b) the errors are independent from each other. More levels can be added in the proposed model under the same framework as long as the type of random effects is appropriately defined and the estimation method is correctly selected. Additionally, the proposed model avoided separate analyses to detect DIF at different levels. Instead, only one model with group membership covariates at each level was utilized, which can be widely applied to situations of (a) detecting time-level DIF only, (b) detecting school-level DIF only, and (c) detecting DIF at both levels at the same time.

The results of the present study were comparable with the previous relevant studies. The magnitude of DIF at each level and the sample size played the most important role in the power of DIF detection (Finch, 2005; Walker et al., 2012; Zumbo, 1999). Relatively large effect was found in the factor of percentage of DIF items (Walker et al., 2012). Linacre (2013) showed, when DIF= 0.5, the smallest sample size for each manifest group must be 300 in order to detect DIF with appropriate power and Type I error rate control. When DIF=1.0, the sample size requirement largely drops to 100 persons per group. The present study confirmed the findings that the larger the magnitude of DIF, the higher the power in DIF detection (Figure 1-Figure 8). The sample sizes of each manifest group in the present study were 250, 500, and 1000, and
results of both power and Type I error rates were in acceptable ranges, with a mean of 0.905 and 0.044, respectively. This was close to the results of Atar (2006), with a mean Type I error rate of 0.0608 and mean power of .8582 across the similar sample size conditions 300, 600, and 1200 in each manifest group.

Practical Implications

The proposed longitudinal multilevel logistic regression model for DIF detection had its advantages that favor the empirical researchers in practice: (a) The model was flexible, easy and efficient to apply in SAS. SAS GLIMMIX statement yields the estimates of all random effects and fixed effects as well as the estimates of variance covariance matrix. Multiple levels could be easily specified in SAS just by including membership covariates at each level. Therefore, there was no need to conduct separate analyses that increase the estimation time and potential Type I error rate. (b) The proposed model can easily include more levels by incorporating more random group effects so that the DIF detection at multiple levels can be conducted simultaneously. The empirical researchers would be able to investigate multiple causes of DIF, better evaluate the students’ abilities and modify the items with DIF for future tests. (c) One criticism of the multilevel logistic regression model is that it requires large sample sizes (Hox, 2010; Raudenbush & Anthony, 2001). One possible alternative is to estimate the multilevel logistic regression model with a Markov Chain Monte Carlo (MCMC) simulation (Chaimongkol, 2005) because it works well with small sample sizes (Christensen, Johnson, Branscum, & Hanson, 2010). However, the method would take too long to converge and tend to be time consuming.
Limitations

One major limitation of the present study was the item invariance assumption, which means the items effects are fixed across clusters. In practice, if there is cluster bias of item effects, such bias should be addressed before any DIF analyses. Wen (2014) pointed out if cluster bias existed, one can still conduct DIF analyses using multilevel logistic regression model, although a fixed group membership and random item effects needed to be included to the model. Any further DIF analyses should only be conducted after the cluster bias was tested and addressed.

Another limitation of the present study is, for mathematical simplicity, only 1-PL Rasch IRT model was discussed while item discrimination parameter was constrained to one. Given the complexity of the structure of the proposed longitudinal multilevel model, the estimation of two item parameters will be computationally challenging. Although, Kim et al. (in press) have conducted a 2PL DIF detection at student level in multilevel data with a multilevel MIMIC model. However, because the use of MIMIC model for DIF detection yields high Type I error rates (Finch, 2005; Kim & Yoon, 2011), more empirical studies are needed to determine the feasibility and reliability of the multilevel MIMIC model and multilevel logistic regression model as well as which model is more appropriate to use under what circumstance.

Conclusions

Multilevel DIF have started to be considered recently to detect DIF from different sources. The present study indicated that the proposed model performed well in detecting DIF at time-level with two time points with a correlation of .81 and school-
level with two manifest groups (i.e., the high SES and low SES groups). Compared with the previous relevant studies, the present study managed to detect and explain time-level DIF for the first time, where the correlation of errors of the two time points was considered. The proposed model was easy and flexible to apply in SAS and the estimation consumed reasonably amount of time. The results indicated an overall powerful DIF detection. Type I error rates at each level roughly fell into liberal range of Bradley (1978), 0.025 to 0.075. Consistent with previous study, the magnitude of DIF at each level and the sample was found to be the most important factors for a powerful DIF detection. In general, the time-level detection had higher power than the school-level. Type I error rates were not largely influenced by the factors, although high percentage of DIF items led to low Type I error rate, which was consistent with the results from the previous studies.
SUMMARY AND CONCLUSIONS

There has been growing interest in assessing the students’ abilities and holding schools, communities or states accountable for students’ performance through high-stakes testing in current educational system. Unfortunately, the traditional single-level assessment methods can only estimate the students’ abilities but not the impacts of higher-level clusters, e.g., schools or states. Multilevel analysis makes it possible to treat data in a “multilevel” fashion, taking the variances of higher-level clusters into consideration and extending the measurement from item characteristics and individual abilities to group-level measurements (Bryk & Raudenbush, 2002; Fox, 2005; Goldstein, 1987; Longford, 1993). Multilevel modeling can be combined with Item Response Theory (IRT) to estimate the effects of multilevel covariates on a latent trait. This amalgamation of the two models allows us to investigate and analyze the covariates that affect person ability instead of simply estimating the latent traits (Maier, 2001). Applying the multilevel modeling to logistic regression DIF analyses could examine the causes of DIF by estimating the variances of the random variables.

Study I compared the estimation accuracy of IRT difficulty parameters and abilities estimates of two multilevel IRT modeling (i.e, MR-IRT and MLIRT models). The findings indicated that compared to MR-IRT model, MLIRT model was more accurate in estimating the school level accountability. However, MR-IRT model provided more accurate estimates for individual student abilities, and was more appropriate to use when sample size was small. For both models, the longer the test
length, the more accurate of the estimates. ICC did not have the significant impact on the estimation of person abilities or IRT difficulty parameter. But ICC played an important role in estimating the school variances of abilities.

For future research, more factors should be investigated to determine which model is more appropriate to use under which circumstance. MLIRT was able to generalize estimates of abilities from the sample to the population by treating the abilities as the random effects. However, the tradeoff of generalizability was less accurate estimates of student abilities. In particular, MLIRT model seemed to have convergence issue of ability estimates when the sample size was small. The impact of sample size on the estimation of abilities as well as item parameters should be further examined. Testing the lower limits of sample size in order to use MLIRT would facilitate practitioners’ decision making, in terms of data collection and model selection.

Study II was an application of MLIRT to detect and explain DIF when measuring a certain trait across schools and time points. A longitudinal multilevel DIF detection procedure was proposed by extending the Kamata’s MLIRT model to a time level and by including group membership covariates at each level for DIF analyses. In specific, MLIRT model was expressed in the multilevel logistic regression model (Adams, Wilson, & Wu, 1997; Kamata, 2001), and treated the coefficients that are associated with DIF as random effects. As a result, MLIRT was able to estimate the DIF at each level through the estimation of variances of the random effects (Swaminathan & Rogers, 1990). Multiple causes of DIF could be simultaneously analyzed in one multilevel model.
Study II showed that the proposed model performed well in detecting DIF at time-level with a correlation of .81 between the two time points and school-level with two manifest groups (i.e., the high SES and low SES groups). The proposed model filled a major void in education testing, because on top of simply detecting DIF (as what the other DIF detection procedures do), the proposed procedure can also explain the causes of DIF. This type of information will help in conceptualizing the causes of DIF for items and assist the item writers in revising items with DIF.

The proposed model was easy and flexible to apply in SAS and the estimation consumed reasonably amount of time. The results indicated an overall powerful DIF detection, with the Type I error rates at each level roughly falling into liberal range of Bradley (1978), 0.025 to 0.075. The findings were consistent with previous study. The magnitude of DIF at each level and the sample was found to be the most important factors for a powerful DIF detection. In general, the time-level detection had higher power than the school-level. Type I error rates were not largely influenced by the factors, although high percentage of DIF items was found to result in low Type I error rate.
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