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Solution nuclear magnetic resonance spectroscopy (NMR) is known as a powerful tool in many fields because of its remarkable atomic resolution. However, its applications to non-equilibrium systems are limited due to low sensitivity of detection. A new technique, dissolution dynamic nuclear polarization (D-DNP) provides a unprecedented enhancement on NMR signals and opens a variety of applications of D-DNP NMR on time-resolved measurements at subsecond to second time scales. This thesis made a first attempt to monitor a protein kinetics using D-DNP NMR. A medium-size model protein (a two-state folder, L23) was directly hyperpolarized on $^{13}$C nuclei. The focus was placed on quantitative kinetic analysis and evaluations of possibilities that may affect the observed kinetics. In addition, this thesis included developments of experimental setups and NMR acquisition methods to address encountered problems in studies of large biomolecules using D-DNP.

The refolding was triggered by changing the pH environment as a result of mixing acid-denatured L23 solution with a buffer of high pH. Chemical shift changes were observed in a series of time-resolved $^{13}$C spectra, indicating the formation of secondary structures. The re-folding rate constant was extracted by fitting fractions of folded/unfolded forms to a two-state folding kinetic model taking into account non-instantaneous mixing of two solutions. The assumption of equal relaxation time constants for folded/unfolded L23 and spectral artifacts arose from one-sided reaction were validated and evaluated. Consequently, the rate constants are in good agreement with those obtained from fluorescence experiments.

In the above experiment, gas was used to inject the protein into an NMR tube. Due to turbulence from the rapid injection, protein samples are prone to foam which broadens
NMR linewidths and leads to low signal-to-noise ratio. We have developed a new method to suppress air bubbles in which water was used to inject samples into a flow cell. Because of the incompressibility of liquid, the minimized residual sample motion was demonstrated as a parallel advantage that can alleviate signal loss in measurements using pulsed field gradients. In addition, the liquid driven injection permits studying biochemical reactions at a physiological condition since no need of using a mixture of organic solvent and water to dissolve protein sample for reducing propensity of foaming as in the above study.

Conventional multidimensional NMR is not immediately compatible with the dissolution DNP to interrogate spin correlations due to the need of iterative measurements and the limitation of non-renewable hyperpolarization. We have developed a new method that integrates flow NMR into D-DNP to perform Hadamard spectroscopy and used entropy maximization algorithm to reconstruct pseudo-multidimensional spectra that contains spin correlations.

As signal enhancement is critical for experiments that directly polarize large molecules, it is beneficial to monitor hyperpolarization level in the solid state and investigate field dependence of $T_1$ relaxation during sample delivery. For this purpose, we have constructed an NMR device based on field programmable gate arrays (FPGA) and surface mount technology as an ancillary diagnostic tool.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDPA</td>
<td>$\alpha,\gamma$-BisDiphenylene-$\beta$-PhenylAllyl</td>
</tr>
<tr>
<td>CE</td>
<td>Cross Effect</td>
</tr>
<tr>
<td>CIDNP</td>
<td>Chemically Induced Dynamic Nuclear Polarization</td>
</tr>
<tr>
<td>CPMG</td>
<td>Carr-Purcell Meiboom-Gill</td>
</tr>
<tr>
<td>D-DNP</td>
<td>Dissolution Dynamic Nuclear Polarization</td>
</tr>
<tr>
<td>DMSO</td>
<td>DiMethyl Sulfoxide</td>
</tr>
<tr>
<td>DSS</td>
<td>4,4-Dimethyl-4-Silapentane-1-Sulfonic acid</td>
</tr>
<tr>
<td>ESR</td>
<td>Electron Spin Resonance</td>
</tr>
<tr>
<td>EXSY</td>
<td>EXchange SpectroscopY</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FID</td>
<td>Free Induction Decay</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Arrays</td>
</tr>
<tr>
<td>GARP</td>
<td>Globally optimized Alternating phase Rectangular Pulse</td>
</tr>
<tr>
<td>HMQC</td>
<td>Heterunuclear Multiple Quantum Coherence</td>
</tr>
<tr>
<td>HPLC</td>
<td>High Performance Liquid Chromatography</td>
</tr>
<tr>
<td>HSQC</td>
<td>Heterunuclear Single Quantum Coherence</td>
</tr>
<tr>
<td>INEPT</td>
<td>Inensitive Nuclear Enhanced Polarization Transfer</td>
</tr>
<tr>
<td>LLS</td>
<td>Long-Lived Spin</td>
</tr>
<tr>
<td>MAS</td>
<td>Magic Angle Spinning</td>
</tr>
<tr>
<td>MASER</td>
<td>Molecular Amplification by Stimulated Emission of Radiation</td>
</tr>
<tr>
<td>MES</td>
<td>4-MorpholinoEthaneSulfonic acid</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>O-DNP</td>
<td>Overhauser Dynamic Nuclear Polarization</td>
</tr>
</tbody>
</table>
| OX63         | (tris-(8-carboxyl-2,2,6,6-tetrakis(2-hydroxyethyl)
|              | -1,3,5,7- tetrathia-2,6-dihydro-s-indacene-4-yl)methyl sodium salt) |
| PEEK         | PolyEther Ether Ketone |
| PFGSE        | Pulsed Field Gradient Spin Echo |
| PHIP         | ParaHydrogen-Induced Polarization |
| PLL          | Phase Locked Loop |
| RD           | Radiation Damping |
| SE           | Solid Effect |
| SEOP         | Spin-Exchange Optical Pumping |
| SHOT         | Scaling of Heteronuclear coupling by Optimal Tracking |
| TEMPO        | (2,2,6,6-TEtraMethylPiperidin-1-yl)Oxy |
| TEMPOL       | 4-hydroxy-(2,2,6,6-TEtraMethylPiperidin-1-yl)Oxy |
| TM           | Thermal Mixing |
| Tx/Rx        | Transmitter and Receiver |
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<table>
<thead>
<tr>
<th>FIGURE</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>The polarization of electron, $^{13}\text{C}$ and $^1\text{H}$ spins at 9.4 T and 3.35 T at different temperatures plotted in a logarithmic scale. Two field strengths are chosen according to magnetic fields available in our lab. . . . . . . . . . .</td>
</tr>
<tr>
<td>1.2</td>
<td>The energy levels of an electron-nucleus ($I=1/2$) spin pair system a) Time-dependent hyperfine interaction allows the cross-relaxation via flip-flop ($W_0$) and flip-flip ($W_2$) transitions. $W_S$ and $W_I$ are electron and nuclear spin relaxation through mechanisms of hyperfine coupling; however, $W_0^S$ and $W_0^I$ are intrinsic electron spin and nuclear spin relaxation via other mechanisms. b) Due to the nonzero non-secular part in the anisotropic interaction, the four pure states are partially mixed. The small contributions from other states are indicated in a gray color. $p$ and $q$ are fractions of each of pure states. $\omega_S$ and $\omega_I$ are electron and nuclear Larmor frequencies. . .</td>
</tr>
<tr>
<td>1.3</td>
<td>a) Typical radicals used in D-DNP such as TEMPOL used for $^1\text{H}$ polarization, and BDPA used to polarize $^{13}\text{C}$ of organic samples. OX63 and Finland are often used for $^{13}\text{C}$ polarization of water soluble samples. b) Microwave frequency dependence (“sweep”) of selected nuclei shows that spin population can be manipulated by microwave frequency. At positive maximum of signal in each sweep, the nuclear spins populate at lower energy state mostly dominate; in contrast, negative signals indicate that the spin population is inverted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .</td>
</tr>
<tr>
<td>1.4</td>
<td>(a) A picture of a D-DNP coupled NMR spectrometer with sample injectors. (b) A schematic diagram of experimental setups for D-DNP NMR. (c) Three basic steps of the experiment and major parameters in each step. The time axis is not linearly scaled. The polarization stage takes 30 mins to a few hours depending on the type of nuclei. Time required for the dissolution process and the NMR measurement is within a few seconds. . .</td>
</tr>
<tr>
<td>1.5</td>
<td>A composite diagram showing the build up curves of proton and carbon polarization in solid-state at 1.4 K (0 – 15000 s) and hyperpolarization lifetime of two molecules of different molecular sizes in liquid state (15000 – 15015 s). It is noted that the signal in the solid and liquid states cannot be compared directly. The grey strip indicates the dead time of the NMR measurement, required for dissolution and delivery of HP samples. . .</td>
</tr>
</tbody>
</table>
1.6 Commonly used hyperpolarized substrates for in-vivo metabolic studies using D-DNP NMR, such as 1-\(^{13}\)C pyruvate, 2-\(^{13}\)C pyruvate, 1-\(^{13}\)C dehydroascorbate and 1,4-\(^{13}\)C\(_2\) fumarate.

2.1 Dependence of solid-state \(^1\)H polarization on microwave frequency for a sample of 10% H\(_2\)/40% D\(_2\)/50% DMSO-d\(_6\) containing 15 mM TEM-POL free radical. Spurious points of large intensity (clipped in the figure) are likely due to arcing of the NMR coil immersed in liquid helium.

2.2 (a) Signals from a sample of DMSO/H\(_2\)O (1:1 v/v) polarized to negative spin temperature and dissolved in D\(_2\)O. (b) Inset: expanded view of the signal in the time window from 0 to 815 ms. The time point t=0 is the point of triggering of the injection valve. The sample starts arriving in the NMR tube at time point A, and tube is completely filled at time point B. (c) The corresponding time-frequency analysis of FID (a) was performed by a FFT of data contained in a sliding window of 256 complex points in length (time window of 40 ms). The peak height of the spectra was plotted as a function of time. The solid and dashed lines refer to H\(_2\)O and DMSO signals, respectively. (d) The hyperpolarized sample of DMSO/H\(_2\)O (1:1 v/v) with positive temperature was dissolved by D\(_2\)O and measured under early triggered acquisition mode, showing no signals inside the blind time (grey area: the time before the sample injection and stabilization in the normal measurement, 815 ms).

2.3 Radiation damping rates of 95% of DMSO/5% D\(_2\)O (filled circles) and 90% H\(_2\)O/10% D\(_2\)O (hollow circles) are obtained by fitting experimental data to equation (2.1), giving \(R_{rd} \approx 22.7\) and 26.3 s\(^{-1}\) of \(^1\)H nuclei of DMSO and H\(_2\)O.

2.4 (a) and (b) transverse and longitudinal magnetization obtained from original Eqs. (2.2) and (2.3), (c) and (d) magnetization obtained from Eqs. (2.5) and (2.6), with inclusion of an additional term supplying negative polarization during the course of the experiment. Parameters were \(T_2 = 50\) ms, \(T_1 = 5\) s, \(\tau_{rd} = 3.6\) ms, \(M_0 = 1\), \(\alpha = 1\), \(\tau_a = 1\) s. Boundary conditions were \(M_T(0) = 0.01\) and \(M_Z(0) = -M_0\) for (a) and (b), and \(M_T(0) = 0.01\) and \(M_Z(0) = 0\) for (c) and (d).
2.5 Emissions of $^1$H signal from mixtures of DMSO and D$_2$O (1:1 v/v) hyperpolarized to negative spin temperature, under varying conditions for injection of the sample into the NMR spectrometer. (a) "slow" injection with a differential pressure of 770 kPa and a tube height of 54 mm (tube height is the distance between the tip of the injection tube and the bottom of the NMR tube), (b) injection as in a, but with a tube height of 36 mm and (c) "fast" injection with a pressure differential of 820 kPa and a tube height of 30 mm.

3.1 a) Representation of a pH jump experiment for re-folding of a protein (two-state folder shown). b) Experimental timeline, indicating dissolution ("diss."), loading into the injector ("load"), injection into the NMR instrument ("inj"), and mixing with refolding buffer. Acquisition of $^{13}$C spectra ("acq") is preceded by solvent suppression ("sup") and excitation with small flip angle of radio frequency pulses, $\alpha_k$ up to $N$ scans.

3.2 a) Intensity plot of a time series of 5 spectra from a single hyperpolarized sample of [u-$^{13}$C, 50%-$^2$H]-L23, after pH jump to initiate protein folding (40 $\mu$M L23, 100 mM ethylene glycol, 45 mM urea, 10% (v/v) MeOH, 5 mM KH$_2$PO$_4$ and 45 mM MES buffer, pH 5.8, $T=301$ K, $B=9.4$ T). $t_1$ is the time of the first scan. b) Composite plot showing in cyan–blue the difference compared to the last spectrum, and in yellow–red the difference compared to the first spectrum in the time series. Each spectrum ($D_{k,n}$) was re-scaled to unit maximum intensity near 176 ppm prior to taking the difference. The spectra after taking the difference are denoted by $D'_{k,n}$.

c) Time evolution of carbonyl resonances (increasingly shorter dashes for later time; spectra are re-scaled to unit maximum intensity near 176 ppm).

d) Reference spectra measured without hyperpolarization, of unfolded L23 (blue - - - ; 40 $\mu$M L23, 100 mM ethylene glycol, 45 mM urea, 10% (v/v) MeOH, 5 mM KH$_2$PO$_4$, pH 3.1, 32,000 scans) and folded L23 (red —— ; using sample from (a), 32,000 scans), cryoprobe at $B=11.7$ T. e) Series of spectra as in (c), but without pH jump.
3.3 a) Decomposition of a representative spectrum (black —; 2nd scan of 5-scan time series) into a linear combination of unfolded (blue - - -) and folded (red ——) reference spectra. Reference spectra are drawn to scale according to their fractional contribution. The spectrum reconstituted by linear combination is shown as a thick gray line. Vertical dashed lines indicate fitting region. b) Time course of signal intensities. Shown are total signal (●), and fractions of folded (red, □) and unfolded (blue, ○) forms obtained from linear decompositions. Fit results are $r = 0.59 \text{ s}^{-1}$, $k_1 = 1.52 \text{ s}^{-1}$ and $t_0 = 0.32 \text{ s}$. c) pH dependence of folding rates for L23 from DNP measurements (□) and from fluorescence measurements (●) for validation.

3.4 Stopped flow tryptophan fluorescence measurements of L23 under various conditions. L23 used in these experiments was denatured in 5 mM potassium phosphate, pH 3.1/10% MeOH mixture. a) Denatured L23 was mixed with 90 mM MES buffer containing 10% MeOH, 200 mM ethylene glycol and 90 mM urea for pH jump to pH=5.9 (□). The folding rate was $k_1 = 1.65 \text{ s}^{-1}$. The lower trace (○) shows a measurement without pH jump. b) pH jump experiments involving denatured L23 to various pH values, pH=6.3 (□), 6.0 (○), 5.7 (◇) and 5.5 (+), illustrating the pH dependence of the folding rate. The folding rates were $k_1 = 2.91 \text{ s}^{-1}$, $2.11 \text{ s}^{-1}$, $1.5 \text{ s}^{-1}$ and $0.7 \text{ s}^{-1}$, respectively.

3.5 a) Reference spectra measured without hyperpolarization, of acid denatured L23 (blue – –; 40 µM L23, 100 mM ethylene glycol, 45 mM urea, 10% (v/v) MeOH, 5 mM KH$_2$PO$_4$, pH 3.1, 32,000 scans) and folded L23 (red ——; same sample as in DNP experiment, 32,000 scans). Green - - - indicates an alternative reference spectrum acquired from urea denatured L23 at pH=5.8 (0.4 mM L23, 100 mM ethylene glycol, 8 M urea, 10% (v/v) MeOH, 14,000 scans). All spectra were acquired using a cryoprobe at $B=11.7 \text{ T}$. b) Comparison of folding rates obtained from fluorescence measurements (●) and from linear decomposition using the spectrum of acid denatured L23 (□) or urea denatured L23 (◇) as reference for the unfolded protein.
3.6 Comparison of results obtained by fitting the described models for stopped flow sample injection and folding kinetics to experimental data. a) Instantaneous injection, from Equations (3.16), (3.18) and (3.19). b) Exponentially subsiding injection, from Equations (3.21)–(3.23). Two traces are shown, for \( r_i = 10 \text{ s}^{-1} \) (black lines) and \( r_i = 5 \text{ s}^{-1} \) (gray lines). c) Constant rate injection, from Equations (3.24)–(3.26). On left ordinate: Signal from unfolded form, \( v \) (○ and •); signal from folded form, \( \phi \) (□ and ·−); total signal, \( v + \phi \) (◆ and —). The data points ○ and □ are from the spectral decomposition, whereas ◆ is from the integral of total signal intensity. On right ordinate: α (thick —).

3.7 Simulation, shown in semi-log plot, illustrates the effect of differences in spin-lattice relaxation rates \( r_F \) and \( r_U \) of folded and unfolded protein on the kinetics analysis. \( k_1^{app} \) is the apparent folding rate obtained from the model assuming a single relaxation rate \( r \), whereas \( k_1^{real} \) is the true folding rate. The curves were obtained by first calculating the time evolution of signal intensities from folded and unfolded protein using the parameters \( r_F \), \( r_U \) and \( k_1^{real} \). For each \( r_F/r_U \), \( k_1^{app} \) was then determined by fitting Equations (3.6) and (3.7) to the simulated data using the same procedure as for the analysis of the experimental data. The actual relaxation rate in unfolded L23 is \( r_U = 0.6 \text{ s}^{-1} \).

3.8 Simulation of lineshapes at different times in the two state protein folding process at the highest folding rate obtained in this study (\( k_1 = 2.38 \text{ s}^{-1} \)). Simulations assumed a difference of a) 50 Hz and b) 5 Hz between unfolded and folded resonances, \( \nu_U \) and \( \nu_F \). Simulations were carried out using the modified Bloch-McConnell equations considering non-equilibrium chemical reactions (i.e. no reverse reaction occurs). The spin-spin relaxation rate of each resonance was set as 0.5 Hz.

4.1 a) Diagram of the sample injection device for D-DNP spectroscopy using a flow NMR probe. b) Timing diagram of sample injection. c) NMR pulse sequence for \([^{13}\text{C},^{1}\text{H}]-\text{HSQC Hadamard experiment utilizing}^{13}\text{C hyperpolarization}\.\)

4.2 a) Images showing the injection of a red dye into the flow cell. Time points correspond to those indicated in Figure 4.1. b) Series of spectra acquired in the flow cell from a hyperpolarized sample of 1-butanol. The time of each scan corresponds approximately to the images in (a). c) Plot of total intensity from the spectra shown in (b).
4.3 a) Non-hyperpolarized proton spectrum of 1-butanol, showing the chemical shifts a–d of selective inversion for the Hadamard experiment. b) Hadamard matrix used for $^1$H encoding. The numbers +/−1 indicate no inversion, or selective inversion using a pulse with $\pi$ flip angle, respectively. c) Hyperpolarized carbon spectra of the Hadamard encoded data set.

4.4 a) Evolution of the value of the entropy function $S$ from Equation 4.3 (solid line), and the four independent scaling factors $c_1$..$c_4$ (dashed lines, from longest to shortest) during the optimization procedure for the data set shown in Figure 4.3c. The parameter $c_1 = 1$ was fixed, and starting conditions were $c_1 = c_2 = c_3 = c_4$. b) Reconstructed spectra using identical scaling factors (iteration #1). c) Strips of the pseudo-2D spectrum of (b). d) Reconstructed spectra from an early iteration, #8. e) Final reconstructed spectra (iteration #80). f) Strips of the pseudo-2D spectrum of (e).

5.1 a) Schematic of the liquid driven injector for D-DNP. Hyperpolarized sample and non-hyperpolarized reactants can be loaded into two sample loops. During injection, they flow through the mixer, and then into a flow cell in the magnet for NMR detection. Different type and size of tubing is designated by c (copper, 1/8’ OD), p1 & p2 (PEEK, 0.02” ID; 0.062” OD), p3 (PEEK, 0.02” ID; 0.03” OD), p4 & p5 (PEEK, 0.03” ID; 0.062” OD). b) Status of syringe pumps and 2-position valves during the experiment. A solid bar indicates that the valve is in the loading position (L), and a hollow bar indicates the injection position (I). Time intervals ($t_{load}$, $t_{inj}$, $t_{mix}$, $t_{stab}$) are on the order of hundred ms (see Methods section). c) Schematic of the gas driven injector. The N$_2$ gas with pressure of $P_f$ is used to inject the HP sample against a backward pressure of $P_b$ into a 5 mm NMR tube for NMR measurements. d) The status of valves at each timing in the injector, including two on/off valves (S1 & S2), a 2-position valve (V3) and a three-way valve (T). The functions of these valves and injection parameters (pressure, time intervals and etc.) are described in the text.

5.2 a) Pressure of the syringe pumps during an injection. The dashed and solid lines indicate the pressure of pumps 1 and 2, respectively. b) Hyperpolarized $^1$H NMR signal as a function of time, obtained from a flowing sample of DMSO in D$_2$O using excitations with $\pi/20$ pulses. The integrated intensities from DMSO (◦) and residual H$_2$O (•) are shown separately. The time zero is the beginning of $t_{inj}$, and the acquisition interval is 43 ms. After 2 s, the pumps were stopped.

5.3 $^{13}$C linewidth obtained from hyperpolarized benzamidine using the liquid-driven injector setup.
5.4 Echo signals from magnetization helices of different wavenumbers $k$ were obtained at $t_{\text{stab}}=800$ ms (dashed line) and $t_{\text{stab}}=1$ s (solid line), and normalized to the intensities from a stationary sample ($S^\infty$, $t_{\text{stab}}=\infty$). Normalized echo signals from experiments performed with the gas driven sample injector are shown for a) $k=10.6$ cm\(^{-1}\), b) $k=31.4$ cm\(^{-1}\) and c) $k=62.7$ cm\(^{-1}\). The dashed line in (c) is not shown, since the echoes at 800 ms were nearly undetectable. Data from the liquid driven sample injection is shown for d) $k=10.6$ cm\(^{-1}\), e) $k=31.4$ cm\(^{-1}\) and f) $k=62.7$ cm\(^{-1}\). A dash-dotted line at $S/S^\infty = 1$ is drawn as a reference in all panels.

5.5 Apparent diffusion coefficients measured from hyperpolarized samples injected using gas and liquid at various stabilization times.

6.1 Components of the FPGA design. The components inside of the dashed line are implemented in the FPGA. Signals are acquired using an analog-to-digital converter (A) on the DE0 board, captured in the FPGA in a block clocked at the sampling frequency (B) and streamed to memory. The pulse sequence events are streamed from the memory to a pulse sequence controller (C) under control of a pulse sequence clock. The signal frequency is generated in a phase locked loop (D), which is configured with predetermined parameters stored in ROM (E) and phase shifted (F) under pulse sequence control. The terminals drawn on the left side interface to registers and DMA controllers realized as standard blocks within the FPGA design, and are under the control of a CPU (not shown). The pulse sequence and frequency control registers are used to set parameters that do not change during pulse sequence execution. The terminals to the right interface to those shown in Figure 6.2.

6.2 Components of spectrometer mounted outside of the commercial FPGA board. The dashed border encloses a custom electronics board with surface mount components, while the components outside are discrete. Shown are CMOS signal amplifier (1), radio-frequency bandpass filter (2), pulse amplifier (3), active transmit/receive switch (4), signal pre-amplifier (5), mixer (6), low-frequency bandpass filter (7), low-frequency signal amplifier (8), and CMOS signal level shifter (9). The terminals to the left interface to those shown in Figure 6.1.
6.3 a) Interior view of NMR console, showing the DE0-nano FPGA board and the RF components. Components include external pre-amplifiers and electronics for functions such as down-mixing, filtering and amplification. The DE0 board, containing core elements such as FPGA, ADC and oscillator, is connected on top of the circuit board. b) An overview of the portable NMR apparatus with a power amplifier, a magnet and a tune/match accessory on the top of the console. Here, we only have one Tx/Rx switch attached at the side of the case.

6.4 a) Spin echo pulse sequence. b) NMR signal of water doped with 5% CuSO\(_4\) acquired using the sequence in (a). The digitization is enabled after both of the rf pulses with flip angle of \(\pi/2\) and \(\pi\). c) Background obtained without sample present and without applying pulses.

6.5 a) Measurements of spin-lattice relaxation time (\(T_1\)) of 0.3% CuSO\(_4\) solution in a single scan using a series of rf pulses with small tip angle (45\(^\circ\)) at several different recycle delay (\(t_r\)). Here, 64 acquisitions are averaged in each data set. (b) Average \(T_1\) relaxation time constants derived from the data in (a) are summarized in the table with the experimental error from three repeated measurements.

6.6 An echo-train obtained from a Carr-Purcell-Meiboom-Gill (CPMG) sequence without (a) and with (b) the phase cycling from a solution of water doped with CuSO\(_4\).

6.7 a) Phase-shifted FIDs rearranged from a single time-domain data array acquired with 4-step phase cycling on the reference signal, averaging 32 scans (data is shown for a total of 4 ms). b) f1: The 14N spectrum from a sample of saturated \(^{14}\text{NH}_4\text{Cl}\) with a single scan. f2: The \(^{14}\text{N}\) signal of the sample acquired with the magnetic field decreased by 10 Gauss (SNR 74). Spectra are scaled to equal maximum intensity. c) The f2 spectrum from (b) is shown in gray over the full spectral range. The black trace is a spectrum of the same sample measured using similar acquisition parameters, but with digital quadrature detection, using a Bruker Avance console (SNR 178). The bottom traces show 20x magnified noise levels.

A.1 Simulated Hadamard data assuming equal \(T_1\) relaxation for each resonance. a) Simulated Hadamard encoded spectra. The average SNR in the first scan is chosen to be ~40. b) Decay of signal intensity due to \(T_1\) relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
A.2 Simulated Hadamard data for $T_1$ relaxation rates similar to those in the experiment. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e). .......................... 142

A.3 Simulated Hadamard spectra with larger distribution of $T_1$ relaxation rates than in the experiment. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e). .......................... 143

A.4 Simulated Hadamard spectra with low signal-to-noise ratio. a) Simulated Hadamard encoded spectra. The average SNR in the first scan is chosen to be $\sim 10$. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e). .......................... 144

A.5 Simulated Hadamard spectra in the presence of overlapping resonances. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e). .......................... 145

B.1 1D images obtained by using a pulse field gradient spin echo sequence. An image containing irregularities, presumably due to gas bubbles (solid line) is superimposed with a homogeneous profile (dashed line). .......................... 146
B.2  a) Pulse sequence for diffusion measurement in a single scan. b) The first four stimulated echo trains obtained from a stationary sample of H₂O. Symbol * indicates FID directly originated from the application of pulse, β. c) Amplitude of selected echoes from the same winding of magnetization helices (S/S₀) as a function of time (○: k=31.4 cm⁻¹, □: k=52.3 cm⁻¹, ●: k=94.0 cm⁻¹, +: k=135.7 cm⁻¹). Solid lines are fit results obtained using the Equation 4 in the main text. d) Diffusion coefficients (D) obtained from the data shown in part in (c).

B.3  Distinct color change of bromophenol due to a pH change upon mixing was employed to determine the timing for injection of the non-hyperpolarized sample in loop L2.

C.1  Low-frequency amplifier used after down-conversion of NMR signal. (Gain: 1+R2/R1).

C.2  Radio-frequency output stage. Here, the signal input is directly from DE0 education board.

C.3  Radio-frequency preamplifier.

C.4  Low-frequency bandpass filter. One MAX274 can serve four channels. Equivalent pins: 1=12=13=24, 2=11=14=23, 3=10=15=22, 4=9=16=21, 6=7=18=19. For different filter designs, a simulation software is provided by Maxim Integrated. The bandwidths for 10 kHz and 50 kHz filter are 7 kHz and 75 kHz (±3dB), respectively.

C.5  Level shifter is used to ensure the input is non-negative for DE0 input. The Zener diodes (D1) are used to avoid spurious high voltage.
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1. INTRODUCTION

1.1 NMR Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy has evolved into a powerful analytical technique in the field of protein science as numerous properties of proteins can be probed by different NMR-based methods.\(^1,2\) Protein dynamics span a wide range of time scales from femtosecond to minutes and include side chain rotation, loop motion, molecular tumbling and folding. Many protein conformational changes can be investigated using nuclear spins as a probe. Although the molecular system is at equilibrium conditions, protein dynamics can be derived from different NMR parameters.\(^3\) For example, using EXchange SpectroscopY (EXSY), the association/dissociation rate constants in a protein-ligand complex system that undergoes an exchange on a timescale from ms to seconds can be derived by fitting signals of diagonal and cross peaks obtained at different exchange times to a two-state exchange model.\(^4\) Relaxation measurements are often used to exploit fast conformational exchange processes on a timescale of ps to ms. For instance, interconversion rates between different intermediates in the catalysis cycle of dihydrofloate reductase has been interrogated using a Carr-Purcell Meiboom-Gill relaxation dispersion (CPMG RD) measurements.\(^5\) The transverse relaxation rates obtained from the CPMG experiment are dependent on parameters such as exchange rates between states, populations of states and chemical shift difference between states. Thus, CPMG experiments can provide informative insights on kinetics and structures.\(^6\) On the other hand, real-time NMR is a relatively straightforward approach in which direct time-dependence of NMR signals are monitored while the molecular system is under a non-equilibrium condition. The applicable timescale is from subsecond to minutes and corresponding conformational changes on this timescale include folding, proton exchange with solvents, and relatively slow cis-
trans proline isomerization or domain motions. For instance, a folding intermediate of β2-microglobulin protein has been characterized at a high magnetic field (800 MHz) in real time\textsuperscript{7} by acquiring multi-dimensional NMR spectra. Two important keys are responsible for success of this experiment. First, NMR acquisition time for multi-dimensional spectra is greatly reduced by implementing fast pulsing techniques such as BEST-HSQC, SOFAST-HMQC.\textsuperscript{8,9} Second, the lifetime of this intermediate is quite long (~20 mins), allowing sufficient time for signal averaging and signal sampling on indirect dimensions. However, most of the events related to protein folding such as formation of secondary structures and tertiary contacts are fast, and the lifetime of folding intermediates is often short.\textsuperscript{10} In addition to fast acquisition techniques, a number of emerging techniques that can significantly enhance NMR signals are developed\textsuperscript{11} to remove signal averaging. Combining the advantages of rapid acquisition and signal enhancement, the time resolution can be improved and faster kinetics can be directly studied by using real-time NMR.

1.2 NMR Sensitivity

The NMR signal is proportional to the total number of the spins, but the effective factor for available signals lies in the spin population difference among the Zeeman states.\textsuperscript{12} For a spin-1/2 nuclear spin system at thermal equilibrium, spins will populate either the α state ($m_I=1/2$, lower energy) or the β state ($m_I=-1/2$, higher energy)\textsuperscript{a} following the Boltzmann distribution. The normalized population difference between two states can be quantitatively described using a term, *spin polarization* as expressed in Equation (1.1)

\[
P = \frac{N_\alpha - N_\beta}{N_\alpha + N_\beta} = \tanh \left( \frac{\gamma \hbar B_0}{2 k_B T} \right) \sim \frac{\gamma \hbar B_0}{2 k_B T} \quad (1.1)
\]

where $N_\alpha$ and $N_\beta$ are number of spins at α and β states, γ, $B_0$ and $T$ are the gyromagnetic ratio, strength of the applied magnetic field and absolute sample temperature, $\hbar$ and $k_B$
are the Plank and Boltzmann constants. In a higher magnetic field, signals from the same number of spins are stronger given that other experimental conditions are the same. However, if the population is equalized, there will be no detectable NMR signals because of zero difference in populations. In addition to field strength, spin polarization is dependent on types of spin and temperature. For an illustration, the polarization of electron, $^{13}$C and $^1$H spins are selectively plotted as a function of temperature at $B_0=9.4$ T and 3.35 T (two available magnetic fields in our lab) in Figure 1.1. At 298 K, for the most abundant nuclei, $^1$H, nuclear spin polarization in a 400 MHz (9.4 T) NMR spectrometer is only 0.0034%. In other words, only about one thousandth of molecules contribute to NMR signals. Compared to other commonly used optical detection methods, the nuclear magnetic resonance is hence an extremely insensitive technique. Despite low detection sensitivity, because nuclear spins are sensitive to the surrounding chemical environments, NMR spectroscopy is an indispensable analytical tools with atomic resolution in various research fields.

During the 60-year development of the NMR technology, detection sensitivity has been increasingly improved by using different strategies. Equation (1.2) summarizes parameters that govern the signal-to-noise ratio (SNR) in NMR measurements, including number of spins ($n$) in the detection region, the gyromagnetic ratios of excited nucleus ($\gamma_e$) and detected nucleus ($\gamma_d$), static magnetic field ($B_0$), current ($I_{coil}$) applied on the coil and the corresponding $B_1$ field, receiver bandwidth ($\Delta f$), temperature of the coil and samples ($T_c$ and $T_s$), resistance of the coil ($R_c$), induced resistance by samples in the coil ($R_s$) and noise temperature of the preamplifier ($T_a$).$^{14-16}$

$$\frac{S}{N} \propto \frac{n \cdot \gamma_e \sqrt{\gamma_d^2 \cdot B_0^3 \cdot (B_1/I_{coil})}}{\sqrt{4k_B \cdot \Delta f \cdot (R_c \cdot (T_c + T_a) - R_s(T_s + T_a))}}$$

(1.2)

---

*The $\alpha$ state always refers to the state with lower energy where the magnetic dipole moment is in parallel with the applied field, but the sign of the associated spin quantum number is dependent on the sign of the gyromagnetic ratio.$^{13}$*
Figure 1.1: The polarization of electron, $^{13}$C and $^1$H spins at 9.4 T and 3.35 T at different temperatures plotted in a logarithmic scale. Two field strengths are chosen according to magnetic fields available in our lab.

Efforts were first devoted to increasing the magnetic field strength ($B_0$) to gain better SNR (nonlinearly proportional to $B_0$). However, the enhancement is limited to within an order of magnitude, as field strength of a commercially available magnet at present is about 23.5 T. In addition to the increased sensitivity, an improvement in spectral dispersion (linearly proportional to $B_0$) is a parallel advantage. Various pulse sequences were developed to transfer spin polarization from nuclei of the larger gyromagnetic ratios to a smaller one for enhancement of the sensitivity. For example, compared to a one-dimensional direct $^{13}$C measurement ($\gamma_e = \gamma_d = \gamma_C$), a gain of 4 in sensitivity is achieved by transferring magnetization of proton nuclei (covalently bonded to $^{13}$C nuclei of interest) to carbon nuclei for detection since in this case, the $\gamma_e = \gamma_H$ and $\gamma_d = \gamma_C$. Similarly, in a heternuclear chemical shift correlation measurement, higher sensitivity can be obtained by both exciting and detecting the nucleus of the larger gyromagnetic ratio, while the spin evolution takes place on the nucleus of the lower gyromagnetic constant. More recently, reduction of noise has further increased the sensitivity. The strategy is to manipulate pa-
rameters of $T_c$ and $T_a$ in Equation (1.2) by using cooled He gas to lower the temperature to $\sim 20$ K so that thermal noise from electronic circuits are minimized. Consequently, a $3 \sim 4$ times enhancement of the detection sensitivity compared to corresponding room temperature probes is readily achieved.\textsuperscript{16}

In addition to using higher magnetic field to generate a larger nuclear spin polarization, a variety of techniques have been developed to create highly non-equilibrium spin populations among nuclear Zeeman levels with respect to thermal equilibrium, \textit{i.e.} hyperpolarization. Methods that have been used to generate hyperpolarization include spin-exchange optical pumping (SEOP),\textsuperscript{21,22} photochemically induced dynamic nuclear polarization (photo-CIDNP),\textsuperscript{23,24} parahydrogen-induced polarization (PHIP)\textsuperscript{25,26} and microwave driven dynamic nuclear polarization (MWDNP).\textsuperscript{27,28} In PHIP, the population difference between spin states is increased when parahydrogen is incorporated into unsaturated molecules of interest. As for photo-CIDNP, a radical pair in a photochemical system composed of target molecules and dye photosensitizers is responsible for non-Boltzmann nuclear spin distribution. SEOP and MWDNP are based on the same idea that a nuclear spin ensemble of interest is coupled to a spin reservoir of larger polarization. A substantial nuclear polarization is then created by transferring polarization from the reservoir to nuclear spins. The most common source of polarization is the electron spin, since it has significantly larger polarization than the nuclear spin at the same magnetic field and temperature as shown in Figure 1.1. Details of these methods and comparison among them have been thoroughly reviewed and discussed.\textsuperscript{11,29} All of above-mentioned hyperpolarization techniques are able to enhance signals in solution NMR, but not all of them are applicable to the same variety of molecules. For example, only the molecules that are capable of binding with noble gas such as $^{129}$Xe, are compatible with the SEOP method; besides, the NMR detection is limited to $^{129}$Xe. Photo-CIDNP is applicable to molecules contain-
ing solvent-exposed aromatic amino acids. For hydrogenative PHIP, only samples that can undergo covalent modification can be polarized; however, recently a new approach using a metal center as medium for polarization transfer has been developed to overcome this limitation.  

On the other hand, microwave driven DNP is applicable to a number of nuclei to create considerable polarization without too many restrictions on the type of molecule. For instance, nuclei such as $^1$H, $^{19}$F, $^{13}$C, $^{15}$N, $^{31}$P, $^{89}$Y, $^{107}$Ag/$^{109}$Ag, and quadroploar nuclei such as $^2$H have been successfully polarized in the solid state. Therefore, microwave driven DNP is becoming a promising technique to boost NMR signals in various research fields.

1.3 Microwave Driven Dynamic Nuclear Polarization

1.3.1 Mechanisms for Continuous Wave DNP

To understand mechanisms of the dynamic nuclear polarization process, an electron-nuclear spin system is described in the view of quantum mechanics by a generalized Hamiltonian:

$$H = H_e + H_n + H_{ee} + H_{en} + H_{nn}$$ (1.3)

where $H_e$ and $H_n$ are the Zeeman Hamiltonians of electrons and nuclei. $H_{ee}$ and $H_{nn}$ are electron-electron and nuclear-nuclear interactions. The most important term for the DNP is $H_{en}$, the hyperfine interaction which in general can be split into an isotropic term and an anisotropic term:

$$H_{en} = H_{en}^{iso} + H_{en}^{aniso}$$ (1.4)

The isotropic part (orientation-independent) is due to the nonzero electron density at the nuclear site. In contrast, the anisotropic part denotes the interaction between nuclei and electrons which locates in the non-spherical orbital.
Figure 1.2: The energy levels of an electron-nucleus ($I=1/2$) spin pair system a) Time-dependent hyperfine interaction allows the cross-relaxation via flip-flop ($W_0$) and flip-flip ($W_2$) transitions. $W_S$ and $W_I$ are electron and nuclear spin relaxation through mechanisms of hyperfine coupling; however, $W^0_0$ and $W^0_I$ are intrinsic electron spin and nuclear spin relaxation via other mechanisms. b) Due to the nonzero non-secular part in the anisotropic interaction, the four pure states are partially mixed. The small contributions from other states are indicated in a gray color. $p$ and $q$ are fractions of each of pure states. $\omega_S$ and $\omega_I$ are electron and nuclear Larmor frequencies.

The time-dependence of the $H_{en}$ determines the type of mechanism in the DNP process. When $H_{en}$ is time-dependent in a scale of $\omega_e^{-1}$ (the inverse of electron Larmor frequency), the Overhauser effect is responsible for the DNP process. The process is thus termed as Overhauser DNP (O-DNP). The feature of time-dependent Hamiltonian in liquid or metal renders the mutual spin transitions $W_0$ and $W_2$ become effective (i.e. cross relaxations) as shown in the Figure 1.2a. In the case of pure dipolar coupling (the anisotropic term only), the relaxation through $W_2$ dominates, which results in enhanced NMR spectrum with opposite phase to the non-enhanced signal. When scalar coupling dominates (the isotropic term only), however, $W_0$ is responsible for enhanced nuclear polarization. The maximal enhancement occurs when the irradiation of microwave $\omega$ is the same as $\omega_e$. DNP also occurs in dielectric solids, but follows different mechanisms from that in liquid, because $H_{en}$ is time-independent in this case. This leads to the mixing of the four pure states in an electron-nucleus spin system as shown in Figure 1.2b. The mixing
of states allows the original forbidden electron spin resonance (ESR) transitions (ESR selection rule: $\Delta M_s = \pm 1, \Delta M_I = 0$).\textsuperscript{42} Although the mixing coefficient $q$ is small (on the order of $10^{-3} - 10^{-4}$), the consequence of mixing enables the polarization transfer from direct irradiation of microwave at $\omega_S \pm \omega_I$ and causes the zero or double quantum transition, resulting in enhanced nuclear polarization. This DNP process is termed as the solid effect (SE). As the transition probabilities are proportional to $\omega_I^2$, the enhancement of nuclear polarization caused by solid-effect is restricted at high field. The thermal mixing effect (TM) is another common mechanism that causes DNP in dielectric solids. TM takes place when the concentration of unpaired electrons is large so that the ESR line is homogeneously broadened by multiple dipolar coupled electrons, and thus becomes comparable to $\omega_n$. The maximal enhancement occurs when microwave frequency $\omega \approx \omega_e \pm \delta \omega_{e1/2}$ (here, $\delta \omega_{e1/2}$ is the homogeneous half width of the ESR signal). At high magnetic field, however, a mechanism called cross-effect (CE) becomes important for the DNP process. In CE, the three spins are involved (two dipolar coupled electron spins and one nuclear spin). When the relation in Equation (1.5) is satisfied, the efficiency of the DNP is dramatically improved.\textsuperscript{43} Here, $\omega_e$, $\omega_{e2}$ and $\omega_n$ are precession frequencies of electron spins and the nuclear spin.

$$\omega_{e2} - \omega_{e1} = \omega_n$$  \hspace{1cm} (1.5)

The three different solid-state DNP mechanisms can be distinguished from the relations between ESR inhomogeneous breadth ($\Delta$), ESR homogeneous line broadening ($\delta$) and nuclear Larmor frequency ($\omega_n$). Table 1.1 summarizes the conditions required for the corresponding DNP processes.
Table 1.1: The requirements for different DNP mechanisms in the dielectric solid.\textsuperscript{44}

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Solid effect</th>
<th>Cross effect</th>
<th>Thermal mixing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions</td>
<td>$\delta, \Delta &lt; \omega_n$</td>
<td>$\delta &lt; \Delta &lt; \omega_n$</td>
<td>$\omega_n &lt; \delta, \Delta$</td>
</tr>
</tbody>
</table>

1.3.2 Optimization of Enhancement in Solid State

In practice, stable radicals (a source for electron spins), microwave irradiation and low temperature are basic elements for nuclear polarization enhancements. As indicated in Figure 1.1, a better electron reservoir can be prepared by decreasing the temperature. A few stable radicals commonly used in DNP are shown in Figure 1.3a. For example, water soluble radicals, nitroxides (TEMPO, TEMPOL) and trityl radicals (OX63, Finland) are often used for $^1$H and $^{13}$C hyperpolarization, respectively.\textsuperscript{39} For polarizing organic samples, the hydrophobic BDPA radical is one of the candidates.\textsuperscript{45} Besides stable radicals, a co-solvent that can form an amorphous solid (glassing solvent) with the sample of interest is also important to ensure the homogeneous distribution of radicals. Some glassing solvents, such as sulfolane-based matrices, allow to polarize water soluble compounds with BDPA radicals.\textsuperscript{45} Polarization transfer from electron spins to nearby nuclear spins is just an initiation of the DNP process. A subsequent spin diffusion effect is required to spread hyperpolarization to the entire nuclear spin network.\textsuperscript{39} Therefore, it has been shown that an additional enhancement up to 15 times for $^{13}$C labeled amino acids was obtained by adding $^{13}$C solvents as a copolarizing agent to increase spin diffusion.\textsuperscript{46} Moreover, the lanthanide ion such as Gd$^{3+}$ is added in the sample to further enhance the solid-state polarization by decreasing the electronic spin lattice relaxation time ($T_{1e}$) of the free radical electrons.\textsuperscript{47} Deuteration of glassing solvents has been reported to have different effects on enhancement depending on the ESR linewidth of the free radical in use. For example,
Figure 1.3: a) Typical radicals used in D-DNP such as TEMPOL used for $^1$H polarization, and BDPA used to polarize $^{13}$C of organic samples. OX63 and Finland are often used for $^{13}$C polarization of water soluble samples. b) Microwave frequency dependence ("sweep") of selected nuclei shows that spin population can be manipulated by microwave frequency. At positive maximum of signal in each sweep, the nuclear spins populate at lower energy state mostly dominate; in contrast, negative signals indicate that the spin population is inverted.

the $^{13}$C polarization was further enhanced 2 – 3 fold when the sample was doped with the galvinoxyl radical that has large electron spin linewidth.$^{48}$ In addition, various rigid biradicals have been customized and studied in order to utilize the most efficient DNP mechanism (cross-effect) in the high field.$^{43,49}$

Figure 1.3b shows the microwave frequency-dependence of NMR signals (frequency sweep) from several nuclei at magnetic field of 3.35 T (field strength of the HyperSense Polarizer in our lab) at 1.4 K. Profiles of frequency sweep depend on the radicals involved, but all have the same feature of one positive and one negative maximum. When applying different frequencies of microwave, different electron spin resonance (ESR) transitions are saturated. As a result, the nuclear spins are mostly accumulated at either the $\alpha$ state or the $\beta$ state (assuming a spin-1/2 system) at the corresponding microwave frequency (see mechanism section 1.3.1).
1.3.3 Applications of Solid-State DNP NMR and Overhauser DNP NMR

DNP has been combined with magic angle spinning (MAS) to improve the spectral signal-to-noise ratio in solid-state NMR spectroscopy.\textsuperscript{50} For example, a DNP-assisted solid state MAS NMR experiment on T4 lysozyme shows $\sim$50 times enhancement on one-dimensional signals of $^{15}$N alanine amide at a magnetic field of 5 T and temperature of 90 K.\textsuperscript{51} The total experimental time was about 40 minutes since 64 scans were averaged. In each scan, polarization time and NMR recycle delay are 20 and 15 seconds. To achieve the same SNR without DNP enhancement, 160,000 scans are required, leading to an extremely long experimental time. Therefore, by coupling DNP to solid-state MAS NMR, it becomes feasible to acquire multi-dimensional spectra within a reasonable experimental time, enabling the structural studies of proteins that are not accessible via solution NMR spectroscopy or X-ray crystallography such as amyloid and membrane proteins.\textsuperscript{34} For instance, the rapid acquisition of a $^{13}$C – $^{13}$C correlation spectrum of a crystalline peptide (100-200 nm) from yeast prion proteins has been demonstrated.\textsuperscript{52} Well resolved signals with high SNR prove the potential of solid-state DNP NMR on studies of heterogeneous biological systems. In addition, with the development of high frequency microwave sources such as gyrotron oscillators, DNP can be applied to solid-state NMR at fields up to 800 MHz for utilizing the benefit of high spectral resolution at high fields.\textsuperscript{53}

Water polarized via Overhauser DNP has been used as a contrast agent for \textit{in-vivo} magnetic resonance imaging (MRI).\textsuperscript{54} In addition, it can be used to site-specifically investigate protein dynamics. For instance, when a protein is labeled with paramagnetic spin probes at specific sites in an aqueous solution, the surrounding water molecules can be locally polarized via O-DNP. The selective signal enhancement hence reports the surface and internal hydration dynamics of the protein, providing valuable information on solute-solvent interactions.\textsuperscript{55} Although excessive heating of aqueous samples can become an
issue in biomolecular applications due to microwave absorption of water molecules, novel
designs of microwave cavities have been reported to overcome this problem.\textsuperscript{56,57} However,
the applications so far are limited to water or small molecules and enhancements become
lower at high fields.\textsuperscript{11}

1.4 Dissolution Dynamic Nuclear Polarization NMR Spectroscopy

In addition to directly hyperpolarizing samples in the liquid state via the Overhauser effect, hyperpolarization generated in the solid state can be brought into a solution phase\textsuperscript{58} so that not only the advantage of high atomic resolution in solution NMR but also a larger enhancement can be obtained.\textsuperscript{59} Figure 1.4a shows a picture of a commercial HyperSense polarizer (Oxford Instruments, Abingdon, UK), rapid sample injectors and a 400 MHz spectrometer (Bruker) in our lab. The corresponding schematic is displayed in Figure 1.4b. Two separate magnets are involved in a typical experimental configuration; one for dynamic nuclear polarization and one for NMR measurement (also known as ex-situ DNP NMR). Nuclear hyperpolarization of target samples is first created at a low magnetic field (3 – 5 T), in the solid state at low temperature (\textasciitilde 1.4 K). Afterwards, the frozen sample is rapidly dissolved and transferred to another magnet of higher field at room temperature for NMR measurements. The technique is thus termed dissolution dynamic nuclear polarization NMR spectroscopy (D-DNP NMR). Either high pressure gas or liquid can be used as driving forces to deliver dissolved samples through tubing into the NMR detection region. A selection of important parameters for the measurement is shown in Figure 1.4c. For example, the sample will experience a field cycle from 3.5 T to one near to the Earth’s field, and finally to a measurement field. Theoretically, the maximal enhancement in the solid state can be obtained via DNP is the ratio of gyromagnetic constants of electron spin and nuclear spin, $\epsilon_0 = \gamma_e / \gamma_n$.\textsuperscript{39} However, as expressed in the Equation (1.6), the change
of temperature in D-DNP results in an additional enhancement, making D-DNP an excellent technique to boost solution NMR signals. It has been reported that an enhancement $>10,000$ was readily achieved.\textsuperscript{58} It is noted that Equation (1.6) is assuming that the polarization is linearly proportional to temperature (see Equation 1.1 and Figure 1.1).

$$\epsilon = \epsilon_0 \frac{B_{DNP}T_{NMR}}{B_{NMR}T_{DNP}}$$

(1.6)
1.4.1 Optimization of Enhancement and Efficiency

In order to maximize electron polarization, samples doped with stable radicals are first cooled by using liquid helium. As displayed in the Figure 1.1 (dashed line), the electron polarization at a magnetic field of 3.35 T closes to the maximum when temperature is approaching ∼1 K. While applying microwave irradiation on frozen samples, the polarization increased over time and the build-up rate is dependent on the type of nucleus. As shown in Figure 1.5 (0 – 15000 s), the build-up time for proton is about 30 mins; however, for nuclei of low-gyromagnetic ratio such as $^{13}$C, polarization build-up time can be longer. Doping lanthanide ions such as Gd$^{3+}$ and Ho$^{3+}$ in the polarized samples were found to increase the solid-state $^{13}$C polarization and to shorten the build-up time.$^{60}$ In addition, utilizing cross polarization from proton to carbon has been shown to greatly reduce the build-up time; however, additional requirements on design of the cryogenic probe and polarization transfer methods are required to minimize arcing of the probe in the helium gas atmosphere due to the use of high power pulses of radio frequency.$^{61,62}$

After the hyperpolarization has been created, the samples need to be dissolved and brought into the NMR magnet as quickly as possible due to the limited lifetime of hyperpolarization that is governed by the spin lattice relaxation ($T_1$ relaxation). In general, as illustrated in Figure 1.5 (15000 – 15015 s), hyperpolarization of larger molecules decays more rapidly than for small molecules. Several strategies can be employed to retain the hyperpolarization. For example, time required for sample delivery is shortened by utilizing a high pressure gas to inject the hyperpolarized (HP) sample into an NMR tube pre-placed in a high-resolution magnet.$^{63}$ As a result, the measurement dead time has been reduced to about 1–2 seconds given that traveling distance of samples is about 3.5 m long. Shortening the distance between polarizer and high-resolution magnet is proposed by Leggett et al. to further reduce the loss caused by spin relaxation.$^{64}$ A single magnet designed with two
Figure 1.5: A composite diagram showing thebuild up curves of proton and carbon polarization in solid-state at 1.4 K (0 – 15000 s) and hyperpolarization lifetime of two molecules of different molecular sizes in liquid state (15000 – 15015 s). It is noted that the signal in the solid and liquid states cannot be compared directly. The grey strip indicates the dead time of the NMR measurement, required for dissolution and delivery of HP samples.

Isocenters has been constructed to polarize target samples in an upper compartment (3.35 T) and to perform high resolution NMR measurements in a lower compartment (9.4 T). Thus, the distance between polarization and measurement locations was reduced to 80 cm and larger enhancement can be obtained. As dipolar interactions play the most important role on the $T_1$ relaxation in solution NMR, substitution of $^1$H covalently bonded to $^{13}$C nuclei with $^2$H to increase relaxation time constants is an alternative way to reduce the loss of $^{13}$C signal during the dissolution process.\textsuperscript{65,66} In addition, gently heating dissolved samples during the transportation can increase the $T_1$ relaxation time\textsuperscript{67} by changing the rotational correlation times ($\tau_c$) of molecules.\textsuperscript{68} Since dissolved polarized samples undergo a field cycle during transportation (Figure 1.4c), systematic evaluation on field dependence of spin-lattice relaxation times can provide valuable information for optimizing the performance of D-DNP.\textsuperscript{69} For this purpose, auxiliary NMR devices can be used. We have developed a basic NMR device based on FPGA and surface mount technology that can be configured to acquire NMR signal of frequency ranging from $\sim$100 kHz to 50 MHz.
as described in Chapter 6. In addition, it can serve as a polarimetry device to monitor polarization in the solid-state during DNP process.

Although rapid dissolution/injection retains hyperpolarization, accompanied side effects can interfere the subsequent NMR measurements. For example, foam or air bubbles are likely present after dissolution and injection using gas. This outcome can lead to non-uniform magnetic field around samples so that linewidths of NMR resonances are broadened. It was proposed to use pressurized gas to suppress bubbles, but for certain sample conditions, they cannot be completely removed, especially when protein molecules are involved. To address this issue, a binary mixture was used as dissolution solvent to decrease surface tension of solution for reducing propensity of foaming. Alternatively, in Chapter 5, we have proposed to use pressurized fluids as a driving force for sample injection. The results suggested a better performance was offered by using liquid driven injection. In addition, this new injection method minimized residual motion (due to the rapid injection) which can be an issue in NMR measurements especially for that used pulse field gradients.

Due to the process of dissolution in D-DNP, the sample aliquot is often diluted into a larger volume than the NMR detection volume. In other words, not all of polarized sample is used in the measurements. In order to fully utilize all hyperpolarized samples from a single preparation, as demonstrated in Chapter 4, we have integrated flow NMR with D-DNP to sequentially deliver HP samples that originally were dispersed in the tubing after dissolution, into a flow cell for the NMR detection. As a result, up to eight ‘fresh samples’ can be obtained from a single batch of hyperpolarization. Typically, the dilution factor is between 100–500, depending on the initial volume polarized in the solid state. This factor can be reduced by using immiscible organic and aqueous solvents to melt frozen HP samples. In addition, using high power laser to rapidly melt the frozen sample (100 K) at a location where the NMR experiments will be performed has been demonstrated to not
only avoid the large dilution as in a configuration of ex-situ DNP but to extend lifetime of hyperpolarization since the $T_1$ relaxation is often slower in the solid state and in high field.\textsuperscript{73} Although this method was implemented in solid-state DNP at temperature of 100 K, it is potentially possible to be integrated into the low temperature DNP (1.4 K).

Paramagnetic species are known to accelerate spin relaxation.\textsuperscript{68} Therefore, the doped stable radicals in the dissolved sample will reduce the lifetime of hyperpolarization despite they were diluted in dissolution process. It is possible to remove radicals during sample delivery. For example, the ascorbic acid was mixed with dissolved HP samples to reduce TEMPO radicals.\textsuperscript{74} TEMPO radical can be extracted by adding organic solvent in water as dissolution solvent.\textsuperscript{67} A simple filter consisting of a cotton plug has also been used in the tubing to remove BDPA radical.\textsuperscript{45}

Radiation damping (RD) is an intrinsic phenomenon in NMR experiments. When a strong bulk magnetization interacts with an NMR coil of a high quality factor, a feedback field will be generated and has a reverse effect on the bulk magnetization.\textsuperscript{75} Because of significant signal enhancement, RD is more readily present in a hyperpolarized sample. The RD effect was known as one of reasons for an observation of chaotic emissions in a hyperpolarized $^{129}$Xe polarized via SEOP.\textsuperscript{76} In Chapter 2, we have investigated a hyperpolarized proton spin system and attributed multiple NMR emissions that were observed in the absence of radio frequency (RF) excitation to the effect of radiation damping. In addition, it was found that samples of negative spin temperature\textsuperscript{b} have less enhancement than samples of positive spin temperature due to accelerated relaxation induced by RD.\textsuperscript{77} Although the RD effect broadens NMR linewidths and shortens the recovery time from non-equilibrium back to thermal equilibrium states, several constructive applications such as a new solvent suppression scheme exist.\textsuperscript{78}

\textsuperscript{b}A spin system at a negative spin temperature has distribution of populations dominated at higher energy states, and vice versa.\textsuperscript{79}
1.4.2 NMR Acquisition

With the significant polarization from DNP hyperpolarization, it is possible to monitor kinetics of chemical reactions or other time-dependent events in real time with an improved time-resolution, as signal averaging is not needed. The reaction can be initiated by mixing HP samples with other reactants pre-loaded in an NMR tube or mixing with other reactant in a mixer before delivered into a flow cell. A series of RF pulses with a fixed small tip angle is then applied to acquire a set of one dimensional (1D) NMR spectra at different times. The obtained time-dependent signals cannot directly describe kinetics since the depletion of bulk magnetization resulting from applying RF pulses needs to be considered. Consequently, an additional signal decay needs to be added in the kinetic model to describe signal intensities.\(^8^0\) An alternative acquisition scheme has been used to avoid the aforementioned complication. In this scheme, the tip angle of the excitation pulse is varied to project the same proportion of longitudinal magnetization for NMR detection in each scan. As a result, no modification is required in kinetic models. In addition, more uniform distribution of SNR among scans can be obtained.\(^8^1\)

Chemical shift correlations in NMR spectroscopy are of considerable value, especially since they provide for structural elucidation. Multi-dimensional NMR experiments are often used to retrieve such spin correlations.\(^8^2\) Due to the limited lifetime and non-renewable feature of hyperpolarization, the conventional iterative data acquisition scheme in multi-dimension NMR experiments is not immediately applicable. However, a variety of methods have been developed to retrieve such information on spin correlation in D-DNP NMR experiments. For example, one-dimensional (1D) measurements with application of continuous-wave excitation can provide \(^{13}\text{C}-^{1}\text{H}\) heteronuclear correlation by calculating the proton chemical shift from the observed coupling constant in the \(^{13}\text{C}\) spectrum under the influence of off-resonance decoupling.\(^8^3\) A similar method using a SHOT
(scaling of heteronuclear coupling by optimal tracking) decoupling pulse has results in a linear relation between effective coupling constants and decoupling frequency offsets, providing better accuracy of chemical shift determination. The above-mentioned 1D measurements require resolved chemical shifts in the detection dimension. In contrast, a little modification on a conventional $^{13}\text{C}^{1}\text{H}$ heteronuclear multiple quantum coherence (HMQC) experiment allows one to sequentially acquire two-dimensional (2D) spectra from hyperpolarized samples, and hence to resolve overlapping resonances. Moreover, instead of using the conventional evolution time incremented scheme, the ultrafast single-scan NMR methodology has shown promising acquisitions of 2D NMR spectra with measurement time in the order of 100 ms, making it particularly well suited for D-DNP. In ultrafast 2D NMR, the sample is spatially encoded using two chirped $\pi$ pulses with the same sweep direction but under reverse gradients. Since spins at different positions in the sample are excited sequentially by the chirped pulses, different phases are accumulated, resulting magnetization helices with their pitch of winding proportional to indirect chemical shifts ($\Omega_1$). After coherence is transferred between the correlated spins, field gradients are applied to unwind magnetization helices to decode the previous $\Omega_1$ labeling, resulting in a time-domain data that is equivalent to a spectrum in indirect domains. The subsequent readouts are repeated with the field gradient reversed back and forth several times and finally a mixed frequency/time-domain interferogram is obtained. Then, a 2D NMR spectrum can be reconstructed by a 1D Fourier transformation.

Alternatively, direct frequency-encoded Hadamard spectroscopy (non-Fourier method, signal from the entire sample) can be implemented to acquire multi-dimensional NMR spectra. In this method, the spectral regions without the NMR resonances present are not sampled; therefore, the acquisition is accelerated. Recently, a combination of ultrafast and Hadamard measurements (single-scan 2D Hadamard spectroscopy) has been demonstrated to perform fast acquisition. In Chapter 4, we have combined flow NMR
with D-DNP to perform the original multi-scan Hadamard spectroscopy on a sequentially injected hyperpolarized samples. Since NMR signal from the same resonance has non-identical intensity among scans due to spin relaxation and concentration difference, the conventional Hadamard reconstruction procedure cannot provide distinct and correct spin correlations. We have adopted an algorithm of entropy maximization to quickly scale amplitude of each scan and obtained well-resolved pseudo-2D correlation spectra without prior knowledge of spin relaxation and concentration distribution in the tubing.

### 1.4.3 Applications of D-DNP NMR

Combining the advantage of high site resolution and the improved time resolution benefiting from the enhanced signals, D-DNP has become an emerging technique for applications of real-time NMR or MRI. Currently, predominant applications are in the area of *in-vivo* detection of $^{13}$C labeled metabolic molecules using MRI. Conventionally, measurements of MRI mostly detect proton nuclei because of the features of high natural abundance. However, recently, hyperpolarized $^{13}$C labeled molecules are introduced to overcome disadvantages of using $^1$H as target nuclei, including limited range of proton chemical shifts of metabolites and interference from huge solvent signals. Development of D-DNP $^{13}$C MRI was first focused on the area of angiography in which endogenous substrates of lower toxicity to living organism were used. Urea (NH$_3$), a metabolic product of proteins, is one such substances, with a natural concentration of 1-10 mM in the blood and body fluids. It has been shown that $^{13}$C angiography with a SNR of $\sim$ 275 was obtained by injecting $^{13}$C urea into a rat. Many other hyperpolarized $^{13}$C molecules were used in real-time metabolic MRI. Figure 1.6 lists some commonly used substrates for

---

$^c$A chirped RF pulse has its phase varied as a function of time, leading to different excitation frequencies at different time. Frequency can sweep from high to low values or *vice versa*, depending on how the phase is varied.
in-vivo metabolic applications, including pyruvate, dehydroascorbate and fumarate.\textsuperscript{93–95} All of them feature low toxicity, rapid uptake and fast conversion to metabolic products. Carbonyl carbons are used as target nuclei because of their long $T_1$ relaxation time. As a result, the hyperpolarization can be preserved for a longer time and hence a wider detection time window is possible. For example, $1^{-13}$C pyruvate has been used as a tracer to map the distribution of metabolic products. A quantitative measurement of $1^{-13}$C pyruvate transportation and $1^{-13}$C lactate levels (metabolic products) in the normal brain of rat were obtained.\textsuperscript{96} In addition, many studies of cancer diseases in animal models using $^{13}$C DNP metabolic MRI have been demonstrated.\textsuperscript{97, 98} The signal levels of $^{13}$C pyruvate and its metabolic product, $^{13}$C lactate were found significantly higher in tumors than normal tissue of rat brain.\textsuperscript{99} Dissolution DNP has also been developed toward clinical applications. For example, an instrument has been designed to include sterile environment throughout the polarization and dissolution processes for a clinical purpose.\textsuperscript{100} Moreover, hyperpolarized $^{13}$CO$_3^-$ has been proposed as an non-toxic pH probe for high resolution human pH imaging\textsuperscript{101} as the tissue pH can be altered through many pathological processes such as cancer, inflammation and ischaemia. The pH values can be calculated from relative concentrations of $^{13}$CO$_3^-$ and CO$_2$. Without signal enhancement from DNP, it is difficult to measure this relative ratio, as the plasma bicarbonate concentration in humans is $\sim$ 24 mM and the natural abundance of the $^{13}$C nucleus is low (1.1%). Furthermore, hyperpolarized $^{13}$C, $^2$H$_7$-glucose has been used to study metabolic processes in living human breast cancel cells.\textsuperscript{102} Kinetics of the product, lactate, was characterized by the Michaelis-Menten equation, and glycolytic intermediates such dihydroxyacetone phosphate and 3-phosphoglycerate were observed. Most recently, a clinical trial of $^{13}$C MR metabolic imaging in patients with prostate cancer has been successfully conducted.\textsuperscript{103} The results confirmed the safety of using $^{13}$C substrates in humans and showed elevated ratio between lactate and pyruvate in regions where cancer cells exist.
Besides *in-vivo* experiments, D-DNP NMR has already been applied to a number of *in-vitro* experiments. For instance, it has been used to monitor kinetics of reactions including polymerization, oxidation/reduction, hydration, acetylation, etc.\(^9\) To name a few, hyperpolarized dehydroascorbate (DHA) was chemically reduced with a reagent NaBH\(_3\)CN. The obtained DNP spectrum showed several resonances rather than a single peak from the reduced DHA as observed in the thermally polarized counterpart,\(^10\) suggesting the presence of a transient tautomers of DHA during reaction. In addition, reaction intermediates in a living polymerization of hyperpolarized styrene were identified by temporal correlation experiments using selective inversion on the spins in question.\(^8\) These experiments demonstrate the capability of D-DNP to identify the reaction intermediates that have short lifetime, which was not detectable by conventional NMR spectroscopy due to low SNR. An application to enzymatic reactions, trypsin-catalyzed conversion of \(N_\alpha\)-benzoyl-L-arginine ethyl ester (BAEE) to \(N_\alpha\)-benzoyl-L-arginine (BA), was first demonstrated in our group.\(^10\) The catalysis rate has been obtained from a series of \(^{13}\)C time-resolved spectra over the course of 3 s. Also, enzymatic phosphorylation kinetics of glucose by a hexokinase has been studied.\(^10\) The acquired \(^{13}\)C spectra in a time window of \(~10\) s showed phosphorylation rates of \(\alpha\) and \(\beta\) glucose anomers are similar. A slower reaction, adenosine triphosphate-dependent phosphorylation of choline have be followed using
quaternary $^{15}$N of choline as a target spin because of its extremely long $T_1$ relaxation time ($> 200$ s). As shown in Chapter 3, despite the intrinsically short $T_1$ time constant of larger molecules, by using strategies introduced in Section 1.4.1, we have investigated a re-folding process of a protein (L23, 96 amino acids) in a time period of $\sim 2$ s. These experiments proved the potential of D-DNP NMR on studying kinetics over a range of time scales.

In addition to studying kinetics, hyperpolarized small molecules can be used as a probe to interrogate molecular interactions such as protein-ligand and host-guest interactions. For example, hyperpolarized benzoic acid has been used as a contrast agent in a cyclodextrin ligand-receptor pair. Once the benzoic acid binds to $\beta$ cyclodextrin, the relaxation time constant, $T_1$ of benzoic acid will decrease. This change of spin-lattice relaxation times can be used to weight the MRI images in a cyclodextrin ligand-receptor system that is often used to mimic protein and drug molecules. In addition, hyperpolarized fluorinated ligands have been used to evaluate protein-ligand binding constants, which is important in the field of drug discovery. Detecting $^{19}$F signals of ligands instead of $^1$H is beneficial due to the absence of interference from signals of solvents. For those drug candidates containing no fluorine atoms, hyperpolarized fluorinated ligands can be used as reporters to obtain dissociation constants using a single-scan CPMG experiment, without the need of titration. Moreover, in the case of competitive binding, site-specific information on binding pocket in a protein-ligand system can be obtained by observing magnetization transfer between two ligands, known as the INPHARMA experiment. This magnetization transfer relies on the nuclear Overhauser effect (NOE)$^d$ and is mediated by the protein. With the hyperpolarization offered by DNP, signals due to this NOE effect can be enhanced. Similar, the $^{15}$N signals of amino acids have been amplified by a combination of chemical exchange and the NOE effect. Water molecules were first hyperpolarized and the protons were exchanged with amide protons. Due to spontaneous one-bond Overhauser
processes, $^{15}$N signal enhancements $> 500$ at 11.7 T has been observed. This result opens possibilities to investigate interesting interactions between solutes and different solvents.

Combing enhanced SNR from dissolution DNP with high spectral resolution inherently from liquid NMR, dissolution DNP-NMR has become a useful tool to investigate chemical systems that have previously been impossible to access, including those systems that are in a non-equilibrium state.

---

*Note: Nuclear Overhauser effect is similar to Overhauser effect introduced in the liquid state DNP (see Section 1.3.1). The interactive partner are two nuclear spin instead of one nuclear and one electron spins.*
2. SPONTANEOUS EMISSION FROM HYPERPOLARIZED \(^1\)H SPIN SYSTEM*

2.1 Introduction

Hyperpolarization of nuclear spins is gaining considerable momentum for the enhancement of the signal in magnetic resonance, with applications ranging from medical imaging to high-resolution spectroscopy of chemical compounds. In the widespread application of hyperpolarization, however, it is often overlooked that due to the highly polarized spin system, effects not commonly encountered in conventional NMR spectroscopy need to be considered. Such effects include phenomena related to the emission or absorption of spin noise that have been previously described using thermal polarization,\(^{76,113–115}\) but may become more prominent in hyperpolarized samples. Desvaux et al.\(^{116}\) have shown that \(^{129}\)Xe, hyperpolarized by optical pumping, can enhance the absorption of noise at the Larmor frequency of that nucleus. Recently, the same phenomenon has been observed by Giraudeau et al.\(^{117}\) using hyperpolarized \(^1\)H nuclei. However, when a sample is polarized to negative spin temperature, an unusual and chaotic behavior arises, where a series of beats of NMR signal can be observed under certain conditions. The physical origin of such spontaneous emissions has been attributed to interplay between radiation damping and the effect of distant dipolar fields. In the absence of radio-frequency pulses, it has been proposed that the emission of such bursts may be triggered by random spin noise.\(^{118}\) These emissions therefore arise from positive feedback through coupling with the resonant detection coil circuit, and are different from the previously observed spontaneous emissions of signal from a saturated spin system with zero polarization.\(^{114}\) The observation of noise triggered spontaneous emission is highly dependent on the conditions used, and it has also been noted that

observation of multiple signal emissions in hyperpolarized samples of $^1$H is less likely due to the shorter relaxation time$^{117}$ and the higher gyromagnetic ratio.$^{118}$ With the recent development of various technologies for dynamic nuclear polarization (DNP), it has become commonplace to polarize many different nuclei. Of particular importance is $^1$H, the NMR active nucleus with highest abundance. Due to the large signal enhancement provided by DNP (on the order of $10^2$ – $10^4$ as compared to thermally polarized spins), applications of this technique in traditional areas of NMR spectroscopy, such as analytical and organic chemistry, are forthcoming. In this context, it may be interesting to investigate in more detail the non-canonical behavior that hyperpolarized spin systems can exhibit. Here, we show that the spontaneous emission of multiple beats of NMR signal could be observed for $^1$H nuclei when the spin system has been hyperpolarized to a negative spin temperature and the sample is injected into an NMR spectrometer for measurement. We examine the conditions under which this phenomenon can be observed, rationalize the appearance of these emissions, and discuss their implications for the application of hyperpolarized spectroscopy.

2.2 Experimental Section

2.2.1 Hyperpolarization

The optimal frequencies for DNP polarization were determined by measuring the frequency dependence of the NMR signal in the solid state (Fig. 2.1).$^{31}$ To accomplish this, a sample of 10% H$_2$O, 40% D$_2$O and 50% DMSO-d6 containing 15 mM free radical, 4-Hydroxy- 2,2,6,6-tetramethylpiperidine 1-oxyl (TEMPOL, Sigma Aldrich, St. Louis, MO) was irradiated for 60 s at each of 66 frequencies between 93.66 GHz and 94.31 GHz. The irradiation frequency was verified using a frequency counter (EIP 578B, Phase Matrix, San Jose, CA). NMR spectra were measured using the detection coil in the Hyper-
Sense DNP polarizer (Oxford Instruments, Tubney Woods, UK) and a separate 400 MHz NMR console (Bruker, Billerica, MA). The resulting series of free induction decays (FID) was Fourier transformed, and the frequency profile was generated by integration of each spectrum. For hyperpolarized NMR spectroscopy, samples of dimethyl sulfoxide (DMSO) were prepared in H$_2$O (1:1 v/v) mixtures with 15 mM TEMPOL and 1 mM gadolinium diethylene triamine pentaacetic acid (Gd-DTPA, Sigma Aldrich, St. Louis, MO). 20 ul of the sample was polarized for 30 min, at a temperature of 1.4 K, using mm-waves of 100 mW power at the frequencies corresponding to positive or negative spin temperature. Subsequently, 4 mL of deuterium oxide (Cambridge Isotope Laboratories, Andover, MA) at 160 °C and 10 bar pressure was used to dissolve and carry the hyperpolarized sample into a sample injector device. The first 500 uL of the liquid was injected into a 5 mm NMR tube that was preinstalled in the NMR spectrometer, using nitrogen gas at a forward pressure of 1.8 MPa, against a back-pressure of 1.0 MPa to prevent outgassing. The final concentration of hyperpolarized analyte in the NMR tube was estimated to be 115 mM DMSO and 453 mM H$_2$O.

2.2.2 NMR Spectroscopy

The magnetic field was shimmed to a homogeneity < 2.5 ppb using a sample of identical volume and composition prior to the experiment. Single NMR scans were acquired either with or without prior application of a $\pi/2$ radio frequency (RF) pulse. Measurements without RF pulse were triggered at the start of sample injection, prior to the arrival of the polarized solution in the NMR tube. Measurements with RF pulse were initiated 815 ms after the start of sample injection, to ensure a sufficient amount of time for sample injection and stabilization. The total experimental time was 190 s, during which 1,201,922 complex data points were acquired. All measurements from hyperpolarized sample were
Figure 2.1: Dependence of solid-state $^1$H polarization on microwave frequency for a sample of 10% H$_2$O/40% D$_2$O/50% DMSO-d6 containing 15 mM TEMPOL free radical. Spurious points of large intensity (clipped in the figure) are likely due to arcing of the NMR coil immersed in liquid helium.

carried out without the use of a lock system. Time-frequency analysis was performed by a Fast Fourier Transform (FFT) of data contained in a sliding window of 256 complex points in length. Data processing and plotting was done in the program MATLAB (MathWorks Inc., Natick, MA). The actual timing of sample delivery (time points A and B in Fig. 2.2, for the start and end of arrival of sample in the NMR tube, respectively) was determined on a sample outside of the NMR magnet, using a camera. $T_1$ relaxation times under the experimental conditions used for the DNP experiments were estimated from hyperpolarized samples with positive spin temperature using a sequence of small flip angle excitations$^{81,119}$ as well as from inversion recovery experiments. For reference, the radiation damping time constant was measured in a non-hyperpolarized sample of 95% DMSO and 5% D$_2$O in the 400 MHz NMR spectrometer. An inversion recovery experiment was applied as described in ref.120 and the equation (2.1) was fitted to the experimental data. Here, $M_z^{eq}$, $R_{rd}$ and $t_0$ are the initial thermal magnetization in the z direction, the radiation
damping rate, and the latency interval, respectively.

\[ M_z = M_z^{eq} \tanh[R_{rd}(t - t_0)] \]  \hspace{1cm} (2.1)

Figure 2.2: (a) Signals from a sample of DMSO/H\textsubscript{2}O (1:1 v/v) polarized to negative spin temperature and dissolved in D\textsubscript{2}O. (b) Inset: expanded view of the signal in the time window from 0 to 815 ms. The time point t=0 is the point of triggering of the injection valve. The sample starts arriving in the NMR tube at time point A, and tube is completely filled at time point B. (c) The corresponding time-frequency analysis of FID (a) was performed by a FFT of data contained in a sliding window of 256 complex points in length (time window of 40 ms). The peak height of the spectra was plotted as a function of time. The solid and dashed lines refer to H\textsubscript{2}O and DMSO signals, respectively. (d) The hyperpolarized sample of DMSO/H\textsubscript{2}O (1:1 v/v) with positive temperature was dissolde by D\textsubscript{2}O and measured under early triggered acquisition mode, showing no signals inside the blind time (grey area: the time before the sample injection and stabilization in the normal measurement, 815 ms).
2.3 Results and Discussion

2.3.1 Hyperpolarization to Negative Spin Temperature

Using DNP in the solid state, spin systems with positive or negative spin temperature are readily produced.\textsuperscript{41} Fig. 2.1 shows the frequency dependence of polarization, recorded within the frequency range accessible by the microwave source used. The intensity maximum at 94.005 GHz corresponds to $^1$H polarization with positive spin temperature, where the majority of spins are aligned parallel with the magnetic field, and the negative intensity maximum at 94.270 GHz corresponds to the negative spin temperature, where the majority of spins are aligned anti-parallel with the magnetic field. It can also be noted that the frequency difference between the maxima is 265 MHz, which indicates that the DNP polarization process under the conditions used takes place via a multi-electron process.\textsuperscript{121} DNP polarized samples were dissolved and injected into the NMR spectrometer in order to analyze their NMR signal. In the archetypal pulsed NMR experiment, a single $\pi/2$ radio-frequency pulse would be applied to a tuned coil surrounding the sample, and the resulting free induction decay (FID) would be observed. This experiment was used in order to estimate the level of polarization obtained, by comparison with a spectrum acquired in the same spectrometer using a thermally polarized sample. For the DMSO signal, a typical polarization level of ca. 4\% is achieved, corresponding to a signal enhancement of approximately 1300 as compared to the thermal polarization in the field of the 400 MHz NMR spectrometer.

2.3.2 Spontaneous Signal Emission

For a hyperpolarized sample with negative spin temperature, spontaneous emission of signals is readily observed as soon as the sample is introduced into the active region of an NMR coil, even in the absence of RF pulses. Fig. 2.2 shows such emissions from
a mixture of DMSO and H$_2$O, which was hyperpolarized on proton spins, and dissolved in deuterium oxide (D$_2$O) before injection into the NMR detection coil. Since the NMR experiments measuring spontaneous emission do not require a radio-frequency pulse, data acquisition was initiated before the solution arrived in the NMR spectrometer, in order to detect all potential signals. The grey areas in Fig. 2.2 designate the time for sample injection and stabilization that would normally elapse before the start of an NMR experiment. The data in Fig. 2.2a and b indicate the emission of strong, recurring signals, starting almost immediately after the arrival of polarized solution in the detection coil. In order to distinguish the identity of the sample constituents giving rise to the different recurring signals, a time–frequency analysis was performed by a sliding Fourier transform. The resulting peak intensity at the chemical shifts corresponding to H$_2$O and DMSO is plotted in function of time in Fig. 2.2c. Due to substantial inhomogeneity during sample injection, the intensities obtained for the grayed time window (0–815 ms) may not be quantitative, and the signals appear less regular. Nevertheless, in Fig. 2.2b the appearance of signals with different frequency stemming from water and DMSO protons can be seen. After this time, the sample has settled, and the line width in the spectra obtained with sliding Fourier transform remains constant, since the true line width had fallen below the frequency resolution given by the window used for the Fourier transform. From Fig. 2.2, it can however be seen that the recurring beats become longer in duration at larger time. From this observation, it can be inferred that the true line width decreases with each emission. The time-frequency representation of the signal shows multiple emissions both from H$_2$O and DMSO spins. Presumably due to chaotic processes during sample injection, if the experiment is repeated under identical conditions, the appearance of the signal can vary. However, in all experiments that were carried out, the signal between two consecutive recurrences was nonzero and the intensity of a later recurrence was smaller than that of an earlier one. In Fig. 2.2d, the measurement of a sample hyperpolarized to positive
spin temperature serves as a control experiment. The absence of coherent signal excludes the possibility that the spin emission from the other samples is due to influences unrelated to the spin system, such as electronic interferences or external excitation of the detection circuit during sample injection.

2.3.3 Radiation Damping

Coherent emissions in the form of radiation damping are common from solvent signals in high-resolution NMR spectroscopy. A typical signal from radiation damping arises shortly after generating the inverted spin state in the NMR coil, and is characterized by a rising, then falling signal amplitude.\textsuperscript{122} In typical NMR experiments, radiation damping is triggered by a small amount of transverse magnetization that is present in the sample following a non-ideal $\pi$ inversion pulse. The coupling of spin magnetization to the tuned detection coil of the NMR receiver can be described semi-classically by modified Bloch equations\textsuperscript{118,123,124} as shown below.

\begin{align}
\frac{dM_T}{dt} &= -\frac{M_T}{T_2} - \frac{M_T M_z}{M_0 \tau_{rd}} \\
\frac{dM_Z}{dt} &= -\frac{M_Z}{T_1} + \frac{M_T^2}{M_0 \tau_{rd}}
\end{align}

Here, $M_0$ is length of the initial magnetization vector, which is aligned with the direction of the magnetic field (z-direction), and $\tau_{rd}$ is the characteristic radiation damping time. $M_Z$ is the magnetization in the longitudinal direction, and $M_T = \sqrt{M_x^2 + M_y^2}$ is the magnitude of transverse magnetization. Since in the hyperpolarized experiment the magnetization at thermal equilibrium is much smaller than the initial magnetization, $M_{eq} \ll M_0$, it is neglected in Eq. (2.3). In order to compare the observed signal to a radiation damping
model, the magnetization $M_{\alpha,815\text{ms}}$ and $M_{\beta,815\text{ms}}$ of the hyperpolarized DMSO spin system with positive and negative spin temperature, respectively, was estimated by applying a $\pi/2$ pulse at $t \sim 815$ ms after the start of sample injection. It was found that $M_{\beta,815\text{ms}}/M_{\alpha,815\text{ms}} = 0.4$. Since the solid-state polarization levels (Fig. 2.1) for polarization to positive and negative spin temperature are similar, this observation implies that the initial magnetization $M_{\beta,0}$ decays more rapidly than the initial $M_{\alpha,0}$, presumably due to radiation damping. The characteristic radiation damping time constants of polarized samples were estimated by comparison to a measurement of radiation damping in a thermally polarized reference sample of DMSO. From fitting of the data obtained with the non-hyperpolarized reference sample (DMSO, filled circles in Fig. 2.3) the radiation damping rate ($R_{rd}$) and the latency interval ($t_0$) were determined to be $\sim 23$ s$^{-1}$ and 0.048 s, respectively.

Figure 2.3: Radiation damping rates of 95% of DMSO/5% D$_2$O (filled circles) and 90% H$_2$O/10%D$_2$O (hollow circles) are obtained by fitting experimental data to equation (2.1), giving $R_{rd} \approx 22.7$ and 26.3 s$^{-1}$ of $^1$H nuclei of DMSO and H$_2$O.
The radiation damping rate can also be expressed as

\[ R_{rd} = \frac{1}{\tau_{rd}} = \frac{\mu_0}{2} \eta Q |\gamma M_0| \]  

(2.4)

where \( \mu_0, \eta, Q, \gamma, M_0 \) are the vacuum permeability, the filling factor and the quality factor of the probe, the gyromagnetic ratio, and the initial magnetization, respectively. This equation can be used to infer the radiation damping rate for other samples, if the relative sample magnetizations are known. For DMSO, this ratio was estimated to be 12.5, by comparing the intensities obtained by applying a \( \pi/2 \) pulse to the thermally polarized reference sample and to a hyperpolarized sample, respectively. According to Eq.(2.1), the radiation damping rate of the hyperpolarized sample is therefore 275 s\(^{-1}\). For water, the rate is of the same order in magnitude; however the exact number is more difficult to determine due to the possibility of the presence of residual non-polarized water in the dissolution solvent, which would affect the estimate of the absolute polarization level. Not surprisingly, the radiation damping is more significant in the hyperpolarized sample, even though the spin concentration is two orders of magnitude lower than in the thermally polarized reference sample.

\[ \text{2.3.4 Origin of Multiple Emissions} \]

Radiation damping appears to be the most reasonable explanation for the observed emission of signals. However, the Bloch equations with radiation damping (Eqs. 2.2 and 2.3) can describe only one single emission, where the observed signal rises, then falls. For illustration, a numerical solution of these equations using parameters close to the expected experimental conditions for a DMSO spin system is shown in Figs. 2.4a and b. This is in contrast to the present observation of multiple beats in the signal from samples that have been hyperpolarized to negative spin temperature, and subsequently injected into the NMR
spectrometer.

In similar experiments conducted with hyperpolarized xenon, the occurrence of multiple MASER emissions has been attributed to a chaotic behavior of the spin system resulting from interplay between radiation damping and the effect of distant dipolar field.\textsuperscript{124} It was further apparent that in that case, individual emissions were independently triggered by spin noise. For the proton signal emission observed here, the situation appears to be different. The residual signal between the consecutive beats in our observation is always larger than the noise level (see Fig. 2.2). Therefore, in contrast to the observations with hyperpolarized xenon, in the present case it seems unlikely that emissions are triggered independently by noise originating from the spin system itself. However, the experimental conditions are different; in the present case the sample is injected into the NMR tube, and initial emissions appear already during the injection process. While, as stated above, the Bloch equations by themselves cannot describe the observed evolution of magnetization, it is noted that in experiments where hyperpolarization is used to generate a sustained MASER emission, for example for the purpose of magnetic field measurements, such transient oscillations are commonplace.\textsuperscript{125} In those experiments, however, spins with negative spin temperature are continuously supplied to the system under observation.

Likewise, in the present case the signal oscillations observed can at least phenomenologically be explained by inclusion of an additional term in the Bloch equations in an attempt to describe a similar physical process:

\begin{equation}
\frac{dM_T}{dt} = -\frac{M_T}{T_2^*} - \frac{M_T M_z}{M_0\tau_{rd}}
\end{equation}

\begin{equation}
\frac{dM_Z}{dt} = -\frac{M_Z}{T_1} + \frac{M_0^2}{M_0\tau_{rd}} - \alpha e^{-t/\tau_{ad}}
\end{equation}

In Eq. (2.6), the last term continuously supplies negative polarization from a reservoir
not coupled to the coil. The parameter $\alpha$ indicates the initial rate of addition of magnetization, and $\tau_a$ is a time constant describing an exponential reduction in the rate of added magnetization as time progresses. The addition of magnetization during the initial time (between time points A and B in Fig. 2.2) arises naturally due to the sample injection process, whereas the addition of magnetization at later times would be expected due to sample motions. Therefore, $\tau_a$ should be understood as an average parameter that includes all of these contributions. Specifically, $\tau_a$ would be dependent both on spin-relaxation in the volume outside of the active coil region, as well as on the rate of sample introduction.

Fig. 2.4 shows a numerical solution of Eqs. (2.2) and (2.3), which corresponds to the typical radiation damping process, as well as of the modified Eqs. (2.5) and (2.6). The

Figure 2.4: (a) and (b) transverse and longitudinal magnetization obtained from original Eqs. (2.2) and (2.3), (c) and (d) magnetization obtained from Eqs. (2.5) and (2.6), with inclusion of an additional term supplying negative polarization during the course of the experiment. Parameters were $T_2=50$ ms, $T_1=5$ s, $\tau_{rd}=3.6$ ms, $M_0=1$, $\alpha=1$, $\tau_a=1$ s. Boundary conditions were $M_T(0)=0.01$ and $M_Z(0)=-M_0$ for (a) and (b), and $M_Z(0)=0.01$ and $M_Z(0)=0$ for (c) and (d).
parameters used are indicated in the figure caption. In these parameters, the relaxation times were estimated from actual conditions for DMSO samples, the radiation damping time was taken from the results of Eq. (2.1) and Fig. 2.3, and a relative scale is used for the numerical value for the magnetization. Further, in contrast to the solutions to the regular Bloch equations with radiation damping, here, a boundary condition $M_Z(0)=0$ was used. This is due to the fact that initially, no sample is present in the NMR coil. The conditions of the simulation reasonably correspond to the actual hyperpolarized experiment.

It can be seen from comparing Fig. 2.4 to the experimental results in Fig. 2.2 that the numerical solutions to Eqs. (2.5) and (2.6) qualitatively describe all of the features of the observed signal. Notably, there are multiple recurrences of signal of decaying amplitude, both with increased spacing, and of increased duration as time progresses. Furthermore, the longitudinal magnetization $M_Z$ is reduced after the last of the recurring signals.

The initial occurrence of signal, by the above equations, would depend on the amount of initially present transverse magnetization. Since this magnetization is presumably generated by random perturbations (noise) and is small, the observed signal occurrences may be expected to be irreproducible. Indeed, as stated above, the timing of signal occurrence varies from experiment to experiment. In the simulation, this is equivalent to a change in the relative magnitude of $M_Z(0)$. In agreement with the narrow spectral region affected by radiation damping, the emissions of the two hyperpolarized spins in Fig. 2.2, from water and DMSO, appear to be independent. Finally, it should be noted that, similar to observations by Giraudeau et al.\textsuperscript{117} if the $^1$H nuclei are polarized to a positive spin temperature, and after injection and stabilization, the magnetization is inverted by a $\pi$ pulse followed by a pulsed field gradient, no signal recurrences were observed. Such a behavior would also be expected by the above model, as in this case only the spins that are within the NMR coil at the time of the pulse are inverted, and no additional negative polarization can be supplied. These conditions are therefore approximated by the solutions to Eqs. (2.2) and
(2.3), which are represented in Figs. 2.4a and b.

In order to further confirm that introduction of fresh magnetization due to sample movement is the likely cause for the multiple beats of signal emission, experiments were carried out under varying injection conditions (Fig. 2.5). A trend is apparent, where an increased pressure differential for sample injection increases the number of recurrences of signal. The larger pressure differential gives rise to a larger amount of sample motion. The same is true for a variation in the height of the injection tube over the bottom of the NMR sample. Here, a lower height gives rise to a larger amount of turbulence. Both of these observations provide support for a model, where sample replenishment leads to multiple signal emissions through radiation damping.

While an equation that fully describes the turbulent and inhomogeneous sample injection process would likely be impossible to write, it is remarkable that Eqs. (2.5) and (2.6), despite their simplicity, can capture most of the observed features of the signal. This includes the occurrence of multiple signals, the observation that these signals persist for a longer time, but appear less frequently at later points in time, and that their amplitude is decreasing. The functional form of the term used for introduction of the magnetization during the experiment was chosen as an exponential, in analogy to a physical relaxation process. It is possible, however, that this term underestimates the introduction of new sample at the beginning of the injection, and overestimates the residual motions of the sample at later times.

The observations presented here substantiate the notion that the process of introduction of a hyperpolarized sample, coupled with radiation damping gives rise to a complicated and perhaps unexpected behavior of the spin system. On a more practical level, the observation of the signal occurrences due to radiation damping in a $^1$H spin system hyperpolarized to a negative spin temperature may be useful to judge the amount of residual turbulence after sample injection.
Figure 2.5: Emissions of $^1$H signal from mixtures of DMSO and D$_2$O (1:1 v/v) hyperpolarized to negative spin temperature, under varying conditions for injection of the sample into the NMR spectrometer. (a) "slow" injection with a differential pressure of 770 kPa and a tube height of 54 mm (tube height is the distance between the tip of the injection tube and the bottom of the NMR tube), (b) injection as in a, but with a tube height of 36 mm and (c) "fast" injection with a pressure differential of 820 kPa and a tube height of 30 mm.

2.4 Conclusion

Currently available commercial instrumentation is poised to make hyperpolarization readily accessible for routine spectroscopy, and a variety of approaches for efficient hyperpolarization are being developed. For example, it has been reported that $^{13}$C polarization in some cases is more efficient at negative spin temperature.$^{126}$ In the case of $^{13}$C polarization with small samples, radiation damping may not be an issue due to the lower overall magnetization. However, for spectroscopy with protons, the most abundant NMR active nuclei, as well as perhaps for NMR with probes exhibiting a high Q-factor, such as cryogenically cooled probes, this effect can become dominant. In the data shown here, the
majority of the signal from a sample with negative spin-polarization is lost to radiation damping during sample injection, even before an NMR pulse can be applied. It is noted that in this case, the resonances affected by radiation damping stem from analytes at relatively low concentration (100 mM), as opposed to highly abundant solvent species that would normally be the only ones expected to be subject to radiation damping. Such effects therefore need to be taken into account when working with hyperpolarized samples, and merit further exploration. The observations presented here also serve to demonstrate that when pursuing new applications of hyperpolarized NMR, even well-known effects such as radiation damping may give rise to highly unexpected behavior of the spin system.
3. INVESTIGATION ON KINETICS OF PROTEIN FOLDING USING DNP-NMR*

3.1 Introduction

Protein folding occurs on a timescale that is not directly observable with most traditional nuclear magnetic resonance (NMR) spectroscopy methods.\textsuperscript{127,128} The insights into this complex process that can potentially be gained from the high site-resolution of NMR has led to developments such as stopped-flow NMR,\textsuperscript{129} incorporation of specific isotope labels,\textsuperscript{130} and pulse sequences tailored for rapid data acquisition.\textsuperscript{131} Hyperpolarization, the generation of a non-equilibrium spin state, shows significant promise to enhance the sensitivity and, by removing the need for signal averaging, dramatically decrease signal acquisition time.\textsuperscript{105,132} For the study of protein folding, chemically induced dynamic nuclear polarization (CIDNP) has been used to hyperpolarize tryptophan residues that undergo a cyclic reaction with a photosensitizer.\textsuperscript{133} A different technique, dynamic nuclear polarization (DNP),\textsuperscript{41} hyperpolarizes nuclei throughout a molecule via an admixed stable free radical. Combined with solid state NMR, DNP provides unique information on protein structure.\textsuperscript{50} Using dissolution DNP,\textsuperscript{58} NMR in the liquid state would be sensitive to structural changes across the entire macromolecule during the folding process. Liquid-state NMR signals of a DNP hyperpolarized, denatured protein, the ribosomal protein L23,\textsuperscript{134,135} have recently been observed.\textsuperscript{65} Here, the re-folding of this hyperpolarized polypeptide is monitored following a pH jump (Figure 3.1).

3.2 Experimental Section

Basically, the protein of interest is directly polarized, dissolved and injected into the 5 mm NMR tube pre-installed in the 400 MHz magnet. The protein re-folding is triggered via pH-jump and monitored by a series of rf excitation with small tip angle. The obtained set of $^{13}$C spectra are individually decomposed into a linear combination of unfolded and folded reference spectra, giving protein kinetic data. The protein folding rate constant is obtained by fitting data to kinetic models and compared to folding rate constants measured by the fluorescence method.

3.2.1 DNP-NMR Spectroscopy

Sample aliquots consisted of 10 uL of nominally 4 mM protein (Ribosomal protein L23) in 60%/40% (v/v) ethylene glycol/water, 6M urea, 15 mM OX63 radical (Oxford Instruments, Abingdon, U.K.), and 1 mM Gd-DTPA (SigmaAldrich, St. Louis, MO). Samples were hyperpolarized on $^{13}$C for 4–6 h in a HyperSense DNP polarizer (Oxford Instruments) at $T=1.4$ K, using microwaves of 60 mW power at 93.974 GHz. Samples were then dissolved in 10% (v/v) methanol (MeOH)/5 mM KH$_2$PO$_4$ in water, pH 3.1, heated to a vapor pressure of 10 bar. Dissolved samples were injected into a 400 MHz NMR spectrometer (Bruker Biospin, Billerica, MA) using customized rapid sample injector.$^{63}$ In the NMR spectrometer, samples were mixed at a ratio of 17:1 (v/v) with 25 uL of 810 mM 4-morpholineethanesulfonic acid (MES) buffer, pH 5.6–6.2. The NMR acquisition was triggered automatically. The temperature at the time of NMR measurement was 301 K. Solvent suppression was achieved in the experiment by using a 15 ms $\pi/2$ E-Burp selective pulse with pulse field gradient to de-phase the coherence. Multiple spectra were acquired by applying radio frequency pulses of variable flip angles followed by data acquisition in order to monitor the folding process.$^{81}$ During the data acquisition, $^1$H
and $^2$H decoupling were applied at field strengths of $\gamma B_1$ = 10.2 kHz and 0.7 kHz, respectively. Thermally polarized reference spectra of folded and unfolded L23 for use in the linear decomposition of each transient DNP-NMR spectrum (Figure 3.2) were measured using signal averaging on a 500 MHz NMR spectrometer with cryoprobe (Bruker). Data was processed (20 Hz line broadening, polynomial baseline correction) with TopSpin 3.0 (Bruker). $^{13}$C chemical shift in all spectra were calibrated indirectly to a standard of DSS at 0 ppm.

![Figure 3.1: a) Representation of a pH jump experiment for re-folding of a protein (two-state folder shown). b) Experimental timeline, indicating dissolution ("diss.'), loading into the injector ("load"), injection into the NMR instrument ("inj"), and mixing with refolding buffer. Acquisition of $^{13}$C spectra ("acq") is preceded by solvent suppression ("sup") and excitation with small flip angle of radio frequency pulses, $\alpha_k$ up to $N$ scans.](image)

3.2.2 Stopped-Flow Fluorescence Measurements

Intrinsic tryptophan fluorescence kinetics experiments were performed on a Quantamaster-80 fluorimeter (Photon Technology International, Birmingham, NJ) equipped with a stopped flow accessory (RX. 2000, Applied Photophysics, Surrey, UK). For fluorescence measurements, 1 uM of unlabeled L23 was dissolved in 10 mM phosphate buffer, pH 3.1, contain-
ing 10% MeOH. Protein folding was triggered by stopped flow mixing at a ratio of 1:1 (v/v) with a second buffer containing 90 mM urea, 200 mM ethylene glycol, 90 mM MES with 10% MeOH, and various pH values in the range from 5.5 to 6.3. Fluorescence was excited at a wavelength of 280 nm, and detected at 355 nm. Pulses from the photomultiplier were counted with a time resolution of 50 ms over a total time window of 5 s, using a PCIe-6259 data acquisition board and LabView (National Instruments, Austin, TX).

3.3 Results

3.3.1 pH-Jump Induced Protein Refolding Monitored by $^{13}$C DNP-NMR

Once the hyperpolarized L23 is transferred into the 400 MHz magnet, the pH-jump induced folding is then monitored over a period of seconds by acquisition of a series of NMR spectra using small flip-angle excitation (Figure 3.2a). The signal intensity in these spectra gradually decreases because of spin relaxation and the effect of excitation pulses. Relative signal changes, which can occur from folding as well as non-uniform spin relaxation, become visible in Figure 3.2b. Only the differences to the first and to the last scan in the time series are shown, after rescaling of each spectrum to equal intensity integrated over carbonyl and aliphatic regions. Relative intensity increases are observed in the chemical-shift region corresponding to the carbonyl chemical-shift range (170–185 ppm). The latter "shoulders", which are characteristic of the folded protein, are readily visible in re-normalized traces of the corresponding region (arrows in Figure 3.2c). Specifically, intensity from $\alpha$-helix and $\beta$-sheet secondary structure is broadly centered around 177.9 ppm and 174.5 ppm, respectively.$^{136}$
3.3.2 Kinetic Analysis by Linear Decomposition of DNP-NMR Spectra into Fold/Unfolded References

Quantitatively, the kinetic rate constant of folding can be extracted from analysis of the signal intensities in the DNP-NMR spectra. As L23 has been reported to follow a two-state folding process, the populations of the folded and unfolded species at each time point are obtained by decomposing the individual scans into a linear combination...
of reference spectra of folded and acid-denatured L23 (Figure 3.2d). The reconstructed spectra are in good agreement with the DNP-NMR spectra, except for deviations near 180 ppm and 183 ppm (the latter outside of the fitted region), which likely pertain to side-chain carbonyl chemical shifts (Figure 3.3a). Side-chain carbonyl chemical shifts exhibit a pH dependence in function of protonation state, and furthermore relative intensity differences can arise because the spin-lattice relaxation time ($T_1$) is longer in side chains than in the backbone. Figure 3.3b shows the time evolution of the signal fractions obtained from the decompositions. The first data point already contains a contribution from folded protein, as folding starts during the dead time of the experiment. Nevertheless, from a fit with kinetic model equations, folding and spin relaxation rates can be determined. The folding rate constants from several measurements with different final pH are shown in Figure 3.3c and are in excellent agreement with stopped flow fluorescence measurements. The model used here is based on a two-state folding mechanism, and assumes equal $T_1$ for folded and unfolded forms.

For decomposition, reference spectra and first scan of the DNP-NMR experiments were normalized to the integral of signal intensities between 170 and 181.7 ppm. Unfolded ($\tilde{\upsilon}_k$) and folded ($\tilde{\phi}_k$) fractions were determined by minimizing the root mean square difference between linear combinations of the reference spectra and individual scans from the DNP-NMR experiment. The apparent relaxation rate was found by fitting a single exponential to total signal intensity, then the folding rate was determined by fitting

$$\phi(t) = c \cdot e^{-r(t-t_0)} \left(1 - e^{-k_1(t-t_0)}\right)$$

and

$$\upsilon(t) = c \cdot e^{-(k_1+r)(t-t_0)}.$$  

$$\sum_n U_n = \sum_n F_n = \sum_n D_{1,n} = 1 \quad (3.1)$$

The subsequent scans of DNP spectra were scaled to keep their relative intensity ratio...
compared to the first scan. Integrals of the DNP spectra were calculated as

$$\tilde{\delta}_k = \sum_n D_{k,n}, \quad (3.2)$$

where the summation is over the data points corresponding to the backbone carbonyl region (170–181.7 ppm). Due to normalization, $$\tilde{\delta}_1 = 1$$. Subsequently, DNP spectra were decomposed into an unfolded part $$\tilde{\upsilon}_k$$ and a folded part $$\tilde{\phi}_k$$, by computing the following minimum independently for each $$k$$

$$\min_{\tilde{\upsilon}_k} \sum_n |\tilde{\upsilon}_k \cdot U_n + (\tilde{\delta}_k - \tilde{\upsilon}_k) \cdot F_n - D_{k,n}|^2 \quad (3.3)$$

with

$$\tilde{\phi}_k = \tilde{\delta}_k - \tilde{\upsilon}_k \quad (3.4)$$

![Figure 3.3: a) Decomposition of a representative spectrum (black —; 2nd scan of 5-scan time series) into a linear combination of unfolded (blue - - -) and folded (red – - -) reference spectra. Reference spectra are drawn to scale according to their fractional contribution. The spectrum reconstituted by linear combination is shown as a thick gray line. Vertical dashed lines indicate fitting region. b) Time course of signal intensities. Shown are total signal (●), and fractions of folded (red, □) and unfolded (blue, ○) forms obtained from linear decompositions. Fit results are $$r = 0.59 \text{ s}^{-1}$$, $$k_i = 1.52 \text{ s}^{-1}$$ and $$t_0 = 0.32 \text{ s}$$.) c) pH dependence of folding rates for L23 from DNP measurements (□) and from fluorescence measurements (●) for validation.]
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The apparent relaxation rate $r$ was determined from a fit of the function $q \cdot e^{-rt}$ to $(t_k, \tilde{y}_k)$. The folding rate $k_1$ was then determined by

$$\min_{c, k_1, t_0} \sum_k \left| \tilde{y}_k - v(t_k) \right|^2 + \left| \tilde{\phi}_k - \phi(t_k) \right|^2$$

(3.5)

with

$$v(t) = c \cdot e^{-(k_1+r)(t-t_0)}$$

(3.6)

and

$$\phi(t) = c \cdot e^{-r(t-t_0)} \left(1 - e^{-k_1(t-t_0)}\right).$$

(3.7)

Here, $v(t)$ and $\phi(t)$ are unfolded and folded protein fractions as a function of time. The derivation of these two equations, along with alternatives is given in the following section. The fit parameter $t_0$ designates the effective start of the folding reaction.

### 3.3.3 Monitoring Kinetics Using the Intrinsic Side-Chain Chromophore Probe

Intrinsic fluorescence of the protein comes from the three aromatic amino acids, tryptophan, tryosine and phenylalanine. These fluorophores are often used as the probe to monitor the kinetic and structural change of proteins. The three residues have distinct absorption and emission wavelengths. In L23, there is one tryptophan residue which has the largest fluorescence quantum yield. Stopped-flow fluorescence experiment is performed to validate the kinetics derived from DNP-NMR method herein.

Fluorescence recovery upon protein folding is represented by a series of raw photomultiplier counts $\tilde{y}_k$ (Figure 3.4a). This data was fitted to a single exponential in order to extract the folding rate $k_1$ using eq. (3.8). Here, $y_0$ accounts for the fluorescence of the unfolded protein, as well as for folding during the dead time of the apparatus, and $a$ is the
maximum amplitude change.

\[
y(t) = y_0 + a \cdot (1 - e^{-k_1 t})
\]  

(3.8)

The top trace in Figure 3.4a shows a folding experiment, and the bottom trace a control measurement in the absence of pH jump. While the lack of change of fluorescence intensity in bottom trace in Figure 3.4a shows that there is no folding, the absolute values of fluorescence intensities should not be compared with the trace of the folding reaction, since the quantum yield of fluorescence at acidic pH is lower than at basic pH. The pH dependence of the folding rate is shown in Figure 3.4b, indicating a strong pH dependence of the folding rate at slightly acidic pH. Data in each trace was renormalized according to \((\tilde{y}_k - y_0)/a\) to allow presentation on the same axis. The folding rates obtained from Figure 3.4b are included in 3.3c and compared with those measured by DNP-NMR.

It is noted that the tryptophan fluorescence experiments were performed using non-isotope enriched samples, whereas the DNP-NMR spectra used samples labeled with \(^{13}\)C and \(^{2}\)H at non-exchangeable positions. Significant kinetic isotope effects in the NMR experiments are not expected, since amide and hydroxyl groups, which are typically involved in hydrogen bonding, underwent exchange with water protons. These positions were therefore not deuterated. A potential kinetic isotope effect in the folding was further investigated experimentally using \([u-^{13}\text{C}, 50\%-{^2}\text{H}]-\text{L23}\) samples. This experiment yielded rate constants \(k_1 = 3.53\ s^{-1}\) at pH 6.3; \(k_1 = 1.72\ s^{-1}\) at pH 5.95 and \(k_1 = 0.75\ s^{-1}\) at pH 5.5. These values compare favorably with the rate constants obtained from samples that are not isotopically labeled.
3.4 Discussion

Several assumptions are applied in the kinetic analysis of DNP-NMR spectra. The validation of each assumption is discussed as follows. As a result, these scrutinies support the kinetic analysis of DNP-NMR data is reasonable and generally accepted.

3.4.1 Choice of the Reference Spectra in the Kinetic Analysis

Since the pH change in the pH-jump experiment is instantaneous, the "state" of unfolded L23 at the start of re-folding is ambiguous. In the Results section, acid-denatured unfolded spectrum (blue in Figure 3.5a) is used as the reference. An alternative urea-denatured reference spectrum (green in Figure 3.5a) has different chemical shifts especially in the range of side chains (182–185 ppm). In order to test the influence of side chain peak intensity on the decomposition, a reference spectrum of urea denatured protein
Figure 3.5: a) Reference spectra measured without hyperpolarization, of acid denatured L23 (blue – –; 40 µM L23, 100 mM ethylene glycol, 45 mM urea, 10% (v/v) MeOH, 5 mM KH$_2$PO$_4$, pH 3.1, 32,000 scans) and folded L23 (red –––; same sample as in DNP experiment, 32,000 scans). Green - - - indicates an alternative reference spectrum acquired from urea denatured L23 at pH=5.8 (0.4 mM L23, 100 mM ethylene glycol, 8 M urea, 10% (v/v) MeOH, 14,000 scans). All spectra were acquired using a cryoprobe at $B=11.7$ T. b) Comparison of folding rates obtained from fluorescence measurements (●) and from linear decomposition using the spectrum of acid denatured L23 (□) or urea denatured L23 (◇) as reference for the unfolded protein.

at pH 5.8 was further used. Results of folding kinetics were indistinguishable within experimental error (Figure 3.5b), suggesting that the effect of side chain carbonyl chemical shift variations is not significant.

### 3.4.2 Kinetic Models

A protein with a two-state folding mechanism without the presence of folding intermediates such as L23, follows the reaction

$$U \overset{k_1}{\rightarrow} F$$

(3.9)
where $U$ and $F$ are the unfolded and folded species, respectively. The signals intensities observed in the NMR spectra are from the unfolded and folded form and are expressed as $\nu$ and $\phi$, respectively. Signal intensities follow the equation

$$\frac{d\vec{I}(t)}{dt} = (K + R) \cdot \vec{I}(t)$$

(3.11)

containing the kinetics and relaxation matrices

$$K = \begin{pmatrix} -k_1 & k_{-1} \\ k_1 & -k_{-1} \end{pmatrix}$$

(3.12)

and

$$R = \begin{pmatrix} -r_U & 0 \\ 0 & -r_F \end{pmatrix}.$$  

(3.13)

$k_1$ and $k_{-1}$ are the first order rate constants for the folding and unfolding process, respectively. $r_U$ and $r_F$ are relaxation rates corresponding to the unfolded and folded forms of the protein.

In the dissolution DNP-NMR spectroscopy, observed signal intensities are in principle convolved with an input function due to sample mixing. Therefore, it is necessary to consider the process of sample injection and mixing. Under certain conditions, this could simply be accomplished by choosing appropriate boundary conditions when solving Equation (3.11). More generally, Equation (3.11) may be modified to include a term that
describes the addition of unfolded protein at the beginning of the experiment

\[
\frac{d \vec{I}(t)}{dt} = (K + R) \cdot \vec{I}(t) + \vec{A}(t) \tag{3.14}
\]

with

\[
\vec{A}(t) = \begin{cases} 
\alpha(t) \\
0 
\end{cases} \tag{3.15}
\]

In the simplest case, sample injection and mixing may be assumed to occur instantaneously at a time \( t_0 > 0 \). Then,

\[
\alpha(t) = c \cdot Dirac(t - t_0) \tag{3.16}
\]

where \( Dirac(t) \) is the Dirac delta function, and \( c \) is a constant.

The solution to equation (3.14) gives the time dependence of the observed signal intensities. For simplicity, it is assumed that the relaxation rates \( r_U \) and \( r_F \) are equal to a global relaxation rate \( r \), and that \( k_{-1} = 0 \) (for a discussion of these assumptions, see below).

Using the boundary conditions

\[
\vec{I}(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \tag{3.17}
\]

the solutions are

\[
u(t) = \begin{cases} 
0 & t < t_0 \\
0 \cdot e^{-(k_1 + r)(t-t_0)} & t \geq t_0 
\end{cases} \tag{3.18}
\]

\[
\phi(t) = \begin{cases} 
0 & t < t_0 \\
0 \cdot e^{-r(t-t_0)}(1 - e^{-k_1(t-t_0)}) & t \geq t_0 
\end{cases} \tag{3.19}
\]

with unknown parameters \( c, r, k_1 \) and \( t_0 \). From Equations (3.18) and (3.19), it can also
be seen that \( k_1 > r \) should be fulfilled, as otherwise the decay of signal due to relaxation dominates. Using the above idealized model, the total signal simply follows the spin relaxation rate

\[
v(t) + \phi(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot e^{-(t-t_0)} & t \geq t_0 
\end{cases}
\] (3.20)

Hence, it is possible to determine the relaxation rate directly from the experimental data, from a separate fit to the total signal intensity prior to decomposition of the spectra.

In reality, sample injection and mixing in the stopped-flow NMR experiment is a process that occurs over a certain amount of time. We have previously proposed to consider an exponentially subsiding addition of hyperpolarized sample.\(^7\) In this case,

\[
\alpha(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot (r + r_i) \cdot e^{-(r+r_i)(t-t_0)} & t \geq t_0 
\end{cases}
\] (3.21)

The parameter \( r_i \) describes the rate with which sample addition subsides. It appears together with \( r \) in the exponent of Equation (3.21), since the injected sample is also subject to spin relaxation. The solutions become

\[
v(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot \frac{r + r_i}{r_i - k_1} \cdot e^{-(k_1+r)(t-t_0)} \left[ 1 - e^{-(r_i-k)(t-t_0)} \right] & t \geq t_0 
\end{cases}
\] (3.22)

\[
\phi(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot \frac{r + r_i}{r_i - k_1} \cdot e^{-(r)(t-t_0)} \left[ 1 - e^{-(k_1)(t-t_0)} - \frac{k_1}{r_i} \left( 1 - e^{-(r)(t-t_0)} \right) \right] & t \geq t_0 
\end{cases}
\] (3.23)

with unknown parameters \( c, r, k_1, t_0 \) and \( r_i \). It should be noted that in this model, sample addition never ends, but the rate of addition becomes very small for long times \( t \). Under usual conditions, \( r_i > r \). It can be seen that in the limit of rapid injection, \( r_i \rightarrow \infty \),
Equations (3.22) and (3.23) converge to (3.18) and (3.19).

Finally, it may be interesting to consider a case, where sample is added for a finite time but at constant rate. Then,

\[ \alpha(t) = \begin{cases} 
0 & t < t_0 \\
\frac{c}{b} \cdot e^{-r(t-t_0)} & t_0 \leq t < t_0 + b \\
0 & t \geq t_0 + b 
\end{cases} \] (3.24)

The duration of the injection is given by \( b \), and the exponential term in Equation (3.24) accounts for the spin relaxation of the injected sample. The solutions are

\[ \upsilon(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot e^{-(k_1 + r)(t-t_0)} \cdot \frac{e^{k_1(t_0-b)}-1}{bk_1} & t_0 \leq t < t_0 + b \\
c \cdot e^{-(k_1 + r)(t-t_0)} \cdot \frac{e^{bk_1-1}}{bk_1} & t \geq t_0 + b 
\end{cases} \] (3.25)

\[ \phi(t) = \begin{cases} 
0 & t < t_0 \\
c \cdot e^{-r(t-t_0)} \left( \frac{e^{k_1(t_0-b)}-1}{bk_1} + \frac{t-b}{b} \right) & t_0 \leq t < t_0 + b \\
c \cdot e^{-r(t-t_0)} \left( 1 - \frac{e^{bk_1-1}}{bk_1} e^{-k_1(t-t_0)} \right) & t \geq t_0 + b 
\end{cases} \] (3.26)

with unknown parameters \( c, r, k_1, t_0 \) and \( b \). Likewise, for \( b \to 0 \), Equations (3.25) and (3.26) converge to (3.18) and (3.19).

The result from using the three different models for sample injection that are discussed above, is shown in Figure 3.6. In each panel, the function \( \alpha(t) \), which describes the addition of magnetization, is plotted along with the experimental data and fitted curves \( \upsilon(t) \) and \( \phi(t) \). As long as the sample injection is set up to occur in a sufficiently short time, it is apparent that the main difference in the result between the three models occurs during the
mixing dead time. The results agree closely for the time points corresponding to measured values. From the fit parameters that are indicated in each figure, it is further apparent that, while model specific parameters differ, the folding rate \( k_1 \) obtained from each model is similar. The model specific parameters \( r_i \) and \( b \) in Figure 3.6b and c are less well defined due to the fitting problem being underdetermined. A change in these parameters can to some extent be compensated by a change in \( t_0 \). In Figure 3.6b, it can further be seen that if an injection rate \( r_i \ll 5 \) \( \text{s}^{-1} \) is assumed, the quality of the fit decreases. This observation appears to indicate that under the conditions chosen, injection was sufficiently rapid. The simplest model (Figure 3.6a) therefore appears adequate for interpretation of the data.

3.4.3 Signal Depletion Caused by RF Pulses

The above equations describe the time course of longitudinal magnetization in the absence of radio frequency pulses. In reality, however, the measurement of each NMR transient entails the conversion of a part of longitudinal magnetization into transverse co-
Table 3.1: Parameters used in and derived from fit of experimental data to the three models for stopped flow sample injection. The fit equations or other source, from which each parameter was derived, is indicated in a separate column.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Instantaneous injection</th>
<th>Exponentially subsiding injection</th>
<th>Constant rate injection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td></td>
<td>Source</td>
<td>Source</td>
</tr>
<tr>
<td>$r$</td>
<td>$0.59 \text{ s}^{-1}$</td>
<td>$0.59 \text{ s}^{-1}$</td>
<td>$0.59 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$1.52 \text{ s}^{-1}$</td>
<td>$1.51 \text{ s}^{-1}$, $k_1 = 1.53 \text{ s}^{-1}$</td>
<td>$1.49 \text{ s}^{-1}$</td>
</tr>
<tr>
<td>$t_0$</td>
<td>$0.32 \text{ s}$</td>
<td>$0.21 \text{ s}$, $t_0 = 0.11 \text{ s}$</td>
<td>$0.24 \text{ s}$</td>
</tr>
<tr>
<td>$c$</td>
<td>$1.22$</td>
<td>$1.23$, $c = 1.25$</td>
<td>$1.29$</td>
</tr>
<tr>
<td>$r_i$</td>
<td>$10 \text{ s}^{-1}$</td>
<td>fixed [ref. 139]</td>
<td>fixed [ref. 105]</td>
</tr>
<tr>
<td>$b$</td>
<td>$0.15 \text{ s}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

herence for observation. This magnetization is then no longer available for subsequent scans. Hence, the signal intensity obtained in the transient $j$ is equal to

\[
I_j = I(t) \cdot \sin(\alpha_j) \prod_{k=1}^{j-1} \cos(\alpha_k) \tag{3.27}
\]

where $\alpha_j$ is the flip angle of the radio frequency pulse used for excitation of scan $j$. However, if the flip angle is chosen as

\[
\alpha_j = \arcsin \frac{1}{\sqrt{n - j + 1}} \tag{3.28}
\]

the contributions of the product term in Equation (3.27) are equal in each scan, simply resulting in a constant scaling of intensity.\textsuperscript{81} In this study, since rf excitation uses variable-flip-angle scheme, no further consideration of effect from rf pulses in the analysis of the data.

### 3.4.4 Influence from Variations of Relaxation Rates

As a basis for quantification of the effect of spin relaxation on the observed spectra, $^{13}\text{C}$ $T_1$ was measured for the proteins used. At $B=9.4 \text{ T}$, relaxation times of 1.6 s and 2.1 s were
obtained for the region containing predominantly backbone carbonyl chemical shifts (170–182) ppm in acid denatured and folded [U-13C, 50%-2H]-L23, respectively. The value for unfolded protein additionally agrees well with a value determined for unfolded L23 using DNP-NMR. Additionally, differences in relaxation between backbone and side chain signals were assessed. In order to obtain high signal of side chain resonances, these measurements were carried out at \( B = 11.4 \) T using a cryoprobe, and using urea denatured protein. Relaxation times of 1.5 s and 3.6 s were obtained for the predominantly backbone (170–179 ppm) and side chain (179–182 ppm) carbonyl regions, respectively.

Differences in relaxation rate of backbone and side chain carbonyl carbon spins explain the differences near 180 and 183 ppm between DNP-NMR and reconstituted spectra in Figure 3.3a. A higher relative carbonyl side chain intensity is present in the DNP-NMR experiment because of longer spin relaxation time. In addition, differences in relaxation rate between folded and unfolded protein can affect the calculation of folding rate from DNP-NMR data. In the simplest case, we assume that relaxation rates in the folded and unfolded forms of the protein are equal, i.e. \( r_U = r_F = r \). If this assumption is true, data analysis is simplified, since \( r \) can directly be found from the signal intensities in the same DNP-NMR data set that is used for determining the kinetic rates. Otherwise, it is necessary to measure relaxation rates in folded and unfolded protein either by DNP-NMR or using a non-hyperpolarized inversion-recovery experiment.

Effects of differences in relaxation rates were determined by performing a simulation. Time dependent signals from unfolded and folded polypeptide (\( \nu \) and \( \phi \)) were calculated using presumed individual relaxation rates and known folding rates, and subsequently analysed with the kinetic model that assumes instantaneous injection and equal relaxation rates (Equations 3.6 and 3.7). This analysis yields the apparent folding rate that would be obtained with the assumption that only one relaxation rate exists. The comparisons between apparent folding rates (\( k_{1}^{app} \)) and selected presumed folding rates (\( k_{1}^{real} \)) are shown
Figure 3.7: Simulation, shown in semi-log plot, illustrates the effect of differences in spin-lattice relaxation rates $r_F$ and $r_U$ of folded and unfolded protein on the kinetics analysis. $k_{app}^1$ is the apparent folding rate obtained from the model assuming a single relaxation rate $r$, whereas $k_{real}^1$ is the true folding rate. The curves were obtained by first calculating the time evolution of signal intensities from folded and unfolded protein using the parameters $r_F$, $r_U$ and $k_{real}^1$. For each $r_F/r_U$, $k_{app}^1$ was then determined by fitting Equations (3.6) and (3.7) to the simulated data using the same procedure as for the analysis of the experimental data. The actual relaxation rate in unfolded L23 is $r_U = 0.6 \text{ s}^{-1}$.

in the semi-log plot in Figure 3.7 for various ratios of the relaxation rates. It can be seen that, if $r_U$ is larger than $r_F$, the folding rates obtained when assuming a single relaxation rate will be overestimated, and vice versa. Under present experimental conditions, for $r_U = 0.63 \text{ s}^{-1}$ and $r_F/r_U = 0.76$, the approximate error due to the assumption of a single relaxation rate is between 9% and 3% for $k_1$ between 0.75 s$^{-1}$ and 2.72 s$^{-1}$ (near the solid line in panels (a)–(c)). This error is similar to the experimental uncertainty (Figure 3.3c); therefore, the assumption of a single relaxation rate in the kinetic analysis appears valid in this case. It can also be noted that because of the magnetic field dependence of carbonyl chemical shift anisotropy relaxation, measurements at relatively low field, e.g. 9.4 T or 11.7 T, corresponding 400 MHz or 500 MHz $^1$H NMR frequency, may be preferred.
3.4.5 Influence of Phase Distortion Caused by Chemical Reaction

It is known that in an NMR spectrum of the one-sided chemical reaction of first order, reactant resonances are broadened and product resonances show dispersive lineshape.\textsuperscript{140} The line broadening of reactant resonances arises from the short lifetime of the reactant, while the dispersive feature originates from the delayed formation of product. Here, we have considered the potential influence of phase distortion on the kinetic analysis. This property of the signals is investigated by simulating lineshapes according to the Bloch-McConnell equations considering a one-sided chemical reaction.\textsuperscript{140,141} The spectra at different time points for the largest folding rate observed in this work ($k_1 = 2.38 \text{ s}^{-1}$) were simulated. Different changes in resonance frequency between denatured and folded forms ($\nu_U$ and $\nu_F$) upon reaction were considered. Figures S5a and b show the simulation at $|\nu_F - \nu_U| = 50 \text{ Hz}$ and $|\nu_F - \nu_U| = 5 \text{ Hz}$, respectively. In both cases, the transverse relaxation rates were assumed to be 0.5 Hz and the ratio of initial magnetizations were calculated using Equations (3.6) and (3.7) with the fit results of $k_1$, $t_0$ and $r$. It is noted that the distortion of signals becomes prominent when $|\nu_F - \nu_U|$ is similar to the folding rate, such as in the spectrum at $t_0$ in Figure 3.8b. For large changes in frequency, for example, 100–300 Hz (corresponding to the difference between the center of the carbonyl chemical shift distribution and the growing shoulders), the distortion is nearly imperceptible. Once initial product has formed, the distortion is diminishing as demonstrated in time points $t_1$, $t_2$ and $t_3$, where the reaction is completed to about 54%, 80% and 91%. Moreover, the effect of spectral distortion becomes less noticeable after applying exponential line broadening of 20 Hz, as was the case in the experimental measurements. Based on these evaluations, the influence of phase distortion in the kinetic analysis was not further considered.
Figure 3.8: Simulation of lineshapes at different times in the two state protein folding process at the highest folding rate obtained in this study ($k_1 = 2.38 \text{ s}^{-1}$). Simulations assumed a difference of a) 50 Hz and b) 5 Hz between unfolded and folded resonances, $\nu_U$ and $\nu_F$. Simulations were carried out using the modified Bloch-McConnell equations considering non-equilibrium chemical reactions (i.e. no reverse reaction occurs). The spin-spin relaxation rate of each resonance was set as 0.5 Hz.

3.5 Conclusion

In proteins with more complicated folding pathway, this experiment could be useful for the identification of on-pathway intermediate states, provided that their lifetime is at least on the order of $\sim 100 \text{ ms}$. Peaks of such intermediates can additionally be assigned by forward or backward correlation to the known chemical shifts in the folded or unfolded protein. Additional site specific information can potentially be recovered using techniques aimed at reducing signal overlap, such as selective isotope enrichment or multi dimensional spectroscopic techniques. The length of the time interval accessible to the DNP-NMR method is governed by $T_1$ relaxation. Using deuteration, $^{13}$C relaxation rates even in large polypeptides can be on the order of seconds. In this time frame, the DNP-NMR measurement can provide a substantial amount of information on tertiary structure formation. Apart from the observation of global folding kinetics, DNP-NMR includes the capability to simultaneously resolve different sites on the macromolecule. These features
may enable the observation of differential kinetics in proteins that do not follow a two state folding mechanism, of contacts established during assembly of protein complexes, or even yield structural information on folding intermediates.
4. HYPERPOLARIZED HADAMARD SPECTROSCOPY USING FLOW NMR*

4.1 Introduction

Since the inception of dissolution dynamic nuclear polarization (D-DNP), this technique for NMR sensitivity enhancement has gained attention in fields as diverse as biomedical imaging and high-resolution NMR spectroscopy. D-DNP is by definition a technique for analysis of individual batches of sample that are first hyperpolarized as frozen aliquots, and subsequently injected into the NMR detector. Applications in high-resolution NMR spectroscopy that appear to most directly benefit from this mode of operation are those that require the rapid collection of data, for example for the study of unidirectional chemical reactions.

A key to these applications lies in the use of rapid sample injection technologies, such as the dissolution system incorporated in a purpose-built DNP-NMR spectrometer that has recently been described by Karabanov et al., which allows for sample injection into a standard or flow-NMR probe. A sample injector developed in our own laboratory serves the same purpose when using two separate instruments for DNP polarization and NMR spectroscopy.

The most direct implementation of NMR spectroscopy in combination with rapid sample injection consists of the acquisition of a single one-dimensional spectrum, or of a series of spectra acquired with small-flip angle excitation. One-dimensional spectroscopy however does not make full use of spin correlations that can be used to obtain structural information by NMR spectroscopy. Within the constraints of a single hyperpolarized sample, various approaches have been described to recover some of this information. These

include the acquisition of single-scan 2D spectra based on pulsed field gradients,\textsuperscript{85} sequential acquisition of multiple scans for a 2D spectrum using small flip-angle excitation,\textsuperscript{81} as well as indirect methods such as off-resonance decoupling.\textsuperscript{83}

An alternative strategy for obtaining two-dimensional chemical shift correlations from dissolution DNP would be to physically split a hyperpolarized sample into multiple parts. If expected chemical shifts in one of the spectral dimensions are known, Hadamard spectroscopy presents an interesting alternative in obtaining correlation spectra even from a small number of scans.\textsuperscript{150} In Hadamard spectroscopy, a series of one-dimensional scans is acquired. Each of these scans starts with the selective inversion of individual chemical shifts corresponding to a first spectral dimension using a Hadamard pattern, followed by the generation of coherences with coupled spins and acquisition of the NMR signal in the second spectral dimension. The correlation information is then reconstructed by applying a Hadamard transform, which consists of additions and subtractions of the originally acquired spectra.

The result of the Hadamard transform, if desired, can be represented in a form resembling a traditional 2D spectrum with peaks correlating two chemical shift axes. Hadamard spectroscopy requires fewer scans than traditional Fourier transform (FT)-2D spectroscopy, because no spectral information is acquired in the indirect dimension in regions, where no peaks are present. For this reason, Hadamard spectroscopy appears well suited for applications involving hyperpolarized NMR, where the number of samples is limited.

An advantage of Hadamard spectroscopy over pseudo-two dimensional (2D) methods such as off-resonance decoupling is the ability to resolve peaks even in the presence of chemical shift overlap. Additionally, each of the individual scans in a Hadamard spectrum contains signal intensity from each of the spins. As a result, the noise penalty in signal-to-noise ratio in the reconstructed spectrum is reduced compared to a series of one-dimensional spectra acquired with single selective excitations.
In the present work, we introduce an apparatus that allows for precise control of injection into a flow cell, which provides for the acquisition of a limited number of scans from different portions of a single hyperpolarized sample. We then demonstrate two-dimensional Hadamard spectroscopy using this technique. Finally, we discuss a strategy using the maximum entropy method for accounting for signal decay due to spin relaxation and concentration differences in the reconstruction of Hadamard spectra from multiple portions of the hyperpolarized sample.

4.2 Methods

4.2.1 Sample Injector for Flow NMR

In order to overcome the limitation of using a sample from D-DNP for only a single scan, a setup for sample injection from a DNP polarizer into a flow-NMR probe was implemented (Figure 4.1a). The central part of the injector device consisted of two 10-port valves V1 and V2 (MODEL, VICI-Valco, Houston, TX) that were simultaneously switched between a loading position (solid black lines) and an injection position (dashed black lines). The port V1,1 was connected to a HyperSense DNP polarizer (Oxford Instruments, Tubney Woods, UK). Ports V1,5 and V2,2 were connected to a flow cell inserted into a 400 MHz NMR spectrometer (Bruker Biospin, Billerica, MA).

In the loading position, a stream of sample from the DNP polarizer fills a sample loop of 1.5 mL. An optical detector sensed the arrival of liquid at the end of the loop, defining the time point \( t_0 \) for injection (Figure 4.1b). A drive fluid was continuously pumped from the V2,3 input through the two valves, using a LC-20AD high performance liquid chromatography (HPLC) system (Shimadzu, Kyoto, Japan) set to a flow rate of 16 mL/min (pressure of 800–900 psi). In the loading position, the fluid simply flowed into a waste container (or could be re-circulated if desired). In the injection position, it flowed through.
the sample loop, tubing T1 and 160 µL flow cell, thereby delivering the sample for NMR analysis. Ports marked with “×” in the figure were blocked. The initial delay of sample delivery was 3–4 s, which was adjusted for the first part of the sample to arrive in the flow cell. The tubing sizes (0.03” ID, ~ 10 feet long) were chosen so that the entire sample was transferred past the valve V2 into the tubing T1 during this initial time. The time interval (Δt) between each NMR scan included 700 ms acquisition time (t_{acq}), 1 s stabilization (t_{stab}) and 700 ms injection phase (t_{fwd}) for the subsequent scan. The flow of sample through the cell was stopped by switching the valves to the loading position. This procedure was repeated until the entire sample was transferred from the tubing T1 to the flow cell, for a typical yield of 8 scans.

Supporting electronics of the sample injector were identical to those already described, allowing for the computer control of the injection valves using a LabView program (National Instruments, Austin, TX). The NMR spectrometer was equipped with a TXI probe that had been engineered for flow-through capability in conjunction with a modified CryoFIT flow conversion system (Bruker Biospin). Sample was delivered to the flow cell from the bottom of the magnet, and exited towards the top.

4.2.2 DNP Polarization

The sample for DNP polarization consisted of 10 µL of self-glass-forming solvent, 1-butanol, containing 15 mM of the free radical α,γ-bisdiphenylene-β-phenylallyl (BDPA; Sigma-Aldrich, St. Louis, MO). The frozen sample aliquot was hyperpolarized on 13C nuclei in the HyperSense DNP polarizer. The polarization temperature was 1.4 K, and microwave irradiation was applied for 3–4 h at a power of 60 mW and a frequency of 93.965 GHz. After dissolution with H2O heated to ~180 °C, the sample was injected using the sample injector described above. The driving fluid, pure water, was pumped by
HPLC system at pressure \( \sim 800–900 \) psi.

Figure 4.1: a) Diagram of the sample injection device for D-DNP spectroscopy using a flow NMR probe. b) Timing diagram of sample injection. c) NMR pulse sequence for \([^{13}\text{C},^{1}\text{H}]-\text{HSQC Hadamard}\) experiment utilizing \(^{13}\text{C}\) hyperpolarization.
4.2.3 *NMR Spectroscopy*

Heteronuclear single quantum correlation spectroscopy between $^{13}\text{C}$ and $^1\text{H}$ was performed using Hadamard encoding. A pulse sequence modified from Steinbeck et al.\textsuperscript{151} was used, with the high- and low frequency channels (proton and carbon) exchanged (Figure 4.1c). The start of the NMR experiment was triggered by a transistor-transistor logic (TTL) signal from the sample injection device. The first radio-frequency (RF) pulse was applied on $^{13}\text{C}$ nuclei. Coherence was then transferred to $^1\text{H}$ using a delay $\Delta_1=1.19$ ms optimized for CH, CH$_2$ and CH$_3$ groups. During the transfer, a trim pulse, SL$_x$, was applied to maintain the desired coherence. A band-selective inversion pulse\textsuperscript{152} (dual Gaussian shape, pulse length of 50.79 ms, maximum pulse amplitude $\gamma B_1=47.8$ Hz) was applied simultaneously to two $^1\text{H}$ resonances. The resonances to be inverted were chosen differently in each scan, according to a Hadamard matrix. A purging gradient, $G_{1,z}$ of 35.5 G/cm was used to eliminate the effects from imperfect pulses. Finally, coherence was transferred back to $^{13}\text{C}$ using a delay $\Delta_2=1.19$ ms, and the signal was detected. Hard radio-frequency pulses of flip angles $\pi/2$ (narrow black bars) and $\pi$ (wide black bars) were applied with strength $\gamma B_1=18.2$ kHz on $^{13}\text{C}$, and $\gamma B_1=29.8$ kHz on $^1\text{H}$. During the selective inversion pulse, GARP decoupling was applied on $^{13}\text{C}$ using $\gamma B_1=2.5$ kHz, and WALTZ-16 decoupling with $\gamma B_1=2.5$ kHz was applied on $^1\text{H}$ during acquisition.\textsuperscript{153} The single quantum coherence transfer pathway was selected using pulsed field gradients $G_{2,z}=14.2$ G/cm and $G_{3,z}=56.8$ G/cm, of 1 ms length which were applied as close as possible in time to minimize signal losses due to the sample movement. The delay $\delta=1.2$ ms was included to allow application of $G_{2,z}$. The dual Gaussian shaped pulse and the integer number of GARP decoupling cycles are both centered in the delay ($d$).
4.2.4 Hadamard Reconstruction Using Entropy Maximization

The correlation information from a Hadamard spectrum can be retrieved by a Hadamard transform. In the ideal case, such as in non-hyperpolarized Hadamard spectroscopy, the relative intensities of each scan are identical. The set of $n$ reconstructed spectra, each containing $m$ data points, $R \in \mathbb{R}^{m \times n}$, are then obtained via decoding of the originally acquired $n$ Hadamard spectra $D \in \mathbb{R}^{m \times n}$ with a Hadamard transformation defined by the same Hadamard matrix $H_n$ as was used for encoding (Equation 4.1).

$$R = D \cdot H_n \quad (4.1)$$

However, in the dissolution DNP-NMR measurement, the signal intensity varies among scans if unequal concentrations of analyte are present, and because of the $T_1$ relaxation. Under the assumption that the effect of relaxation is uniform for all spins, this variation can be accounted for by introducing a scaling factor for each spectrum, to be applied before Hadamard decoding. The scaling factors can be written as a row vector $C \in \mathbb{R}^{1 \times n}$. With $1 \in \mathbb{R}^{m \times 1}$ a column vector with all elements equal to one, the Hadamard transform can be replaced by

$$R = (D \circ 1C) \cdot H_n \quad (4.2)$$

In Equation (4.2), $\circ$ denotes the element-wise multiplication of two matrices (incidentally also known as Hadamard product).

Since the assumption of equal spin relaxation for all of the peaks is necessarily an approximation, it is not always trivial to find optimal scaling factors $C$. Here, we use a method based on maximum entropy for this purpose. The entropy function is chosen as

$$S = - \sum_{i=1}^{m} h_i \ln h_i \quad (4.3)$$
where

\[ h_i = \sum_{j=1}^{n} P_{ij} \] \tag{4.4}

with

\[ P_{ij} = \frac{|R_{ij}|}{\sum_{k=1}^{m} |R_{kj}|} \] \tag{4.5}

The matrix \( P \) in Equation (4.5) contains an absolute value representation of the result spectra \( R \). The sum in the denominator is over all data points in the spectrum \( j \), such that the columns of \( P \) are normalized. In Equation (4.4), a sum of each of the corresponding data points in the normalized absolute value spectra of \( P \) is calculated in order to obtain a measure of total intensity at each position in the spectra. The optimized scaling factors contained in \( R \) are then found by maximizing the entropy function \( S \) in Equation (4.3).

The numerical optimization as described above was performed using Matlab (MathWorks, Natick, MA). The Nelder-Mead simplex algorithm (fminsearch) was used to find the minimum of the objective function, negative \( S \) (Equation 4.3). The unconstrained variables in the optimization were the scaling factors of each scan, except for that of the first scan, which was fixed as a reference.

4.3 Results and Discussion

In order to determine the amount of sample present in the flow cell at different times, a solution of red dye was injected in an otherwise similar manner as in the DNP experiment. Images taken at the time points that would correspond to each scan show that under these conditions, sample is available in the flow cell for a total of approximately 8 scans (Figure 4.2a). The gradual increase in dye concentration near \( n = 1 \), and gradual decrease near \( n = 9 \) is due to laminar flow in the inlet tubing. A similar result is obtained by acquiring a series of \(^{13}\text{C} \) spectra from a sample of hyperpolarized 1-butanol (Figure 4.2b). Each
Figure 4.2: a) Images showing the injection of a red dye into the flow cell. Time points correspond to those indicated in Figure 4.1. b) Series of spectra acquired in the flow cell from a hyperpolarized sample of 1-butanol. The time of each scan corresponds approximately to the images in (a). c) Plot of total intensity from the spectra shown in (b).

of these spectra were acquired using a single $\pi/2$ pulse followed by acquisition with $^1$H decoupling, and therefore show the amount of signal available in each scan. The line width was approximately 1.5 Hz, which appears sufficient to resolve most peaks in typical spectra of small molecules. A plot of total signal intensity from these spectra is shown in Figure 4.2c. Similar to Figure 4.2a, it can be seen that the signal intensity at first increases, and then decreases for later scans. This effect is however due to the combination
of the concentration variation and spin-lattice relaxation. The four scans showing highest signal intensity are scans 2–5, and the time points corresponding to these were used in the following for the Hadamard experiment. In order to obtain a $^{13}\text{C},^{1}\text{H}$ heteronuclear correlation experiment, the $^{1}\text{H}$ resonances of butanol were phase encoded according to a 4×4 Hadamard matrix (Figure 4.3a and b). No inversions were implemented in the first scan. In the following scans, two out of four peaks were selectively inverted by a dual-frequency $\pi$ pulse. For example, in the second scan, peaks a and d were encoded. Figure 4.3c shows the resulting $^{13}\text{C}$ spectra. By comparing signal from the second scan in a separate DNP measurement to signal of a reference sample acquired by a single $\pi/2$ pulse, the average enhancement of $\sim500$ is obtained.

Different options were explored for reconstructing the $^{13}\text{C}–^{1}\text{H}$ correlation information from the Hadamard encoded data set. Because of variations in the signal intensity among different scans, which are due to both a concentration gradient and spin relaxation, a direct Hadamard transform would yield unsatisfactory results. The simplest method of reconstruction for such D-DNP Hadamard data sets appeared to be to scale each of the spectra with a global scaling factor before the Hadamard transform. As opposed to deducing these scaling factors based on characteristics of the instrument or the molecule under study, we propose the use an entropy maximization for this purpose. An advantage of this method is that reconstruction requires no information external to the data set.

The optimization applied to the data from Figure 4.3 resulted in an entropy function $S$ that rapidly converged to a maximum value of 34.7 (Figure 4.4a). The set of spectra in Figures 4.4b, d and e represent the reconstruction before, during and after optimization. It can be seen that the smaller residual peaks, which are due to unequal signal amplitude in the original spectra, are attenuated over the course of the optimization. The final spectra in Figure 4.4e contain to a large margin only the four expected correlation peaks. These peaks correspond to the cross-peaks that would be expected in a typical two-dimensional
Figure 4.3: a) Non-hyperpolarized proton spectrum of 1-butanol, showing the chemical shifts a–d of selective inversion for the Hadamard experiment. b) Hadamard matrix used for $^1$H encoding. The numbers +/-1 indicate no inversion, or selective inversion using a pulse with $\pi$ flip angle, respectively. c) Hyperpolarized carbon spectra of the Hadamard encoded data set.

$[^{13}\text{C} , ^1\text{H}]$-HSQC experiment. As an alternative representation, strips in pseudo-2D spectra in Figure 4.4c and f illustrated the decoded spectra without and with using MaxEnt rescaling, showing residual peaks became less noticeable.

To further validate the method of finding the global scaling parameters by maximizing entropy as described above, reconstructions of simulated data sets containing increased variations in spin-lattice relaxation time $T_1$, increased noise, signal overlap were performed (supporting information in appendix A). In the case of equal relaxation time constants (Figure A.1), the proposed decoding procedure allows obtaining four distinct peaks.
Figure 4.4: a) Evolution of the value of the entropy function $S$ from Equation 4.3 (solid line), and the four independent scaling factors $c_1..c_4$ (dashed lines, from longest to shortest) during the optimization procedure for the data set shown in Figure 4.3c. The parameter $c_1 = 1$ was fixed, and starting conditions were $c_1 = c_2 = c_3 = c_4$. b) Reconstructed spectra using identical scaling factors (iteration #1). c) Strips of the pseudo-2D spectrum of (b). d) Reconstructed spectra from an early iteration, #8. e) Final reconstructed spectra (iteration #80). f) Strips of the pseudo-2D spectrum of (e).

without knowing relaxation parameters in advance, as shown in Figures A.1e and f. A source of error, which is unavoidable when using global scaling parameters for each spectrum, is due to differences in spin-lattice relaxation rates. The test molecule used in the experiments, 1-butanol, contains the following $^{13}$C spin-relaxation times: 3.6 s, 4.1 s, 5.1 s and 5.6 s (higher to lower chemical shift). In simulations with different $T_1$ constants, as indicated in Figure A.2b, some residual peaks in the third and fourth scans of Figure A.2e appear, but under these conditions are sufficiently small to not significantly impact the determination of chemical shift correlations. In the case of larger $T_1$ variation, the four correlated resonances are still distinguishable, even through the number and amplitude of
residual peaks increases and peaks become more perceptible (Figures A.3e and f). Close
inspection of the results from simulation (Figures A.3e and f) and experiment (Figure 4.4e
and f) reveals that the entropy maximization procedure appears to find a “compromise” in
the scaling factors, such that some of the residual peaks have positive intensity (i.e. too
small subtraction), whereas others have negative intensity (i.e. too large subtraction).

It is further interesting to examine the capability of this analysis method in other limit-
ing cases. Figure A.4a shows the simulated Hadamard spectra with the average SNR~10
in the first scan (5 times lower than the other simulations). As shown in Figure A.4e and
f, the proposed method is still applicable. It is noted that the inherent advantage of im-
proved SNR from multiplexed detection in the Hadamard spectroscopy is not necessarily
fully realized in hyperpolarized Hadamard spectroscopy, since poor SNR is the last scan
can deteriorate the SNR of Hadamard decoded spectra because of the larger scaling factor
for the final scan. Finally, the situation of spectral overlap (peaks c and d in the inset of
Figure A.5a) is investigated, showing that the overlapped resonances are well separated
after decoding (Figure A.5e and f). Furthermore, in the case of complete overlapping such
as two chemically-inequivalent protons bonded on the same carbon nucleus, the MaxEnt
optimization still gives clearly resolved peaks. In all scenarios, signal variation due to $T_1$
relaxation is considered, while the experimentally observed concentration gradients are not
taken into account. This appears reasonable, because only $T_1$ relaxation will give rise to
non-uniform intensity variations across each spectrum, and hence imperfect cancellation.
From the simulations performed, it appears that Hadamard reconstruction with MaxEnt
rescaling is robust towards the parameters tested in minimizing imperfect cancellation in
hyperpolarized Hadamard spectroscopy. On the basis of these results, it appears possible
that similar optimization methods can also be applied other types of pulse sequences that
require the addition of subtraction of signals from multiple scans, such as those involving
phase cycles.
On a technical level, the setup with sample loop and injection valves serves the purpose of decoupling the stream of fluid from the DNP polarizer. This is important because typical D-DNP instruments drive the dissolution process by gas flow. However, gas bubbles need to be avoided in the flow cell for reasons of magnetic field homogeneity. The inlet and outlet tubing should also be free of compressible gas, in order to allow rapid stopping of the fluid flow for each scan. Decoupling of the dissolution and injection processes also gives the necessary flexibility in timing the different parts of the injection process to allow the acquisition of sequential scans, each from a fresh sample. This allows for full utilization of the entire hyperpolarized sample, without otherwise possible losses of > 50%. Splitting the sample into multiple parts also gives increased flexibility in the type of pulse sequences that can be applied, when compared to multi-scan acquisitions on the same sample using multiple small-flip angle excitations. In small flip-angle schemes, the nucleus carrying the hyperpolarization can only be subjected to $\pi$ pulses after an initial excitation pulse in each scan; otherwise the polarized spin state would be lost. The Hadamard correlation experiment described here, which contains two $\pi/2$ pulses on the $^{13}$C channel, for example could not have been readily applied using small flip-angle excitation.

The multi-part acquisition could therefore be amenable to various other NMR experiments. By adjusting the volume ratio of flow cell and sample, as well as the acquisition times, it would be possible to use more than four scans, depending on the need of a specific experiment. A similar effect could also be achieved by replacing the fluid in the flow cell only partially for each scan, if necessary in combination with the use of pulsed field gradients to remove previously generated coherences.

Several aspects can be investigated to improve enhancement obtained here. For example, using mixed glassy matrix such as butanol/diethyl ether or different paramagnetic polarizing agents and adding lanthanide ions could potentially increase the solid-state polarization. Further improvements in the signal-to-noise ratio obtainable could possibly be
realized by increasing the flow-rate of the drive fluid. Given the same tubing size, the required pressure would however also increase. Spin-relaxation may further be counteracted by storing the hyperpolarized sample in a higher magnetic field than present in the inlet tubing (T1 in Figure 4.1a), prior to acquisition of the NMR scans. Finally, it may be possible to reduce dispersion of the sample during flow by using a drive fluid that is not miscible with the sample solution, provided that droplet formation can be effectively prevented.

4.4 Conclusions

In summary, a technique has been described for circumventing the single-scan limitation of traditional D-DNP experiments through multiple data acquisitions using an NMR flow cell. The technique was applied to the measurement of a four-scan Hadamard $^{13}\text{C}^{1}\text{H}$ correlation spectrum of the test molecule 1-butanol. Compared to some of the other indirect methods for obtaining chemical shift correlations from hyperpolarized samples, such as off-resonance decoupling, an advantage of Hadamard spectroscopy is the ability to resolve signal overlap. However, Hadamard spectroscopy requires subtractive reconstruction of the result spectra. This procedure is not trivial in the presence of variations in concentration and spin-lattice relaxation present in the D-DNP experiment. However, a method based on entropy maximization was found for this purpose, which requires only the measured data set as input and is robust against the effects of noise and signal overlap. Finally, additional strategies for further improvement of the method in terms of signal-to-noise ratio and obtainable number of scans have been discussed. Apart from the Hadamard $^{13}\text{C}^{1}\text{H}$-HSQC experiment described, we anticipate that other types of correlation spectra can be quite flexibly implemented using similar multi-part acquisition schemes, enhancing the utility of the D-DNP technique for small-molecule characterization.
5. FLOW-INJECTION FOR DISSOLUTION DYNAMIC NUCLEAR POLARIZATION

5.1 Introduction

Hyperpolarization, the use of non-equilibrium spin populations for enhancement of NMR signals often by orders of magnitude, has led to advances across the field of NMR.\textsuperscript{11,155} In liquid state NMR, dissolution dynamic nuclear polarization (D-DNP) is interesting for its versatility in polarizing various molecules and nuclei. A distinguishing feature of D-DNP is the separation of a location for hyperpolarization from a location for performing the NMR experiment. This paradigm enables the use of optimal conditions for DNP, such as a low temperature on the order of Kelvins. High polarization levels, on the order of tens of percent in the liquid state have been achieved using D-DNP.\textsuperscript{156,157} Consequently, D-DNP shows promise for new applications in magnetic resonance imaging (MRI), as well as in high-resolution NMR.\textsuperscript{59} Hyperpolarized compounds in the liquid state yield a sufficient signal-to-noise ratio to detect changes that occur during the progress of chemical reactions. In-vivo, direct detection of metabolic products enables the spatially localized detection of diseases.\textsuperscript{90,158} In-vitro, catalyzed or spontaneous chemical reactions are detectable in real-time.\textsuperscript{105,106}

The spatial separation of the polarization process from NMR measurement in D-DNP however also introduces an additional complexity to the experiment, as the hyperpolarized sample needs to be dissolved and injected into the NMR instrument. A limiting factor in all dissolution DNP experiments is the transfer time between the dissolution of the hyperpolarized aliquot, and the NMR measurement. During this time, spin relaxation in the liquid state is active, which leads to signal loss. Requirements for D-DNP experiments applied to high-resolution NMR are different than those for the magnetic resonance imaging
(MRI) technique. For MRI, samples are injected into living organisms. By nature of this experiment, the injection is comparably slow, but requires extensive precautions such as removing free radicals used for polarization, sterilizing the resulting solution, or ensuring a gas-free stream of liquid.\textsuperscript{159–162} Compounds with long spin-lattice relaxation time are used, which prevents substantial loss of spin polarization prior to the compound reaching the site of interest. For the in-vitro study of chemical reactions or other processes using high-resolution NMR, a larger set of molecules is of potential interest. Many of these molecules exhibit shorter spin relaxation times on the order of seconds. Sample injector devices have been described to transfer the sample to the NMR instrument in as little as a second, using pressurized gases.\textsuperscript{70, 163} These devices also allow for mixing of the hyperpolarized sample with other components pre-loaded in the NMR tube.\textsuperscript{71, 164} For most applications satisfactory linewidths can be obtained despite the need for pre-shimming of the magnetic field using a different sample. One observation is that sample transfer using a gas pressure driven injector gives rise to residual fluid motion that may persist during the NMR measurement. Such sample motions have been characterized by Granwehr et al.,\textsuperscript{70} where, as a quantitative measure, an apparent diffusion coefficient arising from residual fluid motion was determined from measurement of the attenuation of spin echo signals under application of pulsed field gradients. The effect of such fluid motions is of significance for NMR experiments making use of PFGs in general. These experiments include many modern techniques, such as those for acquiring multi-dimensional spectra.\textsuperscript{165, 166} In D-DNP, PFGs are the preferred choice for coherence selection, since spectra should be acquired in a single scan. Applications include the selection of specific signals in one-dimensional spectra, such as of spin systems containing specific $J$-coupled nuclei, as well as ultrafast multidimensional techniques.\textsuperscript{167, 168} In certain cases, it is possible to place PGFs in close temporal proximity, such that residual motion has only a small impact. However, with extensive use of PFGs throughout the pulse sequence, signal attenuation
or the occurrence of unexpected signals ("artifacts") due to residual sample motion may become significant. It appears, therefore, interesting to explore options for high-speed sample injection that minimize sample motion during the NMR pulse sequence.

An alternative to the turbulent injection of a DNP polarized sample into an NMR tube is the injection into a flow cell. Flow cells have been used in conjunction with a magnet containing two homogeneous regions of magnetic field, where DNP polarization and NMR measurement can occur in close spatial proximity. In the classical D-DNP setup composed of two separate magnets, a flow cell can also be used. In our own previous work, a flow cell enabled the separation of gases prior to a liquid driven injection. Here, we describe an implementation of flow-NMR for D-DNP, where a rapid injection is driven by a high-pressure liquid, resulting in an injection time of less than 1.6 s. We then characterize the performance of this system, in particular in view of residual sample motions at the time of NMR measurement.

5.2 Methods

5.2.1 Sample Injector Setup

For liquid driven sample injection, two high-pressure, high flow-rate pumps (1000D and 500D, Teledyne Isco, Lincoln, NE) are coupled to two high-pressure 2-position valves (8 port, 1/8” tubing diameter, 1.3 mm bore, titanium body, max. pressure 34.5 MPa, PN: DL8UWTI, VICI Valco Instruments, Houston, TX). In the configuration shown (Fig. 5.1a), the syringe pumps have two different volumes, but depending on injection volume and pressure requirements could be replaced with two identical pumps of either type. The 2-position valves are designated V1 and V2 in the figure. A Y-mixer is included, such that a non-hyperpolarized solution can be admixed to the DNP polarized sample before entering the flow cell for the NMR measurement. The routing of tubing between the DNP
polarizer, valves and the NMR instrument is designed for automatically loading HP sample from the polarizer into loop L1, and manually loading the second sample component into loop L2 using a syringe. All tubing in the setup is made of rigid materials in order to avoid expansion. An increase in the internal volume would lead to a pressure build-up rate insufficient for rapid sample injection. Copper tubing (1/8” OD) connects the syringe pumps to the 2-position valves. The two sample loops are made of polyether ether ketone (PEEK) tubing (1/8” OD, both with a total internal volume of 1 mL). The remaining connections, designated with p1-p5 in the figure, use PEEK tubing of different sizes (see figure caption for details). The high pressure that can be generated by the syringe pumps causes potential hazards. To partially alleviate such hazards, relief valves (SS-4R3A, Swagelok) are located at the exit of the pump heads.

LabView software (National Instruments, Austin, TX) controls the two syringe pumps and the switching of the 2-position valves. The timing of each event in the sample injection process is illustrated in Figure 5.1b. The two pumps are set to run before the start of dissolution of the HP samples. The pumps and outlet tubing are thus pre-pressurized to a constant pressure for rapid and consistent injections. In the setup as described, the syringe pump with larger volume (ISCO 1000D) is started earlier because of its slower build-up of pressure. Initially, V1 and V2 are in the loading position (L), indicated by a solid bar. Once the sample loop (L1) has been filled with HP sample, an optical detector (OPB350, OPTEK Technology, Carrollton, TX) triggers the switching of V1 to the injection position (I), indicated by a hollow bar. The fluid in pump 1 then drives the HP sample out of the loop and towards the mixer. V2 is switched to the I position slightly before the HP sample arrives in the mixer to prevent part of the HP sample from flowing into the tube p2. The fluid containing hyperpolarized sample then becomes mixed with the second sample component, which was pre-loaded in loop L2. As soon as the mixture arrives in the flow cell located inside of the NMR coil, the two pumps are stopped and both valves
are switched back to the L position. In this configuration, since port 2 in V2 is blocked, a closed loop comprising the flow cell and Y-mixer is formed, which causes the fluid flow to subside. After a short time delay \( t_{\text{stab}} \), the NMR measurement is performed. The start of \( t_{\text{mix}} \) is the timing, when injection of the non-hyperpolarized reagent commences. For experiments that do not require admixing of a non-hyperpolarized sample component, the pump 2 and V2 can be simply disabled in the Labview program. The parameter, \( t_{\text{mix}} \) is then discarded and total injection time is determined by \( t_{\text{inj}} \).

The gas driven sample injector, which was used for comparison, is detailed in our previous publication. Briefly, as shown in the Figure 5.1c, before the dissolution the NMR tube is pressurized by \( \text{N}_2 \) gas with pressure of \( P_b \). For this purpose, the three-way valve (T) is set to connect ports b and c, and the on/off valve S1 is closed and S2 is opened. Once the sample loop L3 (TEFLON, 0.0625” ID, 1mL) is filled, the valve V3 (C22-6180, VICI Valco Instruments) is switched and \( \text{N}_2 \) gas with a pressure \( P_f \) is supplied to drive the HP sample against a backward pressure \( (P_b) \) into an NMR tube. To rapidly equilibrate the pressure in the NMR tube, the ports f and c in T are connected at the end of injection. A delay \( t_{\text{stab}} \) is allowed for sample motions to subside, and the NMR acquisition follows. Adjustable parameters include the forward/backward pressures \( (P_f/P_b) \) and distance \( (h) \) between the tip of the injection tube t1 and the bottom of NMR tube. For experiments that require mixing, other reagents with volume 25-50 \( \mu \)L can be pre-loaded in the NMR tube.

5.2.2 Experiments

To determine the optimal transfer time for sample delivery with the liquid driven injector, a 10 \( \mu \)L aliquot containing dimethylsulfoxide (DMSO) and \( \text{D}_2\text{O} \) (v/v 1:1) with 15 mM TEMPOL radicals (Sigma Aldrich, St. Louis, MO) was hyperpolarized in a Hyper-
Sense DNP polarizer (Oxford Instruments, Abingdon, UK) using microwaves of 94.001 GHz and 100 mW, at 1.4 K for 30 minutes. The frozen sample was dissolved using 4 mL of additional reactants.

Figure 5.1: a) Schematic of the liquid driven injector for D-DNP. Hyperpolarized sample and non-hyperpolarized reactants can be loaded into two sample loops. During injection, they flow through the mixer, and then into a flow cell in the magnet for NMR detection. Different type and size of tubing is designated by c (copper, 1/8" OD), p1 & p2 (PEEK, 0.02” ID; 0.062” OD), p3 (PEEK, 0.02” ID; 0.03” OD), p4 & p5 (PEEK, 0.03” ID; 0.062” OD). b) Status of syringe pumps and 2-position valves during the experiment. A solid bar indicates that the valve is in the loading position (L), and a hollow bar indicates the injection position (I). Time intervals (t_load, t_inj, t_mix, t_stab) are on the order of hundred ms (see Methods section). c) Schematic of the gas driven injector. The N2 gas with pressure of P_f is used to inject the HP sample against a backward pressure of P_b into a 5 mm NMR tube for NMR measurements. d) The status of valves at each timing in the injector, including two on/off valves (S1 & S2), a 2-position valve (V3) and a three-way valve (T). The functions of these valves and injection parameters (pressure, time intervals and etc.) are described in the text.
of H₂O, which had been heated until a pressure of 10 bar was reached. The sample was then injected into a 400 MHz NMR spectrometer fitted with a triple-resonance TXI probe (Bruker Biospin, Billerica, MA). Injection was performed as described in the previous section, using H₂O as the driving fluid. For this experiment, no mixing was required, and only a single pump (pump 2) was used. An array of ¹H NMR spectra was acquired by a series of radio-frequency (RF) pulses with a small tip angle of π/20. The NMR experiment, including pulses and data acquisition, was triggered at the beginning of t_{inj}. This point in time, which is earlier than for a typical experiment, was chosen in order to be able to observe the arrival of hyperpolarized sample that continuously flowed into the NMR coil. In this experiment, the time delay between excitation pulses should be long enough so that the fresh HP sample can refill the flow cell and the effect from the previous part of sample is minimized.

Once the arrival time was determined from the aforementioned experiment, the line shapes obtainable using this sample injector were characterized. A hyperpolarized aliquot containing 1.5 M benzamidine, 15 mM OX63 radicals (Oxford Instruments, Abingdon, UK) and mixture of ethylene glycol/H₂O (v/v 6:4) was dissolved with phosphate buffer (50 mM, pH=7), and injected with H₂O as described above, without admixing a non-hyperpolarized counterpart. After the stabilization time t_{stab}=200 ms, a total of 16 ¹³C NMR spectra were acquired by a set of RF pulses with a tip angle of π/6 and acquisition time of 648 ms. Data was Fourier transformed using TOPSPIN 3 software (Bruker), without apodization. The line shapes from each scan were fitted with a Lorentzian function.

Residual motions that persist in the sample after a rapid injection were assessed by monitoring a stimulated gradient echo train as function of time. For this purpose, a 10 µL aliquot of d6-DMSO/H₂O mixture (v/v 1:1) with 15 mM TEMPOL radicals was hyperpolarized on ¹H nuclei. 1 mL of 200 mM citrate buffer was manually loaded in L2 in lieu of a second sample. HP samples were injected either by the liquid driven or the
gas driven injectors. In the measurements using the liquid driven injector, pumps 1 and 2 were set to nominal flow rates of 130 and 150 mL/min, respectively. Timing parameters were $t_{\text{inj}} = 330$ ms and $t_{\text{mix}} = 420$ ms. These parameters were determined by monitoring the color change of a pH indicator upon pH-jump (see supporting information), to ensure that mixing occurred. Under these conditions, the mixing ratio of HP sample and the non-HP sample was 4:1 v/v, which was determined by NMR. In the experiments using the gas driven injector, parameters were $P_f = 1.79$ MPa, $P_b = 1.03$ MPa, $t_{\text{inj}} = 310$ ms and $h = 33$ mm, respectively. A sample of 30 µL of 200 mM citrate buffer was pre-loaded in the NMR tube to mimic an experiment involving mixing. In both cases, the $t_{\text{load}}$ was measured to be ~930 ms.

The pulse sequence for generating and measuring the gradient echoes is shown in Figure B.2 (see supporting information). A superposition of magnetization helices was first created by applying N encoding pulses (with a tip angle $\alpha = \pi/113$ and pulse length=1 µs, N=16), separated by $\delta = 700$ µs over a continuous field gradient $G_z = 0.035$ T/m. After a delay $\delta_d = 10$ µs, a $\pi/2$ pulse stored a projection of the resulting spatial encoding of magnetization longitudinally, in order to minimize signal loss through $T_2$ relaxation during the subsequent diffusion time. The time interval between each encoding pulse and the $\pi/2$ storage pulse ($t_n$) was $n\delta + \delta_d$. The index $n$ equals to N for the first pulse and 1 for the last pulse. Crushing gradients ($G_x = 0.056$ T/m, $G_y = 0.053$ T/m) were applied to remove the unwanted transverse magnetization. After a diffusion time $\tau_1 = 5$ ms, a series of RF pulses (with a flip angle $\beta = \pi/14$ and pulse length=2 µs) was used to create stimulated gradient echoes. The same readout procedure was repeated, until signal-to-noise ratio of echo signals deteriorated due to $T_1$ relaxation and the effect of pulses. The time points for each subsequent readout were $\tau_m = \tau_1 + (m-1)\cdot \Delta \tau$, for $m = 1, 2, \ldots, M$, with $\Delta \tau = 50$ ms and $M = 32$. The $G_z$ gradient described above was enabled throughout the entire experiment.

The obtained stimulated echo signals were represented as a $M \times N$ matrix. The signal
intensity depends on the spatial displacement of the sample during the diffusion time, the effect of applying RF pulses, and the inherent spin relaxation. This dependence is shown as $A^d$, $A^p$ and $A^r$ in Equations 1–3, respectively.\(^\text{70}\)

$$A^d(m, n) = \exp \left( -D \cdot (\gamma G_z t_n)^2 \left( \frac{\tau_m + \frac{2t_n}{3}}{3} \right) \right) \quad (5.1)$$

$$A^p(m, n) = \sin(\beta) \cdot \cos^{m-1}(\beta) \cdot \sin(\alpha) \cdot \cos^{N-n}(\alpha) \cdot \cos^{2(n-1)}(\alpha/2) \quad (5.2)$$

$$A^r(m, n) = \exp \left( -\frac{2t_n}{T_2} \right) \cdot \exp \left( -\frac{\tau_m}{T_1} \right) \quad (5.3)$$

The diffusion coefficient was determined by fitting the calculated function (Equation 5.4) to the obtained signal matrix $S(m, n)$, either using $m$ or $n$ as an independent variable with $D$ and $S_0$ as fit parameters. $S_0$ is the signal amplitude of the echo in an ideal case, where the magnetization is completely refocused and no spin relaxation is present.

$$S(m, n) = S_0 \cdot A^d \cdot A^p \cdot A^r \quad (5.4)$$

Spin relaxation times and the $G_z$ gradient strength, knowledge of which is required for the fitting, were determined in separate experiments, respectively, an inversion-recovery measurement and a measurement of one-dimensional (1D) images of a phantom sample using a pulsed field gradient spin echo sequence (PFGSE).\(^\text{172}\)

5.3 Results and Discussion

For D-DNP experiments with hyperpolarized spins exhibiting a typical spin-lattice relaxation time on the order of seconds, the time that elapses between dissolution and
NMR measurement is a crucial factor governing the ultimate signal enhancement achieved. In the liquid driven sample injection described here, this transfer time is determined by the internal volume of the system and the pressure/flow rate relationship that is achievable.

The pressures that are required for the rapid fluid-driven injection vary throughout the experiment. The pressure profile for an experiment using both pumps is shown in Figure 5.2a. Before the injection, at the time 0–15 s, the flow path is flushed with fresh solvent using pump 1, in order to remove any gas bubbles that may initially be present in the system. During the dissolution of the hyperpolarized (HP) sample (300–310 s in Fig. 5.2a), but prior to injection, both pumps are set to run in advance, in order to reach a constant pressure. At the moment of injection, due to the longer path length and smaller tubing in the flow path, the pressure rapidly increases up to ∼10 MPa.

The signal from hyperpolarized $^1$H spin can directly report on the arrival of the sample in the NMR coil. Figure 5.2b shows such signals obtained from a sample of hyperpolarized DMSO, using a series of NMR excitations with small tip-angle pulses (see Methods section). Both of these curves indicate that at a nominal flow rate of 150 mL/min, the major portion of the signal carrying sample arrives in the NMR flow cell ∼700 ms after the valve V1 is switched to position I. Adding the time of 930 ms that elapses for transfer of the sample from the DNP polarizer into the loop L1, the total time between sample dissolution and arrival in the NMR coil becomes 1.63 s. This result indicates a similar performance with respect to injection time as the gas driven sample injector (∼1.2 s). In the measurements with gas driven injection shown here, a time of 1.25 s elapsed for injection into the 5 mm NMR tube. Additionally, compared to our previous implementation of liquid driven injection, the use of high-flow rate pumps and high-pressure valves allows reducing the injection time by a factor of more than 4. The experiment shown in Figure 5.2b can be used to determine the correct injection parameters, to ensure that the majority of the sample is located inside the NMR coil in a D-DNP experiment. Unlike in
Figure 5.2: a) Pressure of the syringe pumps during an injection. The dashed and solid lines indicate the pressure of pumps 1 and 2, respectively. b) Hyperpolarized $^1$H NMR signal as a function of time, obtained from a flowing sample of DMSO in D$_2$O using excitations with $\pi/20$ pulses. The integrated intensities from DMSO (○) and residual H$_2$O (*) are shown separately. The time zero is the beginning of $t_{\text{inj}}$, and the acquisition interval is 43 ms. After 2 s, the pumps were stopped.

Apart from the rapid injection, high-resolution NMR requires a homogeneous magnetic field in the sample at the time of the measurement. For flow-NMR, the magnetic field can readily be pre-shimmed. Nevertheless, if gas bubbles or foam are present, the magnetic susceptibility difference causes severe line broadening. Therefore, when the flow cell is set up for the first time ($\text{i.e.}$ no fluid present in the flow path), air bubbles that are likely trapped in the cell after filling need to be removed. One-dimensional images acquired with a PFGSE sequence can be used to examine the sample homogeneity. As shown in Figure B.1, the smooth feature in the image shown as a dashed line indicates an ideal filling. On the other hand, irregularities on the image, shown by the solid line, likely indicate the presence of gas bubbles. This experiment can be used to determine whether additional flushing of the cell is required. Once all of the trapped bubbles have been eliminated, in general, the field homogeneity remains constant for the subsequent
Using injection parameters determined as described above, $^{13}$C NMR spectra of hyperpolarized benzamidine were obtained as an indicator of achievable linewidths. The NMR signals from selected scans are shown in Figure 5.3a. The linewidths of different peaks were determined by fitting to a Lorentzian function after Fourier transform of the data without apodization. The width of the narrowest peaks is approximately 1.8 Hz (Fig. 5.3b). The narrow linewidth suggests that a highly homogeneous sample was obtained with the liquid driven injection. The value for linewidth obtained from the fit further remains constant over the entire duration of the experiment for nearly all of the peaks. An increase in the linewidth of $^{13}$C(b) at scan 7 appears to be primarily due to low signal-to-noise ratio of the peaks in later scans, which gives rise to an unreliable fitting result.

The data discussed above illustrate that it is possible for a liquid driven sample injector for D-DNP to show similar performance in terms of linewidth and injection time, as the more widely used gas driven injection. Although the sample volume in the NMR coil (160 µL) is lower in this implementation of liquid driven injection than for gas driven injection into a 5 mm NMR tube (222 µL), resulting in somewhat lower signal, liquid driven injection can potentially make use of multiple sections of sample for different scans. A major advantage of using a liquid, however, lies in the fact that the fluid driving the injection is not compressible. It is possible to control the fluid motion, inject into a flow cell, and avoid much of the turbulence inherent in gas driven injection into a 5 mm NMR tube. In order to evaluate residual motions in the HP sample during the NMR experiment, pulsed field gradient based measurements were carried out similarly to those described by Granwehr et al. Using this method, initially created magnetization helices with different wavenumbers ($k$) are stored longitudinally, and detected after various delay times $\tau_m$ (see Methods section and Fig. B.2a in supporting information). The $^1$H NMR signal from hyperpolarized water was sufficient to obtain echoes at multiple time points after the arrival
Figure 5.3: a) $^{13}$C NMR spectra from a series of scans obtained after a liquid-driven injection of HP benzamidine. The 1st scan was acquired after $t_{\text{stab}}$=200 ms. The time interval between scans is 929 ms, 648 ms of which was used for signal acquisition. b) Linewidth of each resonance, $\Delta \nu_{1/2}$, as determined by fitting a Lorentzian function to the peak shape (carbons a–e in benzamidine are indicated by *, ⋄, ×, □ and ◦, respectively).

of HP sample in the flow cell in a single experiment. The amplitude of echoes decays over time due to sample displacement along the axis of the field gradient, as well as due to the effect of rf pulses and spin relaxation. The acquisition parameters were optimized using a stationary H$_2$O sample such that the self-diffusion constants ($D$) derived from magnetization helices of different $k$ are nearly constant (using $n$ as the independent variable), as is expected for a static sample (see Fig. B.2d). Using the same acquisition parameters, the coefficient $D$ calculated from the same data, but using $m$ as the independent variable, gradually increased at later readouts. This inconsistency was not further evaluated, as the interest was to characterize the residual motions affecting signal attenuation of echoes from each magnetization helix of different $k$, as used in some gradient encoding experiments.
The measurement was applied to the HP samples either using gas or liquid driven injectors. In Figure 5.4, amplitudes of echoes of the same index $n$ obtained at different stabilization times are shown normalized to those obtained from a stationary sample ($S^\infty$). The time dependence in these panels stems from the sample motions introduced by the injection. Each panel shows two curves, which were measured at $t_{\text{stab}}=800$ ms (dashed) and 1 s (solid). Comparison of these curves indicates, as expected, that sample motion is reduced after a longer stabilization time. Of primary interest is further a comparison between the two different types of sample injection. Data obtained using the gas driven injector is shown in the top row (panels a–c), and data from the liquid driven injection is displayed in the bottom row of the figure (panels d–f). It is apparent that under the conditions used, significantly more pronounced sample motions persist in the gas driven injection. It must be noted that parameters for the gas driven injection were chosen to yield a vigorous injection. These conditions can be useful for turbulent mixing of the sample in the NMR tube, but slower injections may also be used. The sample injection velocity in the liquid driven injector, on the other hand, does not depend strongly on the experimental conditions, and the amount of expected motions is of similarly low magnitude in all cases. Across each row in the figure, it can further be seen that magnetization helices with progressively tighter winding are more sensitive to spatial displacement. For further analysis of the data, a substantial but not immediate decay would be desirable. The wavenumber fulfilling this condition depends on the amount of sample motions present.

For a quantitative analysis, the apparent diffusion coefficient ($D'$) can be derived by fitting these data to Equation 5.4 using $n$ as the independent variable, i.e. the same analysis that was applied to retrieve the self-diffusion coefficient of static H$_2$O samples (Fig. B.2d). The resulting coefficients ($D'$) are shown as a function of stabilization time ($t_{\text{stab}}$), for the gas driven injection in Figure 5.5a and for the liquid driven injection in Figure 5.5b.

In all cases, the numerical value for $D'$ immediately following injection is several or-
Figure 5.4: Echo signals from magnetization helices of different wavenumbers $k$ were obtained at $t_{\text{stab}}=800$ ms (dashed line) and $t_{\text{stab}}=1$ s (solid line), and normalized to the intensities from a stationary sample ($S^\infty$, $t_{\text{stab}}=\infty$). Normalized echo signals from experiments performed with the gas driven sample injector are shown for a) $k=10.6$ cm$^{-1}$, b) $k=31.4$ cm$^{-1}$ and c) $k=62.7$ cm$^{-1}$. The dashed line in (c) is not shown, since the echoes at 800 ms were nearly undetectable. Data from the liquid driven sample injection is shown for d) $k=10.6$ cm$^{-1}$, e) $k=31.4$ cm$^{-1}$ and f) $k=62.7$ cm$^{-1}$. A dash-dotted line at $S/S^\infty = 1$ is drawn as a reference in all panels.

orders of magnitude larger than the self-diffusion coefficient, due to the presence of sample motions. It is further apparent that the value obtained depends on the wavenumber $k$ of the encoded magnetization helix that is analyzed. The reason for this dependence is that the fluid motion giving rise to these values in reality is not of diffusive nature. Therefore, the actual value of the coefficient may be of less importance than the general trends observed.

In order to facilitate the comparison of the situation in the gas and liquid driven sample injection, average values calculated from all observed echoes are shown in Figure 5.5c. Here, it is clear that the fluid motions in the liquid driven injection are much smaller at
short stabilization time. For example, the same average $D' = 2.3 \cdot 10^{-8} \text{ m}^2\text{s}^{-1}$, corresponding to 10 times the self-diffusion coefficient of water, is reached after a stabilization time of $\sim 0.46 \text{ s}$ in the fluid driven injection, but only after $\sim 1.3 \text{ s}$ in the gas driven injection under the conditions used here. Further, in the case of liquid injection, the average $D'$ after 0.8 s falls below 1.5x the diffusion constant of a stationary sample, while it is still $>54$ times larger at the same time point in the gas driven injection.

Figure 5.5: a) Apparent diffusion coefficients measured from hyperpolarized samples injected using gas at various stabilization times ($t_{\text{stab}}$). Data from echoes with $k=10.6 \text{ cm}^{-1}$, $k=31.4 \text{ cm}^{-1}$ and $k=62.7 \text{ cm}^{-1}$ is indicated by $\circ$, $\circ$ and $\Box$, respectively. b) Counterpart to the data in (a), but using sample injection driven by liquid. c) Average diffusion coefficients obtained from HP sample injected using gas ($\circ$) and liquid (■). The horizontal dotted line indicates the self-diffusion coefficient of H$_2$O at 298 K.
Lower fluid motions after the liquid driven injection are advantageous for the use of experiments based on PFGs in combination with D-DNP. Experiments that employ gradient refocusing of coherences in general are prone to signal loss due to sample motions, by the same mechanism that gives rise to echo attenuation in the data shown here. Due to the single-scan nature of D-DNP, phase cycling can not easily be applied in these experiments. The use of PFGs is of particular interest for the purpose of coherence selection, as well as for experiments that are based on spatial encoding of coherences. In all of these cases, the use of liquid driven sample injection as described and characterized here may be favorable. Further, the pressure and flow rate in the liquid driven injection are less variable, i.e. do not need to be optimized for different types of experiments. Finally, the use of a liquid as a driving force improves the precision of fluid handling, and reduces the propensity for introducing gas bubbles or foam into the sample.

5.4 Conclusions

In summary, an implementation of a sample injector for D-DNP has been described, where the driving force for injection is provided by a high-pressure liquid. Two benchmarks for performance – the injection time and the linewidth in the resulting NMR spectra – are similar to those in typically employed gas driven injection devices. A characterization of residual fluid motions that persist at the time of the NMR measurement indicates that the sample stabilizes rapidly when using liquid driven injection. The absence of significant fluid motions is in particular desirable when adapting modern, pulse field gradient based NMR experiments to D-DNP, which may otherwise be prone to signal attenuation. Our results show that we were right and our ideas can be applied here and there.
6. AN ULTRA-LOW COST NMR DEVICE WITH ARBITRARY PULSE PROGRAMMING*

6.1 Introduction

Low cost nuclear magnetic resonance (NMR) devices are experiencing considerable publicity, both in an industrial and academic setting. A number of commercial systems are available, and in addition, published designs are readily found in the literature. These devices cater to opposing trends, for emerging routine applications where simplicity in operation is a must, as well as for ancillary characterizations in NMR or MRI experiments that are growing more and more complex. Examples for the first category include industrial quality control, for example the determination of fat or water content using spin relaxation measurements.\textsuperscript{175–179} They further include the characterization of objects containing large surfaces,\textsuperscript{180} the determination of oil or water content in rock surrounding a borehole,\textsuperscript{181} or the detection of cells and biomarkers for biomedical applications.\textsuperscript{182} Finally, a multitude of educational applications benefit from low-cost NMR devices, for teaching aspects of instrumentation, NMR theory, or molecular structure determination.\textsuperscript{183–186} In many cases, the achieved ease of use betrays an increasing sophistication of these devices. In the second category, low-cost NMR devices are supportive in the characterization of more elaborate magnetic resonance experiments. An example is the use of a dedicated spectrometer accessory for the determination of magnetic field profiles, which can be used to improve the quality of high resolution magnetic resonance images.\textsuperscript{187,188} Ancillary NMR spectrometers are also used in the growing field of hyperpolarized NMR, for monitoring the spin polarization that is achieved. Optical pumping experiments often include NMR

devices at the pumping cell for polarimetry. In dissolution dynamic nuclear polarization, monitoring of NMR signals is desirable both during polarization in the solid state, as well as after dissolution in the liquid state.

A range of standalone NMR devices have been developed in view of these varied applications. Many of the recent implementations make use of a microcontroller for flexibility in programming, or include parallel processing capabilities of field programmable gate arrays (FPGA) in designs similar to those of software based radios. Such devices have been developed to the level, where they can serve as budget NMR consoles for high-field NMR applications at frequencies of hundreds of megahertz.

An increasing number of non-specialized, but pre-fabricated hardware boards that feature microprocessors or FPGA chips are becoming available in the market at ultra-low cost. The use of such boards for NMR applications is interesting, because they can allow the creation of functional NMR devices without the need for large designs of custom electronics. A spectrometer developed based on an arduino board has recently been introduced to acquire signals from earth field NMR. At higher frequencies, in the range of tens to hundreds of Megahertz, FPGAs are more suitable than microprocessors, because of their support for parallel processing and increased control of accurate timing. Here, we demonstrate the acquisition of relaxometry data using a spectrometer constructed from a single commercial FPGA board, which already contains required components such as digitizer, clock, memory, programming and communications interface, and for use in NMR only requires the addition of analog front-end circuits. The console is optimized for maximum flexibility by implementing most functions within the FPGA chip. With this simplicity and flexibility, a rapid and application oriented implementation of the NMR spectrometer is possible.
6.2 Experimental Section

The console hardware is based on an Altera Cyclone IV field programmable gate array (FPGA) with the DE0-nano evaluation board (75 x 50 x 20 mm, Terasic, Hsinchu City, Taiwan), which contains all digital signal pathways. In the FPGA, custom logic for pulse program generation and data storage is implemented (Figure 6.1). Also within the FPGA, this logic is supported by an array of standard blocks performing functions such as frequency generation, communication or memory access. The NMR pulse program is executed using the custom logic blocks. Before the NMR scan, the program is loaded into memory as a list of system states each associated with a time. Such system states include no output during a waiting time, activation of a transmit/receive switch, application of a pulse with a phase selected from one of four options (+x, +y, -x, -y), or digitization of data. In the memory, these system states are simply represented as a 32-bit time stamp associated with a 32-bit control word. Before the start of the experiment, a number of additional, asynchronous settings can be configured. This configuration includes setting ancillary parameters, such as whether an external trigger is used (‘sequence control register’), and selecting reference and pulse frequency (‘frequency control register’). For frequency selection, a phase locked loop (PLL) is configured with predetermined parameters stored in a table within the memory, which allows derivation of a desired excitation frequency (‘transmitter clock’).

After the start of the experiment, the system states contained in the pulse program are autonomously played back with accurate timing within the FPGA. Playback of the pulse sequence is achieved using a direct memory access (DMA) controller programmed in the FPGA. In this design, even the time resolution of the device is re-configurable, by changing the speed of the clock used for timing of the pulse sequence events. In the present experiments, a ‘sequence clock’ of 10 MHz or 20 MHz is derived from a phase locked loop.
Figure 6.1: Components of the FPGA design. The components inside of the dashed line are implemented in the FPGA. Signals are acquired using an analog-to-digital converter (A) on the DE0 board, captured in the FPGA in a block clocked at the sampling frequency (B) and streamed to memory. The pulse sequence events are streamed from the memory to a pulse sequence controller (C) under control of a pulse sequence clock. The signal frequency is generated in a phase locked loop (D), which is configured with predetermined parameters stored in ROM (E) and phase shifted (F) under pulse sequence control. The terminals drawn on the left side interface to registers and DMA controllers realized as standard blocks within the FPGA design, and are under the control of a CPU (not shown). The pulse sequence and frequency control registers are used to set parameters that do not change during pulse sequence execution. The terminals to the right interface to those shown in Figure 6.2.

(PLL) implemented in the FPGA, that is driven by a physical on-board clock operating at 50 MHz. Due to the capability of running a clock at high frequency, the digital waveform for the NMR excitation pulses (20–30 MHz in the present case) can be directly generated, without the need for up-mixing with frequencies synthesized externally.

Data is acquired from the on-board digitizer and is placed into memory using a DMA.
controller. The digitizer on the board employs a sampling rate of 200 kHz which is derived from the ‘sequence clock’. This sampling rate is likely sufficient for most applications. It could be increased by interfacing an external digitizer to available pins on the FPGA board. Since all of clock signals are derived from the same source, phase stability is ensured, enabling reproducible signal averaging.

The settings that are configured prior to execution of the pulse program, as well as loading the pulse program directly into the memory, are achieved using a soft-processor directly embedded in the FPGA. The same processor is used to read the data from the memory, sending it to a host computer via a universal serial bus (USB) interface. Such a soft-processor, capable of (asynchronously) executing a high-level program, is convenient for this purpose. It is, however, not strictly required the same functions could be performed equally well by a simpler custom logic programmed into the FPGA.

![Diagram](image)

Figure 6.2: Components of spectrometer mounted outside of the commercial FPGA board. The dashed border encloses a custom electronics board with surface mount components, while the components outside are discrete. Shown are CMOS signal amplifier (1), radio-frequency bandpass filter (2), pulse amplifier (3), active transmit/receive switch (4), signal pre-amplifier (5), mixer (6), low-frequency bandpass filter (7), low-frequency signal amplifier (8), and CMOS signal level shifter (9). The terminals to the left interface to those shown in Figure 6.1.
An analog circuit board containing a set of filters, level shifters and amplifiers is still required, however, can rapidly be designed with knowledge present in a typical NMR laboratory (Figure 6.2). This board in our current implementation contains signal pathways for two transmitter channels and 8 receiver channels. The radio-frequency (RF) signal path is typical for a spectrometer with heterodyne detection. However, a simplification arises from the ability to generate high-frequency digital signals with a defined phase directly within the FPGA using a PLL. Hence, the RF pulse is directly produced as a digital signal at the intended frequency (here, 22 MHz), and is converted into a sine wave by passing though an amplifier (MAX4384EUD+; Maxim Integrated, CA) and a bandpass filter (PBP-21.4+; Mini-Circuits, NY). The reference signal for mixing is generated in the same way. The reference frequency can be set independently if necessary.

In the transmitter pathway, a small radio-frequency amplifier is attached externally (ZHL-3A+; Mini-Circuits) and connected through an active transmit-receive switch (ZX80-DR230+, Mini-Circuit) to the probe. The output power is 30 dBm (1 Watt in a 50 system). Although FPGA board and console do not include digital-to-analog converters (DAC) for control of pulse amplitudes, the amplitude of all of the pulses in an experiment can be digitally set by changing the duty cycle of the digital signal that is used to generate the pulses. The final pulse amplitude is the result of passing the duty-cycle adjusted digital waveform through the analog filter on the circuit board. In the receiver pathway, external pre-amplifiers (ZFL-500LN+; Mini-Circuits) and filters (PBP-21.4+; Mini-Circuits) condition the signal before mixing (ADE-1L+; Mini-Circuits, NY). Including external and on-board pre-amplifiers, a total gain up to 118 dB is obtained.

After down-mixing the signal frequency, an active band-pass filter at the low frequency (MAX274A; Maxim Integrated) ensures that noise is not folded into the detected frequency range. Various types of active filters can be set by an external resistor network (as indicated in the supporting material). Here, the Chebyshev filter is chosen due to the
feature of sharp cut-off edge of transmission. This filter is followed by a final stage of amplification, shifting to CMOS signal level (0–3.3 V), and digitization. The analog circuit board was assembled making use of surface mount technology. As shown in Figure 6.3a, the FPGA board is integrated into the main circuit board. On-board preamplifiers for each detection channel are indicated by red squares. Up to eight channels can be implemented on the PCB board (Figure 6.3b). It is possible to use these channels for simultaneous measurements that require multiple receivers at the same frequency, or to implement different RF filters, such that channels for different frequencies are available. The electronics for the low frequency signals after mixing are placed in the center region of the board, close to the inputs of the ADC. Despite including multiple channels for data acquisition, the entire NMR console remained compact, at a dimension of 20 x 18 x 10 cm.

All data shown in this manuscript were acquired using a small permanent magnet of the 'shim-a-ring' design. This magnet geometry consists of a cylindrical rare earth magnet magnetized perpendicular to the bore. The magnet is seated in a ring made of soft iron, which results in a homogeneous field throughout the bore. The assembly of the two parts takes place automatically due to their mutual attraction. Compared to common permanent magnets (e.g. Halbach cylinders ), the 'shim-a-ring' design reduces the need for manually aligning multiple magnets, and thereby significantly reduces the cost of a suitable magnet for NMR application. The dimensions of this magnet were 76 mm (outer diameter of iron ring), 32 mm (outer diameter of rare earth magnet), 10 mm (diameter of bore) and 50.8 mm (thickness of magnet). The magnetic field within the bore was 0.53 T, resulting in a $^1$H NMR frequency of 22.7 MHz. This magnet was grounded to the spectrometer in all experiments, which significantly reduced noise.

The NMR coil used for acquiring the data contained 8 turns of copper wire, length 0.5 mm, on a fused silica capillary with 360 µm outer diameter and 250 µm inner diameter. The active sample volume of the coil was 25 nL. The microcoil was tuned and matched
using variable capacitors that were placed as close as possible to the probe (Figure 6.3b). In an ideal 'shim-a-ring' magnet, the magnetic field is nearly constant within the bore. Practically, the region of highest magnetic field homogeneity was found using a translational stage or a microcoil holder composed of two interlocking, rotatable cylinders, one
of which was shifted off-axis to allow the coil to reach any position within the bore of the magnet.

Limited to the conversion rate of the ADC ($f_{ADC}=200$ ksp, ADC128S022, National Semiconductor) built into the DE0-nano board, an analog mixing method is used for down-conversion of the received signal. Acquisition at this frequency makes digital demodulation impractical. It would be possible to use an external ADC to sample at a higher frequency, in which case digital quadrature detection could be performed inside the FPGA. However, quadrature detection is also possible using an alternative method, which was proposed by Bodenhausen et al.\textsuperscript{201} Using a single receiver and mixer, the signal at $f_{NMR}$ is mixed with $f_{REF}$ that is phase shifted with $\pi/2$ in each successive acquired data point, resulting in a 4-step cycle. The obtained time domain data array ($f_n,n = 1, 2, ..., N$) is then rearranged to a complex valued free induction decay (FID) as expressed in Eq. (6.2), and Fourier transformed into a phase sensitive spectrum. In the process, the NMR frequency offset is modulated with $\frac{1}{4} \cdot f_{ADC}$ ($f_{ADC}$ is the digitization rate). Thus, a corresponding center frequency, here 50 kHz, of the pass-band of the low frequency filter (element #7 in Figure 6.2) is necessary.

\[
\begin{align*}
\text{Real part: } & (-1)^{k-1} \cdot f_{2k-1} \\
\text{Imaginary part: } & (-1)^{k-1} \cdot f_{2k} \\
& k = 1, 2, 3, ..., \frac{N}{2}
\end{align*}
\]  

Quadrature and signal-to-noise performance was compared using an Avance III NMR console and 9.4 T superconducting magnet (Bruker Biospin, Billerica, MA). For this purpose, $^{14}$N spectra of an NH$_4$Cl solution in a broadband observe (BBO) probe (Bruker) were measured using both consoles.

In order to facilitate uploading the pulse program to the DE0 board, as well as down-
loading the data from memory, a graphical user interface was programmed in a C++ language using GTK+\textsuperscript{202} (Figure 6.3b). This interface allows displaying FIDs from an array of experiments as well as simple Fourier transformation and peak integration. For advanced data processing, the FID data was exported from this interface to be processed using MATLAB software (MathWorks, Natick, MA).

6.3 Results and Discussion

To demonstrate the performance of the FPGA-based NMR console, a set of NMR measurements was carried out, including spin-echo and spin-lattice relaxation experiments. These measurements were carried out using a 25 nL microcoil in a small permanent magnet (see Materials and Methods). A sample of paramagnetically doped H\textsubscript{2}O was used for the experiments in order to increase repetition rate of the experiment, and at the same time to evaluate the performance of fast averaging. A spin-echo pulse sequence is shown in Figure 6.4a. In this experiment, digitization of the NMR signal is enabled both after the $\pi/2$ and $\pi$ pulses, which in the pulse sequence is achieved simply by switching the corresponding control bit. A dedicated experiment was used for scanning the reference frequency generated in the FPGA for heterodyne detection, to ensure that the down-mixed signal from spin precession in the permanent magnet was located inside of the passband of the final filter stage in the spectrometer. Subsequently, the length for the excitation pulse was calibrated by incrementing its duration. With the determined settings, a clean $^1$H signal following the initial excitation and refocusing pulses is observed, shown in Figure 6.4b after averaging of 512 scans. Only a small discontinuity appears in the acquired signal, which corresponds to the time required for the $\pi$ pulse and the latency of switching between transmitter and receiver paths. Typically, this time is set to 20–40 $\mu$s, which is sufficient for probe recovery after RF excitation.
Figure 6.4: a) Spin echo pulse sequence. b) NMR signal of water doped with 5% CuSO₄ acquired using the sequence in (a). The digitization is enabled after both of the rf pulses with flip angle of $\pi/2$ and $\pi$. c) Background obtained without sample present and without applying pulses.

After re-enabling the receiver, an initial spike can further be observed in the signal at around 1.3 ms. To discover the source of this artifact, a control experiment, in which the sample and RF pulses are removed, was performed (Figure 6.4c). This control experiment suggests that the observed artifact arises from the active switching between transmitter and receiver (component #4 in Figure 6.2). The life time of the ringing signal is governed by the time constant of the active low-pass filter (component #7 in Fig. 6.2) integrated in the last amplification stage prior to digitizing the signal. This could be reduced by increasing the bandwidth of the receiver, which would however require the use of a digitizer with a faster clock rate.

The experiment shown in Figure 4 also demonstrates that the NMR console, despite
its compactness, still provides sufficient control of timing, duration and frequency of the excitation pulse as well as the reference frequency to be used in the heterodyne detection in the MHz range. Various applications can therefore be explored. Spin relaxation measurements in the low field, for example, have been used extensively in various areas including the food, petroleum and pharmaceutical industries. Due to the abundance of these applications, we have investigated the feasibility of relaxation measurements using this spectrometer. Instead of the conventional inversion-recovery experiment for spin-lattice relaxation measurement, an alternative T1 measurement using a series of RF excitations with small-flip angle was implemented, which had originally been described by Kaptein et al.\textsuperscript{203} This pulse sequence allows for a rapid analysis of spin relaxation, without the need for incrementing a recovery time delay as would be the case in the inversion-recovery experiment. FIDs are acquired after each of \(k\) successive excitations with a recycle delay \(t_r\).

As shown in Figure 6.5a, the \(^1\text{H}\) signals of an aqueous solution containing 0.3% CuSO\(_4\) are gradually decaying until reaching a steady-state, where the signal loss due to rf excitation and signal build-up from relaxation recovery compensate. The signal amplitude at this steady-state equilibrium is dependent on the ratio between the spin-lattice relaxation time \(T_1\) and the recycle time \(t_r\). Quantitatively, the \(T_1\) time constant can be obtained by fitting the integrated signals \((S_k)\) to the equation (6.2) where \(\beta = e^{-t_r/T_1}\) and \(c = \cos(\alpha)\). In this equation, \(\alpha\) is the flip angle of the excitation pulse. In this equation, \(\alpha\) is the flip angle of the excitation pulse. Figure 6.5b summarizes the obtained \(T_1\) time constants with the standard deviations from three replicates at each recycle delay of 30, 50 and 100 ms. The results show an average measurement error of about 5%, indicating a good stability of the signals acquired in the NMR spectrometer. It can be seen that with the longest recycle delay, \(t_r = 100\) ms, the variations in the obtained \(T_1\) are largest. Since in this measurement, the magnetization recovers almost completely after each rf excitation, the difference between the initial and steady-state amplitudes is smallest. Under these conditions, it is reasonable
Figure 6.5: a) Measurements of spin-lattice relaxation time ($T_1$) of 0.3% CuSO$_4$ solution in a single scan using a series of rf pulses with small tip angle (45°) at several different recycle delay ($t_r$). Here, 64 acquisitions are averaged in each data set. (b) Average $T_1$ relaxation time constants derived from the data in (a) are summarized in the table with the experimental error from three repeated measurements.

to expect that the accuracy in the $T_1$ measurement will be affected most strongly by random fluctuations. Consequently, in this experiment, a suitable choice of the recycle delay and small-flip angle is required for an accurate $T_1$ measurement.

$$S_k = (\beta_c - \beta) \frac{1 - (\beta_c)^{k-1}}{1 - \beta_c} + 1$$  \hspace{1cm} (6.2)

As an additional pulse sequence of interest, we have implemented the Carr-Purcell-Meiboom-Gill (CPMG) experiment, to acquire a train of spin echoes. The CPMG pulse sequence, which starts with an initial $\pi/2$ pulse, followed a series of $\pi$ pulses $[(\frac{\pi}{2})^y - \tau - \ldots$
Figure 6.6: An echo-train obtained from a Carr-Purcell-Meiboom-Gill (CPMG) sequence without (a) and with (b) the phase cycling from a solution of water doped with CuSO$_4$. 

\[ (\pi)^x - 2\tau - (\pi)^x \ldots \] is modified from the spin-echo pulse sequence shown in Figure 6.4a. It is obtained by repeating the refocusing block \([\tau - (\pi)^x - \tau]\) and enabling the digitization during the echo time (\(\tau\)). Practically, these repetitive building blocks in the sequence are easily concatenated into a list of events for the pulse programming logic (see Materials and Methods). Figure 6.6a displays an echo train obtained from doped water, acquired using eight refocusing blocks and averaged for 32 scans. Again, a clean signal is observed, with the FID after the initial \(\pi/2\) pulse, as well as the refocused echos at 2.5 ms, 5 ms, etc., well resolved. Still, the aforementioned artifact from the transmit/receive switch is noticeable after each refocusing pulse. This glitch might not be problematic when the signal is strong. Nevertheless, with the capability of implementing phase cycles in the pulse program, it is possible to remove these unwanted signals (Figure 6.6b).

Frequency discrimination was not required, and therefore not implemented in the relaxation measurements described above. In order to demonstrate a data acquisition mode with quadrature detection, as would be desirable for other spectroscopy applications, spec-
tra containing the $^{14}$N signal from saturated ammonium chloride (NH$_4$Cl) in a ∼9.4 T superconducting magnet were acquired. This nucleus and field strength was chosen, because the resulting NMR frequency near 30 MHz is close to the 20 MHz proton frequency of the permanent magnet, and at the same time the data can be compared to that of a commercial spectrometer. Quadrature detection was implemented using a single ADC channel with cycling of four phases of the reference signal (see Materials and Methods). Figure 6.7a displays the resulting four components of the rearranged FID. This data, acquired as an average of 32 identical scans to improve visibility of the oscillations of the signal in the time domain, shows that the four components of the rearranged FID experience the expected phase shift of $\pi/2$ with respect to each other. Spectra acquired in a single scan at two different fields (f1 and f2) are displayed in Figure 6.7b. These fields were chosen such that the peak is at higher and lower frequency, respectively, compared to the reference signal. The quadrature images, the expected positions of which are indicated with arrows, are imperceptible, showing excellent performance of the frequency discrimination. For comparison, the same sample was measured at field f2 with the same NMR frequency offsets and similar acquisition parameters, using a Bruker Avance console (black traces in Figure 6.7c). The spectrum from the low-cost NMR console measured at f2 (i.e. the same spectrum as in Figure 6.7b) is shown in gray, over the full range of the spectral window. The signal-to-noise ratio (SNR) of the spectrum acquired by the low-cost NMR console is about 42% of that of a Bruker Avance III console, despite the fact that NMR signals was sampled at relatively low frequency in the low-cost console, where the expected noise penalty is higher. The use of the 50 kHz bandpass filter prior to digitization is responsible for the non-uniform noise level visible in the figure.

The data in Figures 6.5–6.7 are intended as a demonstration of the pulse programming capabilities allowing to reproduce typical NMR experiments in the FPGA based NMR console. With accurate control of timing and no restrictions (other than memory length)
Figure 6.7: a) Phase-shifted FIDs rearranged from a single time-domain data array acquired with 4-step phase cycling on the reference signal, averaging 32 scans (data is shown for a total of 4 ms). b) f1: The 14N spectrum from a sample of saturated $^{14}$NH$_4$Cl with a single scan. f2: The $^{14}$N signal of the sample acquired with the magnetic field decreased by 10 Gauss (SNR 74). Spectra are scaled to equal maximum intensity. c) The f2 spectrum from (b) is shown in gray over the full spectral range. The black trace is a spectrum of the same sample measured using similar acquisition parameters, but with digital quadrature detection, using a Bruker Avance console (SNR 178). The bottom traces show 20x magnified noise levels.

In the complexity of the pulse program, diverse experiments can be implemented. For instance, two-dimensional homonuclear experiments such as COSY, with coherence selection using phase cycling, are readily feasible. Other experiments of interest may include multi-dimensional spin relaxation measurements, such as $T_1$-$T_2$ correlation experiments, or exchange spectroscopy experiments. The former, for example, can be implemented
readily by adding an additional $\pi$ pulse with a variable delay in front of the CPMG pulse sequence to generate a second dimension, and by including appropriate phase cycling.\textsuperscript{205} Furthermore, because the pulse sequence execution is achieved by streaming a sequence of machine states to the pulse programming logic, extensions for controlling other hardware are trivial to implement–only the register size for the pulse program events in the FPGA needs to be extended. Thus, it is possible to readily include control for one or more pulsed field gradients by including digital output lines in addition to the one that is already used for switching of the transmitter/receiver circuit. With this addition, various gradient-assisted experiments can be accomplished, such as those for solvent suppression, coherence selection, the measurement of diffusion, or magnetic resonance imaging.

6.4 Conclusions

In summary, an ultra-low cost approach to an NMR spectrometer is presented. The design is based on a commercial FPGA board, which allows for frequency generation and timing accuracy that is sufficient for medium-to-high frequency NMR. An arbitrary pulse programming capability and the ability to address multiple channels from one board increase its flexibility. Through the use of a common, pre-fabricated board containing the FPGA, the design contains a minimum of external circuit components. We believe that this or similar designs can be implemented inexpensively with the typical knowledge present in many NMR laboratories. Due to the high flexibility in the hardware implementation, they can be tailored to support applications such as relaxometry, polarimetry, diffusometry or NMR based magnetometry.
Dynamic nuclear polarization has become an important technique to increase NMR signals. Among different DNP methods, dissolution DNP-NMR combines the advantages of high spectral resolution featured in liquid NMR and high time resolution benefiting from the significant enhancement that removes the need of signal averaging. Therefore, it is possible to obtain valuable information on kinetics and mechanisms of a variety of chemical or biochemical reactions.

Up to now, dissolution DNP has less been commonly applied to macromolecules primarily because of the short lifetime of hyperpolarization due to intrinsically fast spin lattice relaxation rates. In our lab, several strategies were adopted to alleviate the signal loss caused by spin relaxation during the dissolution and delivery of hyperpolarized samples. This directly $^{13}$C hyperpolarized protein (L23, $\sim$10 kDa, $^{13}$C/$^2$H labeled) permits to study its folding kinetics. For folding experiments, the L23 was first acidified and hyperpolarized at low temperature. A dissolution solvent with low pH was used to dissolve the frozen L23. The protein solution of pH=3 was then rapidly transferred into an NMR spectrometer by high pressure gas and mixed with a buffer of strong ionic strength at high pH. The instantaneous pH change initialized the re-folding process which was then monitored in real time by acquiring a series time-resolved spectra. Chemical shift changes at carbonyl carbon region, originating from conformational changes upon folding were clearly observed. The folding rate constants at different final pH were attained by fitting fractions of folded and unfolded L23 to a kinetics model describing a two-state folding. These rate constants are in good agreement with those measured by using stopped-flow fluorescence experiments. The results proved the capability of using dissolution DNP NMR to study fast kinetics of biomolecules and those molecules of interest, which do not have chromophores required
Binary mixtures of water and organic solvent were used in the aforementioned protein folding experiment to reduce the tendency of foaming when protein molecules were rapidly injected into an NMR tube. To avoid this complication, we have developed a different sample injection scheme that allows biochemical reactions to be investigated at a physiological condition. Rather than using pressurized gas to inject samples, high pressure water was used as an alternative means to drive a hyperpolarized sample into a flow cell for NMR measurements. Since no gas is involved during sample delivery, the air bubbles is less likely present in the system. As a consequence, narrow NMR linewidths were readily achieved, and better spectral signal-to-noise ratio can be obtained.

Information of spin correlations offered by NMR spectroscopy has been broadly used to elucidate the molecular structure/conformation at atomic resolution. In order to obtain chemical shift correlations in D-DNP experiments, we have integrated D-DNP with flow NMR to perform Hadamard spectroscopy from a limited number of scans. Different signal amplitudes among scans resulting from spin relaxation and concentration difference makes the traditional Hadamard reconstruction procedure impractical. Therefore, we have applied an "entropy maximization" algorithm to rescale the intensity of each scan so that original Hadamard decoding can be used to reconstruct correlation spectra. Simulations evaluating various conditions including the effect of noise in the spectra and variations in the relaxation times of different resonances were carried out, showing the robustness of the proposed method using entropy maximization.

It is advantageous to monitor hyperpolarization in the solid state and relaxation of dissolved HP samples at fringe fields. A basic NMR console based on FPGA and surface mount technology that we here constructed may be useful for this purpose.

In conclusion, the D-DNP NMR technique to kinetic studies of large biomolecules and those cannot be investigated using optical methods. In addition, improvements on in-
Instrumental setups open possibilities of structural investigations on protein molecules at a physiological condition.
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A.1 Hadamard Decoding Using Entropy Maximization

In conventional Hadamard spectroscopy, spectra are reconstructed using the Hadamard transform, which consists of recombining the acquired spectra by addition or subtraction. This process relies on having observed equal intensities in the different scans. In the hyperpolarized Hadamard spectroscopy as used here, unequal intensity due to spin relaxation and concentration gradient prevents direct reconstruction. We propose to solve this issue by re-scaling each of the acquired scans prior to applying the Hadamard transform. If all observed spins exhibit the same $T_1$ relaxation, and therefore the intensity in the spectra varies uniformly, reconstruction would be perfect. In the case of unequal spin-relaxation, signal cancellation by subtraction cannot be complete in all locations in the spectra. Therefore, it is necessary to find optimal scaling parameters that minimize unwanted signals. This task can be achieved using entropy maximization (MaxEnt), as described in the main text. To verify the proposed method, simulations were carried out, using parameters modified from those in the experiments. Several scenarios are considered and examined, including the presence of spectral overlap, different variability of $T_1$ time constants, and signal-to-noise (SNR) ratio (Figures A.1 – A.5).

A.2 Simulated Hadamard Spectra and Decoding Processing Using Entropy Maximization

Figure A.1: Simulated Hadamard data assuming equal $T_1$ relaxation for each resonance. 
a) Simulated Hadamard encoded spectra. The average SNR in the first scan is chosen to be $\sim40$. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
Figure A.2: Simulated Hadamard data for $T_1$ relaxation rates similar to those in the experiment. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
Figure A.3: Simulated Hadamard spectra with larger distribution of $T_1$ relaxation rates than in the experiment. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
Figure A.4: Simulated Hadamard spectra with low signal-to-noise ratio. a) Simulated Hadamard encoded spectra. The average SNR in the first scan is chosen to be ~10. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
Figure A.5: Simulated Hadamard spectra in the presence of overlapping resonances. a) Simulated Hadamard encoded spectra. b) Decay of signal intensity due to $T_1$ relaxation. The relaxation rate chosen for each spin is indicated in the figure. c) The corresponding Hadamard decoded spectra without using MaxEnt rescaling. d) Strips of the pseudo-2D spectrum of (c). e) The decoded spectra using MaxEnt rescaling. f) Strips of the pseudo-2D spectrum of (e).
APPENDIX B

SUPPORTING INFORMATION FOR "FLOW-INJECTION FOR DISSOLUTION DYNAMIC NUCLEAR POLARIZATION"

One-dimensional image acquired using pulse field gradient spin echo sequence (PFGSE) was used to investigate the sample filling in the flow cell. Figure B.1 shows images obtained with a z-gradient strength of 0.014 T/m. In an ideal filling with no bubbles present in the cell, the smooth feature in the image (dashed line) was observed. However, if having air bubbles trapped, the image often shows the feature of unevenness.

![Image](F:\data\txi\nmr\uf_20140804\oneDimage)

Figure B.1: 1D images obtained by using a pulse field gradient spin echo sequence. An image containing irregularities, presumably due to gas bubbles (solid line) is superimposed with a homogeneous profile (dashed line).

Figure B.2b shows the echo trains from the first four readouts \((m=1 \rightarrow 4)\) by applying the pulse sequence (Fig. B.2a) on a stationary water sample. The acquisition parameters are included in the main article. The different indices \(n\) refer to different degrees of winding in the magnetization helix, which is typically quantified by the wavenumber, 
\[
k = \gamma G z t_n / (2\pi).
\]
Here, \(t_n\) is the time between the pulses \(\alpha_n\) and \(\pi/2\) storage pulse and is
equal to \( n\delta + \delta_d \) (\( n = N \) for the first pulse and \( n = 1 \) for the last pulse). The \( \gamma \) and \( G_z \) are the gyromagnetic ratio of nucleus in interest and the gradient strength along the \( B_0 \) field applied during the measurement. As an example, Figure B.2c shows the signal attenuation of stimulated echoes with different \( k \). Diffusion coefficients derived from data (as selected shown in Fig. B.2c) are summarized in Figure B.2d. The values converge to the self-diffusion coefficient of \( \text{H}_2\text{O} \) at 298 K.

Figure B.2: a) Pulse sequence for diffusion measurement in a single scan. b) The first four stimulated echo trains obtained from a stationary sample of \( \text{H}_2\text{O} \). Symbol * indicates FID directly originated from the application of pulse, \( \beta \). c) Amplitude of selected echoes from the same winding of magnetization helices \((S/S_0)\) as a function of time \((\circ: k=31.4 \text{ cm}^{-1}, \square: k=52.3 \text{ cm}^{-1}, \diamond: k=94.0 \text{ cm}^{-1}, +: k=135.7 \text{ cm}^{-1})\). Solid lines are fit results obtained using the Equation 4 in the main text. d) Diffusion coefficients \((D)\) obtained from the data shown in part in (c).
When using liquid driven injector, a correct timing to switch the V2 (Fig. 5a in the main article) is of importance for achieving the optimal mixing of the hyperpolarized solution and the second sample. The instant color change of a pH indicator is employed as a tool for this purpose. Reagents used to determine the injection parameter ($t_{\text{mix}}$) include the bromophenol blue prepared in 10 mM citrate buffer, pH=6 (reagent A) and 200 mM citrate buffer, pH=3 (reagent B). The reagent A is used as an analogue of HP samples in test injections. When 10 $\mu$L of reagent A is mixed with the reagent B at correct timing, the instant color change from purple to yellow resulting from pH jump can be clearly observed as shown in Figure B.3. On the other hand, if the reagent B is injected too late, both blue and yellow color will be observed. The mixing ratio of two reagents is, however, determined by NMR signals from samples added in each reagents.

"Mixing timing" indicator: Bromophenol blue (Bb)

Bb in 5 mM citrate, pH~6

Bb in 200 mM citrate, pH~3

Figure B.3: Distinct color change of bromophenol due to a pH change upon mixing was employed to determine the timing for injection of the non-hyperpolarized sample in loop L2.

The spectrometer is optimized for maximum flexibility by implementing most functions within the FPGA. The associated electronics still required consists primarily of amplifiers for both radio-frequency (RF) and low-frequency (LF), LF bandpass filters, RF mixers and LF signal level shifters. The schematic is presented in Figure 6.2 in the main article. The following supporting Tables and Figures details the analog circuits for associated functions and corresponding costs.

C.1 Circuit Block Diagrams

1. LF amplifier (element #8 in Figure 6.2)

Figure C.1: Low-frequency amplifier used after down-conversion of NMR signal. (Gain: \(1+\frac{R2}{R1}\)).
Name | Attributes
--- | ---
R1 | 1k Ω
R2 | 33-500 kΩ
U1 | OPA-37

2. RF signal amplifier (element #1 in Figure 6.2)

Figure C.2: Radio-frequency output stage. Here, the signal input is directly from DE0 education board.

<table>
<thead>
<tr>
<th>Name</th>
<th>Attributes for pulse channel</th>
<th>Attributes for reference channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>500 Ω</td>
<td>1 kΩ</td>
</tr>
<tr>
<td>R2</td>
<td>1 kΩ</td>
<td>500 Ω</td>
</tr>
<tr>
<td>R3</td>
<td>50 Ω</td>
<td>50 Ω</td>
</tr>
<tr>
<td>R4</td>
<td>50 Ω</td>
<td>25 Ω</td>
</tr>
<tr>
<td>D</td>
<td>1N4148</td>
<td>1N4148</td>
</tr>
<tr>
<td>U1</td>
<td>MAX4383EUD+</td>
<td>MAX4383EUD+</td>
</tr>
</tbody>
</table>
3. On-board RF preamplifier (element #5 in Figure 6.2)

![Radio-frequency preamplifier](image)

**Figure C.3: Radio-frequency preamplifier.**

<table>
<thead>
<tr>
<th>Name</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>2400 pF</td>
</tr>
<tr>
<td>C2</td>
<td>2400 pF</td>
</tr>
<tr>
<td>C3</td>
<td>100 nF</td>
</tr>
<tr>
<td>R1</td>
<td>523 Ω</td>
</tr>
<tr>
<td>R2</td>
<td>8.25 Ω</td>
</tr>
<tr>
<td>L1</td>
<td>TCCH-80+ (Minicircuits)</td>
</tr>
<tr>
<td>A1</td>
<td>MAR-6SM+ (Minicircuits)</td>
</tr>
</tbody>
</table>
4. LF bandpass filter (element #7 in Figure 6.2)

Figure C.4: Low-frequency bandpass filter. One MAX274 can serve four channels. Equivalent pins: 1=12=13=24, 2=11=14=23, 3=10=15=22, 4=9=16=21, 6=7=18=19. For different filter designs, a simulation software is provided by Maxim Integrated. The bandwidths for 10 kHz and 50 kHz filter are 7 kHz and 75 kHz (±3dB), respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Attributes (for 10/50 kHz center frequency and Q=2/1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>60 kΩ/6 kΩ</td>
</tr>
<tr>
<td>R2</td>
<td>200 kΩ/40 kΩ</td>
</tr>
<tr>
<td>R3</td>
<td>80 kΩ/8 kΩ</td>
</tr>
<tr>
<td>R4</td>
<td>195 kΩ/35 kΩ</td>
</tr>
<tr>
<td>U1</td>
<td>MAX274 (Maxim Integrated)</td>
</tr>
</tbody>
</table>
5. Low-frequency level shifter (element #9 in Figure 6.2)

Figure C.5: Level shifter is used to ensure the input is non-negative for DE0 input. The Zener diodes (D1) are used to avoid spurious high voltage.

<table>
<thead>
<tr>
<th>Name</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1.5 kΩ</td>
</tr>
<tr>
<td>R2</td>
<td>500 Ω</td>
</tr>
<tr>
<td>R3</td>
<td>1.5 kΩ</td>
</tr>
<tr>
<td>R4</td>
<td>2.6 kΩ</td>
</tr>
<tr>
<td>R5</td>
<td>2 kΩ</td>
</tr>
<tr>
<td>D1</td>
<td>1N4729A</td>
</tr>
<tr>
<td>U1</td>
<td>OPA-27</td>
</tr>
</tbody>
</table>
Table C.1: Major RF/LF components for each transmit and receiver channel and the corresponding cost.

<table>
<thead>
<tr>
<th>Item</th>
<th>Product number</th>
<th>Cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE0-NANO Evaluation Board</td>
<td>P0082</td>
<td>$90</td>
</tr>
<tr>
<td>CMOS signal amplifier</td>
<td>MAX4384EUD+</td>
<td>$17.2</td>
</tr>
<tr>
<td>RF bandpass filter</td>
<td>PBP-21.4+</td>
<td>$21.2</td>
</tr>
<tr>
<td>Pulse amplifier</td>
<td>ZHL-3A+</td>
<td>$229</td>
</tr>
<tr>
<td>Tx/Rx switch(^1)</td>
<td>ZX80-DR230+</td>
<td>$59.95</td>
</tr>
<tr>
<td>Low noise preamplifier(^2) (external)</td>
<td>ZFL-500LN+</td>
<td>79.95</td>
</tr>
<tr>
<td>Low noise preamplifier (surface mount)(^2)</td>
<td>-MAR-6SM+</td>
<td>$1.21</td>
</tr>
<tr>
<td>- RF choke</td>
<td>-TCCH-80+</td>
<td>$3.45</td>
</tr>
<tr>
<td>CMOS signal amplifier</td>
<td>ADE-1L</td>
<td>$3.95</td>
</tr>
<tr>
<td>RF bandpass filter</td>
<td>MAX274A</td>
<td>$14.37</td>
</tr>
<tr>
<td>LF signal amplifier(^1)</td>
<td>OPA-37</td>
<td>$3.1</td>
</tr>
<tr>
<td>CMOS level shifter(^1)</td>
<td>OPA-27</td>
<td>$3.2</td>
</tr>
</tbody>
</table>

Note:
1. One for each Rx channel.
2. Typically, two sets of the components are used for a single Rx channel.
3. One of MAX274A chips provides the filter function for two Rx channels.