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ABSTRACT 

 

Carbon nanostructures are 1D and 2D materials with potential to enable new 

markets in the electronic industry due to their novel properties which have been 

recognized recently with the awarding of two Nobel Prizes in physics.  But their very 

small size constitutes a new challenge in the manufacturing industry. 

We adapt molecular simulation tools and microfabrication techniques to enable 

the analysis of different scenarios on the assembly and characterization of carbon-based 

nanodevices. 

In an in silico experiment, by using molecular dynamics we analyze the outcome 

of bombarding carbon nanotube with argon ions, we find that for very high energies the 

type of defect created is almost exclusively single vacancy which is important in the 

development of spin-based electronics. 

An electric field can selectively guide nanoparticles in liquid media.  We are able 

to guide the positioning of carbon nanotubes suspended in a four-electrode 

configuration; and after inducing an electrical breakdown event in a parallel array of 

nanotube devices we find a strong nonlinear electrical characteristic. 

Combining carbon nanostructures with DNA molecules offers the possibility of 

exploiting the chemical sensitivity of DNA and transducing it in an electrical signal.  By 

using molecular dynamics, we predict a stable structure for a non-covalent DNA 

junction; we explore two different cases, with carbon nanotube or graphene as interface 

electrodes.  Electronic structure calculations predict the DNA electronic structure is 
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coupled to the carbon electron nano devices and would allow sensing of a chemical 

environment. 

In the field of drug-delivery, biological barriers and the immune system 

constitute challenges for the effective delivery of a drug to targeted areas of the human 

organism.  By using molecular dynamics, we predict the structure and stability of 

maximum PEGylated carbon nanotube and predict it is in the nano-sized regime (~40 

nm) which is an important requirement in the effective delivery of drugs. 

New fabrication techniques are required in the manufacturing of carbon nano 

devices.  We fabricate fluidic devices and analyze in a novel configuration the 

electrochemical response of graphene ribbons.  We find this device promising for 

detecting very low level of europium in liquid solution.  
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1. INTRODUCTION AND LITERATURE REVIEW 

 
 

Carbon nanostructures can exhibit unique properties that include extremely high 

mechanical strength, high thermal conductivity, and excellent chemical and thermal 

stability.  Furthermore, carbon nanostructures can be complexed with other molecules 

showing different functional capabilities.  Because the nanoscale devices are comparable 

in size to molecules and are much smaller than biological cells, potential applications of 

these devices are on single-molecule analytical sensors, biosensors, single cell 

diagnostics, implantable devices and drug-delivery.   

 

1.1 Engineering carbon nanostructures 

Irradiation of carbon nanostructured materials with electron or ion beams 

constitutes a novel technique to engineer the structure and properties of these 

nanomaterials with high precision. [1-4]  Guo et al. (2006) [5] got cutting a carbon 

nanotube (CNT) by opening a window in a PMMA thin film covering CNT, and then 

exposing  this zone  to reactive oxygen plasma.  Under optimized conditions, ~ 25% of 

the tubes are completely cut among ~2500 devices tested.  Other technique used to 

engineer nanostructured materials is electrical breakdown, which occur in SWCNT 

depending on the contact resistances, nanotube length, applied gate voltage, heat transfer 

to the contacts and its structural perfection. [6-8]  Hadeed and Durkan (2007) [9] 

controlled the size and position of a gap in gold-palladium nanowires by changing the 
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electromigration and joule heating regimes which determine the electrical breakdown of 

the nanowire. 

 

1.2 A peptide covalent bond between carbon nanotube and DNA 

Guo et al. (2008) [10] developed a method to connect a gapped carbon nanotube 

(CNT) with single DNA molecules.  In their method, a gap is created in the carbon 

nanotube by oxidative cutting with reactive ion etching; all the CNT is covered with a 

PMMA film but a small CNT zone is exposed to oxygen plasma by selectively opening a 

small window on the film with e-beam lithography.  During the etching process, carbon 

nanotube is functionalized with carboxyl groups.  Amine functionalization of DNA 

molecules allowed a covalent amide linkage to CNT functionalized with carboxyl 

groups.  Using this method they obtained 10 working devices out of 370 that were tested.  

This low yield on successful interconnection of carbon nanotube with DNA is due to an 

inherent difficulty on creating a covalent bond.  Interestingly they found a dsDNA 

molecule does not conduct electricity when a base mismatch is present. 

 

1.3 A carbon nanotube-DNA origami junction 

A nucleic acid-labelled single-walled carbon nanotube (NL-SWCNT) can be 

aligned along patterns of the corresponding complementary single-stranded DNAs 

(ssDNA) ‘hooks’ on DNA origami.  Nucleic acid labels are partially protected by 

complementary strands before they bind to the hooks on DNA origami.  Each linker also 

has a 40-base poly-thymine nucleobase domain that adsorbs onto the SWCNT sidewall 
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via vdW forces.  The protection strand prevents adsorption of the labelling domain onto 

SWCNT.  By using this technique, two carbon nanotubes can be aligned on a DNA 

origami structure, with a carbon nanotube on each side of the DNA origami template, 

and an orthogonal orientation between carbon nanotubes [11]. 

 

1.4 Observation of electrical gating by ssDNA upon binding to carbon nanotube 

It has been reported that a DNA wrapped carbon nanotube device can change 

from metallic behavior in dry conditions to semiconductor behavior in wet conditions 

[12].  Ouellette (2008) [13] analyzed the time evolution of electrical current in a 

suspended carbon nanotube positioned in a microfluidic channel through which DNA 

molecules were allowed to flow.  Electrical spikes were observed when DNA molecules 

were present in the microfluidic channel; DNA molecules constantly flowed through the 

microfluidic channel and electrostatic screening of van der Waals interaction due to ions 

was minimized.  Spikes current levels are below or above the original CNT current level 

depending on the type of DNA molecule tested. 

Those spikes are produced every time a DNA molecule reaches the carbon 

nanotube surface, and a different change in current level, positive or negative spikes, is 

observed for different DNA molecules.  A DNA sequence dependence is further 

suggested by the known correlation between nucleobases polarizability and CNT-DNA 

interaction strength reported by Gowtham et al. [14, 15]. 
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1.5 A need for a simple and low-cost detection method of actinides in the 

environment 

Actinide elements are radioactive and find applications in nuclear weapons and 

as fuel in nuclear reactors. A serious concern is the radiotoxicity as well as chemical 

toxicity of actinides and their migration in the environment [16-18].  The techniques 

typically available for trace analysis are efficient but complex and costly [19-21].   

Anions of phosphate, carbonate, oxalate, and acetate have been reported to 

increase the adsorption of Eu (III) to carbon materials, whereas nitrate, chloride and 

cations have a negative effect on the adsorption capacity [22-24].  Electrical gate 

electrodes can induce a negative charge in solid state graphene-based field-effect 

transistors (FET) devices [25, 26] and could play a role on the performance of ion-

sensitive FETs. 

 



 

5 
 

2. IRRADIATION-INDUCED DEFECTS IN CARBON NANOTUBE
*
 

 
 

Ion beams can be used to tailor the structure and properties of carbon 

nanostructures.  We explore, by using molecular dynamics simulations, the effects of 

irradiating silica-supported single walled carbon nanotube with an ion beam.  We 

analyze defects produced at several energy levels when one argon atom collides with a 

single-walled carbon nanotube.  At beam energies higher than 32 keV, generated defects 

were mainly single-vacancy defects.  We find, in addition to vacancy defects, 

chemisorption on CNT sidewall, doping of the silica substrate, and covalent cross 

linking between CNT and the substrate; these types of complex defects have a maximum 

probability of occurrence around 100 eV and close to null probability around 100 keV. 

 

2.1 Introduction 

Carbon nanostructures are of high technological importance due to their unique 

mechanical [27-29] and electrical properties [30-33], and rich physics phenomena [34-

39] encountered in many studies.  Electron-beam [40-42] and ion-beam irradiation [43-

46] are standard techniques to fabricate carbon-based nanodevices.  Scanning probe 

microscopy (SPM) techniques can be used to modify carbon nanostructure properties but 

they are not adequate for mass production [2, 47].  Focused ion beam and e-beam 

lithography systems, on the other hand, can be scanned on carbon structure, orders of 

magnitudes faster than mechanical tips, producing an ion-beam spot of a few nanometers 

                                                 
* Reproduced in part with permission from A.D. Bobadilla and J.M. Seminario,  J. Phys. Chem. C, 
Article In Press  DOI: 10.1021/jp5098074.  Copyright 2014 American Chemical Society. 



 

6 
 

in diameter [48, 49].  Alternatively, a high-speed stream of glow discharge plasma 

allows selective etching of carbon nanostructures [10, 50, 51]. 

Imaging, at the atomistic detail, of defects produced in carbon nanostructures by 

particle beam irradiation is very difficult to obtain from experiments [4, 52-56].  

Irradiation-induced vacancy defects appear as bright spots in atomically resolved STM 

images [57-60].  Molecular dynamics simulations allow predicting structural 

configurations adopted by carbon nanostructures after exposure to a particle beam [61-

65]. 

 The effect of argon ion irradiation on carbon nanotube structure has been studied 

mainly in the energy range from 100 eV to 3 keV [57, 58, 60, 66].  The effects of ion 

irradiation on suspended graphene have been reported for the energy range 10 eV-10 

MeV by molecular dynamics with a mixed Ziegler-Biersack-Littmark/Brenner potential 

and an adaptive timestep with minimum timescale of attoseconds [67, 68]. 

The most common defects produced upon exposure to ion irradiation are vacancy 

defects.  Magnetism has been associated with single and triple vacancy defects in single 

walled carbon nanotubes, this due mainly to the presence of dangling bonds in the most 

stable structure for these type of defects [69, 70], enabling possible scenarios for spin-

based electronics [71, 72].   

In the present work, we perform molecular dynamics simulations to analyze 

defects induced by an argon atom accelerated against a single-walled carbon nanotube 

supported on a silicon dioxide substrate.  The argon beam energy range studied is from 

32 eV to 320 keV. 
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2.2 Methodology 

C-C, Si-C and Si-Si interactions are modeled with the three-body Tersoff 

potential [73, 74], which smoothly connects to a Ziegler-Biersack-Littmark (ZBL) 

repulsive potential [75].  The standard universal ZBL potential fit to reasonably accurate 

quantum calculations of interatomic potentials in the repulsive region and can be easily 

evaluated for any atom pair [76].  Ion beam bombardment with argon involves no 

chemical reaction since it is a noble gas; therefore, argon-carbon interactions are 

modeled with the ZBL potential.  Electrostatic interactions between atoms due to nuclear 

charges are taken into account in the ZBL potential.  In previous works on ion 

bombardment of carbon nanotubes, it was necessary applying a constraint to carbon 

nanotube edges to avoid reflection of pressure waves; in our case, the silicon dioxide 

substrate plays an important role on the dissipation of heat generated during ion 

collision.  Our choice of interatomic potentials for CNT-SiO2 does not take into account 

long-range Coulombic interactions since interfacial thermal transport depends only on 

the vdW interaction between the CNT and substrate atoms. 

 

2.2.1 The Tersoff/ZBL potential 

The total potential energy, V, is represented by an empirical interatomic potential 

Vij,  

 

  
 

 
          (2.1) 

 



 

8 
 

where Vij includes contributions from ZBL and Tersoff potentials, 

 

                  
              

        (2.2) 

 

The fF term is a Fermi-like function  

 

        
 

   
           

 (2.3) 

 

which allows a smooth transition between ZBL and Tersoff potentials.  Two parameters 

from Equation 3 allow fitting the transition between potentials; AF controls how sharp is 

the transition between ZBL and Tersoff potential, and rc represents a cutoff distance for 

the ZBL potential.  We use the Tersoff/ZBL force field as implemented in the program 

LAMMPS [77] (vide infra). 

 

   
    

 

    

     
 

   
  

   

 
   (2.4) 

 

The first factor in the ZBL potential is the Coulomb repulsive term; Zi and Zj are 

the number of protons in each nucleus, q is the electron charge, and ε0 as the permittivity 

of vacuum.  The second factor is the ZBL universal screening function Ø(x), 

 

                                                                   (2.5) 
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with 

 

  
        

  
       

      (2.6) 

 

and ao is the Bohr radius.  The Tersoff potential considers two-body (fR) and three-body 

(fA), repulsive and attractive, respectively, interactions, 

 

   
       

                             (2.7) 

 

The summations in Equation 1 are over all neighbors of atom i within a cutoff 

distance R + D, 

 

       

                                
 

 
 

 

 
    

 

 

   

 
                   

                                

  (2.8) 

 

The fC term corresponds to smooth cutoff functions, which decrease from 1 to 0 

in the range R - D < r < R + D 

 

             (2.9) 

 

and  
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             (2.10) 

 

The Tersoff potential is based on the concept of bond order; the strength of a 

bond between two atoms is not constant, but depends on the local environment.  The 

bond order for the bond joining atoms i and j is represented by the parameter bij,  

 

            
  

 
 

   (2.11) 

 

and it is a decreasing function of a coordination parameter ζij assigned to the bond.  The 

bond ij is weakened by the presence of other bonds ik involving atom i, and the amount 

of weakening is determined depending on where the other bonds are placed.  The term 

bij, thus, accentuates or diminishes the attractive force relative to the repulsive force, 

according to the environment.  The effective coordination number of atom i is defined by 

ζij; it represents the number of nearest neighbors, taking into account the relative 

distance of two neighbors (rij and rik) and the bond-angle θ. 

 

                    
    

          
 
 

     (2.12) 

 

Different chemical effects affecting the strength of the covalent bonding 

interaction, such as coordination numbers, bond angles, and conjugation effects, are all 

accounted for in the bij term (Equation 11). 
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The function g(θ) has a minimum for cos(θ) = cos(θ0), and the parameter d 

determines how sharp the dependence on angle is, and c expresses the strength of the 

angular effect. 

 

            
  

  
 

  

                  
  (2.13) 

 

Table 2.1.  Tersoff/ZBL parameters for carbon, oxygen and silicon.  For the Fermi-like function, AF 

and rC values are 14 Å
-1

 and 0.95 Å respectively.  Argon atom interaction with silica and carbon 

atoms is modeled with a ZBL potential. 

 

Tersoff parameter C O Si 

A (eV) 1.3936×103 1.88255×103 1.8308×103 

B (eV) 3.467×102 2.18787×102 4.7118×102 

λ (Å-1) 3.4879 4.17108 2.4799 

µ (Å-1) 2.2119 2.35692 1.7322 

β 1.5724×10-7 1.1632×10-7 1.1×10-6 

n 7.2751×10-1 1.04968 7.8734×10-1 

c 3.8049×104 6.46921×104 1.0039×105  

d 4.384 4.11127 1.6217×101 

h -5.7058×10-1 -8.45922×10-1 -5.9825×10-1 

R (Å) 1.8 1.7 2.7 

S (Å) 2.1 2.0 3.0 

Zi 6 8 14 

 

The argon atom is positioned such that it will collide with carbon atoms around 

the 10nm length gray zone (Figure 2.1) of CNT; therefore, interaction between this gray 
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carbon atoms and SiO2 is modeled with a Tersoff/ZBL potential since the argon atom 

causes the breaking and formation of chemical bonds when travelling through this zone.   

 

2.2.2 The Lennard-Jones potential 

Interactions between SiO2 and green carbon atoms (Figure 2.1.) are modeled with 

van der Waals forces using the 12-6 Lennard-Jones potential. 

 

         
 

 
 
  

  
 

 
 
 

  (2.14) 

 

where   is the energy depth of the potential well,   is the finite distance at which the 

inter-particle potential is zero, and   is the interatomic distance. 

The r−12 term describes Pauli repulsion at short ranges due to overlapping 

electron orbitals and the r−6 term describes attraction at long ranges due to dispersion 

forces.  Our Lennard Jones parameters are based on those reported by Rappe et al. [78], 

εSi-C=8.909 meV, εO-C=3.442 meV, σSi-C=3.326 Å, and σO-C=3.001 Å.  The parameters 

are calculated using the Lorentz-Berthelot mixing rules. 
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Figure 2.1.  Argon ion (yellow) travels in the x-direction (red arrow) towards the central region of 

the CNT (gray), which is supported on a silicon dioxide surface (SiO2).  Left and right carbon atoms 

(green) interact via vdW forces with the SiO2, and central (gray) ones via a hybrid Tersoff/ZBL 

potential.  Silicon and oxygen atoms are also modeled with a hybrid Tersoff/ZBL potential.  Argon 

atom interactions with other atoms are modeled with a ZBL universal repulsive potential. 

 

2.2.3 Creation of initial CNT/SiO2 structure 

The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

[77] is used to perform molecular dynamics simulations of CNT interaction with argon 

ions.  To generate the native amorphous silicon dioxide layer that typically covers a 

silicon wafer, a β-cristobalite crystal structure (59.6 Å × 29.8 Å × 69.3 Å) is annealed at 

6,000K for 20 ps, at a fixed pressure of 1 bar using a time step of 0.1 fs and with 

periodic boundary conditions in all three directions; temperature is decreased towards 

300K at a rate of 1 K/ps.   

To create the silicon dioxide substrate, silica atoms with negative y-coordinates 

are deleted to obtain an amorphous SiO2 slab with 4,301 atoms.  This structure is rotated 

90° degrees around its z-axis, and an additional equilibration is performed at 300K under 

a canonical ensemble with the Nose-Hoover thermostat during 0.5 ns in a rectangular 
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simulation domain of 132×61×70 Å3.  A (10,0) CNT of 480-atoms, 49.7 Å long, is 

constructed and inserted into the top half of the simulation domain just above the 

amorphous SiO2 slab; the argon atom is positioned 20 Å apart from the CNT (Figure 

2.1).  The atoms at the bottom of the silicon dioxide are kept fixed to anchor the 

substrate.  Using the conjugate gradient algorithm, an energy minimization of the CNT-

SiO2-Ar system is performed to reach a local potential energy minimum.  Then the 

temperature of the system is raised from 1K to 300K progressively in a 0.75 ns run, 

followed by an equilibration at 300K during 0.25 ns (Figure 2.2).  During this initial 

process, a Berendsen thermostat is applied to all atoms in the silicon dioxide and carbon 

nanotube to control temperature and the argon atom is kept fixed.  Then an additional 

equilibration is performed at 300K during 1 ns under a canonical ensemble with the 

Nose-Hoover thermostat. 

 

 

(A) (B) 

Figure 2.2.  (A) Initial structure for carbon nanotube (CNT) supported on amorphous silicon 

dioxide substrate with an argon ion (yellow) 20 Å apart from the CNT sidewall.  (B) CNT rotates to 

different orientation on silica substrate during initial temperature increase from 1 to 300 K.   
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2.2.4 Particle beam energy and MD time step 

The argon atom velocity is set to test ion-CNT collision at different energy levels 

from 32 eV to 320 keV and the argon atom position is set to test collision at 43 different 

points (Figure 2.3).  A microcanonical ensemble is use for the silicon dioxide atoms and 

carbon atoms during and after ion collision.   

For the energy range from 32 eV to 1 keV, a time-step of          (5 as) is 

chosen to simulate the ion-CNT collision.  During collision time, creation and breaking 

of bonds occur. After the collision time, the nanotube experience mainly bending-mode 

vibrations, and to speed up the simulation the time-step is changed to          (50 

as), performing a 20 ps simulation time with this time-step.  For the energy range from 

3.2 keV to 320 keV, a time-step of 1        (1 as) is chosen to simulate the ion-CNT 

collision.  After collision, the time-step is changed to 1        (10 as). 

 

 

Figure 2.3.  Sidewall of single walled carbon nanotube.  Gray circles represent chosen points where 

an argon atom collides with CNT wall.  An argon atom travels along X direction.  Initial position of 

Argon atom is 20 Å from CNT sidewall.  For every chosen collision point, ten energy levels are 

tested, 32 eV, 100 eV, 214 eV, 457 eV, 1 keV, 3.2 keV, 10 keV, 32 keV, 100 keV and 320 keV. 
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Due to the very small scale (1-5 atto seconds) of the initial time step chosen for 

our MD simulations we compare the de Broglie wavelength (λ) and the distance traveled 

by the particle beam in a time step, pointing out the Heisenberg uncertainty relation.  We 

find the L distance traveled in a time step is comparable (L/λ<1) to the de Broglie 

wavelength for particle beam energy of 32 eV-3.2 keV.  However the time uncertainty 

(t) is larger than the timestep only at particle beam energy of 32 eV. 

 

2.2.5 Defects probability 

We perform 430 simulations for each value of incident energy.  We obtain the 

rates of interactions by using probability theory as follows.  The variable   
    becomes 1 

if the result of the i-th simulation is a defect of type     and 0 if the outcome of the i-th 

simulation is different: 

 

  
   

  
                        
               

  (2.15) 

 

The mean of the results from the first simulation to the nth simulation is defined 

by 

 

   
   

 
 

 
   

    
    (2.16) 
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By the central limit theorem, when    ,    
    coincides with the defect 

probability.  Number of our simulations is finite, but our n value is big enough so as to 

make the variance small enough. 

 

And, we define the average number of defects under occurrence as 

 

   
   

 
     

    
   

  
 
    

   

 (2.17) 

 

Where    is the number of defects in the i-th simulation. 

 

2.3 Results and discussion 

A summary of types of defects and probability of defects produced after argon 

atom collision on CNT wall is shown in Figure 2.4 and 2.5 respectively, with energy 

values in logarithmic scale.  The probability of defect production on CNT wall (Figure 

2.5) increases quickly as energy approach 100 eV, and is maximum and near to constant 

(about 0.8) in the range from 214 eV to 3.2 keV, then it decreases almost linearly to 0.42 

in the range from 3.2 keV to 100 keV.  The probability of defect production on CNT 

wall is low at very high energies, with 0.23 probability at 320 keV (Figure 2.5).   
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Figure 2.4.  Several types of defects generated on carbon nanotube wall and silicon dioxide substrate 

after argon atom collision.  Single vacancy (purple circle), kink (complex) defect (black circle), 

carbon chemisorption and doping on SiO2 substrate (orange circle). 

 

 

Figure 2.5.  Probability of defect occurrence on CNT wall after argon atom collision at different 

argon beam energy levels.  Energy range is in logarithmic scale. 

 

2.3.1 Silica substrate doping 

The probability of sputtered carbons shows a similar characteristic to the SiO2 
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maximum in the range between 214 eV and 3.2 keV.  The higher number of sputtered 

carbons is around 3.2 keV and the higher number of substrate doping is around 214 eV 

(Figure 2.6b). 

 

 

(A) 

 

(B) 

Figure 2.6.  CNT damage by sputtering and silica substrate damage by doping at different argon 

beam energy levels.  (A) Probability of carbon atom sputtered from CNT and probability of SiO2 

doping with carbon atom, (B) average number of carbon atoms sputtered from CNT and average 

number of carbon atoms doping SiO2. 
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Probability of vacancy defect is maximum (0.74) at 457 eV and decreases at a 

slow rate until it reaches 0.67 value at 10 keV.  Then, in the range from 10 keV to 320 

keV it decreases linearly but at a higher rate reaching 0.19 at 320 keV.  The probability 

of complex defect has a maximum value of 0.28 at 214 eV and is lower than 0.1 for 

beam energy higher than 10 keV.  Most complex defects are due to interstitial defects or 

Stone-Wales defects.  Kink defects (Figure 2.4) are produced only in the range from 214 

eV to 1 keV with probability lower than 0.1.  The probability of vacancy defect is higher 

than 0.65 in the range from 100 eV to 10 keV and the probability of chemisorption has a 

maximum of 0.58 at 100 eV.  

 

 

Figure 2.7.  Types of defects generated on CNT sidewall after argon atom collision at different argon 

beam energy levels.  Probability of silicon, carbon or oxygen chemisorption on CNT wall (red).  

Probability of CNT vacancy defect (gray), vacancy defect can be single, double or multiple.  And 

probability of complex defect on CNT wall (blue). 
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2.3.2 CNT vacancy defects 

Probability for Vacancy defect is always higher than those for chemisorption and 

complex defects (Figure 2.7); this is consistent with the fact that most sputtered carbon 

atoms end up doping the silica substrate, according to the trend in Figure 2.6a.  And for 

very high energies, the probability for chemisorption and complex defect is low (less 

than 0.1 at 320 keV). 

The probability of single vacancy defect is almost constant in the range from 100 

eV to 3.2 keV, with a value of about 0.6, and then it decreases to 0.16 at 320 keV 

(Figure 2.8a).  The average number of single vacancies has a peak value of 1.7 at 1 keV 

(Figure 2.8b).  The probability of double vacancy is always low with a maximum value 

of 0.33 at 457 eV (Figure 2.8a) and there is no double vacancy defect at very low energy 

(32 eV) and very high energy (320 keV).  The average number of double vacancies is 

about 1 in the range from 100 eV to 32 keV, and show a peak value of 1.5 at 100 keV 

while the average number of single vacancies show a peak value of 1.7 at 1 keV (Figure 

2.8b). 
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(A) 

 

(B) 

Figure 2.8.  (A) Probability of single and double vacancy at different argon beam energy levels.  (B) 

Average number of single and double vacancies. 

 

2.3.3 CNT chemisorption defects 

The probability of chemisorption defects on the CNT wall (Figure 2.9) reaches a 

maximum at about 100 eV and decreases almost linearly in the energy range from 457 

eV to 32 keV.  Chemisorption can occur on the internal or external sides of the CNT 

wall.  The former is always due to a carbon atom while the latter can be due to oxygen, 
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silicon or carbon atoms.  Probability of chemisorption on internal side of CNT wall is 

always very low, maximum value being 0.14 at 1 keV (Figure 2.9a).   

The probability for C chemisorption is always near to the one for O 

chemisorption in the range from 32 eV to 320 keV (Figure 2.9b).  The probability for C 

chemisorption shows two peak values, 0.39 at 100 eV and 0.33 at 457 eV, while the 

probability for O chemisorption has a peak value of 0.28 at 214 eV.  For beam energy 

higher than 1 keV both probabilities decrease, approaching to ~ 0.1 at 3.2 keV and near 

to zero at 320 keV.  The average number of carbon atoms chemisorbed on CNT wall has 

a minimum value of 0.6 at 10 keV.  And the average number of oxygen atoms 

chemisorbed on CNT wall has a local minimum around 10 keV as well (Figure 2.9c).  

 

 

(A) 

Figure 2.9.  (A) Probability of chemisorption on CNT wall, and probability of chemisorption on 

internal side of CNT wall or external side of CNT wall.  (B) Probability of carbon and oxygen 

chemisorption.  (C) Average number of carbon and oxygen atoms chemisorbed on CNT wall at 

different argon beam energy levels. 
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(B) 

 

(C) 

Figure 2.9.  Continued. 

 

2.3.4 CNT-substrate crosslinking 

The probability for CNT-substrate crosslinking (Figure 2.10) shows a peak value 
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2.11a).  The average number of crosslinkings is maximum at 100 eV and 320 keV with 

values of 1.43 and 1.5 respectively (Figure 2.11b). 

 

 

Figure 2.10.  Crosslink between CNT and SiO2 substrate by an oxygen atom (cyan highlighted in 

yellow). 

 

 

(A) 

Figure 2.11.  (A) CNT-SiO2 crosslinking probability and (B) average number of links at different 

argon beam energy levels. 
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(B) 

Figure 2.11.  Continued. 

 

2.3.5 Energy transferred to CNT after argon collision 

We observe a tendency for low average number of defects and low probability of 

defects at high beam energies, either on the carbon nanotube or in the silica substrate.  

We correlate it with a general tendency for decrease on kinetic energy transferred to 

carbon nanotube when beam energy is higher than 3.2 keV (Figure 2.12).  At high beam 

energy, larger than 3.2 keV, damage occurs mainly when the ion beam atom collides 

directly with a carbon nanotube atom which is a low probability event. 
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(A) 

 

(B) 

Figure 2.12.  (A) Ion beam (X,Y) collision points in a benzene ring on CNT sidewall, numbered from 

0 to 42; and (B,C) kinetic energy transferred to CNT after ion beam collision.  Argon atom travels 

initially along Z direction and energy transferred to CNT depends on the (X,Y) point of collision on 

CNT sidewall.  Horizontal axis in (b,c) represents the point of collision as labeled in (a).  Energy 

level of Argon atom is color coded (b) from 32 eV to 1 keV and (c) from 3.2 keV to 320 keV.   
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(C) 

Figure 2.12.  Continued.   

 

2.4 Conclusions 

Molecular dynamics simulations were performed on bombardment of single-

walled carbon nanotube by argon atoms in the range of 32 eV-320 keV.  The probability 

and average number of irradiation induced defects was quantified at different beam 

energy levels.  We found crosslinking of silica substrate with the carbon nanotube and 

doping of the silicon dioxide substrate with higher probabilities around 100 eV and 214 

eV, respectively.  Oxygen and carbon chemisorption on the nanotube sidewall are events 

with similar probabilities of occurrence in the whole range of energy analyzed and with 

probability lower than 0.2 for beam energy higher than 3.2 keV.  The possibility of 

defects on the substrate, CNT sidewall and at the interface has to be considered in the 

performance analysis of carbon nanotubes engineered by ion beam irradiation.  We 

suggest 10 keV as adequate level of ion beam energy to etch carbon nanotube structure 
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with low level of defects by chemisorption, complex defects, CNT-substrate crosslinking 

or substrate doping.  Besides, above 32 keV, the main type of defect is almost 

exclusively single vacancy defects, therefore argon beam irradiation can allow selective 

introduction of magnetic impurities, which can be exploited for the development of 

spintronics devices. 
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3. NON LINEAR ELECTRON TRANSPORT IN DEFECTIVE CARBON 

NANOTUBE 

 

Carbon nanotubes are mechanically strong, chemically non-reactive, and 

excellent devices to obtain a variety of electron transport characteristics needed for an 

extensive set of applications that goes from medicine to electronics.  Therefore they 

show promise as fundamentals elements in nanotechnology.  We report strong nonlinear 

electron transport behavior in single-walled carbon nanotubes suspended in a four-gold 

electrode configuration at room temperature after performing electrical breakdown on a 

parallel array of carbon nanotube devices.  Aided by electron transport calculations we 

suggest multiple double-vacancy defects as the type of nanostructure giving origin to 

this behavior. 

 

3.1 Introduction 

The advent of nanotechnology has allowed developing several possibilities to 

build nanostructured devices for a variety of applications in practically all science and 

engineering fields [79, 80].  New raw materials such as carbon nanostructures have 

become central players. In addition to nanofabrication capabilities, still in exponential 

development, it allows us to build devices for sensing [81-84] of chemical and biological 

agents [85, 86] and the fabrication of molecular and nano devices suitable for a post 

silicon era [87, 88].  Field effect transistor (FET) [89, 90] and nanoelectromechanical 

devices [91, 92] can be built using carbon nanotubes (CNT) assembled in two-electrode 
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configuration; and this configuration was also used for mass fabrication of CNT-

integrated microchips [93, 94].  However, these studies exploit the properties of pristine 

CNT.  A novel electronic structure can be engineered by means of altering the surface of 

a one-atom thick nanotube [95-98].  

Nonlinear electron transport in molecular structures such as the decrease of the 

rate of electron transport when the bias voltage is progressively increased allows the 

development of sensors, transistors, photovoltaics, and other devices at higher speeds of 

operation and at lower power dissipation due to tunneling transfer processes than 

traditional devices [84, 99-109].  Therefore, molecules showing highly nonlinear 

electron transport behavior are essential components for a variety of applications. 

It has been observed such a nonlinear electron transport behavior in devices 

where the response current under an increasing potential decreases in a determined range 

of potentials.  A typical implementation of this negative differential impedance also 

known as negative differential resistance (NDR) has been observed in suspended carbon 

nanotubes (CNT) due to self-heating effects and increased electron-phonon scattering at 

relatively large bias voltages [110].  Rinkio et al. [111] showed that NDR behavior in 

suspended CNT can be engineered by integrating a substrate with a high-κ oxide.   

In the present work we explore the effects of oxidation on the electrical property 

of a parallel array of single-walled CNTs.  We report a very pronounced NDR behavior 

of such device and complement our finding by quantum chemical calculations of 

electron transport. 
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3.2 Methodology 

 

3.2.1 Device fabrication 

An array of electrodes in four-electrode configuration is fabricated by electron–

beam lithography (Figure 3.1).  The two central electrodes serve as support to obtain a 

suspended CNT.  The gap distance between central electrodes is 150 nm and the distance 

between end electrodes is 600 nm.  The metal electrodes are composed of 90 nm thick 

gold on 10 nm thick chromium.  For dielectrophoresis of CNTs we follow the design 

rules by Chung et al. (2004) [93].  Single-wall CNTs (SWCNT) of ~1.5 nm diameter 

and ~1-5 μm long and a carbon nanotube dispersant (NanoSperse AC) purchased from 

Nanolab, Inc, USA are used to prepare a 0.15 µg/mL ethanol solution.  An aliquot of this 

solution (0.1 uL) was placed on the gap while a composite electric field (0.6 Vac at 5 

MHz and 0.3 Vdc) is applied between the metal electrodes as shown in Figure 3.1a.  The 

composite DC-AC electric field is applied until the ethanol solution is completely 

evaporated.  A metallic or semiconducting current-voltage characteristic is obtained 

when correctly positioning the CNTs.   
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(A)     (B) 

Figure 3.1.  Schematic for dielectrophoretic positioning of CNT.  (A) A composite DC-AC electric 

field applied between metal electrodes guides an individual carbon nanotube.  Central electrodes are 

small enough to not interfere with the electric field.  (B) Carbon nanotube after succesful 

positioning.   Materials are color coded: gold electrodes (yellow), carbon nanotube (dark gray), SiO2 

substrate (light gray). 

 

Since a carbon nanotube is typically non-reactive, we assume oxygen will react 

with carbon nanotube sidewall mainly at defect sites.  Before measurements at high bias 

voltage, we induce damage on carbon nanotube sidewall by exposure to oxygen plasma 

(Figure 3.2a) at 10 W, 45 sccm, 240 mTorr for 20 s and perform SEM imaging of CNTs.   

An electrical breakdown is then performed by applying a bias voltage larger than 

15 Vdc (Figure 3.2b), which induces a strong electron scattering and increases CNT 

temperature catalyzing the oxidative damage of CNT by the interaction with the oxygen 

from air [7, 112].    
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(A)     (B) 

 

(C) 

Figure 3.2.  Flow chart of the carbon nanotube breakdown process.  CNT dimensions are not scaled.  

(A) A damage is induced in carbon nanotube by exposure to ion beams through a small window 

created by e-beam lithography.  (B) An electrical breakdown is induced in carbon nanotube by 

applying a high bias voltage.  (C) Carbon nanotube after electrical breakdown. 

 

3.2.2 Electron transport calculations 

Electronic structure calculations of small diameter CNTs are performed in the 

Gaussian 09 program [113-115], and a semiconducting CNT is identified.  The density 

functional theory (DFT) optimized structure serves as input to the GENIP-07 program 

[116-118] for a non-equilibrium Green's function calculation of the electron transport 

characteristic.  The outputs of the program are the electron transmission probabilities, 

the current-voltage characteristic of the molecular junction and the DOS at the junction 

where the effect of the gold electrodes are fully considered. 

The transmission probabilities and the density of states (DOS) follow the next 

relations: 
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        (3.1) 

 

                      
             (3.2) 

 

Where                     
   (for k=L,R) is the imaginary part of the 

self-energy   .    represents the coupling between the contacts and the molecule, and 

   is the adjoint of   .   is the imaginary unit, and      is the overlap matrix at each 

applied field.  The extended Landauer equation as a function of   is given by 

 

     
  

 
             

  

 
       

  

 
    

 

  
 (3.3) 

 

Where E is the energy of the crossing electron,   is the charge of the electron,  

is the Planck’s constant, and          is the Fermi-Dirac distribution of the gold tip at an 

electric potential   . Thus the current through the junction depends on the Fermi level, 

the transmission function, the bias voltage applied to the system and the coupling of the 

pairs to the tips. 

 

3.3 Results and discussion 

 

3.3.1 CNT assembly and electrical measurements 

We investigated the deposition of individual SWCNTs with a diameter of 1.5nm 

and a length of 1-1.5 µm.  To guide the positioning of CNTs between electrodes we 
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applied an electric field composed of an AC with a DC offset as shown in Figure 3.1a.  

The central electrodes are small to minimize interference to the electric field applied 

during the dielectrophoresis procedure (Figure 3.3).  

 

   

(A)      (B) 

Figure 3.3.  SEM images of (A) array of gold electrodes and (B) a magnified image of the 

corresponding four- electrode configuration fabricated by e-beam lithography. 

 

After successful deposition of carbon nanotubes, we obtain a current-voltage 

characteristic corresponding to a semiconducting behavior (Figure 3.4a).  To improve 

the contact resistance we bake the sample at 180 °C for 1 minute.   

  



 

37 
 

  

(A)     (B) 

Figure 3.4.  Current-voltage characteristic of CNTs (A) after succesful deposition CNTs positioning 

on electrodes and (B) after baking at 180 °C and plasma exposure. 
 

We then expose the sample to oxygen plasma (10W, 240 mTorr, 20s) to induce a 

slight damage to the CNT sidewall and perform current-voltage measurements (Figure 

3.4b) and SEM imaging (Figure 3.5).  We confirm the presence of CNTs bridging the 

electrodes, and we observe CNTs not necessarily bridge both central electrodes.   

 

  

 (A) (B) 

Figure 3.5.  SEM imaging of different pair of electrodes (a,c) before and (b,d) after exposure to 

oxygen plasma at 10W and 240 mTorr for 20 seconds.  (a,b) corresponds to two CNT molecules 

bridging the electrodes; while (c,d) corresponds to a single-molecule CNT bridging the electrodes, in 

this case the CNT was clearly visible (d) only after plasma exposure. 
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 (C) (D) 

Figure 3.5.  Continued. 

 

A high bias voltage (15 Vdc) is applied to the defective CNT to induce an 

electrical breakdown.  A high current flowing through the nanotube increases its 

temperature by joule heating, and therefore catalyzes the oxidative damage due to CNT 

interaction with the oxygen present in the air environment.  Analyzing the current-

voltage characteristic (Figure 3.6b), we notice electrical spikes in the current-voltage 

characteristic which are a sign of nanotube near to fail by electrical breakdown.  In 

electrical breakdown experiments with single-molecule carbon nanotube of ~ 1 nm 

diameter bridging a pair of electrodes, strong oscillations in the electrical current at 

saturation have been reported by Seidel et al. (2011) and attributed to semiconducting 

nanotubes [6].  The oscillations in the electrical current with increasing bias voltage 

must be due to an increase of electron-phonon scattering and the corresponding self-

heating.  After producing the oxidative cutting on CNT associated with the electrical 

spikes in the current-voltage characteristic, we repeat the current-voltage measurement, 

and since we have a parallel array of carbon nanotubes we still detect a non-zero current 
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but this time we observe a negative differential resistance behavior (Figure 3.6c) in the 

electrical characteristic at positive bias voltage around 3.5 Vdc.  We then produce a 

second electrical breakdown (Figure 3.6g), not observing NDR behavior after that 

(Figure 3.6i).  However we observe again NDR behavior (Figure 3.6k) after producing a 

third electrical breakdown (Figure 3.6j). We atribute this NDR effect to a change in the 

carbon nanotube electronic band structure due to oxidative damage of carbon nanotube 

originated during the electrical breakdown. 

 

  

(A)      (B) 

Figure 3.6.  Evolution of current-voltage characteristic of CNT array after consecutive electrical 

breakdown events.  (A) Initial current-voltage characteristic of single walled carbon nanotubes 

(SWCNT) arranged in a parallel configuration.  (B) Electrical characteristic during electrical 

breakdown of one carbon nanotube.  (C), (D), (E), (F) Negative differential resistance behavior after 

the electrical breakdown. Curves are at different bias voltages and at different times.  (G) Electrical 

characteristic during second electrical breakdown.  (H), (I) Electrical characteristic of carbon 

nanotubes after the second electrical breakdown. (J) Electrical characteristic during third electrical 

breakdown.  (K) Negative differential resistance behavior after the third electrical breakdown. 
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(C)      (D) 

 

  

(E)      (F) 

 

  

(G)      (H) 

Figure 3.6.  Continued. 
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(I)      (J) 

 

(K)  

Figure 3.6.  Continued. 

 

3.3.2 Electronic structure calculations 

To test our hypothesis, we calculate the electron transport characteristic of a 

defective single walled carbon nanotube.  For that purpose and to make it amenable the 

heavy computational cost of electronic structure calculations, we first identify the 

smallest diameter single walled carbon nanotube with semiconducting character.  We 

explore different types of chirality (Table 3.1) and find chirality (4,3) (Figure 3.7a) as 

showing a large energy band gap (2.45 eV) and a corresponding semiconducting 

behavior (Figure 3.7b).   
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Table 3.1.  Energy band gap for small diameter single walled carbon nanotube of different chirality 

types. 

 

chirality diameter (Å) band gap (eV) 

(4,0) 3.13 1.06 

(3,3) 4.27 1.15 

(4,2) 4.07 0.37 

(4,3) 5.05 2.45 

(5,0) 4.07 1.06 

(5,1) 4.46 0.38 

(6,0) 4.82 0.50 

 

To estimate the structure of CNT after a breakdown event, we assume an oxygen 

molecule reacts with CNT sidewall by displacing two carbon atoms and then 

evaporating as two CO molecules.  We suggest the high temperature induced during the 

electrical breakdown will anneal the double vacancies on CNT sidewall.  To analyze the 

effect of this damage on the electrical property of CNT, we consider the double 

vacancies have affected practically all the atoms around the center of CNT (Figure 3.7c).  

After DFT-optimization we observe the transformation of double vacancies into octagon 

rings on CNT sidewall (Figure 3.7d), which gives origin to an NDR behavior in the 

electron transport characteristic (Figure 3.7e). 
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(A)      (B) 

 

(C)      (D) 

 

(E) 

Figure 3.7.  (A) Structure and (B) electron transport characteristic of pristine SWCNT (4,3).  (C) 

Initial guess for damaged CNT (4,3), multiple double-vacancies correspond to a gap around the 

center of CNT.  (D) DFT-optimized structure and (E) corresponding electron transport 

characteristic.  In (D), a group of carbon atoms has been highlighted with blue color. 

 

3.4 Conclusions 

We have reported the assembly of a large array of suspended carbon nanotubes 

on a four-electrode configuration, engineering defective CNTs with a NDR behavior and 

a corresponding high peak to valley current ratio in the electron transport characteristic.  
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We consider a hypothetical CNT with semiconducting behavior and a defective structure 

due to multiple double vacancies; by DFT-based methods we predict the stable structure 

and corresponding electronic property, and are able to reproduce the observed nonlinear 

electron-transport behavior.  This type of configuration allows increased complexity and 

functionality of CNT devices. 
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4. GATING MECHANISM OF DNA WRAPPING ON CARBON NANOTUBE
*
  

 

DNA molecules are able to wrap carbon nanotubes (CNTs) in water solution, 

thus merging advantages of DNA chemistry with CNT physics as a natural way to 

design sensor devices.  Using electrical means, a reversible semiconductor-metallic 

behavior has been found in CNT-DNA hybrid structures.  Classical molecular dynamics 

simulations of the CNT-DNA wrapping process are performed.  Then, structural 

conformations are analyzed by first-principles electronic structure methods; we correlate 

our results with previous experimental reports on carbon-DNA complexes, providing 

complementary information to understand better their electrical behavior. 

 

4.1 Introduction 

Diverse efforts have been performed on carbon nanotube (CNT) [119-122] and 

DNA-based nanoelectronics devices [10, 123-126] because both show potential as 

fundamental elements for molecular electronics [127-133].  The combination of the 

chemical sensing capabilities of DNA and the electrical properties of CNT in a hybrid 

nanodevice has been proposed for very sensitive detection of chemical events at the 

single-molecule level [134, 135] and a molecular understanding of CNT-DNA 

interaction can yield new insights to develop devices for rapid DNA sequencing [136, 

137] as well as to improve the development of nanosensors, especially for chemical and 

biological agents [102, 123, 125, 138-144]. 

                                                 
* Reproduced in part with permission from A.D. Bobadilla and J.M. Seminario,  J. Phys. Chem. C, 2011, 
115 (8), pp 3466-3474.  Copyright 2011 American Chemical Society. 
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Gowtham et al. [15] studied the physisorption of individual nucleobases on 

graphene using DFT methods, finding  significant differences between interaction 

strengths when a nucleobase is physisorbed on graphene; based on an analysis of binding 

energies, they suggested that the base molecule polarizabilities are the main factors 

determining the nucleobase-graphene interaction strength.  In another study by the same 

authors, the strength of the interaction was analyzed between DNA bases and a small 

diameter carbon nanotube of chirality (5,0) [14].  It is known  that π-π interaction is the 

main factor driving single-stranded DNA (ssDNA) wrapping around large diameter 

carbon nanotube [145].  Nevertheless, the high curvature surface in a small diameter 

nanotube implies a nonplanar hexagonal geometry which would decrease π-π stacking 

interaction.  Analyzing this kind of interaction, Gowtham et al. [14] found a correlation 

between nucleobases polarizability and CNT-nucleobase binding energies which 

resulted to follow the hierarchy G > A > T > C > U, concluding that molecular 

polarizability of nucleobases plays the dominant role in the interaction strength of 

nucleobases with CNT [14]. 

It has been reported that a DNA wrapped carbon nanotube device can change 

from metallic behavior in dry conditions to semiconductor behavior in wet conditions 

[48].  Ouellette et al. [13] analyzed the time evolution of electrical current in a 

suspended carbon nanotube positioned in a microfluidic channel through which DNA 

molecules were allowed to flow.  They observed the appearance of spikes when DNA 

molecules were present in the microfluidic channel; DNA molecules constantly flowed 
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through the microfluidic channel and electrostatic screening of van der Waals interaction 

due to ions was minimized. 

In the present work, structural conformations and electronic structure of CNT-

DNA hybrids are analyzed with molecular dynamics and first-principles quantum 

chemistry techniques searching for further insights on the mechanisms responsible for 

semiconductor-metallic behavior in DNA wrapped carbon nanotube. 

 

4.2 Methodology 

The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

[146] program is used to perform molecular dynamics simulations of solvated CNT–

DNA.  The chosen single stranded DNA sequence is TAGGAT and the single walled 

carbon nanotube is a zigzag (4,0).  Ions are added to the water solution to neutralize the 

negative charge in DNA backbone due to negatively charged phosphate groups thus 

yielding a neutral whole system.   The solution contains 11 Na+, 6 Cl- and 1,869 TIP3P 

[147, 148] water molecules in a simulation box of 40 Å × 40 Å × 40 Å.  The initial 

atomic coordinate file is generated with the Packing Optimization for Molecular 

Dynamics Simulations (Packmol) [149].  Periodic boundary conditions are applied to the 

box and run under the micro-canonical NVE ensemble.  Electrostatic interactions are 

calculated by the particle-particle and particle-mesh (PPPM) [150] method using a grid 

order of 4.   

To control the temperature, within the NVE ensemble, atom velocities are 

rescaled at every time-step with the Berendsen thermostat [151], which is applied to only 
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the translational degrees of freedom.  The positions of all CNT atoms are constrained by 

not updating the velocity for atoms in the CNT as expected applications consider the 

CNT fixed to metal electrodes. 

In the initial conformation for the molecular system, the closest distance between 

ssDNA and CNT is 11.5 Å (Figure 4.1).  An energy minimization of the system is 

performed to reach a local potential energy minimum.  Then, the temperature of the 

system is raised from 5 K to 300 K in a 0.525 ns run.  This is followed by a 1.05 ns run 

at 300 K to ensure equilibration.  To accelerate the wrapping process the temperature is 

raised to 340 K in a 1.05 ns MD run, then the system is allowed to equilibrate at 340 K 

for 7.5 ns.  Visualization of trajectories is performed using the graphics software 

package VMD [152]. 

 

Table 4.1.  Lennard-Jones and Coulombic interactions are computed with an additional switching 

function S(r) detailed in equation 4.3. 

 

cutoff Lennard Jones Coulombic 

r < rin VLJ(r) C(r) 

rin< r < rout S(r) × VLJ(r) S(r) × C(r) 

r > rout 0 0 

 

To model the system, the CHARMM force field [153] is used, in which the van 

der Waals energy is calculated with a standard 12-6 Lennard-Jones potential, 

 

           
 

 
 
  

  
 

 
 
 

 , (4.1) 
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modeling nonbonded interactions between pairs of atoms at distance r, separated by at 

least three consecutive bonds.  It is composed of two terms: the first describes the Pauli 

repulsive interaction at short ranges due to overlapping electron orbitals and the second 

describes the van der Waals attractive interactions, which at long ranges are due to 

dipole-dipole interactions and to the fluctuating molecular dipole moments.  ϵ is the 

Lennard-Jones well depth and σ is the distance at the Lennard-Jones minimum.   

The electrostatic energy with a Coulombic potential, 

        
 

   

 
 
 
 

   
, (4.2) 

 

represents interactions between static atomic charges qi and qj at distance rij, and ε is the 

dielectric constant. 

The coefficients σ and ϵ are defined for each pair of atoms according to the 

CHARMM force field .  The Lennard-Jones parameters between pairs of different atoms 

are obtained from the Lorentz−Berthelodt combination rules, in which ϵij values are 

based on the geometric mean of ϵi and ϵj and σij values are based on the arithmetic mean 

between σi and σj.  Both Lennard-Jones and Coulombic interactions are computed with 

an additional switching function S(r) [148], 

 

     
     
     

 

     
     

  
      

          
  , (4.3) 
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which decreases the interaction energies smoothly to zero from an inner (rin) cutoff to an 

external cutoff (rout), in order to decrease the number of hot spots in the simulation.  We 

use, rin = 8 Å and rout =10 Å, for both, Lenard-Jones and Coulombic non-bonded 

interactions (Table 4.1).  CNTs are modeled as uncharged Lennard-Jones particles using 

sp2 carbon parameters from the CHARMM force field. 

 

  

Figure 4.1.  Initial conformation for molecular dynamics simulation of solvated CNT-DNA, CNT 

chirality is (4,0).  Water molecules (density = 1 g/cm
3
) and counterions have been removed for the 

sake of visualization.  DNA molecule is color coded: thymine (violet), adenine (blue), guanine 

(yellow), phosphate groups (green). dDNA-CNT = 11.5 Å is the distance between the thymine base and 

the carbon nanotube. 

 

4.3 Results and discussion 

At the initial stage of the process at 340 K the DNA molecule approaches the 

carbon nanotube as shown in Figure 4.2.  During the first 2.5 ns of the equilibration 

process at 340K the DNA molecule stay non-covalently linked to the carbon nanotube 

and only two or three bases participate in the CNT-DNA interaction.  From 2.5 ns to 5 ns 
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the DNA molecule wraps the carbon nanotube forming a circle around the nanotube 

(Figure 4.3a,b).  At the end of the process at 340 K, from 5 ns to 7.5 ns, the DNA 

molecule changes its structural conformation forming a helical wrapping around the 

nanotube (Figure 4.3c,d), and 5 bases, out of six, are oriented parallel to the CNT.  

Nevertheless in the following process from 340 K to 300 K all bases prefer an 

orientation parallel to the carbon nanotube, keeping that tendency during the final 

equilibration at 300 K (Figure 4.4).  The system is considered to be in equilibrium when 

the root mean square deviation (RMSD), calculated for DNA structure with respect to its 

initial conformation, keeps a constant value. 

 

 

Figure 4.2.  Snapshot at t = 2.6 ns: DNA molecule approaching CNT at the initial stage of the 

process at 340 K.  The high temperature accelerates the van der Waals attraction between DNA 

bases and the carbon nanotube surface.  

 

We calculate the van der Waals (vdW) energy (Figure 4.5b) between DNA 

molecule and single-walled carbon nanotube; the time evolution of this energy shows 

significant energy jumps (Figure 4.5b) occurring due to absorption of DNA bases on the 

carbon nanotube surface.  The electrostatic energy of interaction between adjacent 
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phosphate atoms is shown in Figure 4.5c.  During the first 2 ns of equilibration process 

at 340K, the ssDNA adopts a conformational structure in which the phosphate atoms are 

closer between them; this causes an increase of their electrostatic energy.  Then, as 

ssDNA conformational changes around CNT progress, a decrease in electrostatic energy 

corresponding to an increase in distance between phosphate atoms when ssDNA adopts 

a helical conformation around CNT. 

 

    

(A)       (B) 

   

(C)       (D) 

Figure 4.3.  (A) Front and (B) side view of DNA-CNT circular wrapping after 6.4 ns, at the middle 

stage of the process at 340 K.  (C) Front and (D) side views of the DNA-CNT helical wrapping after 

10.1 ns, at the final stage of the process at 340 K (color code as in Figure 4.1). 
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 (A) (B) (C) 

Figure 4.4.  (A) Front view of DNA-CNT helical wrapping after 12.2 ns, at the final stage of 

equilibration at 300 K.  (B) and (C) show two side views  (color code as in Figure 4.1) 

 

The final structural conformation shows that each base type prefers a particular 

orientation with respect to the DNA backbone; the two thymine bases and the two 

guanine bases prefer an orientation opposite to that preferred by the two adenine bases.  

The ssDNA form a right-handed helical wrapping around the carbon nanotube. 

After the ssDNA is physisorbed on the carbon nanotube (CNT) surface, the DNA 

experiences free translational and angular movements along the CNT surface, persisting 

through the equilibration process at room temperature. 
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(A) 

 

(B) 

 
(C) 

Figure 4.5.  (A) Input temperature temperatures: the equilibration process at 340K begins at t = 2.6 

ns and finishes at t = 10.1 ns.  (B) Energy jumps are observed in van der Waals (vdW) energy as 

each nucleotide base binds to the carbon nanotube surface.  (C) Electrostatic energy of phosphate 

atoms in the ssDNA backbone during equilibration process at 340K.  
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The self-assembly of carbon nanotube and DNA is usually driven mainly by π-π 

stacking interactions, enabled by the planar hexagonal conjugated π-systems in single-

walled CNT.  However, in a CNT (4,0), the carbon skeleton forms boat-like nonplanar 

hexagonal conjugates (Figure 4.6) due to the high curvature surface in small diameter 

nanotubes; we expected this to be an obstacle for π-π stacking interactions.  Despite of 

the large strain energy imposed on the CNT (4,0), ab initio molecular orbital calculations 

at the B3PW91/6-31G(d) level still show a large delocalization of a benzene strained to 

the same curvature that it would have in the small CNT(4,0).  Figure 4.7 shows a 

comparison of the relevant molecular orbitals of the two benzene conformations.  The 

injection of a small sp3 contribution with a dangling bond might increase the interaction 

with any part of the DNA and not only with its π regions.  There is still certain similarity 

between the molecular orbitals of the two conformations but energies of the frontier 

molecular orbitals are strongly affected decreasing the effect away from the frontier 

orbitals. 

 

   

 (A) (B) 

Figure 4.6.  (A) Boat-like nonplanar hexagonal conjugates in CNT(4,0) and (B) planar hexagonal 

conjugated π-systems in CNT(10,0). 



 

56 
 

 

Figure 4.7.  Comparison of molecular orbitals (H = HOMO, L = LUMO) and energies for benzene 

(2
nd

 and 4
th

 columns) and strained benzene with the curvature of a CNT(4,0) (1
st
 and 3

rd
 columns). 

 

To analyze the electronic band structure, ab initio electronic structure 

calculations are performed in vacuum and aqueous conditions at the B3LYP/6-31G(d) 

level for the carbon nanotube, DNA molecule and DNA-wrapped carbon nanotube 

system.   

 

Table 4.2.  Number of atoms involved in the molecular DFT B3LYP/6-31G(d) calculations.  Length 

of the CNT(4,0) is 3 nm and the ssDNA sequence is TAGGAT.  Carbon nanotube and DNA molecule 

are passivated with hydrogen atoms. 

 

System 
Number of atoms in 

vacuum conditions 

Number of water molecules 

in aqueous conditions 

Number of atoms in 

aqueous conditions 

CNT 136 172 652 

ssDNA 198 334 1200 

ssDNA-CNT 334 179 871 
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To simulate aqueous conditions with low computational cost, the Tomasi’s 

polarizable continuum model (PCM) [154] is used; in this method, the solvent is 

modeled as a continuum of uniform dielectric constant.  The molecular system is placed 

into a cavity within the solvent and the calculation of the molecular electrostatic 

potential or the electric field at a discrete number of preselected points is utilized to 

evaluate the environmental effects of a solvent on the properties of the molecular 

system. 

For more accurate results, we consider the water molecules surrounding the 

hybrid structure (Figure 4.8c).  We also perform molecular dynamics simulations for 

individual carbon nanotube (Figure 4.8b) and individual DNA (Figure 4.8a) in water 

solvent in order to get the corresponding structural conformation and to analyze 

differences in electronic structure with respect to the hybrid structure. 

As shown in Table 4.2, our results using the PCM method differ much from 

those with water molecules surrounding carbon nanotube and DNA.  The lack of 

accuracy of the PCM method arises from considering only electrostatic effects in the 

interaction between the solvent and the molecular system. 
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 (A) (B) (C) 

Figure 4.8.  Structural conformations from molecular dynamics simulations for the ab initio 

calculations performed in water solvent: (A) DNA, (B) carbon nanotube and (C) CNT-DNA 

nanostructure. 

 

 

 (A) (B) (C) 

Figure 4.9.  Density of states (DOS) spectrum for (A) carbon nanotube, (B) DNA, and (C) hybrid 

CNT-DNA structures using the DFT B3LYP/6-31G(d) level of theory.  Top: curves for vacuum 

conditions (red), solvent conditions using PCM method (purple) and including water solvent 

molecules (cyan).  Vertical lines at the bottom represent molecular orbital energies: red (occupied 

orbitals) and blue (unoccupied orbitals).  The three sets of vertical lines correspond respectively, 

from top to down, to vacuum conditions, solvent conditions by using PCM method and solvent 

conditions by including water molecules. 

 

We find slight differences in the density of states for CNT in vacuum and under 

the PCM solvent (Figure 4.9); there is a strong difference when the actual water 

molecules are considered in the calculation as they are able to fill states around the 

frontier orbitals of the CNT and DNA.  To be able to analyze contributions from the 

carbon nanotube (CNT) and DNA to the DOS of the hybrid structure, we identify the 
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highest occupied molecular orbitals (HOMO) and the lowest unoccupied molecular 

orbitals (LUMO) for CNT and DNA when they are part of the hybrid structure; this is 

done by visualizing the molecular orbitals (MO) for each energy state and identifying the 

molecules on which each MO is localized.  These results are summarized in Table 4.2 

and Figure 4.10. 

Comparing individual molecules with the hybrid structure at vacuum conditions 

(Table 4.3), we observe that the HOMO and LUMO orbitals corresponding to the carbon 

nanotube are almost unaffected by the wrapping of DNA molecule; however, we observe 

that the DNA HOMO orbital shifts to an energy level higher than the energy of the CNT 

HOMO, producing a hybrid structure energy gap of 0.31 eV smaller than the one of the 

carbon nanotube.  We also observe that the DNA energy gap decreases, enabling an 

additional path for electron flow.  These two factors contribute therefore to a metallic 

behavior.  Electrons may flow not only from metal electrodes to carbon nanotube but 

also from metal electrodes to DNA and from DNA to carbon nanotube in a scenario 

similar to the experiment reported by Cha et al. [48] who reported a metallic behavior 

for the hybrid structure in vacuum conditions; in their experimental setup, it was 

possible a direct contact between ssDNA and metal electrodes. 
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Table 4.3.  HOMO, LUMO and gap energies (eV) of DNA and CNT as isolated molecules and when 

they are part of the complex DNA-CNT.  Calculations are done in vacuum, under PCM solvent, and 

under actual water molecules in the Hamiltonian.  All systems are run as uncharged and singlets.   

 

system 

vacuum PCM Solvent water molecules 

HOMO LUMO gap HOMO LUMO Gap HOMO LUMO gap 

isolated 
DNA -5.14  -1.17  3.97 -5.37  -1.09  4.27 -5.93  -4.22  1.71  

CNT -5.00  -4.59  0.41 -5.09  -4.66  0.43  -4.48  -4.04  0.44  

complex 
DNA -4.89  -1.48  3.41  -5.50  -1.55  3.95  -5.98  -3.38  2.60  

CNT -5.00  -4.58  0.43  -5.09  -4.66  0.43  -5.54  -5.15  0.39  

 

The individual carbon nanotube in water conditions shows a less stable behavior 

than in vacuum conditions, with a significant energy shift of HOMO and LUMO orbital 

towards higher energy levels (Table 4.3) due to the known hydrophobic character of a 

carbon nanotube molecule produced by its highly symmetric and non-polar electronic 

structure.  However the electronic structure seems slightly harder with water as its 

hardness increases by 0.03 eV; on the other hand, DNA suffers a strong change to lower 

hardness when the water molecules are included in the complex or isolated. 

There is a ~0.5 eV energy shift in carbon nanotube HOMO and LUMO to lower 

energy levels from vacuum to water solvent conditions for the hybrid structure.  This 

increase in global stability of DNA wrapped in a carbon nanotube in water is due to the 

highly hydrophilic character of phosphate groups located on the DNA backbone; and 

also because a DNA molecule wrapped around the CNT breaks the symmetric electronic 

structure in the CNT-DNA hybrid system.  The latter is because of the CNT highly 

polarizable electrons [155] since a polar electronic structure for the CNT-DNA hybrid 
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make it more stable in water solvent conditions.  Hardness of the complex decreases 

with water, making possible to absorb electromagnetic radiation at higher wavelengths. 

 

  

(A)      (B) 

Figure 4.10.  Molecular orbital energies (eV) for the CNT-DNA nanostructure in (A) water and (B) 

vacuum.  Highlighted squares indicate HOMO and LUMO of the complex system.  Green ellipses 

indicate carbon nanotube HOMO and LUMO. Orbitals are localized in the carbon nanotube (CNT), 

water molecules (water), bases (Base), and Phosphate groups (Phosphate). 

 

Molecular orbital shapes corresponding to representative energy levels of CNT-

DNA system are shown for water conditions and vacuum conditions in Figure 4.11a-d.  

The molecular orbitals corresponding to lower energy levels above the LUMO orbital 

are mainly localized in CNT (Figure 4.10).  In vacuum conditions, for energy levels 

above the LUMO, molecular orbitals are also localized in DNA bases.  In water 

conditions, for energy levels above the LUMO, molecular orbitals are also localized on 

phosphate groups and DNA bases, with molecular orbitals corresponding to phosphate 

groups being mostly at lower energy levels than those corresponding to DNA bases.  

Molecular orbitals corresponding to phosphate groups are also localized in neighbor 

water molecules (Figure 4.11b). 
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(A)       (B) 

     

(C)       (D) 

Figure 4.11.  DNA sequence is (T1)(A1)(G1)(G2)(A2)(T2).  Molecular orbital shapes for CNT-DNA 

system in water (A) HOMO (-5.49 eV) and HOMO-2 (-5.53 eV) are localized on the same region of 

water molecules.  HOMO-3 (-5.54 eV) and HOMO-5 (-5.65 eV) are localized on CNT surface.  (B) 

LUMO (-5.15 eV), LUMO+1 (-4.73 eV) and LUMO+2 (4.44 eV) are localized on CNT surface.  

LUMO+8 (-3.38 eV), LUMO+14 (-2.74 eV) and LUMO+15 (-2.72 eV) are localized in phosphate 

groups and its neighboring water molecules.  LUMO+14 is localized between A1 and G1, LUMO+8 

is localized between G1 and G2, LUMO+15 is localized between G2 and A2.  Molecular orbital 

shapes for CNT-DNA system in vacuum (C) HOMO-1 (-5.0 eV) and HOMO-2 (-5.1 eV) are localized 

on CNT surface.  HOMO (-4.89 eV) and HOMO-3 (-5.36 eV) are localized on G1 and G2 

respectively.  (D) LUMO and LUMO+1 are localized on CNT surface.  LUMO+16 (-1.48 eV) and 

LUMO+17 (-1.45 eV) are both localized on T2 and CNT surface.  LUMO+20 (-1.02 eV) and 

LUMO+21 (-0.94 eV) are localized on T1 and A1 respectively.  Representative hybrid orbitals for 

CNT-DNA system in water (E) HOMO-9 (-5.98 eV) is localized on G1 and its neighboring CNT 

surface.  (F), (G) LUMO+18 (-2.26 eV) and LUMO+19 (-2.25 eV) are both localized on water 

molecules and CNT surface. Water molecules are neighbors to G2.  (H)  LUMO+37 (-1.21 eV) is 

localized on G2 and CNT surface.  Representative hybrid orbitals for CNT-DNA system in vacuum 

(I) HOMO-3 (-5.36 eV) is localized on G2 and its neighboring CNT surface.  (J) LUMO+17 (-1.45 

eV) is localized on T2 and CNT surface. 
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(E)       (F) 

  

(G)       (H) 

       

(I)       (J) 

Figure 4.11.  Continued. 

 

We observe the presence of hybrid molecular orbitals, which allows a flow of 

electrons between carbon nanotube, DNA and water molecules.  Molecular orbital 
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shapes are shown in Figure 4.11e-j.  Relative positions of energy levels for some hybrid 

orbitals are depicted in Figure 4.12.  A DNA base is able to polarize the carbon nanotube 

electronic density in the region lying near to the DNA base as shown in Figure 4.11e,i, 

breaking the nanotube electronic symmetry.  The asymmetry, with respect to nanotube 

axial axis, of electronic density induced in carbon nanotube surface by the DNA base is 

higher in water conditions than in vacuum conditions.  Molecular orbitals localized in 

DNA bases at relatively high energy levels, such as LUMO+17 and LUMO+37, are not 

able to produce an asymmetry in nanotube electronic density, as shown in Figure 4.11g,j.  

Water molecules are able to produce a different kind of polarization as shown in Figure 

4.11f,g. 

 

    

(A)       (B) 

Figure 4.12.  (A) Carbon nanotube-DNA based transistor and (B) its corresponding energy level 

diagram for vacuum conditions and water solvent conditions.  Gray lines correspond to CNT energy 

states, green lines correspond to DNA molecule energy states, and cyan lines correspond to 

molecular orbitals shared by CNT and DNA.  µ represents the gold electrode work function.  

Energy levels corresponding to water molecules are omitted for clarity. 
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By constructing an energy level diagram (Figure 4.12b), and considering an 

approximate value of -5.3 eV for the gold electrode Fermi level, the DNA molecule 

yields a transistor-like gating mechanism as shown in Figure 4.12.  Similar gating 

mechanism has been reported for a hybrid graphene-ssDNA system [124]. 

Ouellette et al. [13] reported spikes in the time evolution of CNT electrical 

current as DNA molecules were allowed to flow through a microfluidic channel.  Spikes 

current levels are below or above the original CNT current level depending on the type 

of DNA molecule tested.  We suggest those spikes are produced every time a DNA 

molecule reaches the carbon nanotube surface, and a different change in current level, 

positive or negative spikes, is indicative of a DNA sequence dependent transistor-like 

gating mechanism.  This DNA sequence dependence is further suggested by the known 

correlation between nucleobases polarizability and CNT-DNA interaction strength [14], 

as well as the shift of HOMO and LUMO toward lower energy levels induced by DNA 

wrapping and reported in the present work.  Changes in the electronic structure of CNT 

occur due to the breaking of electronic symmetry of CNT after DNA wrapping and to 

CNT having highly polarizable electrons, therefore, we expect a stronger DNA gating 

mechanism effect for single walled carbon nanotubes with higher polarizability. 

 

4.4 Conclusions  

Ab initio electronic structure calculations have been performed for single walled 

carbon nanotube, single stranded DNA molecule, and DNA wrapped carbon nanotube 

considering in all cases vacuum conditions and water solvent conditions.  Stable 
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structural conformations in water solvent conditions are obtained from molecular 

dynamics simulations.  In vacuum conditions, two factors contribute to a metallic 

behavior for CNT-DNA hybrid structure, mainly a decrease in DNA energy gap and the 

production of a hybrid structure energy gap smaller than in carbon nanotube.  In water 

solvent conditions, an energy shift is produced in the HOMO and LUMO energy levels 

for the hybrid structure; we suggest this is due to the breaking of electronic symmetry in 

carbon nanotube produced by the wrapping of DNA molecule.  Our results complement 

previous experimental and theoretical results on CNT-DNA interaction [13, 14, 48, 155], 

providing further support for a DNA sequence dependent gating mechanism in 

suspended carbon nanotube (CNT) transistors, due to the key role played by CNT 

molecular polarizability on the breaking of electronic symmetry in the hybrid structure 

and to a correlation between nucleobases polarizability and CNT-DNA interaction 

strength.  We hope to trigger further experiments needed to elucidate the specific DNA 

sequence dependence of this transistor-like gating mechanism in the carbon nanotube 

electrical characteristics. 

 

  



 

67 
 

5. SELF-ASSEMBLY OF DNA ON A GAPPED CARBON NANOTUBE
*
 

 

We perform molecular dynamics simulations to analyze the wrapping process of 

a single-stranded (ss) DNA around a gapped CNT immersed in a bath of water.  We 

observe the formation of a stable molecular junction with the ssDNA adopting a helical 

or circular conformation around one CNT electrode and a linear conformation around 

the opposite electrode.  We find that DNA undergoes several conformational changes 

during equilibration of the self-assembled molecular junction.  This process would allow 

a higher yield of successful CNT-DNA interconnections, which constitutes a novel 

structure of interest in chemical and biological sensing at the single-molecule level.   

 

5.1 Introduction 

Biological molecules integrated in nanosensors offer novel possibilities to reach 

a higher degree of chemical sensitivity and specificity due to the variety on structure-

function and molecular recognition mechanisms of molecules in the living cell.  

Specifically, DNA has been investigated recently in several nanotechnology applications 

[123, 125, 126, 144, 156-171].  On the other hand, carbon nanotubes (CNT) are suitable 

as molecular interfaces due to their unique electrical conductivity and mechanical 

stiffness [129, 156, 172-180] as well as due to the possibility to manipulate their 

structure and function through oxidative processes using ion or electron beams [1]. 

                                                 
* Part of this chapter is reprinted with permission from A.D. Bobadilla and J.M. Seminario, J Mol Model 
(2012) 18:3291–3300.  Copyright 2012 Springer-Verlag. 
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DNA base-pair recognition properties allow us making arbitrary DNA-based 

nanostructures [140, 181, 182] and some efforts on the electrical characterization of 

these nanostructures have been already performed [183, 184].  DNA-CNT interactions in 

water solution show self-assembly properties [185], which can be exploited for making 

hybrid nanodevices [11, 186-188] and be combined with other molecular electronics 

approaches [131-133, 189-191]. 

Molecular imaging instruments such as scanning electron microscope (SEM) and 

atomic force microscope (AFM) do not allow getting details at the atomistic level and 

they have limitations on imaging suspended nanostructures.  On the other hand, 

molecular dynamics simulations allow the analysis and prediction of structural 

conformations of CNT wrapped by DNA.  [145, 192].  For instance Zheng et al. [193] 

proposed, based on AFM measurements, that poly GT (sequences of repeating guanine 

and thymine nucleotides) wraps helically around CNT as a hydrogen-bonded dimer with 

a 18 nm pitch helix.  However using molecular dynamics simulations, Johnson et al. 

[145] found that an 18 nm pitch helical wrapping is structurally unstable, but a helical 

conformation with denser pitch was strongly favored and hybridization between multiple 

adsorbed poly GT oligonucleotides was unfavorable due to geometric factors. 

Guo et al. [10] developed a method to connect a carbon nanotube gap with single 

DNA molecule.  In their method, amine functionalization of DNA molecules allowed the 

covalent amide linkage to CNT functionalized with carboxyl groups; they obtained 10 

working devices out of 370 that were tested.  This low yield on successful 

interconnection of carbon nanotube with DNA is due to an inherent difficulty on creating 
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a covalent bond.  In the present work, a self-assembly process is analyzed in which a 

single stranded DNA molecule bridges a gapped CNT through noncovalent bonding. 

 

5.2 Methodology 

The molecular system under study consists of a single stranded (ss) DNA 

molecule with an initial helical conformation positioned parallel to a single-walled CNT.  

The initial separation between DNA and CNT is 15 Å, and the nanotube gap is 22 Å 

Figure 5.3a).  Two types of carbon nanotube are considered in the analysis of CNT-DNA 

assembly, the (4,0) and (5,0) CNTs.  By making terminal carbon atoms to share a 

covalent bond, we get a CNT structure periodic along the z-direction. The simulation 

box size is 40Å×50Å×80Å and includes 4500 TIP3P water molecules as well as 14 Na+ 

counterions to exactly neutralize the negatively charged ssDNA backbone.  The software 

PACKMOL [149] is used to construct the initial configuration of the system.   

The dynamics of the system is modeled with the CHARMM force field [148] 

included in the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

program [146].  Periodic boundary conditions are applied to a canonical NVE ensemble.  

Electrostatic interactions are calculated by the particle-particle and particle-mesh 

(PPPM) [150] method using a precision of 10-4.  CNTs are modeled as uncharged 

Lennard-Jones particles using sp2 carbon parameters from the CHARMM force field.  

To control the temperature, atom velocities are rescaled at every time-step by using the 

Berendsen thermostat [151], which is applied to only the translational degrees of 

freedom.  The positions of all CNT atoms are constrained by not updating the velocity 
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for atoms in the CNT, as expected applications consider the CNT attached to fixed metal 

electrodes.  Visualization of trajectories is performed using the Visual Molecular 

Dynamics (VMD) software [152].  van der Waals energy corresponding to CNT 

interactions with the ssDNA, and coulombic energy corresponding to interactions 

between adjacent phosphate atoms in the ssDNA backbone are computed as defined in 

the CHARMM force field (Table 5.1).  

Previous to every molecular dynamics simulation, an energy minimization of the 

system is performed to reach a local potential energy minimum to avoid hot spots.  Then 

the temperature of the system is raised from 5 K to 300 K in a 0.5 ns run using a 2 fs 

time step; this time step is used in all cases.  Then a 1 ns run at 300 K is performed to 

ensure equilibration.  To accelerate the wrapping process, the temperature is raised to 

330 K in a 1 ns run, and the system is allowed to equilibrate at 330 K for 42 ns,  until the 

average root mean square deviation (avRMSD) was observed to stabilize with a 

deviation of less than 0.05 Å within a nanosecond of simulation time.  The RMSD is 

calculated for the DNA structure with respect to its initial conformation according to 

equations (7) and (8).   

 

Table 5.1.  Lennard-Jones and Coulombic interactions are computed with an additional switching 

function S(r) detailed in Equation 5.3. 

 

cutoff Lennard Jones Coulombic 

r < rin VLJ(r) C(r) 

rin< r < rout S(r)× VLJ(r) S(r)× C(r) 

r > rout 0 0 
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The Lennard-Jones potential,  

 

           
 

 
 
  

  
 

 
 
 

   (5.1) 

 

represents nonbonded interactions between pairs of atoms separated by at least three 

bonds.  It is composed of two terms: the first describes the Pauli repulsive interaction at 

short ranges due to overlapping electron orbitals, and the second describes the van der 

Waals attractive interaction at long ranges due to dipole-dipole interactions and to 

fluctuating molecular dipole moments. 

The Coulombic potential, 

 

     
     

  
 (5.2) 

 

represents interactions between static atomic charges.  Lennard-Jones and Coulombic 

interactions are computed with an additional switching function S(r), 

 

      
     
     

 

     
     

  
      

          
  , (5.3) 

 

which allows decreasing interaction energies smoothly when the interatomic distance is 

larger than an inner cutoff, and forcing the energies to zero if the interatomic distance 

exceeds an outer cutoff distance. 
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We use inner and outer cutoff values of rin = 8 Å and rout =10 Å, respectively, for 

Lenard-Jones and Coulombic nonbonded interactions. 

 

Table 5.2.  Pair coefficients epsilon (ε) and sigma (σ) for interactions between atoms of the same 

type.  

 

Atom 
type 

ε σ Atom label  
Atom 
type 

ε σ Atom 
label 

1 0.110 3.563595 C 

 

21 0.028 2.387609 HN8 

2 0.100 3.385415 CN1 

 

22 0.024 2.387609 HN9 

3 0.100 3.385415 CN1T 

 

23 0.200 3.296325 NN1 

4 0.100 3.385415 CN2 

 

24 0.200 3.296325 NN2 

5 0.090 3.385415 CN3 

 

25 0.200 3.296325 NN2B 

6 0.090 3.385415 CN3T 

 

26 0.200 3.296325 NN2U 

7 0.075 3.385415 CN4 

 

27 0.200 3.296325 NN2G 

8 0.075 3.385415 CN5 

 

28 0.200 3.296325 NN3 

9 0.075 3.385415 CN5G 

 

29 0.200 3.296325 NN3A 

10 0.020 4.053589 CN7 

 

30 0.200 3.296325 NN3G 

11 0.020 4.053589 CN7B 

 

31 0.200 3.296325 NN4 

12 0.056 3.581413 CN8 

 

32 0.1521 3.150574 OT 

13 0.056 3.581413 CN8B 

 

33 0.1200 3.029056 ON1 

14 0.078 3.634867 CN9 

 

34 0.1200 3.029056 ON1C 

15 0.046 0.400014 HT 

 

35 0.1521 3.153781 ON2 

16 0.046 0.400014 HN1 

 

36 0.1200 3.029056 ON3 

17 0.046 0.400014 HN2 

 

37 0.1521 3.153781 ON5 

18 0.046 1.959977 HN3 

 

38 0.1521 3.153781 ON6 

19 0.046 0.400014 HN5 

 

39 0.5850 3.830864 P 

20 0.022 2.351973 HN7 

 

40 0.0469 2.429926 SOD 
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For interactions between atoms of different type, pair coefficients, ε and σ, are 

determined according to the following mixing rules, 

 

             (5.4) 

 

and 

 

    
     

 
   (5.5) 

 

where, i and j correspond to the atom types. 

   

  

(A)      (B) 

Figure 5.1.  Structures and atom labels for (A) adenine, (B) guanine, (C) cytosine, (D) thymine, (E) 

sugar and phosphate groups. 
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(C)      (D) 

 

(E) 

Figure 5.1.  Continued. 

 

To quantify torsional interactions, ssDNA backbone dihedral angles are also 

computed according to Equation (6) and Figure 5.2. 

 

                                             (5.6) 
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(A)      (B) 

Figure 5.2.  (A) Dihedral angles in DNA backbone.  (B) Definition of the dihedral angle τ.  

 

To analyze changes in the DNA structure as a whole, we compute the root mean 

square deviation (RMSD) of atomic coordinates averaged over the entire simulation, 

which indicates the average scalar distance between atoms of the same type for ssDNA 

with respect to its initial structure, allowing one to assess how well the DNA structure is 

maintained during the simulation: 

 

          
          

  
 

 
 (5.7) 

 

where the summation runs over all the M atom positions in the DNA molecule at the i-th 

snapshot.  Finally the average RMSD through the snapshots is calculated from 
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 (5.8) 

 

where the summation runs over N snapshots of the simulation. 

 

5.3 Results and discussion 

Simulations are performed to analyze the interaction of a gapped single-walled 

carbon nanotube (CNT), interacting with a 15-base ssDNA molecule.  The gap in the 

CNT divides the CNT in left and right electrodes.  The self-assembly of the molecular 

junction is driven by a strong van der Waals attraction between the faces of the 

nucleobases and the CNT sidewall. 

A 15-base (A1T1C1A2A3T2A4T3C2C3A5C4C5T4G) ssDNA, chosen at random, is 

initially at 1.5 nm from the gapped CNT (Figure 5.3a).  During the initial process, when 

increasing temperature from 5K to 330K (Figures 5.3a-d), the DNA molecule 

approaches the CNTs (4,0) filling the gap; in this process, the DNA molecule elongates 

losing its helical-stacked conformation.  After 8 ns of equilibration, at 330 K (Figure 

5.3e), the ssDNA molecule adopts a linear conformation along the left CNT (4,0) 

electrode and the (C4C5T4G) segment adopts a loop conformation on the right electrode 

due to stacking of cytosine (C4) and guanine (G).  Additional 8 ns of equilibration at 

330K is required to observe a clear helical wrapping process (Figure 5.3f), adopting 

ssDNA a helical conformation around one CNT (4,0) electrode and a linear 

conformation on the opposite CNT (4,0) electrode, with four DNA bases filling the gap 

and only three bases on the right CNT (4,0) electrode.   
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Further equilibration at 330K is performed, after which we observe the ssDNA 

structural conformation changes from helical to circular (Figure 5.3g), with only three 

DNA bases filling the gap and five bases on the right CNT (4,0) electrode.  The adoption 

of circular conformation in the DNA segment (A1T1CA2A3T2) is aided by the formation 

of a hydrogen bond between adenine (A1) and thymine (T2) bases; this bond formation is 

promoted by the high temperature (330K) imposed to the system.  The ssDNA circular 

conformation is stable for 18 ns at 330K (Figures 5.3g, 5.3h, 5.3i), after which we 

observe the final stable conformation adopted by ssDNA.  This is a circular 

conformation on one CNT (4,0) electrode and a loop (C4C5T4G) on the opposite 

electrode (Figure 5.3i); the loop structure is due to formation of hydrogen bond between 

cytosine (C4) and guanine (G).  We do observe a similar process for ssDNA wrapping 

around a gapped CNT(5,0) (Figure 5.4). 
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(A) 

  

(B)      (C) 

Figure 5.3.  Time evolution of ssDNA structural conformation around CNT (4,0).  (A) t = 0 ns, T = 0 

K, initial configuration for the system.  (B) t = 0.5 ns, T = 300K, ssDNA begin to approach CNT.  (C) 

t = 1.5 ns, T = 300K, tendency for a wrapping process.  (D) t = 2.5 ns, T = 330K, ssDNA gets 

elongated along CNT.  (E) t = 10.5 ns, T =330K, beginning of wrapping process.  (F) t = 18.5 ns, T = 

330K, ssDNA adopts helical conformation on one of the CNT branches and loop conformation on 

the opposite one.  (G) t = 26.5 ns, T = 330K, formation of hydrogen bond causes ssDNA changing 

conformation from helical to circular.  (H) t = 34.5 ns, T = 330K, ssDNA keeps the same structural 

conformation.  (I) t = 44.5 ns, T = 300K, ssDNA changes from linear conformation to loop 

conformation on the right CNT electrode, aided by the formation of a hydrogen bond. 
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(D)      (E) 

  

(F)      (G) 

  

(H)      (I) 

Figure 5.3.  Continued. 
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There is a difference in the DNA wrapping process for the CNT(4,0) and 

CNT(5,0) cases analyzed in this study.  For interaction of ssDNA with CNT(4,0), we 

observe that the DNA molecule stabilizes slowly on the CNT surface, adopting at room 

temperature a linear conformation on the left electrode and a helical but stacked 

conformation on the right electrode (Figure 5.3c), with stacking of two DNA bases.  

While for the interaction of ssDNA with CNT(5,0), we observe the DNA molecule 

approaches faster the CNT surface, adopting the ssDNA a helical conformation on the 

left electrode at room temperature (Figure 5.4c), with DNA bases stacked to the CNT 

surface. 

 

 

(A) 

Figure 5.4.  Time evolution of the ssDNA (A1T1C1A2A3T2A4T3C2C3A5C4C5T4G1) structural 

conformation around CNT (5,0).  (A) t = 0 ns, T = 0 K, initial configuration for the system.  (B) t = 1 

ns, T = 300K, ssDNA begins to approach CNT.  (C) t = 1.5 ns, T = 300K, , ssDNA adopts helical 

conformation on one CNT branch and a linear conformation on the opposite.  (D) t = 2.5 ns, T = 

330K; ssDNA keeps same structural conformation.  (E) t = 10.5 ns, T =330K, ssDNA adopts a helical 

conformation on both CNT branches,  (F) t = 18.5 ns, T = 330K; ssDNA adopts circular 

conformation on one CNT, aided by the formation of a hydrogen bond between cytosine (C2) and 

guanine (G1), and a linear conformation on the opposite branch.  (G) t = 26.5 ns, T = 330K, a new 

hydrogen bond is formed between thymine (T3) and adenine (A5), contributing to the stability of the 

ssDNA circular conformation.  Only two bases are on the left CNT electrode and four bases filling 

the CNT gap.  (H) t = 34.5 ns, T = 330K; ssDNA keeps same structural conformation.  (I) t = 44.5 ns, 

T = 300K, ssDNA keeps same structural conformation. 
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(B)      (C) 

  
(D)      (E) 

  
(F)      (G) 

  
(H)      (I) 

Figure 5.4.  Continued. 
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The van der Waals (vdW) energy decreases notoriously at the beginning of the 

equilibration proceses at 300K (time = 0.5 ns) and at 330K (time = 2.5 ns) due to the 

wrapping of ssDNA around CNT surface for both chirality cases (4,0) and (5,0) (Figures 

5.5 and 5.6).  And the magnitude of vdW interaction energy between CNT and DNA is 

stronger for the CNT(5,0) case (Figure 5.6b) compared to the CNT(4,0) case (Figure 

5.5b) with an oscillation of van der Waals energy smaller for the CNT(5,0) case; this due 

to a higher surface area on the CNT(5,0).   

 

   

(A)      (B) 

Figure 5.5.  Time evolution of (A) electrostatic energy of interaction between adjacent phosphate 

atoms and (B) van der Waals energy of interaction between the CNT(4,0) and the ssDNA molecule.  

Energy units are in kcal/mol and time in nanoseconds.  
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(A)      (B) 

Figure 5.6.  Time evolution of (A) electrostatic energy of interaction between adjacent phosphate 

atoms and (B) van der Waals energy of interaction between single-walled carbon nanotube (5,0) and 

the ssDNA molecule.  Energy units are in kcal/mol and time in nanoseconds.  

 

A general mechanism of the wrapping process of ssDNA around carbon 

nanotube occurs from the 3’ end to the 5’ end [145].  In the present work the (4,0) and 

(5,0) CNTs are considered for the analysis of the interaction with the ssDNA and we 

observe in both cases a wrapping process from the 3’ end to the 5’ end.  For the CNT 

(4,0), the ssDNA wraps the carbon nanotube adopting a circular conformation on the left 

electrode (Table 5.3, Figure 5.3i); however, for the CNT(5,0) case, ssDNA adopts a 

circular conformation on the right CNT electrode (Table 5.4, Figure 5.4i). 
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Table 5.3.  Time evolution of ssDNA structural conformations around CNT (4,0). 

 

time 

(ns) 

Temperature 

(K) 

ssDNA conformation Energy (kcal/mol) 

Left CNT Right CNT Coulombic vdW 

1.5 300 Linear Helical 570.9 -47.2 

2.5 330 Linear Helical 536.9 110.7 

10.5 330 Linear Loop 559.7 -155.7 

18.5 330 Helical Linear 556.9 -141.5 

26.5 330 Circular Linear 557.1 -172.1 

34.5 330 Circular Linear 553.5 -83.8 

44.5 330 Circular Loop 551.8 -154.1 

 

Table 5.4.  Time evolution of ssDNA structural conformations around CNT (5,0). 

 
Time 

(ns) 

Temperature 

(K) 

ssDNA conformation Energy (kcal/mol) 

Left CNT Right CNT Coulombic vdW 

1.5 300 Helical Linear 603.5 -147.9 

2.5 330 Helical Linear 601.6 -146.1 

10.5 330 Helical Helical 548.2 -193.3 

18.5 330 Linear Circular 587.9 -184.7 

26.5 330 Linear Circular 588.3 -180.1 

34.5 330 Linear Circular 587.6 -183.9 

44.5 330 Linear Circular 594.6 -188.0 
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(A)      (B) 

Figure 5.7.  Time evolution of average ssDNA dihedral angles <τ> (°) for (A) ssDNA-CNT(4,0) and 

(B) ssDNA-CNT(5,0) molecular junctions.  Time is in nanoseconds and curves are color coded: 

alpha (red), beta (green), epsilon (turquoise), gamma (orange), delta (purple), zeta (blue). 

 

The mechanism responsible for the ssDNA overall structural conformation is 

credited to electrostatic and torsional interactions within the sugar-phosphate backbone 

because the backbone contains an intrinsic curvature and prefers a helical wrapping 

rather than a linear one.  A decrease in electrostatic energy during the first 10 

nanoseconds of simulation time (Figures 5a, 6a) is associated with an increase in 

phosphate-phosphate distance in the DNA backbone and a corresponding decrease in 

electrostatic repulsion, favoring a helical conformation for ssDNA.  Structural and 

energetic changes in ssDNA proceed via a rearrangement of the average torsional angles 

<τ> (°) in the ssDNA backbone (Figure 5.7). 
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(A)       (B) 

Figure 5.8.  Time evolution of root mean square deviation (RMSD) calculated for the ssDNA 

molecule with respect to its initial conformation.  Plots correspond to (A) ssDNA-CNT(4,0) and (B) 

ssDNA-CNT(5,0). 

 

Table 5.5.  Summary of avRMSD values for ssDNA during the last 5 ns of simulation. 

 

Time ( ns ) 
avRMSD ( Å ) 

ssDNA-CNT(4,0) ssDNA-CNT(5,0) 

40.5 23.03 13.35 

41.5 23.03 13.33 

42.5 23.04 13.31 

43.5 23.05 13.29 

44.5 23.05 13.26 

 

We denote by avRMSD (Figure 5.8) the RMSD value averaged over the 

simulation time, stopping the simulation when the avRMSD is observed to stabilize with 

a deviation not bigger than 0.05 Å within a nanosecond of simulation time (Table 5.5). 

We also observe a tendency for a helical conformation in ssDNA structure during 

the equilibration process at 330K, nevertheless, helical turns continue being generated, 

forcing the ssDNA conformation to change from the helical to a circular one, aided by 
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the formation of hydrogen bonds.  The final stable conformation of ssDNA is a circular 

one on one electrode and a linear or loop conformation on the opposite CNT electrode.  

Hydrogen bonds aid on the formation of circular and loop conformations (Figures 4g, 4i, 

5f, 5g).  When the circle forms on one end of the ssDNA, the other end is not able any 

more to adopt a helix shape because the remaining ssDNA is not long enough.    In other 

trials with several initial configurations, DNA forms loops and disordered kinked 

structures because of steric interactions between adjacent bases and the ssDNA 

flexibility, being a polymer with several degrees of freedom, yielding a very irregular 

energy landscape with several local minima [192]. 

 

5.4 Conclusions 

Atomistic molecular dynamics simulations have been performed exploring the 

self-assembly dynamics and structure of a molecular junction enabled by the CNT-DNA 

wrapping process.  ssDNA is able to bridge a carbon nanotube gap adopting different 

structural configurations around each carbon nanotube, a helical configuration and then a 

circular conformation around one CNT branch during the equilibration process at 330K; 

this conformation is kept at room temperature; while on the other CNT, ssDNA adopts a 

linear elongated or otherwise loop configuration during the process at 330K and keeps 

that conformation at room temperature.  We attribute the different conformations DNA 

adopts in our molecular junction, to the influence of mainly two factors, length of 

ssDNA on each CNT electrode and the arrangement of hydrogen bonds on the CNT 

surface.   
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6. ELECTRON TRANSPORT CHARACTERISTIC OF A DNA-GRAPHENE 

JUNCTION
*
 

 

Single-stranded (ss) DNA readily absorbs on graphene nanoribons (GNR) due to 

van der Waals interactions.  Such absorption can be used for a single ssDNA 

characterization, enabling potential applications in biotechnology as well as in chemical 

and biological sensing.  We analyze, using molecular dynamics simulations, the 

attachment process of the DNA codon GAG drifted by an external electric field on a 

gapped graphene nanoribbon.  We calculate the quantum electron transport through a 

noncovalent junction GNR-DNA surrounded by a water monolayer with sodium 

counterions.  We find that the GNR-DNA junction is stable in aqueous conditions at 

room temperature and at 330K.  The DNA molecule causes a smooth transition to the 

conductive state of the gapped graphene; we estimate a detectable electronic signal of ~2 

nA, which allows us to identify the DNA molecule bridging the gapped graphene. 

 

6.1 Introduction 

Nanostructured materials are novel tools for the characterization of DNA 

molecules.[194-206]  A carbon nanotube-DNA molecular junction allowed analyzing 

the influence of DNA bases mismatch on electron transport.[5, 207]  In a different 

approach, a self-assembled monolayer and scanning probe measurements allowed 

detecting DNA electron transport on distances over 34 nm.[208, 209]  In addition, one of 

                                                 
* Part of this chapter is reprinted with permission from A.D. Bobadilla, J.M. Seminario, J. Phys. Chem. C, 
2013, 117 (50), pp 26441–26453.  Copyright 2013 American Chemical Society. 
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the most novel approaches for low cost DNA sequencing technology is based on 

monitoring the ionic current when DNA passes through a silicon nanopore.[210-212] 

Different methods have been reported to obtain graphene nanoribbons, such as 

helium ion lithography,[213] gas-phase chemistry to etch graphene from the edges 

without damaging its basal plane [214], and unzipping of carbon nanotubes.[215-217]  

To obtain a graphene nanogap, a combined lithography and etching procedure can be 

used,[5, 218] but to achieve a gap of less than 2 nm in size, an electrical breakdown 

technique allows a precise control on the gap dimension.[112, 219] 

DNA and water molecules affect the electrical characteristic of a hydrophobic 

carbon nanostructure;[13, 220-223] DNA absorption due to van der Waals forces 

produces a disturbance of the electron density in carbon nanostructures and therefore a 

modulation of carbon nanotube and graphene nanoribbon electrical properties.[12, 155, 

224-227] 

We obtain the structure of a noncovalent graphene-DNA junction in water solvent 

using molecular dynamics simulations and the electron transport characteristics through 

the junction using a Green function technique combined with a density functional theory 

(DFT) electronic structure calculations under an external electric field. 

 

6.2 Methodology 

The initial structure is built with the program PACKMOL.[228]  Previous to 

every molecular dynamics simulation, an energy minimization is performed to decrease 

the net forces on the atoms.  The Polak-Ribiere version of the conjugate gradient (CG) 
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algorithm is followed; [229] at each iteration the gradient (force) is combined with the 

previous iteration information to compute a new search direction perpendicular to the 

previous search direction.  The final state of the system after energy minimization 

corresponds to the configuration of atoms when the temperature of the system is 

approximately zero. 

We perform all-atom classical molecular dynamics (MD) simulations with the 

LAMMPS program.[146]  We use the interatomic potential energy functions from the 

empirical force field CHARMM,[230] which includes contributions from covalent 

bonded and noncovalent interactions for several types of organic molecules. 

A modification of the MD scheme based on classical Newtonian equations of 

motion is required to generate a thermodynamical ensemble at constant temperature and 

to enable comparisons with experiments.[231, 232]  Because the instantaneous 

temperature is directly related to the atomic internal velocities, maintaining the 

temperature constant (on average) in MD simulations requires imposing some control on 

the rate of change of these velocities (thermostating).[233, 234] 

The equations of motion are coupled to a Nose-Hoover thermostat[234] and time 

integration is performed on this non Hamiltonian scheme as implemented by Shinoda et 

al.,[235] generating positions and velocities consistent with a canonical ensemble (NVT) 

[231, 232].  The time integration schemes closely follow the time-reversible measure-

preserving Verlet integrators derived by Tuckerman et al.[236] 

Long-range Coulombic interactions are calculated using a particle–particle 

particle–mesh (pppm) method,[237, 238] in which the force is calculated in two parts, a 
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mesh part and a short-range part, determined by the ratio of the cutoff radius and the cell 

width of the mesh used in the particle-mesh calculation.  The mesh part of the force is 

long range and smoothly varying while the short range part is rapidly varying, having 

nonzero contributions only from those particles within the cutoff radius; this cut-off 

scheme decreases the number of particle-particle interactions and therefore shortens the 

computer simulation.[237, 238]  We use the visual molecular dynamics (VMD) 

program[239] to visualize the MD trajectories. 

A Kohn-Sham (KS)[240] molecular structure theory combined with a Green’s 

function transport procedure[140, 241, 242] is used to analyze the electron transport 

properties of the GNR-ssDNA-GNR junction addressed by gold nanotips. The 

Hamiltonian matrix is obtained from DFT calculations where few gold interfacial atoms 

are added to each end of the molecule of interest.  The gold contacts are also calculated 

using a similar DFT procedure but with periodic boundary conditions using the program 

CRYSTAL.[243]  The density of states (DOS) of gold is needed as input for the electron 

transfer calculations together with the extended molecule calculations; the Hamiltonian, 

overlap matrices of the extended molecules and the DOS of the bulk gold are the inputs 

for the electron transport program GENIP,[140, 241, 242] which outputs the electron 

transmission probabilities, the current-voltage characteristic of the molecular junction 

and the DOS at the junction where the effect of the gold electrodes and the effect of the 

bias voltage on the electronic structure of the molecule are explicitly considered. 

Density functional theory (DFT) electronic structure calculations are performed 

using Gaussian-09 program [113]; the B3PW91[244, 245] and the M06[246] hybrid 
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functionals are used for the graphene-gold interface studies; the latter is used especially 

when graphene-DNA noncovalent (pi-pi for example) interactions need to be precisely 

considered[247] and the former is one of the most accurate for bonded systems.[248-

251]  The LANL2DZ basis set[252] is used for the gold atoms and the full-electron 6-

31G(d) basis set[253, 254] for all the other; the effective core potential for Au is the 

LANL2.[252, 255, 256]  These combined levels of theory offer the best compromise of 

speed and accuracy for our molecular junction.[247, 250, 257-260] 

 

6.3 Results and discussion 

 

6.3.1 MD simulations 

A ssDNA (GAG) molecule is positioned above a graphene nanogap and solvated 

by 1,564 water molecules in a simulation box of 40×40×40 Å3 (Figure 6.1a).  Two 

sodium counterions are also included to neutralize charges in DNA backbone due to 

phosphate groups.  The gap distance between graphene electrodes is 6 Å.  Molecular 

dynamics are performed with periodic boundary conditions and graphene atoms are 

constrained to fixed positions.   

We increase the temperature from 1 K to room temperature in a 0.5 ns linear 

ramp, followed by energy equilibration at constant temperature during 1 ns (Figure 

6.1b).  During this equilibration process, ssDNA absorbs to the right graphene electrode 

surface (Figure 6.1c).  In order to analyze the possibility of ssDNA bridging naturally 

the graphene gap and to speed up the exploration of DNA conformational possibilities, 
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the temperature is increased to 330K in a 0.5 ns linear ramp followed by an energy 

equilibration at constant temperature.  The ssDNA never bridges the gap and all 

nucleobases physisorp on the graphene surface (Figure 6.1d).  The system is then 

brought back to room temperature. 

 

 
(A) (B) 

  
(C) (D) 

Figure 6.1.  ssDNA (GAG) absorption to graphene nanoribbon.  (A) Initial structure, (B) Time 

evolution of temperature, (C) ssDNA absorption on graphene at room temperature, (D) Final 

ssDNA conformation during equilibration at 330K with three nucleobases absorbed on graphene.  

Molecular dynamics (MD) simulation performed with periodic boundary conditions. 
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We apply an electric field (0.08 V/Å) to DNA phosphate atoms (Figures 6.2a-c) 

during 0.3 ns at room temperature to try to induce the formation of a graphene-DNA 

junction.  The electric field is applied at t = 12.5 ns and stopped at t = 12.8 ns.  If the 

electric field is applied for an additional time larger than a tenth of a nanosecond the 

ssDNA abandon the gap continuing its trajectory along the graphene surface and electric 

field direction.  We calculate the van der Walls energy of interaction between graphene 

electrodes and ssDNA (Figure 6.2d).  The energy corresponding to a conformational 

state when ssDNA bridges the gap is -80 kcal/mol while the energy when all 

nucleobases absorb to a graphene electrode is -90 kcal/mol.  But during the transition 

between those two stable states, the vdW energy is -60 kcal/mol and it takes 0.15 ns to 

reach a junction conformation (Figure 6.2d) under the applied electric field (0.08 V/Å) 

and at room temperature. 
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(A) (B) 

 

(C) (D) 

Figure 6.2.  Electric field assisted positioning of ssDNA on graphene gap at room temperature.  

ssDNA conformation at (A) 12.6 ns, (B) 12.7 ns and (C) 12.8 ns under the application of an electric 

field with magnitude 0.08V/Å to phosphate atoms in the DNA backbone.  (D) van der Waals (vdW) 

energy of interaction between graphene nanoribbons and ssDNA molecule.  Electric field is applied 

at t = 12.5 ns and stopped at t = 12.8 ns.  Simulation performed with periodic boundary conditions. 

 

To test the stability of the molecular junction, an MD run is performed at 330K 

during 9 ns (Figure 6.3a).  During this period, the ssDNA keeps bridging the graphene 
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nanogap (Figures 6.3b-d); therefore, a temperature level as high as 330K is not high 

enough to switch ssDNA conformation between the two stable states. 

 

 

(A) (B) 

 

(C) (D) 

Figure 6.3.  Stability of the molecular junction at 330K.  Time evolution of temperature beginning at 

12.8 ns (A) and snapshots (B-D) of the ssDNA-graphene junction during last nanosecond of 

equilibration.  (B) t = 22.3 ns, (C) t = 22.8 ns and (D) t = 23.3 ns.  Water molecules omitted for 

visualization purposes.  Simulation performed with periodic boundary conditions. 
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To enable the computationally expensive electronic structure calculations, we 

induce evaporation of water molecules at 330K and then at 300K (Figure 6.4a) by 

eliminating gradually and randomly the water molecules.  The evaporate command in 

LAMMPS software is used to simulate evaporation of water molecules, deleting a fixed 

number of water molecules in a specific region and at a fixed rate; water molecules to be 

deleted are chosen randomly.  Water molecules are evaporated at 330K at a rate of 100 

water molecules every 1 ns during 10 ns and then at a rate of 50 water molecules every 

0.5 ns during 2.5 ns (Figure 6.4b).  Further evaporation at 330 K causes breaking of the 

junction.  After 12.5 ns of MD run at 330K, the system is brought to room temperature 

and evaporation is performed at a rate of 50 water molecules every 0.5 ns during 2 ns in 

the zone below the graphene electrodes.  After this process, the remaining water 

molecules located below the graphene electrodes are evaporated and an energy 

equilibration is performed at room temperature during 1 ns (Figure 6.4c).  The final 

conformation at 1 K for MD simulations with periodic boundary conditions is shown in 

Figure 6.4d. 
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(A) (B) 

  

(C) (D) 

Figure 6.4.  Water evaporation induced by eliminating gradually and randomly water molecules.  

The size of the system is gradually reduced to enable quantum chemistry calculations.  (A) Time 

evolution of temperature, (B) Time evolution of number of water molecules; they are removed from 

the simulation box at a rate of 100 molecules/ns and chosen randomly, (C) vdW energy of the 

graphene-ssDNA interaction during the last nanosecond of equilibration at 300K, (D) Final ssDNA-

graphene junction at 1K. Simulations were performed with periodic boundary conditions and in the 

absence of an external electric field. 

 

Aiming to reduce further the size of the system, we also analyze the graphene-

DNA junction with reduced width for graphene nanoribbons (Figure 6.5a) and with 

nonperiodic boundary conditions.  During the equilibration at room temperature (Figure 

6.5c) some water molecules naturally evaporate, escaping from the simulation box, and 

are deleted from the simulation (Figure 6.5d).  We notice an average value of -89.9 

kcal/mol (Figure 6.5e) for the vdW energy during the last nanosecond of equilibration at 
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room temperature; this energy is near to the average value of -88.3 kcal/mol obtained 

with larger graphene nanoribbons and periodic boundary conditions (Figure 6.4c). 

 

 

(A) (B) 

 

(C) (D) 

Figure 6.5.  MD simulations with reduced width for graphene and nonperiodic boundary conditions.  

(A) Initial structure, (B) structure after energy minimization, (C) time evolution of temperature, (D) 

time evolution of number of water molecules; water molecules escaping from the simulation box are 

deleted from the simulation, (E) vdW interaction energy between graphene and DNA during last 

nanosecond of equilibration at room temperature, (F) final structure at 1 K. 
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(E) (F) 

Figure 6.5.  Continued. 

 

We then reduce further graphene nanoribbons size by decreasing graphene length 

(Figure 6.6a).  During the first nanosecond of equilibration at room temperature, a large 

evaporation (22 out of 75 water molecules, Figure 6.6d) occurs, producing a 

conformational change in ssDNA structure: the central nucleobase (adenine) positions in 

the nanogap zone (Figure 6.6e,f), during the second nanosecond of equilibration with 

only a small change in the vdW energy (Figure 6.6g), from an average value of -77.4 

kcal/mol during the first nanosecond at room temperature to -79.3 kcal/mol during the 

second nanosecond.  This decrease in graphene size causes a significant increase of 

about 10 kcal/mol in the vdW energy when compared to the larger graphene cases 

(Figures 6.4c, 6.5e) and reaches an average value of -75.6 kcal/mol (Figure 6.6h) when 

the evaporation of water molecules almost stops, during the last nanosecond of 

equilibration at room temperature. 
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(A) (B) 

  

(C) (D) 

Figure 6.6.  Reduced graphene length and nonperiodic boundary conditions.  (A) Initial structure, 

(B) Structure after energy minimization, (C) Time evolution of temperature, (D) Time evolution of 

number of water molecules.  Water molecules escaping from the simulation box are deleted from the 

simulation, (E) Structure at t = 1.5 ns with two nucleobases absorbed on left graphene electrode, (F) 

Structure at t = 2.5 ns with one nucleobase positioned in the nanogap zone, (G) vdW energy for 

graphene-ssDNA interaction during the initial 2 ns of equilibration at room temperature, (H) vdW 

energy for graphene-ssDNA interaction during the last nanosecond of equilibration at room 

temperature, and (I) Final conformation at 1 K.  Water molecules are omitted in (E) and (F) for 

visualization purposes. 
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(E) (F) 

   

(G) (H) 

 

(I) 

Figure 6.6.  Continued. 
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In the final structure (Figure 6.6i), the ssDNA (GAG) molecule is positioned 

with the left nucleobase (G) and right nucleobase (G) oriented parallel to graphene 

nanoribbon (GNR), and the central nucleobase (A) filling the gap. 

 

6.3.2 DFT analysis  

The resultant structure, which includes graphene H-terminated, DNA, water and 

sodium ions, from MD simulations is then DFT optimized with total spin and charge 

zero using the M06 functional [246] because of the adequate estimation provided for pi-

pi interactions between graphene and DNA [247].  In all DFT structure optimizations the 

6-31G(d) basis set [244, 245] is used. 

To add gold electrodes, a gold-graphene interface is first DFT optimized with 

both spin and charge zero.  The LANL2DZ basis set [252] and core potentials are used 

for gold atoms.  Gold electrodes are then added to the previously GNR-DNA-Na+-water 

optimized structure.  The Au-GNR-DNA-Na+-water (Figure 6.7) is DFT optimized using 

the M06/6-31g*/LANL2DZ level of theory.  The average gold-carbon bond distance is 

2.14 Å, the average gold-gold bond distance is 2.64 Å and the average guanine 

nucleobase-graphene nonbonded distance is 3.2 Å. 
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(A) (B) 

 

(C) (D) 

 

(E) 

Figure 6.7.  DFT optimized structure for gapped graphene and DNA junction.  Initial structures are 

taken from MD simulations; gold and hydrogen atoms are added to the graphene initial structure.  

(A,B) views of the optimized geometry for gapped GNR. (C,D,E) views of the optimized geometry 

for the DNA junction; ssDNA sequence is GAG.  (C,D) Side view and (E) top view of DNA junction.  

Gold (yellow), GNR carbon (gray), DNA carbon (green), nitrogen (blue), oxygen (red), sodium 

(purple) and hydrogen (cyan).  In (D) and (E) water molecules are omitted for visualization 

purposes. 
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The energy levels that will enable an electrical current are those near to the 

equilibrium chemical potential and to the HOMO or LUMO orbitals; as a reference the 

work function for bulk gold is -5.3 eV.[261]  In the DNA junction, we find molecular 

orbitals (MO) delocalized in graphene and guanine nucleobase (Table 6.1, Figure 6.8) in 

the left side (HOMO-4 and HOMO-6) as well as in the right side (HOMO-10).  We 

observe molecular orbitals with similar energies (less than 0.1 eV difference) able to 

form energy bands in the molecular junction.  Table 6.1 shows for the DNA junction: 

three energy bands below the HOMO orbital, a band from HOMO to HOMO-3 

(associated to graphene and gold electrodes), a band from HOMO-4 to HOMO-6 

(associated to graphene and DNA) and a band from HOMO-7 to HOMO-10 (associated 

to graphene, DNA and gold electrodes) as well as three energy bands above the LUMO.  

The formation of these energy bands implies delocalized MOs on the left and right side 

of the DNA junction; these MOs appear in the density of states (Figure 6.9) as three 

peaks below the HOMO and three peaks above the LUMO.  Delocalized MOs are 

associated with conducting junctions, whereas localized MOs are indication of low 

conductivity [241, 262, 263].  When the ssDNA(GAG) fills the gap, the HOMO-4, -6, -

9, and -10 are hybrid molecular orbitals of graphene, DNA and gold electrodes (Table 

6.1, Figure 6.8g,i).  DNA molecular orbitals appearing close to the HOMO are always 

hybridized with graphene nanoribbon orbitals.   
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Table 6.1.  Molecular orbital (MO) energies for DFT optimized structure of gapped GNR and DNA 

junction.  Molecular orbitals surface region is according to Figure 6.8.  Only MOs close in energy to 

the HOMO and LUMO are reported. 

 

Molecular 

Orbital 

gapped GNR DNA junction 

Energy 

(eV) 

Surface 

Region 
Side 

Energy 

(eV) 
Surface Region Side 

LUMO+10 -1.79 GNR Right -1.91 GNR Right 

LUMO+9 -2.08 GNR-Au Right -2.14 GNR-Au Left 

LUMO+8 -2.09 GNR-Au Left -2.19 GNR-Au Right 

LUMO+7 -2.21 GNR Left -2.31 GNR Left 

LUMO+6 -2.21 GNR Right -2.33 GNR Right 

LUMO+5 -2.93 GNR-Au Left -2.98 GNR-Au Left 

LUMO+4 -2.94 GNR-Au Right -3.05 GNR-Au Right 

LUMO+3 -3.14 GNR Left -3.25 GNR Left 

LUMO+2 -3.15 GNR Right -3.27 GNR Right 

LUMO+1 -3.66 GNR-Au Right -3.71 GNR-Au Left 

LUMO -3.66 GNR-Au Left -3.77 GNR-Au Right 

HOMO -4.68 GNR-Au Right -4.74 GNR-Au Left 

HOMO-1 -4.69 GNR-Au Left -4.80 GNR-Au Right 

HOMO-2 -4.70 GNR Left -4.81 GNR Left 

HOMO-3 -4.70 GNR Right -4.82 GNR Right 

HOMO-4 -5.62 GNR Left -5.67 GNR-DNA Left 

HOMO-5 -5.62 GNR Right -5.72 GNR Right 

HOMO-6 -6.18 GNR Left -5.77 GNR-DNA Left 

HOMO-7 -6.18 GNR Right -6.27 GNR Right 

HOMO-8 -6.30 GNR Right -6.27 GNR Left 

HOMO-9 -6.30 GNR Left -6.35 GNR-Au Left 

HOMO-10 -6.44 GNR Left -6.39 GNR-DNA-Au Right 
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HOMO-4 and HOMO-6 are associated to guanine nucleobase on the left side and 

HOMO-10 to guanine nucleobase on the right side. The central nucleobase adenine does 

not appear close to the HOMO and LUMO (Table 6.1).  Therefore, the electrical current 

through the DNA junction is modulated mainly by guanine nucleobases. 

 

   

   

   

Figure 6.8.  Molecular orbitals for the graphene-DNA junction at zero bias voltage.  Molecular 

orbital energies are shown in Table 6.1. 
 

The highest occupied molecular orbital (HOMO) and lowest unoccupied 

molecular orbital (LUMO) are localized at -4.74 eV and -3.77 eV respectively (Table 

6.1); however, the density of states (arbitrary units) is small (less than 20) for energy 

levels close to the HOMO-LUMO (Figure 6.9a).  When the DNA molecule is bridging 
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the graphene gap and in the absence of a bias voltage, the DOS increases slightly around 

the HOMO-LUMO and the DOS peaks shift slightly towards lower energy levels 

(Figure 6.9a).  This is accompanied by a significant increase in the electron transmission 

probability function (Figure 6.9b) of about three orders of magnitude around the TF 

peaks close to the HOMO-LUMO energy levels.  The effect of the DNA molecule on the 

gapped graphene is therefore equivalent to a field-effect gating mechanism. 

 

 

(A) 

Figure 6.9.  Effect of DNA molecule on DOS and TF of gapped graphene at zero bias voltage.  (A) 

Density of states (DOS in arbitrary units, a.u.) and (B) electron transmission probability function 

(TF in arbitrary units, a.u.) for gapped GNR (gray colored) and GNR-DNA junction (cyan colored). 
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(B) 

Figure 6.9.  Continued. 

 

6.3.3 Electron transport calculations 

Single point energy calculations are performed on the previously DFT-optimized 

Au-GNR-DNA system following the same level of theory but under the application of an 

electric dipole field.  The magnitudes of electrode dipole tested were 2, 4, 5, 6, 7, 8, 9, 

10, 11, 12, 14, 16 au (1 au = 5.142206 x 1011 V-m-1) and applied along the direction 

between gold electrodes (Figure 6.10). 

Electron transport is mediated by molecular orbitals (MO) with probabilities of 

transfer (TF) depending on the barrier gap (Eg), the density of energy states (DOS), the 

relative location of molecular orbitals in energy with respect to the Fermi level (usually 

modulated by field effect gating) and their spatial localization/delocalization. 
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Figure 6.10.  Graphene-DNA junction.  Interfacial gold atoms (yellow), bulk electrodes (orange), 

graphene carbon atoms (grey), and DNA carbon atoms (green). 

 

Upon application of a bias voltage, we observe in the DOS (Figure 6.11a,b) an 

splitting of the three peaks above the LUMO and the three peaks below the HOMO as 

we increase the bias voltage, with each ‘red’ peak at zero bias voltage splitting in two 

‘purple’ peaks as bias voltage increases towards 2.2 V.  This splitting of energy bands 

observed in the density of states (Figure 6.11a,b) is accompanied by a notorious increase 

of up to four orders of magnitude in the electron transmission probability function (TF) 

for energy levels close to the HOMO-LUMO (Figure 6.11c,d) and the appearance of 

new TF peaks around -5, -4.5, and -3 eV for the DNA junction at bias voltage higher 

than 1.4 V (Figure 6.11d).  Furthermore, we observe the TF peaks around -4.8 eV of 

graphene-Au (HOMO to HOMO-3), around -5.8 eV of graphene-DNA (HOMO-4 to 

HOMO-6) and around -6.4 eV of graphene-DNA-Au (HOMO-7 to HOMO-10) 

hybridize at 1.4 V (Figure 6.11d), this suggests at this transition bias voltage the 

electronic energy levels associated to DNA begin to contribute to the electrical current. 
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In the DNA junction DOS (Figure 6.11b), the peak around the HOMO orbital (-

4.8 eV) splits into two peaks and the lower peak is around -5 eV at which we observe the 

highest electron transmission probability (Figure 6.11d). 

 

 

(A) (B) 

 

(C) (D) 

Figure 6.11.  Density of states (DOS) for (a) gapped GNR, (b) DNA junction, (c) electron 

transmission function (TF) for gapped GNR, and (d) DNA junction. 
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The splitting of energy bands observed in the density of states produces a steady 

reduction of the HOMO-LUMO gap as we increase the bias voltage but reaching a 

constant value (0.15 eV) when the bias voltage magnitude is higher than 1.5 V (Figure 

6.12).   

 

 

(A)  (B) 

Figure 6.12.  Bias voltage dependence of (A) HOMO, LUMO and (B) HOMO-LUMO gap.  Gapped 

GNR (gray), DNA junction (cyan). 
 

We do expect a flat region at low bias voltage in the current-voltage 

characteristic due to the gap separation between graphene nanoribbons and the 

noncovalent nature of the DNA junction.   
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(A) (B) 

 

(C) 

Figure 6.13.  Current-voltage characteristic at several bias voltage ranges for the GNR-DNA 

junction (black) and gapped GNR (red). (A) Low bias voltage range (0-1.25 V), (B) high bias voltage 

range (1.25-2.25 V), and (C) transition between electrically nonconductive (< 0.01 nA) to conductive 

state (>1 nA) for DNA junction. 

 

For the DNA junction the current-voltage characteristic is nonlinear for bias 

voltage lower than 1.25 V (Figure 6.13a).  In the DNA junction, we observe also a linear 
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current-voltage characteristic and an electrical current magnitude higher than 1 nA for 

applied bias voltage higher than 1.25 V (Figure 6.13b).  While for the gapped GNR the 

current is practically zero for bias voltage smaller than 1.5 V when compared to the 

DNA junction (Figure 6.13c), but higher than 1 nA for bias voltage higher than 1.5 V.  

The impedance in the linear regime (> 1.6 V) is ~20 MΩ for positive bias voltage for the 

gapped GNR and DNA junction. 

The relative difference in current values (nA) for gapped GNR and DNA 

junction increases steadily with the highest difference appearing at 1.4 V and then 

abruptly drops to less than 0.1 for bias voltage higher than 1.5 V (Figure 6.14). 

 

 

Figure 6.14.  Relative difference of the currents for the gapped GNR (IGNR) and DNA junction 

(IDNA). 
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the gapped GNR.  The bias voltage range around 1.4 V corresponds to the transition 

between nonconductive to conductive state in the gapped GNR.  Further experiments are 

needed to elucidate the dependence on type of DNA sequence of the current magnitude 

at the transition bias voltage. 

Guo et al, [207] studied the electrical conductivity of a DNA molecule covalently 

bridging a gapped carbon nanotube, reporting the instability of a ssDNA junction 

associated with a decrease in the electrical current magnitude by about one order of 

magnitude after three cycles of current-voltage measurements.  They suggest such 

instability results from voltage-induced oxidation of the exposed nucleobases.  In the 

system we analyze, a non-covalent ssDNA junction, we expect a lower level of current 

compared to that of a covalent junction and therefore a lower probability for DNA 

oxidation.  Furthermore ssDNA is more stable when physisorbed on graphene, and in a 

non-covalent junction ssDNA is partially absorbed on graphene.  

For the particular case we analyze: a three-base ssDNA (GAG), a single 

nucleobase filling the gap and small width graphene electrodes; the energy 

corresponding to a conformational state when ssDNA bridges the gap is -80 kcal/mol 

while the energy when all nucleobases absorb to a graphene electrode is -90 kcal/mol 

(Figure 6.2d, Figure 6.6h).  Therefore the relative difference of vdw energy is small. 

This small difference is due mainly to the small gap (0.6 nm) between graphene 

electrodes.  For the same gap size and a longer ssDNA molecule, the relative difference 

will be even smaller.  Small gaps (< 2 nm) have been reported by an electrical 

breakdown technique [112] in which the electrical characteristic is obtained of 
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anthracene terminated curcuminoid wires, and the link of this molecule to graphene 

electrodes is non covalent, by pi-pi interactions. 

 

6.4 Conclusions 

The methodology presented enables an analysis of the electronic structure and 

electron transport property of a molecular junction closer to experimental conditions by 

taking into account the important effect of actual water molecules.  Water molecules are 

essential in the present study; they provide structural stability to the DNA junction.  In 

the standard methods for solving Kohn-Sham density functional theory, the 

computational cost increases as       where N is an indicator of the size of the system 

such as number of electrons, atoms or basis functions.  The final structure contains 424 

atoms; with present technology, it is now suitable to perform the DFT-based quantum 

mechanical calculations in a reasonable time. 

The gap between graphene nanoribbons (~ 0.6 nm) is small enough to 

accommodate a single nucleobase and the graphene nanoribbon-DNA noncovalent 

junction is stable in aqueous conditions at room temperature and at 330K.  The ssDNA 

molecule bridging the nanogap causes a smooth transition between nonconductive (< 

0.01 nA) and conductive (> 1 nA) states in the gapped graphene.  We estimate a 

detectable electronic signal of ~2 nA around the transition bias voltage of 1.4 V.  The 

ssDNA (GAG) modulation of electrical current at the transition bias voltage is not 

mainly due to the central nucleobase (adenine) but to the guanines on both sides of the 

central nucleobase absorbed on the graphene nanoribbons.   
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This short three-base ssDNA (GAG) binds to the graphene nanoribbons and an 

electric field of 0.8 V/nm is needed to aid on positioning the central nucleobase (A) in 

the gap between the graphene nanoribbbons within a short time span of 0.3 ns.  For a 

higher number of bases in the DNA molecule we expect a stronger vdW attraction 

between DNA and graphene, therefore a higher electric field will be required to induce 

movement of a longer DNA along the graphene surface.  For DNA sequencing 

applications, further studies are needed to analyze how fast a long ssDNA molecule will 

move along a gapped graphene upon application of a bias voltage.  The degree of 

absorption of DNA on graphene will modulate this speed and this can be tuned by the 

graphene size due to the dependence of vdW forces on the number of graphene atoms 

and the corresponding interatomic distances between graphene and DNA.  A width as 

small as~2 nm for the graphene nanoribbon will be required to avoid a strong absorption 

due to vdW forces and to ensure a DNA conformation close to linear.  Sequence 

dependent sensitivity of DNA to different type of molecules can also be exploited; for 

chemical sensing applications; a rigid structure will be required and a large width (>100 

nm) for graphene nanoribbon will ensure a strong absorption of DNA to graphene. 
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7. THE HYDRODYNAMIC VOLUME OF MAXIMUM PEGYLATED CARBON 

NANOTUBE
*
 

 

Polyethylene glycol (PEG) functionalization of carbon nanotubes (CNTs) is 

widely used to render CNTs suitable as vectors for targeted drug delivery.  One recently 

described PEGylated version uses an oxidized single-walled carbon nanotube called a 

hydrophilic carbon cluster (HCC).  The resulting geometric dimension of the hybrid 

PEG-CNT or PEG-HCC is an important factor determining its ability to permeate the 

cellular membrane and to maintain its blood circulation.  Molecular dynamics (MD) 

simulations were performed to estimate the maximum length and width dimensions for a 

PEGylated single-walled carbon nanotube in water solution as a model for the PEG-

HCC.  We ensured maximum PEGylation by functionalizing each carbon atom in a CNT 

ring with an elongated PEG molecule, avoiding overlapping between PEGs attached to 

different CNT rings. 

 

7.1 Introduction 

Carbon nanotubes constitute an emerging class of drug delivery platforms [264, 

265].  The very small dimension of carbon nanotubes, especially in the radial direction, 

ensures efficient circulation through blood [266].  A very effective version of this 

consists of shortened (40-60 nm long) oxidized carbon nanotubes [267, 268] to which 

solubilizing addends, [269] namely 5000 molecular weight poly(ethylene glycol) 

                                                 
* Part of this chapter is reprinted with permission from A.D. Bobadilla, E.L.G. Samuel, J.M. Tour and J.M. 
Seminario, J. Phys. Chem. B, 2013, 117 (1), pp 343–354.  Copyright 2012 American Chemical Society. 
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moieties, have been attached [270].  The entire constructs are termed poly(ethylene 

glycol)-functionalized hydrophilic carbon clusters (PEG-HCCs) and these have recently 

been shown to have enormous efficacy and ultralow toxicity [271, 272].  These PEG-

HCCs are very short compared to the CNTs used in earlier studies – they are short 

enough that they show efficient clearance via the kidneys and non-toxicity in mammals – 

and are proving to be exceedingly effective for in vitro and in vivo drug delivery [273-

275]. 

A considerable number of drugs with high therapeutic efficacy are of 

hydrophobic nature [276, 277].  As carbon nanotubes themselves are inherently 

hydrophobic [278], we would expect some affinity of drugs to CNTs.  In addition, in 

order to maintain the properties of these drugs, it is preferable that they be non-

covalently loaded onto the CNT construct [270, 279].  Studies of hydrophobicity in 

toxicity prediction were performed by Cronin [280] and Moyano et al. [281]; however, 

further research is needed to explore biological responses to carbon nanomaterials.  

Fortunately, PEG has excellent solubility in water, and CNT functionalization with PEG 

imparts increased solubility in water solutions as well as reduced toxicity [282].  We 

therefore expect PEG-CNT constructs to have strategically localized hydrophobic and 

hydrophilic sites, making them excellent therapeutic carriers.  HCCs do in fact have 

hydrophobic domains which ensure drug sequestration, but they also have oxidized sites 

for covalent PEG attachment. PEG-HCCs have demonstrated very high effectiveness for 

both untargeted and antibody-targeted delivery, but little is known regarding their actual 

hydrodynamic volume when water-association is manifested.  This question is addressed 
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here using a shortened single-walled carbon nanotube as the central core and PEG 

addends. 

Molecular simulations provide complementary information to experimental 

techniques by enabling the analysis of the structure and fast dynamics with atomistic 

detail [39, 283, 284].  Classical molecular dynamics simulations are playing an 

increasingly important role in drug discovery [285, 286] to the point that they are 

becoming essential and not just complementary.  Simulation techniques are used for 

example in the identification of binding sites, [287] prediction of ligand binding energies 

[288, 289] and to understand the atomistic energetics and mechanics of binding [290].  

CHARMM is a widely used force field for molecular dynamics simulations and it has 

been parameterized for different types of biological molecules,[148, 291, 292] for ethers 

(CHARMM35),[293] for hybrid nanomaterials [294-296] and recently also for drug-like 

molecules [297].  A revised version CHARMM-35r for ethers reported by Lee et al 

[298], refitted the OCCO dihedral potential energy, yielding excellent agreement with 

experiment for persistence lengths and hydrodynamic radii at high and low molecular 

weights. 

In the present work, we perform molecular dynamics calculations on a PEG 114-

mer in water to obtain a PEG with globular shape.  This 114-mer affords a 5,040 

molecular weight chain, the typical chain length found in PEG-CNTs for biological 

applications [270, 279].  We then analyze the maximum number of PEG molecules that 

can possibly be covalently linked to a CNT sidewall.  Finally, after equilibration at room 

temperature, we analyze the geometry of the PEG-CNT construct. 
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7.2 Methodology 

So far to our knowledge, the precise structure of a HCC complex has not been 

reported yet and we consider a SWNT as the simplest structural model to represent a 

hydrophobic carbon nanostructure since HCC is derived from oxidation of SWCNT by a 

mixed acid [270]. 

We employ the CHARMM force field (Equations 7.1-7.3 and Tables 7.1-7.5) 

[148] as implemented in the LAMMPS software [146].  Covalent bonded interactions 

parameters and charges for PEG were taken from CHARMM35 version for ethers [293] 

and the Lennard-Jones parameters were taken from the work reported by Kenzabu 

Tasaki [299].  Bonds, angles and dihedrals were identified in a PEG molecule (Figure 

7.1) to assign the corresponding force field parameters.  The carbon nanotube was 

modeled with CHARMM parameters [300-302] for a benzene molecule, and the water 

solvent with the TIP3P model of Jorgensen [147]. 

 

           
 

           
 

             
 

           

                 
    

   
 
  

  
    

   
 
 

  
    

    
                                                      (7.1) 

 

The first sum in Equation 7.1 corresponds to the harmonic stretching terms 

(Table 7.1), where    are the force constants and    are the equilibrium bond lengths of 

all bonds, thus, this sum yields the total bond stretching energy, which depends directly 

on the instantaneous bond lengths,  , of all bonds.  The second sum corresponds to 
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bending terms (Table 7.2), where    are the angle force constants,    are the equilibrium 

angles and   are all the instantaneous angle values.  The third sum, the Urey-Bradley 

component, accounts for angle bending due to 1,3 nonbonded interactions in the three-

bonded atoms forming the angle, where     is the respective force constant,     are 

equilibrium distances between the 1,3 atoms and   the instantaneous distances between 

the 1,3 atoms.  The fourth sum corresponds to torsion parameters (Table 7.3), where    

are the dihedral force constants,   are the multiplicities of the function,   are the phase 

shifts and  the instantaneous dihedral angles.  The last sum corresponds to non-bonded 

parameters where     are the depth of the Lennard-Jones potential well,      are the 

distance at which the corresponding potential is zero (Table 7.4),   is the effective 

dielectric constant,   ,    are atomic charges and     is the instantaneous distance 

between atoms   and   (Table 7.5). 

Our intention is to gain a qualitative physical picture of the PEG-CNT construct 

in water without going through an extensive force field parameterization for the PEG-

CNT link.  Several of these geometries follow earlier ab initio [303-307] and MD [308-

310] calculations.  The C-O bond coefficients at the PEG-CNT link were considered to 

be an average value of C=C bond coefficients in the CNT and C-O bond coefficients in 

the PEG molecule.  The dihedral energy coefficient C-O-C-C at the PEG-CNT link was 

considered to be 0.33 kcal/mol smaller than the one in a PEG molecule (0.43 kcal/mol) 

to speed up conformational changes and allow short time analysis of geometry.   
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Table 7.1.  Stretching  parameters for water [147], carbon nanotube (CNT) [148, 300] and 

polyethylene glycol (PEG) [293]. 

 

Molecule Bond 
kb 

(kcal/mol/Å2) 

b0 

(Å2) 

water OH 450 0.9572 

PEG 

CC 222.5 1.53 

CO 360 1.415 

CH 309 1.111 

CNT CC 600 1.335 

CNT-PEG link CO 480 1.375 

 

Table 7.2.  Bending parameters for water [147], CNT [148, 300] and PEG [293]. 

 

Molecule Angle 
kθ 

(kcal/mol) 

θ0 

(°) 

KUB 

(kcal/mol/Å2) 

rUB 

(Å2) 

water HOH 55 104.52 0 0 

PEG 

OCC 45 111.5 0 0 

COC 95 109.7 0 0 

HCH 35.5 109 5.4 1.802 

CCH 26.5 110.1 22.53 2.179 

OCH 60 109.5 0 0 

CNT CCC 40 120 35 2.4162 

CNT-PEG link 
CCO 45 104.5 0 0 

CCC 45 104.5 35 2.4162 

 

  



 

124 
 

Table 7.3.  Torsion parameters for CNT [148, 300] and PEG [293]. 

 

Molecule Dihedral 
kØ 

(kcal/mol) 
n 

δ 

(°) 

Type of bonding1 

PEG 

OCCO 0.25 1 180         

OCCO 1.24 2 0         

COCC 0.43 3 0         

HCCO 0.19 3 0         

HCOC 0.284 3 0         

HCCH 0.19 3 0         

CNT CCCC 3.1 2 180         

CNT-PEG link COCC 0.33 3 0         

 

Simulations are performed with the original C35 model [293]; however, a revised 

version C35r has been reported by Lee et al [298].  After careful check of the revised 

parameters, we found that the only difference pertaining to our calculations is for the 

dihedral OCCO angles as shown in Table 7.4. 

 

Table 7.4. Torsion parameters for the OCCO dihedral angles corresponding to the OCE-CCT2-CCT2-

OCE (atom types) where CCT2 is the C(sp
3
)H2 carbon; OCE is ether oxygen in linear ether(s); HCT2 is 

alkane H attached to C(sp
3
)H2. 

 

n δ (°) kØ(kcal/mol) 

C35 [293] 

kØ(kcal/mol) 

C35r [298] 

1 180 0.25 0.59 

2 0 1.24 1.16 

 
                                                 
1 Bonding notation:     is single covalent bond and     is resonant covalent bond. 
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The net effect of the correction is practically irrelevant to our calculations.  The 

torsional barrier with the C35 version for this dihedral angle is 2.73 kcal/mol and the 

corrected value is 2.95 kcal/mol with maxima and minima laying exactly at the same 

points in both versions.  Anyway, since one practical technique performing 

minimizations in MM is to reduce the value of the torsional barriers and then increase 

them to their correct values, we continue the simulations with the corrected values.   

 

Table 7.5.  Lennard-Jones parameters  for water [147], PEG [299] and CNT [148, 300]. 

 

Molecule Pair interaction 
εij 

(kcal/mol) 

     

(Å) 

PEG 

CC 0.095 3.44 

OO 0.199 2.85 

HH 0.098 3.0 

CO 0.138 3.15 

CH 0.031 3.23 

OH 0.044 2.93 

water 

O 0.1521 3.1507 

H 0.046 0.4 

OH 0.0836 1.7753 

CNT CC 0.11 3.563595 
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Table 7.6. Atomic charges defined as multiple of electron charge for water [147], PEG [299] and 

CNT [148, 300]. 

 

Molecule Atom qi 

PEG 

C -0.01 

O -0.34 

H 0.09 

water 
O -0.83 

H 0.415 

CNT C 0.0 

 

The Lorentz-Berthelot mixing rule is applied to determine Lennard-Jones 

parameters for interactions between atoms of different type according to. 

 

           (7.2) 

 

and 

 

     
       

 
 (7.3) 

 

Prior to every molecular dynamics simulation, an energy minimization is 

performed to ensure an initial structure close to a local minimum in the potential energy 

landscape.  The minimization algorithm used is the Polak-Ribiere version of the 

conjugate gradient algorithm [311].   
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(A) 

 

(B) 

 

(C) 

Figure 7.1.  Angles and dihedrals identified in a repeat unit (mer) C2H4O of PEG molecule.  (A) 

Angles are identified as OCC (green), COC (black), HCH (red), CCH (purple) and OCH (orange).  

(B) Dihedrals in every mer are identified as OCCO (red), OCCH (orange), HCCO (purple) and 

HCCH (green).  (C) Dihedrals at the interface between mers are identified as CCOC (red) and 

HCOC (green). 

 

A fluid can be subject to a constant pressure, constant temperature, or constant 

temperature and pressure [231].  An NPT ensemble is usually employed for MD 

simulations of polymer in water solvent.  An isothermal–isobaric (NPT) ensemble 

corresponds most closely to laboratory conditions with a flask open to ambient 

temperature and pressure.  We are actually mainly interested on PEG-HCC for drug 
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delivery applications in which case the complex will penetrate the cell membrane, 

therefore a pressure control is not appropriate. 

Therefore, all molecular dynamics simulations are performed under a canonical 

ensemble (NVT) with a 2 fs time step, temperature controlled by a Nose-Hoover 

thermostat [234, 235] with a 200 fs damping parameter, and 30 Å cutoff distance for 

non-bonded interactions.  To compute long-range Coulombic interactions, a particle-

particle particle-mesh solver (Hockney) [239] was employed with 10-4 accuracy on 

relative error in forces.  The software PACKMOL [149] is used to construct the initial 

configuration of the system.  Visualization of trajectories is performed using the Visual 

Molecular Dynamics (VMD) software [239]. 

Our PEG molecule was built with data from crystallographic studies by French et 

al. [312] (Figure 7.2) available at The Cambridge Crystallographic Data Centre web 

page.  Three unit cells of the crystal structure CCDC 707050 were modified to obtain a 

PEG 114-mer length. 

 

 

 (A) (B) 

Figure 7.2.  (A) Cross sectional and (B) lateral view of a unit cell for PEG structure taken from The 

Cambridge Crystallographic Data Centre.  Atoms are color coded: carbon (green), oxygen (red) and 

hydrogen (cyan). 
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7.3 Results and Discussion  

A PEG 114-mer (Figure 7.3a) was placed at the center of a cubic box of edge 

length 80 Å with 16500 water molecules.  The temperature was increased from 0.1 K to 

300 K in a 50 ps linear ramp followed by an equilibration at 300 K for 1.05 ns until the 

root-mean-squared (RMS) end-to-end distance (h) of PEG was almost constant (Figure 

7.3c).  During this equilibration, the PEG molecule tends to adopt a globular shape 

(Figure 7.3b).   

The initial PEG structure was not random but derived from X-ray crystal 

structure reported by French et al. [312] therefore we do expect a 1.5 ns MD run being 

enough time for equilibration.  Furthermore, we do expect large fluctuations in the root 

mean squared end-to-end distance (hrms); as a reference, a PEO 158-mer shows an 

oscillation of hrms from ~ 40 Å to ~75 Å [313] in a 800 ns MD run.  In the present work 

the PEG molecule is shorter, 114-mer length, therefore we do expect the 35 Å value 

reached during the short equilibration being a good reference of the minimum value in 

the full oscillation range of hrms.  And we are interested in the minimum value for 

comparisons purposes with the hrms value in the PEG-HCC model. 

From single PEG equilibration in water solvent, the last structural configuration 

for PEG was taken as a reference to construct a PEGylated CNT.  The PEG chain is 

terminated by oxygen atoms at both ends (Figure 7.3b). 
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(A)  (B) 

 

(C) 

Figure 7.3.  (A) PEG initial structure, before energy minimization and (B) PEG final structure at 

300 K for MD simulation.   Water molecules are omitted for visualization purposes.  Atoms are 

color coded: oxygen (cyan), carbon (orange) and hydrogen (purple).  Red circles highlight the PEG 

ends.  (C) Time evolution of root-mean squared end-to-end distance for the PEG molecule. 

 

In the first PEGylation test, four PEG molecules are covalently attached to the 

CNT sidewall (Figure 7.4a) every 34 Å.  In total, 40 PEG molecules are attached to a 

33.94 nm long single-walled (12,0) CNT (Figure 7.4b).  Bond, angle and dihedral force 

field parameters for atoms at the PEG-CNT interface are considered the same as those 

for a PEG molecule.  The construct is solvated with 146,997 water molecules in a 
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380×120×120 Å3 simulation box.  Molecular dynamics was performed, bringing the 

system to room temperature in 50 ps following a linear temperature ramp with time, at 

which point the system was equilibrated for 50 ps at room temperature.  We observed a 

tendency for elongation in PEG molecules (Figure 7.4c).  We took one of the PEG 

structures showing the largest elongation (Figure 7.4d) as a reference for a second test on 

a PEGylated CNT, aiming to achieve maximum PEGylation. 

 

              
 (A) (B) 

   
 (C) (D) 

 Figure 7.4. (A) Side view of initial structure.  (B) PEG-CNT initial structure, including 40 PEG 

molecules, before energy minimization. (C) PEG-CNT final structure at 300 K for MD simulation.  

Water molecules are omitted for visualization purposes (D) PEG molecules attached to the CNT 

sidewall show globular and linear segments.  Structure was extracted from PEG-CNT final 

conformation at 300 K. 



 

132 
 

To fully justify the results obtained from MD simulations of PEGylated CNT, we 

cite experimental results reported by Hong et al. [314] on atomic force microscopy 

(AFM) measurements of PEGylated single walled carbon nanotube in which SWCNT 

diameter was 1 nm and PEG molecular weight was 5 kDa.   According to the AFM 

measurements, the average diameter for the PEG-CNT complex is 15 nm which 

corresponds to a radial thickness of 70 Å for the polymer wrapping CNT [314]. 

Our carbon nanotube (0.95 nm diameter) is functionalized with 40 PEG 

molecules, each PEG molecule with molecular weight 5.04 kDa.  We denote by 

        the instantaneous value for maximum distance between a PEG atom and CNT 

sidewall (Figure 7.5a) and denote by        the average over time of         value 

for every PEG molecule during a MD production run of 100 ps.  The         value 

serves as a reference for the radial thickness of the polymer wrapping the carbon 

nanotube measured at every PEG molecule.  We plot the        distribution along CNT 

(Figure 7.4b) and we consider the AFM instrument will be able to see only those PEG 

molecules with        higher than 60 Å.  We therefore estimate the radial thickness 

(denoted as    ) of the polymer wrapping CNT as the average of        values above 

    (60 Å) obtaining a     value of 76.2 Å which is very close to the 70 Å value 

reported from AFM measurements [314].  When we estimate the     value from the 

instantaneous         values, we obtain the time evolution of     value and observe 

an oscillation between 74.3 Å (minimum) and 78.3 Å (maximum) (Figure 7.5c).  The 

very small oscillations, only ~ 2Å deviation from average value for radial thickness of 
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polymer wrapping CNT during the production run, justify the short time equilibration for 

the MD simulations. 

 

 

(A) 

 

(B) 

Figure 7.5.  Estimation of polymer radial thicknes (    value) wrapping CNT.  (A) Time evolution 

of        , maximum distance between a PEG atom and CNT sidewall, for every PEG molecule.  

Vertical axis is in distance units (Å), horizontal axis is an identifier for PEG molecules with values 1, 

2 .. 40, and curves are color coded for different time (picoseconds),  (B)     value estimation from 

       values.  We calculate        for every PEG molecule as the average over time of         
value in a 100 ps MD run.      is the average value of        and     is the average value of 

       when        is larger than     (60 Å),  (C)     value estimation from instantaneous 

        values in a 100 ps MD run. 
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(C) 

Figure 7.5.  Continued. 

 

The carbon nanotube of chirality (12,0) has a diameter ~1 nm which is the typical 

size reported on PEG-CNT complexes for drug delivery applications [270, 279, 314, 

315].  We define a twelve-atom CNT ring (Figure 7.6a) to which PEG molecules will be 

attached.  To avoid overlap between PEGs attached to the same CNT ring; the linear 

segment of each PEG was elongated as much as possible, increasing PEG length in the 

radial direction (Figure 7.6b).  To accommodate the maximum number of PEG 

molecules in a CNT ring, the linear segment of each PEG molecule is covalently linked 

to a carbon atom in the CNT ring (Figure 7.6c).  To ensure maximum PEGylation, PEGs 

attached to different CNT rings were positioned as close as possible without overlap 

between PEGs (Figure 7.6d).  This resulted in twelve PEG molecules attached to a CNT 

ring every 21.3 Å along the CNT sidewall. In total, 204 PEG molecules were attached to 

a 36.5 nm long single-walled CNT. 
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 (A) (B) 

 

    

 (C) (D) 

Figure 7.6.  (A) Side views of a twelve-atom carbon (blue) nanotube ring; there are four rings in this 

example (one blue and three greens).  Some rings of the CNT will be chosen to be fully 

functionalized with PEG molecules.  To achieve maximum PEGylation, (B) the linear segment of the 

PEG molecule is elongated, and (C,D) to avoid overlapping between PEG molecules attached to 

adjacent functionalized CNT rings, PEG molecules are shifted 15° between adjacent functionalized 

rings (green and blue).  Twelve PEG molecules are attached to every CNT ring and the distance 

between functionalized CNT rings is 21.3 Å. 
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Molecular dynamics simulations were performed for the PEGylated CNT in a 

380×190×190 Å3 simulation box, 152,430 water molecules were added to solvate the 

construct.  The initial O-C1-C2 angle at the CNT-PEG link was considered almost 

orthogonal (95°) and the initial angles C0-C1-C2 in carbon nanotube were 120°.  After an 

energy equilibration at room temperature (Figure 7.7a,b), the O-C1-C2 angle as well as 

the angles C0-C1-C2 in carbon nanotube were gradually changed every 2 ps towards 

104.5° (tetrahedral configuration, Figure 7.7c) in a 16 ps run (Figure 7.7d).  

The MD simulation considered PEG molecules attached to the CNT sidewall and 

oriented orthogonal to the CNT axis.  The possibility of PEGs linked to the CNT ends is 

then considered by adding two PEG molecules at each CNT end to the final PEG-CNT 

structure at 300 K (Figure 7.7e); in the new construct these PEG molecules have their 

linear segment oriented parallel to the CNT axis (Figure 7.8).  The new PEG-CNT 

construct is placed in a 480 × 180 × 180 Å3 simulation box solvated with 171,309 water 

molecules. 
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 (A) (B) 

  
 (C) (D) 

 

 (E) 

Figure 7.7.  Time evolution of (A) temperature and (B) total potential energy for PEG-CNT 

construct with 204 PEG molecules.  (C) Snapshot of final structure at 300K showing tetrahedral 

configuration at the PEG-CNT interface.  Atoms are color coded: oxygen (cyan), carbon (orange), 

hydrogen (purple) and carbon nanotube (green).  (D) Time evolution of total potential energy 

during gradual change of geometry at PEG-CNT interface from near orthogonal (OCC angle 95°) to 

tetrahedral (OCC angle 104.5°).  (E) PEG-CNT at 300 K. Water molecules are omitted for 

visualization purposes.   
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 (A) (B) 

Figure 7.8.  Building of initial structure.  Schematic of four PEG molecules added to CNT ends, (A) 

two on the left side and (B) two on the right side.  For visualization purposes only a segment of CNT 

(green colored) is shown and other PEG molecules appear in purple color.   

 

Room temperature was reached in a 50 ps linear ramp (Figure 7.9a), and 100 ps 

of energy equilibration at room temperature was required to observe a constant total 

potential energy (Figure 7.9b).  The final structure for the equivalent model of a PEG-

CNT is shown in Figure 7.9c. 
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 (A) (B) 

  

 (C) (D) 

Figure 7.9.  Time evolution of (A) temperature and (B) total potential energy for PEG-CNT 

construct with 208 PEG molecules.  (C) PEG-CNT structure at t = 150 ps and room temperature, 

and (D) tetrahedral structure at a PEG-CNT link. 

 

The final structure from MD simulations with a single PEG molecule (Figure 

7.3) is used to derive the CNT functionalized with 40 PEG molecules, the final structure 

from MD simulations with 40 PEGs (Figure 7.4) is used to derive the initial structure of 

CNT functionalized with 204 PEG molecules, and the final structure from MD 

simulations with 204 PEGs (Figure 7.7) is used to derive the initial structure of CNT 

functionalized with 208 PEG molecules, which final version is used for analysis and to 

draw conclusions. 
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(A) 

 
(B) 

Figure 7.10.  Carbon-oxygen bond distance at every PEG-CNT link for the CNT functionalized with 

(A) 40 PEG molecules and (B) 208 PEG molecules.    is the bookeeping index for the PEG-CNT 

links in the complex. 

 

We check that all PEG molecules stay covalently attached to the CNT during the 

MD runs.  Shown below is a plot of CO bond length (Å) at every PEG-CNT link (‘n’) 

from a MD run of 100 ps for the CNT functionalized with 40 (Figure 7.10a) and 208 
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PEG molecules (Figure 7.10b).  Just by looking at the range of distances between a C 

from the CNT and the O from the PEG we can make sure that all PEGs are chemically 

bonded to the CNT 

We calculate the interaction energies, including contributions from Coulombic 

and van der Waals forces as well as from bonded interactions.  Bonded interactions 

include energy contributions coming from bonds, angles and dihedrals in which the 

carbon and oxygen atoms from the PEG and CNT are covalently bonded.  The 

interaction energy per PEGmer is -9.2 and -10.3 kcal/mol for the PEG40-CNT and 

PEG208-CNT, respectively.  These relatively close energy values (Table 7.7) provide 

evidence that full PEGylation is feasible in the CNT-PEG systems. 

 

Table 7.7. Interaction energy of the PEG-CNT complex, averaged over the last 50 ps of the MD 

simulation.  Each PEG molecule is a 114-mer.  Interaction energy includes contributions from non-

covalent interactions over the whole complex and contributions from bonded interactions at the 

PEG-CNT link. 

 

Energy (kcal/mol) PEG40-CNT PEG208-CNT 

Total -4.176×104 -2.443×105 

per PEG molecule -1.044×103 -1.175E×103 

per PEGmer -9.16 -10.30 
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Figure 7.11.  Distances calculated in the PEG-CNT complex. dmn is the maximum distance between 

atoms of opposite PEG molecules attached to a same CNT ring and along a direction orthogonal to 

the CNT axis, m is an index for every CNT ring and n is an index for every pair of opposite PEG 

molecules attached to the ring.  hi is the end-to-end distance for every PEG molecule. ruv is the 

maximum distance between a PEG atom and the CNT sidewall, u is an index for every CNT ring 

and v is an index for every PEG molecule attached to the ring. 

 

If      is a unitary vector in the CNT axial direction and        the vector between a 

PEG atom and the CNT atom to which the PEG molecule is covalently linked, we can 

calculate     , the distance between a PEG atom and the CNT sidewall, as  

 

                                  (7.4) 

 

Therefore the maximum distance between a PEG atom and CNT sidewall is 

defined as (Figure 7.11) 

 

                                (7.5) 
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Twelve PEG molecules are attached to every CNT ring (Figure 7.6c), therefore 

we define 

 

                             (7.6) 

 

Calculus of     is to estimate the width of our PEG-CNT construct at every 

section corresponding to a CNT ring, so based on the geometry of opposite PEG 

molecules    and    (Figure 7.11) we define 

 

                          (7.7) 

 

and 

 

                            (7.8) 

 

The PEG-CNT construct has seventeen rings with attachment of twelve PEG 

molecules;    and    have different values at each of those CNT rings. If    is the end-

to-end distance for every PEG molecule, we define       as the corresponding root mean 

squared end-to-end distance.  After the equilibration at 300 K, we estimate the 

minimum, average and maximum values for   and      for the PEG-CNT complex with 

40 PEGs (Figure 7.12), and we estimate the minimum, average, and maximum values for 

  ,    and       for the PEG-CNT complex with 208 PEGs (Figure 7.13). We calculate 
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also the maximum length (Lmax) of the PEG-CNT construct with 208 PEGs (Figure 7.9c) 

as the maximum distance between atoms of PEG molecules attached to CNT ends.  

Therefore, we are suing the final runs of the 40 and 208 PEG molecules (Figures 7.12, 

7.13) to draw our conclusions.  We observe small oscillations of only ~2 Å in the 

average values for the radial thickness of polymer wrapping CNT, thus, we consider we 

have enough statistics to draw conclusions.   

 

  

 (A) (B) 

Figure 7.12. Estimates for a PEG-CNT construct with 40 PEG molecules.  (A) Maximum distance 

between a PEG atom and CNT sidewall, and (B) root mean squared end-to-end distance for a PEG 

molecule. 

 

For a PEG-CNT complex with 40 PEG molecules, we observe for the maximum 

  a large value of 100.3 Å (Figure 7.12a) which indicates some PEG molecules 

elongates adopting a linear conformation and it would imply poor trapping of drug 

molecules.  In our MD simulations of PEG-CNT in water solvent, one end of each PEG 

molecule is linked to the CNT sidewall.  For the minimum       we observe a small 

value of 5.3 Å (Figure 7.12b), this is due to some (hydrophilic) PEG molecules having 

enough freedom or space to wrap around the hydrophobic carbon nanotube and imply a 
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not efficient covering of hydrophobic sites since we prefer the highest surface of 

hydrophobic carbon nanotube free of PEG wrapping to ensure sequestration of a 

hydrophobic drug.  Furthermore, we observe a root mean squared end-to-end distance 

value of 34.2 Å (Figure 7.12b) for a PEG molecule linked to the CNT and this value is 

very close to the value of 35 Å (Figure 7.3c) observed for a single PEG molecule in 

water solvent.   

 

  

 (A) (B) 

  

 (C) (D) 

Figure 7.13.  Estimates for a PEG-CNT complex including 208 PEG molecules.  (A) Maximum 

distance between a PEG atom and CNT sidewall, (B) root mean squared end-to-end distance, (C) 

width of the PEG-CNT complex has a maximum value of 136.5 Å (averaged during the last 50 ps), 

and (D) the maximum length of the PEG-CNT complex is 407 Å (averaged during the last 50 ps). 
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The maximum and minimum values for    and       are closer to the average 

value in the complex with 208 PEG molecules (Figure 7.13a,b) than in the complex with 

40 PEGs (Figure 7.12a,b), meaning we have a more homogenous size distribution of 

PEG molecules, with no PEG molecule wrapping the carbon nanotube surface and no 

PEG molecule in linear (elongated) conformation.  Furthermore, we noticed a root mean 

squared end-to-end distance value of 29.9 Å, averaged on 208 PEG molecules (AVG 

value in Figure 7.13b).  This distance is smaller than the value of 35 Å (Figure 7.3c) 

observed for a single PEG molecule in water solvent and smaller than the value 34.2 Å 

observed in a complex with 40 PEGs (Figure 7.12b).  It is noticeable this occurred when 

inducing maximum PEGylation by having only 21.3 Å spacing between PEG molecules 

along the CNT axis direction (Figure 7.6d).  We attribute this to the induced maximum 

PEGylation and to a hydrophobic effect: the PEG molecules adopt a structural 

conformation which prevents water molecules from reaching the hydrophobic carbon 

nanotube sidewall; maximum PEGylation ensures an efficient protection of hydrophobic 

sites. In the case of HCCs, we suggest that this ensures better sequestration of drug 

molecules, since PEG molecules would allow hydrophobic drug molecules to reach a 

hydrophobic site in the HCC. We also suggest that drug liberation occurs mainly during 

PEG-HCC translocation through the cell membrane or inside the crowded cytoplasm; 

during these processes, stronger or more frequent interactions with biological molecules 

would affect or dominate PEG molecular conformation. 

For the PEG-CNT construct with 208 PEG molecules, the resultant average 

values for    and    are 48.5 Å (Figure 7.13a) and 136.5 Å (Figure 7.13b), which are 
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indicative of PEG size contribution to the PEG-HCC construct.  We also noticed that the 

   maximum (68.7 Å) and    average (48.5 Å) are smaller than the values of 100.3 Å and 

61.9 Å (Figures 12a, 13a) observed in a construct with only 40 PEGs.  These suggest 

that a more homogenous and smaller size distribution for PEG molecules is attained 

when approaching maximum PEGylation.  Thus a 114-mer PEG is short enough to 

obtain a width size within the nano regime, adequate for drug delivery platforms.  

From our MD simulations at temperatures above 300K, we observe a tendency 

for PEG molecules to elongate towards linear conformations in which case it should be 

feasible attaching a higher number of PEG molecules to CNT sidewall.  We suggest 

therefore performing PEGylation at high temperatures but further research is required to 

estimate the optimal temperature and conditions to achieve maximum PEGylation. 

 

7.4 Summary and Conclusions 

We performed molecular dynamics calculations on the real size of a PEG-CNT 

in a bath of water.  The PEG was 114 units long and terminated with oxygen atoms at 

both ends.  It was placed at the center of a cubic box 80 Å long with 16,500 water 

molecules, and the temperature was increased from 0.1 K to 300 K in a 50 ps linear ramp 

followed by equilibration at 300 K for 1.05 ns until the root-mean-squared end-to-end 

distance of the PEG was almost constant.  During this equilibration, the PEG molecule 

adopted a globular shape.  From this equilibration, the last structural configuration for 

PEG was taken as a reference and used to construct a PEGylated CNT. The MD 

simulation considered PEG molecules attached to the CNT sidewall and oriented 
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orthogonal to the CNT axis.  The possibility of PEGs linked to the CNT ends was 

considered by adding two PEG molecules at each end of the final PEG-CNT at 300 K; 

these four PEG molecules were oriented parallel to the CNT axis.  The PEG-CNT was 

placed in a 480×180×180 Å3 simulation box with 171,309 water molecules.  After 

averaging for 50 ps of production runs, the width of the PEG-CNT complex reaches a 

maximum value of 136.5 Å and the maximum length of the full PEG-CNT complex is 

407 Å.   

Through this modeling of a shortened single walled carbon nanotube as the 

central core with 5040 molecular weight PEG addends, an approximation of the 

hydrodynamic volume of a PEG-CNT (and by extension, a PEG-HCC) is attained.  

Indeed, even in their hydrated form, as shown here, the PEG-CNT remains well within 

the nano-sized (40 nm) regime, providing a rational for their observed rapid clearance 

through the kidneys of mammals.[270]  We elucidate the advantage of the hydrophilic 

character of PEG molecules and of maximum PEGylation, both favoring an optimal 

capture, protection and controlled release of drug molecules.   

Approaching maximum PEGylation yields a decrease in radial thickness of 

polymer covering the CNT, a decrease in the probability for PEG wrapping of the CNT, 

and prevent water molecules from reaching the CNT.  In the case of HCCs, maximum 

pegylation ensures better sequestration of drug molecules, since a decrease in the 

probability for PEG wrapping the CNT implies a higher surface area of hydrophobic 

sites available to capture drug molecules and a decrease in polymer radial thickness 

produces a denser polymer and therefore better protection of drug molecules from water. 
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Maximum PEGylation should be therefore considered an important design 

constraint to achieve an optimal drug delivery platform providing the ability of efficient 

release of drug molecules. 

 



 

150 
 

8. A GRAPHENE-BASED CHEMICAL SENSOR 

 

We report the effect of a large bias gate voltage on the electrical conductivity of 

graphene ribbon devices when exposed to very low concentration of europium in an 

microfluidic device. We find a direct correlation between the level of concentration of 

europium ions in the solvent and the change in electrical conductivity of graphene, 

observing a change of up to three orders of magnitude at the lowest level of 

concentration tested (0.1 mM).  Our results suggest that the microfluidic reservoir based 

graphene ribbon sensors is a promising procedure for detecting very low level of 

europium in liquid solutions. 

 

8.1 Introduction 

Identification of low concentrations of heavy metals belonging to the lanthanide 

and actinide series includes applications in environmental sampling [316, 317], water 

quality [318, 319], nuclear processing [320, 321], and nuclear forensics and safeguards 

[322-324].  Current techniques are complex and costly [19-21] and require special 

laboratory conditions [325, 326].  A key need is, therefore, a portable, low-cost device to 

detect trace heavy metals.  In the present work, we analyze the electrochemical response 

of graphene to different concentrations of trivalent europium dissolved in water.  

Graphene has unique plasmonic characteristics that may permit ultrasensitive detection 

of sorbed species [84, 102, 143].  Indeed, ab initio molecular orbital calculations predict 

[107, 327] a strong, characteristic response of graphene nanoribbons to uranyl 
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complexes sorbed to the surface.  To improve surface complexation, research has 

focused on functionalized forms of graphene oxide employing hydroxyl, carboxyl, 

carbonyl, and epoxy moieties [23, 24, 328, 329] or more complex ligands and chelators 

[330-333].  As the speciation of lanthanide and actinide metals in solution is almost 

exclusively as cationic complexes in acidic waters [334], we tested a corollary method of 

inducing cationic sorption onto graphene by using electrical gate electrodes to induce a 

negative charge on the graphene [25, 26].   Therefore, we fabricate graphene electron 

devices whose response is modulated by an electrochemical mechanism, due to a 

negatively charged graphene and a layer of counter-ions at the graphene/water interface. 

  

8.2 Methodology 

A single layer graphene was grown by using thermal chemical vapor deposition 

(CVD) of methane gas on copper foil at 1000 °C, 50 sccm and 1 Torr.  Before 

introducing methane gas, the copper foil (Alfa Aesar 0.025 mm thick, 99.8% metal 

basis, ~ 3.5 cm × 4 cm) was annealed in hydrogen gas at 800 °C for 30 minutes. Details 

about the graphene growth process can be found elsewhere [Gulotty et al. Carbon][335, 

336].  Deionized (DI) water was from laboratory supply (16M).  

 

8.2.1 Graphene transfer process  

Graphene was transferred from copper foil to a silicon dioxide coated Si wafer by 

a PMMA-assisted method.  Briefly, during the CVD process graphene grows on both 

sides of the copper foil.  After the CVD growth,  one side of the graphene/copper foil is 
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spin coated with a PMMA A8 e-beam resist at 3000 rpm for 60 seconds and air dried 

overnight (~ 12h) in a vented hood to obtain a uniform film.   The unprotected side was 

etched in 1:10 mixture of nitric acid and distilled water (10 mL / 100 mL) for 10 

minutes.   

 

     

 (A) (B) 

    

(C) (D) 

 

(E) 

Figure 8.1.  Depiction of the PMMA-assisted transfer process of CVD graphene. (A) CVD graphene 

is covering a copper foil, protected with a PMMA resist thin film and (B) placed into a copper 

etchant solution.  (C) After copper etching, the PMMA/graphene membrane is nearly transparent 

and the solvent changes color. (D) Graphene is transferred to a beaker with distilled water to 

further dilute impurities from the etching process. (E) After rinse with water, the PMMA/graphene 

membrane is lifted from solution with an oxide wafer. 

 

Then a 1 cm2 sample of graphene/copper foil is immersed in the 1:5 copper 

etchant (iron chloride solution diluted in DI water) for 6 hours.  After the copper 

completely dissolved in the etchant solution, the PMMA/graphene membrane is almost 
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transparent. The PMMA/graphene membrane is then transferred to a beaker with DI 

water.  Then, another four transfers to DI water are performed every three minutes to 

clean the PMMA/graphene membrane.  Afterward, the PMMA/graphene membrane was 

lifted from solution with an oxide wafer.  The SiO2 thickness is 300 nm which ensure the 

best contrast to visualize graphene under the light microscope.   

After transfer to the oxide wafer, a water layer is present between 

PMMA/graphene membrane and the oxide substrate.  To effectively dry the membrane 

with minimum wrinkles, the sample was left overnight (~ 12 h) in a vented hood.  

Alternatively, baking at 37 °C for 2.5 hours works equally well.  If the sample was not 

properly dried, the yield of graphene transfer was poor.    After the sample fully dried, 

the PMMA resist covering graphene is removed in acetone for 3 hours, rinsed in 

isopropyl alcohol (IPA) for 10 minutes, and dried with a nitrogen gun.  The sample was 

then baked on a hot plate at 150 °C for 15 minutes to ensure a strong adhesion of 

graphene to the oxide substrate and fewer defects (primarily in the form of holes on 

graphene).  This baking process will also be critical to the integrity of interface 

electrodes during the liftoff process described next.   

 

8.2.2 Graphene ribbon device fabrication 

Metal electrodes (60 nm Au/ 2 nm Cr) were deposited on top of graphene by e-

beam vapor deposition and patterned in a four-electrode configuration with two 

electrodes acting as interface to graphene and the other two electrodes for a gating 

mechanism.  Patterning was performed by direct-write optical lithography using Shipley 
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resist (S1805).  The liftoff was performed by immersion in acetone at room temperature 

for 3 hours, rinsing by pipette with acetone for 2 minutes, and sonication in acetone for 5 

seconds.  Adhesion of interface electrodes and graphene to substrate is not very strong 

and sonication for one minute or longer can cause detachment. 

To selectively pattern graphene ribbons, a resist mask is fabricated by direct-

write optical lithography of Shipley resist (S1805).  Under the light microscope, we 

could view the graphene and the electrodes through the transparent optical resist and 

position the ribbon mask pattern with respect to the metal electrodes.    After the resist 

was developed, rinsed and dried, the sample was exposed to oxygen plasma (24 sccm, 

160 mTorr, 20 W, 5 minutes) to etch the exposed zones of graphene.  Once the etch 

process was completed the resist was removed using acetone for 3 hours at room 

temperature, rinsed in IPA for 10 minutes, and dried with a nitrogen gun.  Acetone was 

an effective resist remover that did not damage the graphene layer, while a conventional 

resist remover (e.g., Shipley microposit remover 1165) will remove graphene. 

 

8.2.3 Reservoir fabrication and sample preparation 

To test of a liquid sample, a reservoir was made of optical resist by direct-write 

optical lithography.  A thin resist was chosen (S1805, 0.5 µm thick) to minimize the 

amount of resist impurities after the development process.  The reservoir size was about 

4 mm × 4 mm and a resist coating for interface electrodes was also patterned to avoid 

interference from the electrical impedance of the liquid sample (Figure 8.2).  Europium 

nitrate was prepared by dissolving 0.025 g of europium nitrate pentahydrate (99.9% 
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trace metals basis, from Sigma Aldrich) in 5 mL of DI water.  Four different types of 

liquid samples were tested -- water and three solutions of different levels of 

concentration for europium nitrate (0.1 mM, 1 mM and 10 mM) made by serial dilution 

of the europium nitrate stock.  To test the electrical response of graphene ribbons to 

europium nitrate solution a ~ 0.1 µL drop of the liquid sample was deposited into the 

fluidic reservoir with the aid of a micropipette.  The drop typically covered a circular 

area of ~ 1 mm diameter (Figure 8.2b).  The typical time for a sample drop to evaporate 

was about 2 minutes and the time to perform a current-voltage measurement was a few 

seconds.   

 

 

(A) 

Figure 8.2.  (A) Schematic representation of the four-electrode configuration for measurements of 

the electrical response of graphene ribbon.  Two electrodes, Drain (D) and Source (S), act as 

interface to graphene while the other two electrodes (G) act as a gating mechanism by enabling an 

electric field that drives ions towards graphene ribbon.  (B) Light microscope image of fluidic device 

showing five set of graphene ribbon devices.  (C) Graphene ribbon in a four-electrode configuration. 

Interface electrodes (horizontal pair) are covered with resist.  In a typical experiment, a small drop 

(~ 0.1 µL) is deposited on the fluidic reservoir.  The diameter of the drop is 1-2 mm.  Note the 

circular mark left on the fluidic reservoir after the drop dried.   
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(B) 

 

(C) 

Figure 8.2.  Continued.   

 

8.2.4 Electrical measurements  

The electrical measurements were performed in a four electrode configuration.  

Two gate electrodes (G) were used to drive europium ions towards the graphene ribbon 

and the other pair (D and S) to drive the ion-modulated electrical current through 

graphene (Figure 8.2b).  We expect ions will modulate the drain-source (I) current.  The 

drain-source bias voltage of graphene was Vds ~10 mV (dc) and the gating voltage is Vg 
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~2-20V (dc), this implies graphene is close to zero volts with respect to gate electrodes 

(Vds << Vg).  The bias voltage between graphene and gate electrodes creates a negative 

charge on graphene that drives cations towards graphene and modulates its electrical 

conductivity.  Furthermore a bias voltage larger than ~2 V induces water electrolysis 

[337-339], the splitting of water in hydrogen and hydroxyl ions.   

 

8.2.5 Molecular simulations 

Detection mechanism was studied with molecular dynamics simulations using 

the CHARMM force field [153] as implemented in the program LAMMPS [146].  These 

simulations allowed us to analyze the strength of non-bonded interactions between 

solution ions and graphene.   

We consider a maximum negative charge of -0.2 (all charge units are in electrons 

in this work) per carbon atom in graphene [340].  Lennard-Jones parameters for 

europium (III) were taken from Veggel and Reinhoudt (1999) [341], while Lennard-

Jones parameters for the hydrogen ion were taken from the TIP3P model for water [147].  

Lennard-Jones parameters for interaction between water and graphene were taken from 

Zhang and Wang [342].  Molecular dynamics simulations were performed with non-

periodic boundary conditions and with inner and outer cutoff distances of 20 Å and 22 Å 

for non-bonded interactions.  A time step of 0.2 fs was used and the energy equilibration 

was performed at room temperature (300 K) in an NVT ensemble.  
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8.3 Results and discussion 

 

8.3.1 Electrical measurements 

We measure the I-Vds and I-Vg response of graphene ribbon for each drop 

sample, I-Vds is performed before and after sample deposition and always in dry 

conditions; while I-Vg is performed right after sample drop deposition, in wet conditions.  

Therefore I-Vds provides the electrical conductivity of graphene in dry conditions and I-

Vg the dynamics of ion-modulated graphene conductivity during wet conditions.  I-Vg is 

always performed at constant Vds of 10 mV. 

We perform initial measurements at low (Vgs=0-2V) and high gate voltage 

(Vgs=0-10V), in both cases we observe a nonlinear characteristic in the I-Vg curve 

(Figure 8.3, 8.4).  A high bias voltage was required for a change to occur in the electrical 

conductivity of graphene ribbon at dry conditions (Figure 8.4).  The I-Vg nonlinear 

characteristic at low gate voltage (0-2V) was similar to that observed in graphene-based 

field-effect transistor (FET) devices (Figure 8.3).   
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(A)     (B) 

 
(C)     (D) 

Figure 8.3.  Electrical response of graphene ribbon device at low bias gate voltage, Vg=0-2V, to 

distilled water.  ‘m1’ (A), ‘m2’ (B) and ‘m3’ (C) are three consecutive measurements performed for 

the same drop sample and ribbon device.  In (D), ‘pristine’ corresponds to measurement before 

sample deposition, and ‘drop dried’ corresponds to measurement after sample drop dried. 

 

 

(A)     (B) 

Figure 8.4.  Electrical response of graphene ribbon device at high bias voltage (Vg=0-10V) to DI 

water.  I-Vg measurement (A) was performed in wet conditions, and I-Vds (B) measurement was 

performed in dry conditions and with no gate voltage (Vg ) applied; where ‘pristine’ corresponds to 

measurement before sample deposition, and ‘drop dried’ corresponds to measurement after sample 

drop has dried.  In I-Vds plot, a linear approximation ‘a+bx’ is shown, where ‘a’ corresponds to the 

graphene electrical conductivity in mSiemens units. 

 

-8 
-4 
0 
4 
8 

0 0.5 1 1.5 2 

I (
µA

) 

Vg (V) 

m1 

Id 

Is 
-8 
-4 
0 
4 
8 

0 0.5 1 1.5 2 

I (
µA

) 

Vg (V) 

m2 

Id 

Is 

-8 
-4 
0 
4 
8 

0 0.5 1 1.5 2 

I (
µA

) 

Vg (V) 

m3 

Id 

Is 0 

2 

4 

6 

8 

0 5 10 
I (

µA
) 

Vds (mV) 

pristine 

drop dried 

-10 

-6 

-2 

2 

0 2 4 6 8 10 

I (
µA

) 

Vg (V) 

Id 

Is 0 

0.5 

1 

1.5 

2 

0 5 10 

I (
µA

) 

Vds (mV) 

pristine 

drop dried 



 

160 
 

In the initial measurements at low gate voltage (Figure 8.3) we do not observe a 

correlation or difference in the electrical characteristic of graphene when interacting with 

distilled water or europium solution.  However, at high gate voltage (Figure 8.4), we 

observed a clear change in the electrical conductivity of graphene.  We, therefore, 

perform further measurements at high gate voltage (0-25 V) and looked fora correlation 

between the level of concentration of europium solution and a change in the electrical 

conductivity of graphene.   

As the concentration of europium decreased, the electrical conductivity of 

graphene decreased, and the ratio g1/g2 increased (Fig. 8.5), where ‘g1’ and ‘g2’ 

represents the electrical conductivity of graphene before and after exposure to europium 

solution.  After electrical measurements in DI water and after the sample drop dried, the 

current through graphene is zero during I-Vds measurements and therefore the electrical 

conductivity of graphene is effectively zero; this g1/g2=∞ event at 0.0 M (not shown in 

Fig. 8.5) occurred in three of four measurements with DI water. 

 

 
Figure 8.5.  ‘g1’ and ‘g2’ represents the electrical conductivity of graphene before and after exposure 

to europium solution under a bias voltage. Four tests were performed with distilled water (not 

shown in the plot), of which three resulted in electrical breakdown (g1/g2=∞) and one resulted in 

g1/g2=1. 
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(A)     (B) 

Figure 8.6.  Electrochemical response of graphene ribbon to europium solution.  (a) The I-Vg curve 

performed at constant Vds (10mV) allows monitoring the decrease in electrical conductivity (I/Vds) of 

graphene. (b) The decrease in electrical conductivity of graphene is confirmed by measurement of 

the I-Vds curve after the sample drop dried.   

 

We believe that at a positive bias gate voltage larger than 2V, hydrogen ions 

generated by electrolysis, given by 

 

           , (8.1) 

 

are driven towards the negatively-charged graphene ribbon surface (Figure 8.7).  

Hydrogen ions are neutralized by graphene charges, recombining then to form hydrogen 

gas.  We don’t discard at the same time the event of hydrogen covalently binding to 

graphene.  Hydrogen and hydroxyl ions are constantly being generated by electrolysis 

(Equation 8.1) while the amount of europium is fixed.  Trivalent europium preferentially 

binds to graphene due to its higher charge density than hydrogen ions, partially blocking 

hydrogen interaction with graphene.  We suggest the interaction of graphene with ions 

gives origin to a change in graphene ribbon structure or functionalization and the 
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observed change in electrical conductivity of graphene.  Further studies are needed to 

determine the change in graphene ribbon structure upon application of a high bias gate 

voltage in a microfluidic device. 

 

 

Figure 8.7.  Suggested mechanism prevailing at Vg = 0-20 V.  An electrical bilayer is formed by the 

negatively charged graphene and positive counterions.  Europium ions compete with hydrogen ions 

for binding to graphene. 

 

8.3.2 Molecular simulation results 

At a small level of negative charge for graphene, -0.02 per carbon atom, the 

electrostatic attraction is not strong enough to induce binding of solution ions to 

graphene (Figure 8.8).  We found that a relatively large concentration of ions (6 H+ and 6 

Eu+3 in a ~40 Å box) can induce freezing of water.  We observed a low mobility of ions 

during equilibration at room temperature (300 K) and at 330 K.  Electrofreezing of water 

due to a charged graphene has been reported by Zhu et al. [340].  We analyze then the 

same system under a maximum charge for graphene of -0.2 per carbon atom and find the 

electrostatic attraction between graphene and ions strong enough to overcome the water 

solvation layer normally surrounding ions in solution (Figure 8.8).  We observe that the 
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ion stabilizes around the center of a benzene ring on the graphene surface.  For a 

maximum charge of -0.2 per carbon atom, the negative charge on the benzene ring totals 

-1.2 which effectively neutralizes a hydrogen ion (charged +1) and would not prevent 

other hydrogen ions from binding to graphene on adjacent sites.  For a europium ion, 

even a maximum charge of -0.2 is not enough to neutralize the cation (+3) and the total 

charge of the ionic complex would continue being positive, preventing by electrostatic 

repulsion, the binding of other cations to graphene in adjacent atomic sites. 

 

 

Figure 8.8.  Binding of solution ions to negatively charged graphene (-0.2 per carbon atom) at room 

temperature.  Atoms are color coded: europium ion (green), hydrogen ion (purple), graphene (gray), 

water (cyan and pink).  Average bond distances are: Eu-C = 2.6 Å and H-C =1.6 Å. 
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To analyze the strength of ion binding to graphene we consider a hypothetical 

case of an ion positioned 3 Å above graphene as the initial structure (Figure 8.9) and 

analyze how the atomic charge of graphene affects the bond distance of ions to 

graphene.  To predict the stable structure we perform an energy minimization and then 

an energy equilibration at 0.1 K under an NVT ensemble.  This is followed by a 

calculation of the average bond distance between the ion and the six carbon atoms of the 

closest six-member ring from the graphene surface. 

 

 

Figure 8.9.  Structure for analyzing dependence of ion-graphene bond distance on graphene atomic 

charge. 

 

We find a significant change in the ionic bond distance for the hydrogen ion 

(Table 8.1).  When the atomic charge of graphene is -0.025, the bond distance decreases 

~ 0.8 Å for europium and ~ 0.4 Å for hydrogen ion.  When the atomic charge reaches a 

maximum value of -0.2, the bond distance decreases an additional 0.3 Å for both ions; 

however, the relative change is larger for the hydrogen ion since its bond distance to 

graphene is always smaller than that of europium.  This would enhance the effect of the 

hydrogen ion on the electrical properties of graphene. 
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Table 8.1.  Average ion-carbon bond distance after binding of ions to the negatively charged 

graphene. 

 

qC 

(e) 

C-H+ 

(Å) 

C-Eu+3 

(Å) 

0 2.21 3.71 

-0.025 1.81 2.92 

-0.05 1.72 2.81 

-0.1 1.63 2.73 

-0.2 1.56 2.61 

 

An ionic bond between two atoms contains partial covalent character, depending 

on the relative difference of their electronegativities.  The smaller the difference the 

larger the covalent character of the ionic bond.  Therefore, we consider that the ionic 

bonding of hydrogen to graphene has a strong covalent character while the binding of 

europium to graphene is close to purely ionic (Table 8.2).  This implies that the ionic 

binding of hydrogen ion to graphene is capable of altering the electronic structure of 

graphene. 

 

Table 8.2.  Electronegativity of atoms participating in the ionic bonding. 

atom type electronegativity 

Hydrogen 2.2 

Europium 1.2 

Carbon 2.55 
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8.4 Conclusions 

A microfluidic device is suggested to test the electrochemical response of 

graphene.  Under a four-electrode configuration, we find different behaviors at low (<2 

V) and high (>2V) bias gate voltage.  At low voltage, we find a FET-like electrical 

characteristic for graphene but europium ions have no effect on the FET characteristic.  

At high bias voltage, the change in electrical conductivity of graphene has an inverse 

relation with the level of concentration of europium ions.   

We attribute the behavior at high voltage to water electrolysis, graphene 

interaction with hydrogen ions, and a passivation of this effect proportional to the level 

of concentration of europium ions.  We suggest this passivation is due to the binding of 

europium ions to a negatively charged graphene, which partially prevents the hydrogen 

ions from binding to graphene.   

Finally, graphene-ion interactions affect graphene ribbon structure and 

functionalization yielding changes in electrical conductivity of graphene.  This effect has 

potential opportunity for the fabrication of nanosensors.  Certainly, further studies are 

needed to determine the change in graphene ribbon structure upon application of a high 

bias gate voltage in a microfluidic device. 
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9. SUMMARY AND CONCLUSIONS 

 

By using molecular dynamics, we are able to predict the structure of irradiated 

carbon nanotube, DNA-carbon hybrid nanostructures and PEGylated carbon nanotube.  

This allows a detailed analysis of the atomic structure, otherwise difficult and sometimes 

imposible to attain by coventional imaging tools.  Furthermore, the structure found by 

molecular dynamics can serve as input for electronic structure calculations and we 

suggest the possibility of novel electron devices. 

We have analyzed the effects of irradiation on carbon nanotube, we found a 

predominance of single vacancy defects upon exposure to very high energy argon ion 

and they constitute magnetic impurities; aided by oxygen plasma and an electrical 

breakdown technique we were able to induce an NDR behavior in suspended carbon 

nanotubes.  We suggest defects on carbon nanotubes can be an important source of novel 

electronic properties. 

By exploiting the strong van der Waals interaction in electron-rich pi systems, we 

suggest the assembly of novel nanostructures based on DNA and carbon nanostructures, 

we find DNA always induces a gating mechanism on the electronic structure of carbon, 

therefore the chemical sensitivity of DNA can be effectively coupled to the electrical 

property of the carbon nanodevice. 

We were able to adapt conventional lithography techniques to the fabrication of 

graphene ribbon sensor devices for the detection of europium ions in liquid samples.  
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Our method allows a high yield of working devices which is necessary for an adequate 

testing of possible novel scenarios based on graphene electron devices.  
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