DEVELOPMENT AND IMPLEMENTATION OF A COMPOSITE MODEL FOR WAVE,
CIRCULATION, AND SEDIMENT PROCESSES IN IBAKA DEEP SEAPORT IN NIGERIA

A Dissertation

by

EPHRAIM UDO PAUL

Submitted to the Office of Graduate and Professional Studies of Texas A&M University
in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

Chair of Committee, David A. Brooks
Co-Chair of Committee, Benjamin S. Giese
Committee Members, Steven F. DiMarco
James M. Kihatu
Head of Department, Debbie J. Thomas

August 2014

Major Subject: Oceanography

Copyright 2014 Ephraim Udo Paul
ABSTRACT

In-depth knowledge of nearshore wave, circulation, and sediment processes are vital to effective and efficient management, operation, and regulation of ports and harbors. The scientific knowledge of these processes is currently lacking in Ibaka, Nigeria and this work was designed to assess these processes, thereby filling the existing gap in the literature. Even after seven decades of discovery of Ibaka bay as a leading natural harbor in Nigeria, no proactive efforts have been made to harness this resource. This dissertation aimed at developing a composite modeling system that would provide accurate and reliable information on circulation and sediment processes in Ibaka. This information will facilitate the speedy development of the deep seaport for economic empowerment of both local residents and the state. This study has three segments: field experiments, numerical experiments and data analyses.

NearCoM-TVD was chosen as the base model for this study because of its efficiency, accuracy, and robustness in simulating the processes of interest in Ibaka. This study has undertaken a detailed investigation of the impacts of different channel designs on the erosion and/or accretion of adjacent Ibaka beach and provided the optimum channel size and location. Maps and time series of wave action attenuation based on the optimum channel design have been produced. Analyses of relative contribution of various forcing mechanisms to the total sediment budget showed that wave height variations have the greatest impact on sediment transport in Ibaka. Significant wave height above 1.0 m initiated sediment transport and morphological changes in Ibaka. The effects of wave-current interactions on sediment
processes have been investigated and found to be significant for wave heights near 1.0 m in Ibaka bay. Examination of seasonal bias on sediment processes showed that only rainy season (April to October) wave climate caused sediment transport in the bay. Reduction of wave action, due to the dredged channel, resulted in wave refocusing towards the nearby Tom Shot Island. Finally, a five-year maintenance dredging time window has been estimated for this port and harbor site.
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CHAPTER I

INTRODUCTION

Ibaka is one of Nigerian coastal communities. It is centered on Latitude 4.65°N and
Longitude 8.32°E with an approximate land area of 50 km² and estimated population of 19,600
people (NPC, 2011). It is situated along the Gulf of Guinea (GoG) in the Southern end of Nigeria
and has maritime boundaries with Cameroon to the east, Cross River State, Nigeria to the
north, and Equatorial Guinea to the south. The average annual land and surface water
temperature is 28°C. Ibaka bay (the project site) is adjacent to and situated Northeast of Ibaka
community. Figure 1 is a physical map of Africa indicating Ibaka bay (letter “A” in the map). This
figure indicates the proximity of Ibaka to other countries in Africa. At least six other countries
could have direct access to this deep seaport. The countries are Cameroon, Equatorial Guinea,
Garbon, Congo, Benin Republic, and Togo. None of these countries has its own deep seaport or
any other operational deep seaport closer to it than Ibaka. Ibaka and its environs have two
main seasons, namely: rainy season (April to November) and dry season (December to March).
Stormy rains characterize the rainy season while the dry season has mild weather conditions.
Figure 1. Physical map of Africa showing the location of Ibaka bay (“A” in the map). (Courtesy: www.mapsofworld.com/africa)

The region’s predominant, rainy season, wind direction is southwest with a typical speed of 7 m/s at 10 meters above sea level. Swells from the South Atlantic Ocean also enter the study domain from the southwest direction (≈200° using the Nautical convention). Ibaka bay has a non-dredged draft of 13.5 meters in most part of the bay (AKSG Official Site, 2012). Water level at the bay is approximately five meters (5 m) above mean lowest low water datum (MLLW) in the region (Antia, 2012: Personal Communication). The water in the bay is well mixed throughout the year with an average salinity of 28. Maximum spring tidal range observed
in the bay was 3.5 meters (AKSG Official Site, 2012). Higher tidal ranges (approximately 3 meters) occur during rainy season spring tides. The dominant tidal constituents in the region are $M_2$ and $S_2$. Other semi-diurnal tidal harmonics, $M_4$, $M_6$, etc. can also be seen in a cross shelf current analysis (Rider, 2004). The yearly average tidal range at the offshore boundary of the bay is 1.7 meters. Figure 2 is a map showing major cities, rivers, RDI 300 kHz Workhorse Acoustic Doppler Current Profiler (ADCP) moorings, QuickSCAT wind stations and cross shelf Conductivity, Temperature, and Depth (CTD) stations during a Joint Industry Project (JIP, 2000) in southern Nigerian coastal areas. Ibaka is about twenty-three kilometers (fifteen miles) south of Calabar, which is located on the southeastern end of the map. The map also shows the 100-meter bathymetric contour along the Nigerian coastline. This 100 m depth contour clearly shows that the continental shelf is widened ($\approx 120$ km) at the southeast end of Nigeria, when compared to the width of the continental shelf on the western coast ($\approx 30$ km) in Nigeria. This can shed some light on why the wave climate and tidal processes in the two regions are significantly different (as reported in the literature: Awosika and Ibe (1993), Awosika et al., (2000)).
Figure 2. Map of southern Nigeria coastline and continental shelf showing major cities, rivers, RDI ADCP moorings, QuickSCAT wind stations, and CTD stations. (Courtesy: Rider (2004)).

Figure 3 shows the bathymetry of the study site and the locations where some model calibration, validation, and verification data are available. The locations are indicated as JIP and Ekundu in the map.
Figure 3. Study site bathymetry and its proximity to locations of model validation data (JIP and Ekundu).

Ibaka is one of the active fishing settlements in Nigeria. Southeastern coastal region of Nigeria has a wider (= 120 km) continental shelf when compared to the western Nigeria continental shelf (= 30 km) (Awosika and Ibe, 1993; Awosika, 1994; and Awosika et al., 2000). Energetic waves (swells) from the open ocean break at a further distance before they get to Ibaka bay. This is one of the reasons boat mishap and wave breaking related hazards are minimized in Ibaka. The moderate wave climate, combined with continuously upwelled nutrient-rich waters (Ibaka coast is on the left and predominant wind direction is from the
south), makes Ibaka a home to fishermen. About 70% of Ibaka residents engage in fishing for livelihood and fishing activities account for 65% of Ibaka total annual revenue (BNRCC, 2011). Other major occupations of Ibaka people are subsistence farming and fuelwood production, which account for about 15% and 10% of Ibaka total revenue respectively.

Ibaka hosts one of the Nigerian Naval bases (Forward Operation Base, Ibaka). The Navy helps to secure Ibaka against external invasion and sea pirates. They also collaborate with civilian researchers to conduct some Oceanographic and environmental research in Ibaka and surrounding waters. Some fine resolution depth sounding data in Ibaka are archived by the Navy. Unfortunately, most of the data from the naval research are currently not available for public use. Some of these Ibaka near shore data are not classified but they are not processed into formats that can be assessed and used by the general public.

The project site also has an adjacent beach, The Ibaka Beach. The sediment on the beach is mostly coarse ($d_{50} \approx 0.32$ mm) sand. This shiny coarse sand gives the beach an aesthetic look. The beach is not yet developed for tourism and other recreational activities. The beach nourishment is an integral part of the deep seaport project. When the deep seaport is operational and the beach fully developed, the strategic location of Ibaka beach will make it the preferred vacation resort for both local and international tourists. The beach will bring substantial revenue to local communities and Akwa Ibom state government. For instance, a class project done in 2008 (Paul, 2008) by this author revealed that the United State Federal Government made a net profit of $700 for every $1 it invested in Miami Beach, Florida. Further details about the benefits of beach development and nourishment processes can be found in a paper by González and his colleagues (González et al., 2007). This study intends to look at alternative designs of the port channel and other structures that will have the least negative
impacts on the erosion of Ibaka beach and make recommendations to beach developers, stakeholders, and policy makers.

Akwa Ibom State International airport ( Ibom Airport) is about 40 Km North-West of this project site. Currently, Ibom airport has the longest runway (6 Km) in West Africa. It is the only airport in the West African sub-region designed with maintenance, repair and overhaul (MRO) facility. According to the official press release from the airport management in December 2013, the MRO facility (still under construction) was 90% completed. The anticipated completion date for all construction work at the airport is May 2015. Ibom international airport is scheduled to commence full operations by the third quarter of 2015.

A review of archival records of the British Colonial government in Nigeria, (1914 to 1960) shows that this natural deep seaport and harbor site in Nigeria was discovered more than a decade before Nigeria’s independence in October 1, 1960. There are documented evidences that the British pre-colonial administrators had recommended Ibaka bay for prioritized investments in port-related activities in Nigeria (AKSG Official Site, 2012). Due to political and other vested interests, such recommendations had been ignored and more public funds were channeled into ports and harbors developments in locations where such infrastructures require huge initial capital investments and are also more expensive to maintain. Also, some lives and goods (worth millions of dollars) that have been wasted on Nigerian ports can be attributed entirely to siting of such ports in hazardous locations.

Moreover, the dredged drafts in existing ports in Nigeria cannot support high tonnage vessels (> 100,000 Dead Weight Tonnage (DWT)). Extra costs are incurred by offloading these high tonnage vessels in high seas. All the costs incurred in this long chain of products delivery are transferred to the final consumers. Nigerians and citizens of other neighboring countries
(Cameroon, Equatorial Guinea, Garbon, Benin Republic, and Togo) will soon overcome these additional costs in business, as the successful completion of Ibaka deep seaport project will provide a long-term solution to these problems.

Apart from the additional cost, there are many safety issues with offloading ships in high seas. Most of the reported cases of water pollution in Nigerian coastal waters (outside the Niger Delta region where major Oil and Gas Producers spill crude oil into the coastal waters with impunity) are directly linked to offshore offloading of high tonnage vessels. Sometimes the unpredictable nature of waves can destroy the offshore moorings that keep these vessels in place during the offloading operations, and the oceans consume the goods in that vessel. Some tankers spill their contents and/or intentionally wash and drain their tanks into the water and pollute it during offloading in high seas (NPA, 2012). These pollutions have grave consequences on fish production and harvesting in Nigerian coastal waters. The health conditions of people who consume these poisoned fishes are also a major concern.

There have been some reported cases where vessels have been lost to ocean waves due to prediction errors in Nigerian territorial waters. These have resulted in economic losses amounting to millions of dollars. Another consequence of this forecast error (which is often overlooked) is the environmental hazard posed by these lost vessels. The ocean currents sometimes drift the vessels, or their parts, into navigation channels or routes, thereby grounding subsequent vessels on that route (NPA, 2013).

There is need to investigate all physical factors associated with circulation and sediment transport/bed morphological changes in Ibaka deep seaport site and Ibaka beach. Detailed scientific studies should be conducted to provide adequate knowledge of the dynamics in the domain. A better understanding of these processes will lead to a cost-effective
port and harbor design. A detailed documentation of the benefits of committing resources to improve existing Oceanographic techniques for better infrastructural designs can be found in Flather, 2000 and Panigrahi et al., 2009. Several studies (Moeini and Etemad-Shahidi (2009), Lin et al. (2002), Ris et al. (1999), etc.) have confirmed that slight perturbations in physical forcing can significantly upset the equilibrium state of an estuary. Thus, it is pertinent to devote resources (time, financial and human resources) to identify the dominant physical forcing mechanisms of circulation in Ibaka bay. Scientific and Engineering experiments must be conducted to evaluate how the port infrastructures would alter the current or existing circulation patterns. These experimental outcomes should guide the final design and construction of the deep seaport infrastructures.

The motivation for this study is my desire to properly understand and provide improved information on Ibaka bay wave climate, circulation and sediment transport/morphological changes. This information and data will facilitate the proper planning, design, construction, maintenance, and operation of the proposed Ibaka deep seaport. This study also aims at developing a predictive or operational model for waves and transport processes in Ibaka. This kind of study has never been done in Ibaka by any investigator. The main challenge of the predictability aspect of this study is the acquisition of long record, high-resolution data for detailed model verification.

The hypotheses for this study are:

1. Wave forcing has a significant influence on the circulation pattern and sediment processes in Ibaka bay.

2. Port infrastructures will refocus wave energy and alter the prevailing circulation patterns in Ibaka bay.
3. Tidal modulation of the refocused waves will erode the adjacent Ibaka beach and transport sediment into the dredged ship channel and harbor on annual time scales.

_The goal of this study is to provide answers to relevant scientific and engineering questions, formulated in the above hypotheses, and then recommend a seaport channel design that will preserve adjacent Ibaka beach, have the greatest cost-effective channel maintenance cost, and still keep the local fishermen in business. This study comprises three components: field study, numerical experiments, and data analyses._

This dissertation is organized in the following sequence. Chapter two reviews some literature related to wave, current, and sediment processes in coastal oceans. Chapter three focuses on detailed methodology used in carrying out the research. Chapter four assesses the sensitivity of forcing functions on model predictions. Chapter five presents the results of the physical and numerical studies. Discussion of the results is done in chapter six. Chapter seven provides a summary of conclusions and recommendations for future studies in Ibaka.
The bathymetry and water depth exert major influence on nearshore wave transformation. Although high winds can increase wave height, the nearshore wave heights will adjust to local water depth immediately through breaking. Other important factors controlling coastal wave climate are exposure to offshore wave height, coastal steepness, site geometry, and tidal range (Haller et al., 1997; Ajao and Houghton, 1998; Booij et al., 1999 and Ris et al., 1999). However, if the coastal bathymetry profile is complex, modeled wave energy climate could entirely depend on which output location within the model domain is selected (Eckart, 1952; Booij et al., 1985; Dean, 2001; Fredsoe and Deigaard, 1992; Nielsen, 1992; Geeraerts et al., 2009).

Brown and Wolf have demonstrated the importance of including surge in nearshore models with non-uniform bathymetry (Brown and Wolf, 2009 and Wolf, 2009). Their result showed that negligence of surge in the model, in areas where surges are significant, could give a very inaccurate representation of waves and current patterns in the region.

Proper representation of major driving forces is essential for effective model predictions. The JERICHO (Joint Evaluation of Remote sensing Information for Coastal defense and Harbor Organizations) project found that tide estimation affects SWAN model output more than any other source of error in boundary parameter specification in their research domain. The JERICHO project also found that coastal wave heights are mostly limited by local water depth; hence increasing offshore wave heights do not have much additional wave impact at the coasts of most nearshore study sites (Wolf, Hargreaves, & Flather, 2000). However, the
JERICHO project did not quantify the impact of radiation stress associated with the waves on long shore transport and rip current generation near the coast.

The SWAN (Simulating WAves Nearshore) wave model employed in this study is a spectral wave model, which cannot simulate diffraction around obstacles explicitly. Herman et al. in 2002 as reported in Holthuijsen et al. (2004) developed an approximate diffraction algorithm for use in spectral models. It is important to point out that this so-called approximate diffraction formulation was phase decoupled. Since the incidence and diffracted/reflected waves in this model did not have phase coherence, this formulation cannot be applied in domains where nodal wave patterns (standing waves) are significant. This limitation of approximate diffraction formulation was also found in the parabolic approximation to the phase-resolving mild slope equation (Berkhoff, 1972; Panchang et al., 1990). Lin and his colleagues tested the inclusion of reflection and diffraction as well as wave-current interaction in WABED wave model (Lin et al., 2006). They found better agreement with laboratory data within the wave and current conditions the model was evaluated. Booij (2012) included Herman’s approximate diffraction formulation in SWAN and compared the output with typical SWAN output and data from Yu et al. (2010). Booij concluded that although model results with the inclusion of approximate diffraction agreed better with data, the added complexity (due to the diffraction module) might not be justified if the model domain of interest has little or a few obstacles.

The modifications of nearshore circulation due to the presence of waves had been studied and quantified by some researchers (Stive and Wind, 1982; Horsburgh and Wilson, 2007; and Zhang and Liu, 2009). These investigators based their works on radiation stress theories developed by Longuet-Higgins and Stewart (1960, 1961, 1962, and 1964). The
researchers concluded that the excess flux of horizontal momentum due to wave breaking and other transformations in nearshore regions could be a major driver of the nearshore circulation on varied time and spatial scales. Stive and Wind assessed the non-linearity of the radiation stress concept while Zhang and Liu extended the concept to standing waves and then included the new derivation in modeling sediment transport in nearshore regions. Nonlinear wave-current interactions explained a significant variation in sediment transport patterns in shallow water in Zhang and Liu’s experiment.

Rider and Ewa-Obodo had identified tides as the major forcing component that modulates waves (both the locally wind-generated waves and incoming offshore swells) and other circulation forcing functions in the Cross River estuary (Rider, 2004; Ewa-Obodo, 2012). Previous field studies and data analyses had revealed that tides in most Nigerian coastal waters are predominantly semidiurnal. The major tidal constituent was found to be $M_2$ with a period of 12.42 hours (Rider, 2004; Houghton; 1976, Picaut, 1983; Ibe and Quelennec, 1989; Awosika et al., 1993; Awosika and Ibe, 1994; Awosika, 1995; Folorunsho and Awosika, 1995; Awosika et al., 2000; Folorunsho, 2006 and Williams and Benson, 2010). Some of these studies had documented that $M_2$ tidal constituent account for more than 50% of tidal energy in the eastern continental shelf in Nigeria. Most of these studies were conducted by field experiments and some site-specific measured water surface elevation had been published. The interested reader can use these surface elevation data to extract the tidal constituents and see which of the constituents dominate over the others.

A review of available literature shows that several efforts had been made by researchers to employ low-cost Lagrangian drifters to study circulation and dispersion of constituents in coastal shallow waters. Some investigators used passive drifters (Pape and
Garvine, 1982; Ebbesmeyer and Coomes, 1993; Brooks, Personal Communication) while others use active drifters (George and Largier, 1996; Johnson et al., 2003; Perez et al., 2003; Austin and Atkinson, 2004) in acquiring surface circulation data. Passive drifters do not have the facilities to transmit sampled data to land station for archiving whereas active drifters were equipped with periodic data transmitting facility. Some of these authors borrowed their drifter design from a manual by Sybrandy and Niller, 1990.

The cost of most active drifters in the market was high (≈$4,000.00 per piece) and far beyond the budget of this study. I decided to design and construct locally made low-cost surface drifters for this work. Austin and Atkinson’s work (Austin and Atkinson, 2004) on design and construction of low-cost drifters served as a guide to my drifter design for the field experiment. Austin and Atkinson used Garmin GPS RINO 110 series, as the electronic facility, in their surface drifter construction. An external timing circuitry was required in their design because of fewer facilities available in Garmin’s RINO 110 series when compared to Garmin’s RINO 120 series (used in this study). The effective transmission range of the RINO 110 GPS was 1.2 kilometers (0.75 miles) and the data transmission to ground station equipment was done every 4 minutes. This transmission range placed a limit on the use of RINO 110 series based drifters for sampling circulation data in nearshore waters. The four minutes time resolution was also coarse. Some fast varying currents were not sampled. Data storage and battery capacity of the RINO 110 series GPS were also low. Periodic survey of the study domain was required to obtain periodic fixes on the drifters to facilitate their recovery. Time and location information on these drifters were downloaded after the recovery of the drifters. If the drifter were lost to the open ocean, no data at spatial extent beyond a radius of 1.2 km (0.75 miles) would be
available. Garmin RINO 120 series transceiver that was used for this study overcame these limitations of RINO 110 series.

Sediment transport predictions are very sensitive to model input and forcing functions. Different model formulations have their merits, demerits, and varying levels of uncertainties. Getting accurate measurement of waves, current, and sediment data near the seafloor is a herculean task. This makes it very difficult to validate and verify sediment models. Several authors and sediment modelers (Soulsby, 1997; Shapiro et al., 2004; Soulsby and Clarke, 2005; Morteza et al., 2006; Balson and Collins, 2007; Sivakholundu et al., 2009; Carbajal and Montano-Ley, 2011; Kranenburg et al., 2011; Sandra et al., 2011; etc.) have documented their model agreement with existing data. Most verified sediment models have reasonable agreements with data qualitatively (but quantitatively deviate by a factor of 2 on the average). Some of the referred authors ascribed the observed low model skill (low coefficient of determination, \( r^2 \), between model output and data) to factors such as inaccurate representation of wave streaming, Stokes drift, residual tidal current direction, and wave velocity asymmetry and acceleration skewness. Even the ground truth data used to verify the model performance also have a high level of uncertainty in the accuracy of the measured data.

Soulsby (1987) suggested that long-term sediment transport could have a very different direction from the residual current because of observed wave stirring effects and non-linear relationship of the sediment flux and current speed. Thus, Soulsby opined that current speed and direction should not be used as a proxy for sediment transport pattern without site-specific experimental verifications. In emphasizing the importance of accounting for small-scale non-linear processes in accurate prediction of sediment transport/ morphology, Soulsby stated that
these sub grid non-linear processes could cause chaotic behavior in sediments similar to the randomness observed in weather due to small perturbations in atmospheric forcing functions.

Komarova and Newell (2000) investigated the processes affecting the formation of sand banks. They found that these bottom features were caused by the interaction between the tides and sea floor in their study domain. They identified two mechanisms responsible for the generation of sand banks and sand waves as: “linear instability and non-linear coupling between long sand banks and short waves”. Their results depicted that the coupling of long sand banks and short sand waves was the major contributor to the generation and evolution of sand banks. This study revealed that long wave modulation of smaller waves is an important forcing function affecting bottom processes in near shore regions.

Balson and Collins (2007) observed that the strongest (but short duration) currents and very large waves did not make significant contributions to the long-term sediment transport in their study location. They suggested that the transition region between storm induced processes at the coastlines and non-linear wave-current interaction process in the offshore region could be the more focused research area in sediment dynamics for a better understanding and prediction of these processes.

Kranenburg et al. (2011) determined that real wave streaming was not the only major process that contributed to onshore sediment transport in flume experiments. These authors also realized that vertical advection of sediments in flumes played a lesser role to onshore sediment transport when compared to the contributions from additional onshore current due to real wave streaming. Interestingly, the authors found that horizontal gradient in horizontal sediment flux due to real wave contributed significantly (same order of magnitude) to sediment
transport as the real wave streaming. Therefore, real wave streaming should be included in sediment models as a spatially varying quantity.

In order to achieve longer channel dredging windows in near shore harbors, sediment exporting channel design (ebb-dominated transport) is desirable since it avoids long-term buildups of sediments towards the upstream section of the channel (Sivakholundu et al. (2009)). Sivakholundu et al. also found that channel designs for extended dredging windows required the longitudinal gradient of the transport rate to be minimized as much as possible. These authors did not quantify the cost implications of minimizing the along channel transport rate gradient.

Kaihatu et al. (1989) found that alternative designs of the entrance channel could minimize wave impacts at Morro Bay, California. Morro Bay had recurring incidence of wave-induced damages (including death of experienced fishermen and other bay users). The wave model they use, RCPWAVE, confirmed some observations reported by the U.S. Army Corps of Engineers (USACE), Los Angeles, 1988. Hence RCPWAVE could be used to predict wave-induced processes in the bay with high level of confidence. Analyses of the USACE reports showed that the location of incident wave breaking (relative to the Morro Bay entrance channel) correlated positively with the number of catastrophic incidence recorded in the bay. This study came up with alternative channel designs that could shift locations of wave breaking further offshore and thus minimize wave-induced damages in the bay. These alternative channel designs increased dredging cost but could save some lives and properties if fully implemented. The scope of the project did not cover analysis of benefit-cost implications of executing the recommendations contained in that report.
Many researchers have identified bed shear stress as the main hydrodynamic parameter that controls transport of sediment in nearshore regions (Grant and Madsen, 1979; Sleath, 1990; Soulsby and Clarke 2005; Van den Boogaard et al., 2009b; Humbyrd and Madsen, 2010; Van der A, et al., 2010; O’Donoghue and Van der A, 2012). Bed shear stress is defined as the frictional force per unit area, imparted to the seabed by the flow or current. Accurate model predictions of near bed sediment processes depend heavily on the proper parametization and/or calculation of the bed shear stress. Sediment transport formulations using bed shear stress are preferred to the ones using mean stream velocities.

The feedback effects of sedimentary processes on bed shear stress had been examined by a couple of investigators (Sheremet and Stone, 2003; Quaresma et al., 2007). They found that bed roughness specification was a critical parameter in the accurate determination of bed shear stress in sediment models.

Oumeraci (1999) assessed the strengths and limitations of physical modeling and then evaluated the usefulness of physical modeling to numerical experiments. Other researchers have emphasized the importance of composite (combining theoretical, physical and numerical modeling) modeling for engineering designs and analyses (Van den Boogaard et al., 2009; Van den Boogaard et al., 2009b; Sutherland and Obhrai, 2009; Barthel and Funke, 1989; Booij and Holthuijsen, 1987; Elgar and Guza, 1985; Birkemeier and Dalrymple, 1975).

Proper parameterization of the sub-grid scale processes in hydrodynamic and transport models is a vital aspect of the modeling work. Good agreements of model result to data or theoretic solutions are highly dependent on how accurate these small-scale processes are calculated. Gent and his colleagues have some publications with a large number of references on this subject matter (Gent, 2011; Gent et al., 1995).
CHAPTER III

METHODOLOGY

This study has three major components: field study, data processing and analyses, and numerical modeling using NearCoM-TVD as the base model. The methods used to conduct these three components of the study are described in the following paragraphs.

FIELD STUDY

The field experiment was designed to obtain forcing, calibration, validation, and verification data for the NearCoM-TVD numerical model. Low-cost (and/or disposable) surface drifters were designed, constructed, and then deployed to sample surface current data in Ibaka estuary, along the Nigerian southeastern coastal waters. The surface drifter construction followed the design of drifters used in previous estuarine work by my advisor, Dr. David Brooks (Figure 4). The major modification to Brooks’ surface drifters was the inclusion of data transmitting facility from the estuary to land stations. With this new facility, Brooks’ passive prototype drifter was upgraded to an active surface drifter. The major difference between a passive drifter and an active drifter is that data from an active drifter are backed up whereas passive drifters have no backed up facility. The difference is mostly felt if certain events occurred suddenly and the drifter is lost to the open ocean. In such circumstance, all efforts will have been wasted if a passive drifter was deployed since none of the sampled data can be retrieved. For an active drifter, at least all the data transmitted (at specified frequencies) to the ground station could be retrieved. The experiment was carried out in December 2012. Garmin
RINO 120 series Global Positioning System (GPS) formed the electronic system of the surface drifters.

Figure 4. Sketch of the surface drifter used in the field experiment. The flag is for easy identification and recovery purposes. The GPS unit encloses the electronic system in a watertight compartment. The float prevents GPS from being submerged in water. The ballast ensures that the drifter is always floating on the water surface.

The RINO 120 GPS series includes a two-way radio (transmit-receive) capability with 30 transmission channels (14 Family Radio Service (FRS) channels on 462.5625 to 467.7125 MHz, 8 General Mobile Radio Service (GMRS) channels on 462.550 to 462.725 MHz, and 8 GMRS
repeater channels). The radio is also equipped with 38 squelch codes that allow selective blocking out of some unwanted transmissions. It transmits by line of sight (LOS) operation (signals radiate in a straight line from the transmitting antennas to the receiving antennas, hence the antennas should not be blocked by waves or submerged in water) with a maximum transmission range of 8 kilometers (≈5 miles). It has an internal storage that can store up to 4096 acquired position points (enough to store position information sampled at 15 seconds over a semi-diurnal tidal cycle). The user can specify the sampling frequency (that best suits the experiment) in RINO 120 series. With proper tuning of the channels, RINO 120 can transmit its position (at user-specified frequency) to another RINO 120 that is tuned to the appropriate frequency band (using the channel and squelch codes). The RINO 120 GPS transceiver uses three 1.5 Volt AA alkaline batteries which can last up to 15 hours in continuous operation of the device. This battery life was sufficient to acquire and transmit position (longitude and latitude) and time data throughout one tidal cycle (semi-diurnal tidal regime) in my study domain. The GPS can determine positions to an accuracy of 3 meters. This functionality made the RINO 120 GPS package an ideal instrument for the field study because Ibaka bay has a comparable radius as the RINO 120 transceiver range. The average cost of building one surface drifter unit was $200. This cost was within the budget for this study, thus a total of ten (10) surface drifter units were built for this study.

The drifter casing and drogues were designed such that their combined resonant buoyancy frequency was higher than the frequency of the energetic part of the wave spectrum in the study region. This was to ensure that the drifter always stayed on the surface of the water. With the relatively high buoyancy frequency, the drifters will not be displaced
significantly from their neutrally buoyant positions by the passage of the low frequency waves.

Using the formula:

\[ f = \frac{1}{2\pi \sqrt{\left(\frac{L}{g}\right) \left(\frac{\rho_c}{\rho_0}\right)}} \]  \hspace{1cm} (1)

where \( f \) is the resonant buoyancy frequency, \( L \) is the length of the cylindrical PVC pipe, \( g \) is the gravitational acceleration, \( \rho_c \) is the density of the PVC pipe, and \( \rho_0 \) is the density of the ambient fluid (Ibaka bay water in this case); \( f \) turned out to be \( \approx 0.7 \) Hertz (faster than the site’s energetic wave frequency of \( \approx 0.15 \) Hertz, as estimated from the analyses of TOTAL data obtained from the System of Industry metocean data for the Offshore and Research Community (SIMORC) archive).

The field experiment was designed such that the drifters were released at different stages of the tide and at different spatial locations within the bay. The drifters would then be monitored over complete tidal cycles. Some local fishermen in Ibaka were consulted and engaged in tracking the drifters so that they did not drift into the open ocean and get lost. After a few complete tidal cycles, the drifters were recovered. Time and position data acquired by the Garmin (RINO 120 Series) Global Positioning System (GPS) with two-way radio devices were downloaded to the computer via RS232 DB9-pin serial adapter (note that RINO 120 GPS comes with DB9 female adapter and most modern laptop computers (including the ones used for this study) are also equipped with DB9 female or 15-pin adapters; in such cases an RS 232 to USB converter is required to download the data). The downloaded data was further processed into current and circulation data using first order difference operator. Alternatively, the surface
circulation of the bay can be plotted directly from the Garmin RINO 120 GPS via the menu option, ‘Track’.

Five surface drifters were deployed at different stages of the tide and different spatial locations within the bay on December 17, 2012. Some local fishermen were paid to use their fishing boats and monitor the drifters so that the instruments were not drifted into the open ocean and lost (in case of a sudden surge event). Most importantly, the engagement of the local fishermen was to ensure that the local residents secured the drifters against theft. Figure 5 shows the surface drifter while figure 6 shows one of the local fishing boats used in tracking the drifter positions in Ibaka bay during the December 2012 field experiments.

Figure 5. Prototype surface drifter used in sampling surface current in Ibaka bay (December 2012). Garmin RINO 120 series GPS is housed in the white plastic seal on top (Courtesy: Dr. Brooks)
Figure 6. Local fishermen using their fishing boat to monitor surface drifters deployed in Ibaka bay.

However, the field experiment did not go as smoothly as planned. Some aggrieved local residents obstructed the exercise by removing some drifters that were deployed to sample the currents out of the bay. The local ‘boys’ claimed that they were not involved in the deep seaport project implementation. They informed me that none of the phases of the project has sought any input from them. They said that no role has been set aside for them to play in the project execution. Their large acre of land was snatched away from them without any form of compensation. No alternative means of livelihood is planned for them since the port infrastructures will obstruct their fishing terminals and route to the open sea. They sought to
know how they would benefit from the proposed Ibaka deep seaport project. They vowed to continually obstruct all projects on the site as long as the project development partners fail to identify them as major stakeholders on the project.

The ugly situation was aggravated as some Ibaka residents erroneously portrayed me as the Akwa Ibom State government representative on the planning and designing phase of the project. They considered the field campaign as being funded by the state government and then they decided to seize the surface drifters to register their protest. Those who were ignorant of the drifters’ function might have stolen some of the missing deployed drifters. This incident hindered the progress of my field experiment as it took a few days to re-negotiate with the local dwellers and retrieve some of the seized surface drifters.

I put in all time and other resources in my disposal into the scientific/engineering design of the experiment. I failed to look at the human aspects/contributions to the success of the experiment. If I had thoroughly searched the literature of previous investigators (conducting environmental research in similar terrain), I would have been well armed to handle the challenges I faced during the exercise. For instance, Awosika et al. (1994) reported that fishermen just because of the aesthetic worth of the drifters collected most drifters his team deployed into the shelf waters off Nigeria. Also during the Joint Industry Project (JIP), by some major Oil and Gas companies in Nigeria, in 2000, local fishermen also removed most of the surface drifters deployed, as reported in Rider (2004).

Adequate resources should be committed to develop effective communication network in coastal areas (such as a broadcast email system, broadcast text messaging system or town crier communications system in areas without modern communication facilities) to ensure that every stakeholder and interest/pressure groups are on the same page, before embarking on
field study. It is a truism that all scientific and engineering research studies share one fundamental objective in common: “a better understanding of the system processes which will translate into improved living conditions for mankind”. With this objective in mind, no amount of resources can be tagged a waste, if they are used to inform, educate, and restore confidence of the local residents and integrate them as partners in the research program. Effective communication is needed for a successful project everywhere in the world as documented by Lawrence Patella in his opening remarks at the Midwest Chapter Meeting of Western Dredging Association in St. Louis, Missouri. “... I also find it bothersome that in today’s Global economy, most are un-aware that if for some reason we were unable to dredge so that “Ships May Pass”, shelves in grocery and other commercial outlets would be empty in a relatively short period of time (excerpt from opening remarks by Larry Patella, Executive Director for Communications, Western Dredging Association (WEDA), in St. Louis, Missouri on April 17, 2013).

Nevertheless, I gained a lot of knowledge of the physical processes driving circulation in Ibaka during the field experiment. My interactions with the local fishermen gave me an idea and estimates of the dominant wave directions, significant wave height (SWH), typical tidal range, seasonal changes, and the sediment characteristics of Ibaka bay. Significant wave height is defined as the average of the highest one-third of waves in a wave group. This knowledge will be vital in qualitative validation of the numerical model, especially when maps of extreme events are analyzed. Also, I transformed some of these challenges into a rare opportunity where I educated the local residents on the benefits that an operational deep seaport project will bring to their community. I enlightened them on the type of job opportunities they will have as well as other indirect revenues, such as improved market for their produce, which will accrue to them. I was able to re-establish and build trust (which was lost due to long years of
negligence) between Ibaka residents and the state government. This achievement was measured by the way the residents shifted their ground and released the surface drifters in their possession. They pledged never to obstruct work in the site again as long as they are properly informed before the commencement of such work. A cordial relationship has been established between my research team and the Ibaka community.

My field study research team comprised myself, as the Principal Investigator (PI), and some undergraduate students of Akwa Ibom State University (AKSU), Nigeria. The undergraduate students were drawn from the Naval Architecture, Marine Engineering, and Ocean Science Departments. The AKSU students assisted me in assembling the drifters (cut the PVC pipes, housed the Garmin RINO 120 GPS unit in waterproofed container, and fixed the drogues). The students were excited to learn how to construct equipment that can sample currents in the estuary using simple everyday materials they play around with in the laboratory.

One of the most successful and exciting part of this field campaign was the engagement of some undergraduate students in Akwa Ibom State University. Some curious students asked pertinent questions about the working principle of the drifters during the construction phase. I answered all the general questions instantly and promised to address the technical questions on site, since I thought they would better understand the technical issues, when they were conducting the experiments on the field. The students developed keen interest for the project. Some of the students informed me that they would like to design a similar experiment and study other coastal estuaries for their final undergraduate projects.

The RINO 120 GPS FRS radio channels were carefully selected to ensure that the sampled data were correctly transmitted to the coastal stations. The maximum transmission range of the RINO 120 series radio is 8 kilometers (5 miles). The coastal stations were selected
to overcome this range limitation. Five GPS units were set aside for archiving the data on land. These land stations serve as a back-up data in the event that the drifter is drifted by severe wave event (such as storms) into the open ocean. The sampling rate was set to 15 seconds. Each set of drifter deployment and recovery was designed for a complete tidal period. The available tidal information showed that Ibaka bay has mixed tidal signal but with strong M₂ and S₂ semidiurnal constituent signals. The drifters were deployed at different tidal phases to examine the correlation of tidal phases with the current intensities in Ibaka.

Data were downloaded and circulation map plotted using the built-in algorithms of the Garmin GPS. Appropriate software from Garmin website was installed on the PC notebook computer to facilitate the processing of the data. The current information obtained from the experiment was used as part of the input to the SHORECIRC numerical model. Parts of the data were also used to calibrate, validate and verify the circulation model performance (skill) for the bay.

Akwa Ibom State University (AKSU), Nigeria, provided the major funding for these field experiments.

DATA PROCESSING AND ANALYSES

Global data archives were searched for bathymetric, waves, currents, and sediment data in Cross River Estuary. Cross River Estuary is located off the Gulf of Guinea on the eastern border of Nigeria. It has a length of about 200 kilometers (125 miles) and a maximum width of about 30 kilometers (18.8 miles) at the mouth of the estuary. Ibaka bay is part of the Cross River Estuary system and it empties directly into the open Gulf of Guinea. Some of the public data archives visited were the System of Industry Metocean data for the Offshore and Research
Community (SIMORC), Global Level of the Sea Surface (GLOSS), Nigerian Institute of Oceanography and Marine Research (NIOMR), Ocean Data and Information Network for Africa (ODINAFRICA), and the University of California, San Diego (USCD) TOPEX database for 30 arc second resolution bathymetry data. Figure 7 shows the distribution of sea surface elevation gauges for ODINAFRICA network.

Figure 7. Distribution of sea level gauges for the Ocean Data and Information Network for Africa (ODINAFRICA) project.
Waves, currents, and bathymetry data for the study site were extracted, downloaded, and processed into formats compatible with the different modules of the numerical model. Different tools (such as Python, Scilab, Matlab, etc.) were experimented with in this stage of the project. Matlab 2013a was finally chosen and procured by Oceanography Department at Texas A&M University. It was installed on the different machines that were used during the project. This Matlab served as the base software for all data analyses and visualization. Several Matlab routines were written for post-processing of the numerical simulation output results.

The 30 arc second (=927 meters) resolution bathymetric data were extracted from the TOPEX UCSD site in XYZ format (X for longitude, Y for latitude and Z for the water depth). Matlab codes were written to process them into matrices that can be read as input to both the SWAN and SHORECIRC curvilinear grids. Tidal surface elevation data were obtained from GLOSS and SIMORC. Routines were written to extract the dominant and representative thirteen tidal constituents: S1, O1, P1, Q1, J1, T1, K1, M2, N2, S2, R2, L2, and K2. These tidal constituents (period, amplitude, and phase) were used to initialize the offshore boundary of the circulation model, SHORECIRC, along the southern boundary. In the northern boundary, river fluxes were specified at three grid points (estimates of river fluxes were obtained from published literature, Ewa-Oboho et al, 2009). Spatially uniform, time varying wind velocities from two neighboring stations were extracted from the NOAA NCEP archive. This wind was used to initialize both the wave and circulation models. Another important boundary data for the wave model was offshore wave conditions. After testing with three different spectral densities (PM, Gaussian, and JONSWAP), a JONSWAP spectral density was selected for both the swells and wind wave boundary condition specifications. Previous studies have shown that JONSWAP partitioned spectrum was most accurate in representing the wave conditions in the Gulf of Guinea.
(Olagnon et al. 2004, Olagnon et al. 2013, Prevosto et al., 2013, Forristall et al. 2013, Ewans et al., 2013). Different parameters (significant wave height, SWH, mean period, \(T\), mean direction, \(\theta\), directional spread, peakedness (gamma, \(\gamma\)) were specified for multiple swells and wind sea conditions. Model sensitivity to the different forms of representation of boundary forcing is discussed in chapter 4. Swells arriving at the West African coasts have been identified to be mostly multi-peaked (Olagnon et al., 2004). Graphs of measured sea surface elevation, significant wave height and current magnitude are shown in figure 8.

Figure 8. Time series graph of measured sea surface elevation, significant wave height, and current magnitude near Ibaka bay. (Courtesy: GLOSS and SIMORC)
Much effort was spent in getting the forcing and validating data because of scarcity of published literature for Ibaka bay. Thus, the numerical experiment was designed to minimize all known and anticipated sources of errors. A recent review of the accuracy of wave models using significant wave height as the metric by Ardhuin and Roland identified forcing fields (initial and boundary conditions) as the largest source of error (about 60%) in models (Ardhuin and Roland, 2013). This recent research finding has justified the huge time investment to obtain all available data within the Cross River Estuary and the environs to force and verify the numerical model. Ardhuin’s review identified the following model sources of error, in diminishing order of importance: forcing fields (=60%), parameterization of source terms (=35%), and choice of numerical schemes (=5%) (Ardhuin and Roland, 2013).

NUMERICAL MODELING

Nearshore Community Model – Total Variation Diminishing (NearCoM-TVD (Shi et al., 2012)) software was chosen as the base model for the numerical experiments. NearCoM-TVD consists of three different modules coupled together: wave module, circulation module and sediment module. The wave module is Simulating Waves Nearshore (SWAN), (Booij et al. 1999); the circulation module is the curvilinear SHORECIRC (Shi et al., 2003); and the sediment transport module adapted for this study is the Soulsby total sediment transport formulation (Soulsby 1997). A seabed change module for morphological changes computations is also included as a subroutine in the sediment module. The seabed change module contains a morphology factor, which serves to extend the time period of seabed change calculations in a periodic manner. The three modules are run in feedback mode (two-way wave-current interactions between the wave and circulation models are accounted for). NearCoM-TVD
simulations account for the effects of wave-current and other nonlinear interactions in the model. The wave module computes the gradient of radiation stresses and volume fluxes. The circulation module accepts the gradient of radiation stress (known as wave force) as one of its inputs and calculates the currents. The currents are fed back to the wave module. These interactions transform both the wave and current fields at each time step of the simulation. The importance of resolving wave-current interactions in hydrodynamic models was assessed elsewhere (Osuna and Wolf, 2005).

SHORECIRC (Van Dongeren et al., 1994; Svendsen et al., 2003; and Shi et al., 2007) is a quasi-three-dimensional (Q3D) circulation model, which solves the two-dimensional, depth integrated, wave averaged, horizontal momentum and continuity equations numerically and then incorporates the effects of wave-induced vertical variation of the horizontal currents. The equation for the vertical structure of this horizontal current is solved analytically in SHORECIRC, using a constant eddy viscosity and the assumption of polynomial distribution of along shore (u) and cross shore (v) velocity profiles. The full vertical structure equations and solutions can be found in the NearCoM-TVD documentation and users’ manual (Shi et al., 2012). This process basically accounts for the effect of waves in the vertical structure of horizontal currents. This feature makes SHORECIRC more efficient (in terms of required computational resources) than other available three dimensional circulation models in non-stratified or well-mixed estuaries. SHORECIRC has been described as the preferred nearshore circulation model in well-mixed bays and estuaries (Svendsen et al., 2003 and Shi et al., 2011). Based on my study objectives and the available information I have gathered about the hydrodynamics of the study site, tidal mixing outweighs ocean stratification, hence NearCoM-TVD will accomplish my numerical objectives. Use of NearCoM-TVD will allow application of limited computational resources to conduct
much longer duration numerical model experiments than would have been possible if a fully three-dimensional numerical model were chosen for this research.

In order to minimize the error associated with offshore wave boundary conditions in the NearCoM-TVD domain, a nested computation approach was adopted. SWAN was run in a larger spatial domain (≈56 x 56 km or 0.5°x0.5°) as a standalone numerical simulation. The boundary data for the larger SWAN run was prescribed using parametric wave characteristics with a JONSWAP density spectrum. The bulk wave information (such as significant wave height, peak period, mean direction, and directional spread) was obtained from previous research reports in the Gulf of Guinea region such as ODINAFRICA publications. Since recent research findings by other investigators (e.g. Olagnon et al. 2013, Prevesto et al. 2013, Ewans et al. 2013, Forristall et al. 2013) have concluded that swells reaching the West African coasts from the Atlantic ocean are mostly multi-peaked, the wave system was partitioned to account for these multiple swell peaks. Thus, more than one JONSWAP spectral density (with appropriate parameters to represent swells and wind sea) was specified in each boundary location. This also ensured that appropriate shape parameters for the JONSWAP spectrum were specified for the multi-peaked swells and wind sea. All SWAN runs in this study use the third generation mode (3G). All wave models classified as 3G explicitly account for wave nonlinear interactions, and the shape of the wave spectral density evolves without constraints.

Computational grids for the simulations were generated with a FORTRAN program (for wave computations) and CoastGrid Matlab routines (for circulation simulations). CoastGrid is based on the adaptive grid generation method of Brackbill (Brackbill and Saltzman, 1982). SWAN and Curvilinear SHORECIRC used different curvilinear computational grids. The SWAN grid was generated with a FORTRAN program that was developed and implemented during this
project while the SHORECIRC computational grid was generated with the Matlab version of CoastGrid grid generation routines (Shi, 2013). Another Matlab code was written to transform the CoastGrid px2 (p is the length of mxn, where m is the number of grid points in the zeta (ζ) direction and n is the number of grid points in the eta (η) direction) output into a matrix format that could be read by the curvilinear SHORECIRC in the curvilinear grid. Figure 9 shows one of the CoastGrid-generated computational grids that was used in the simulations.

Figure 9. Curvilinear grid for NearCoM-TVD model. This grid was generated with CoastGrid matlab routines as described in the text.

The spatial extent of the nested NearCoM-TVD simulation domain is 22.265 km by 22.265 km (0.2° x 0.2°). Both curvilinear SWAN and SHORECIRC grids have 160 points in the
zeta, ζ, direction and 120 points in the eta, η, direction. The grids have the coarsest resolution of ≈100x150 meters in the offshore (southern) boundary of the simulation domain. The Ibaka bay coastal region and the dredged ship channel have the finest resolution of ≈20x25 meters in the zeta and eta directions respectively.

Several model sensitivity tests were run to evaluate the optimum computational grid resolution for the numerical experiments (optimum in this context is with respect to the tested cases). The major resource constraint that was considered in the choice of the optimum model grid resolution was the computational resource. Model output parameters used in this sensitivity evaluation were significant wave height (SWH), cross-shore and alongshore velocity components, and surface elevations. It was found that additional refinement of the computational grid beyond 160x120 points (ζxη directions) was a waste of the computational resources since the percentage improvement on the accuracy of output parameters was much lower (≈5% when the grid spacing was halved) compared to additional simulation time (≈800%) taken to complete each run. Simulation time is a direct measure of the SuperComputer central processing unit (CPU) Billing Units (BUs) consumed during simulations. Further refinement of grid spacing beyond 160x120 also increased the numerical diffusion of the processes simulated by the model. The next chapter (Chapter IV) is devoted to sensitivity analyses. Some results of what is highlighted in this paragraph and the next paragraph will be shown.

Sensitivity analyses were also carried out with other forcing functions. These helped to identify the major sources of error in wave predictions and then more efforts were channeled into getting the most accurate data available for those functions. These sensitivity analyses (discussed in the next chapter) were very helpful in determining the overall model uncertainties for the predicted processes in Ibaka (measured field data is scarce in Ibaka).
In some scenarios, the numerical model will be run with conditions comparable to conditions in which some analytical solutions exist (see Wang and Craig, 1993). Comparison of the computational results to the analytical solutions will provide an alternative means of evaluating the model. Once the model has been verified with acceptable confidence level, the model will be used, in hind cast mode, to study details of the different components of the processes affecting the hydrodynamics and morphodynamics of the bay. Due to paucity of data, Wang and Craig had reduced a complicated coastal ocean model to a simple analytic model and studied tidal circulation in the Hey River Estuary, Australia (Wang and Craig, 1993).

The wave module, SWAN, is a spectral or phase-averaged wave model that solves the wave action balance equation (Booij et al., 1999).

\[
\frac{\partial N}{\partial t} + \frac{\partial c_\sigma N}{\partial x} + \frac{\partial c_y N}{\partial y} + \frac{\partial c_x N}{\partial \sigma} + \frac{\partial c_\theta N}{\partial \theta} = S/\sigma \\
\]

where the wave action density is \( N = N(\sigma, \theta) = E(\sigma, \theta)/\sigma \) (\( \sigma \) is the wave frequency relative to the current and \( \theta \) is the direction angle), \( E \) is the wave energy density (which is not a conserved quantity in the presence of currents whereas \( N \) is conserved in the presence of currents), \( c_\sigma \) is the propagation speed in frequency space (Doppler shifting), \( c_x \) and \( c_y \) are respective \( x \)- and \( y \)-components of the group velocity of the wave and \( S \) is the source term representing the generation, dissipation, wave-wave interaction and wave-current interaction.

Both SWAN 40.91 (Booij et al, 2012) and NearCoM-TVD have been ported, compiled and linked on the Texas A&M University Supercomputer for the numerical experiments. SWAN (being a spectral model: spectral models do not have phase coherence of the waves) cannot explicitly handle diffraction around obstacles and breakwaters. Phase resolving models,
such as Boussinesq or mild-slope equation type models can be applied to shallower depth along the coast if surf zone details are required (Nwogu, 1993). An alternative formulation of Shallow water wave propagation model that attempts to intertwine the functionalities of the phase resolving and spectral models was described by Liu (Liu, 1994). However, Liu’s model cannot be applied efficiently to larger coastal domains.

Required inputs to SWAN are boundary spectra, bathymetry or water depth, and wind. Boundary wave spectra input to the NearCoM SWAN 40.51AB (wave-hydrodynamic coupled model that accounts for effects of wave-current interactions) will be provided by the stand alone SWAN 40.91 model output taken at the boundary points of the nested NearCoM domain. Model sensitivity to these input parameters will be examined.

Wave action density (calculated by SWAN) is simply the wave energy density per unit relative frequency, σ, (wave action density is conserved in the presence of currents whereas wave energy density is not conserved when currents are present). Jonsson (1998) gave a physical interpretation of wave action flux. The SWAN model is capable of predicting wave parameters, such as, significant wave height, set-up, wave direction, wave period, and radiation stress. It is most suited for modeling short-crested waves in nearshore regions. The model has been used extensively (and verified) for modeling waves in many parts of the world since it was released in 1999 (Wolf et al., 2000; Lin et al., 2002; Moeini and Etemad-Shahidi, 2009).

However, since the source terms of the model were empirically derived (with wider ranges of free parameters), some verification is necessary when using the model in a new project site.

Since my study attempts to test the hypothesis that wave forcing is a major factor in changing circulation patterns in Ibaka bay, the influence of the open ocean waves in the Gulf of Guinea need to be properly specified on the NearCoM computational domain boundaries. For
accurate wave information at the domain boundaries, SWAN 40.91 will be run (as a standalone model) in a larger domain (longitudes 0°E to 12°E and latitudes 1°S to 7°N) in the Gulf of Guinea to get the required waves information for boundary forcing of the nested NearCoM-TVD model. SWAN 40.91 will be forced by wind data extracted from the National Centers for Environmental Predictions (NCEP) and MyOcean archives. The nesting technique is portrayed in Figure 10. In figure 10 below, SWAN grid for transforming the deep-water wave field to the nearshore wave field is indicated by the “Larger SWAN domain”. The curvilinear computational grid is the yellow region called the “Nested domain”.

![Figure 10. A sketch of the nesting technique applied in the numerical experiment.](image)

Wave boundary conditions for NearCoM-TVD were obtained from large area SWAN run. Two different methods were used to apply the boundary conditions. First, the outer
boundaries of the nested NearCoM-TVD computational grid was made rectangular, and then
the nestout command was invoked in the output command of the nesting computation (nesting
run refers to the larger domain SWAN run while nested simulation refers to the combined
waves and circulation NearCoM-TVD runs) to get the spectral output for the entire nested
boundaries. Boundnest command was used in the SWAN input file of the NearCoM-TVD model
to apply the boundary conditions. The second approach was to take the spectral output at
different points along non-rectangular NearCoM-TVD boundaries using the commands points
and specout. These commands are described in the SWAN user manual. The second approach
provided more flexibility on the design of the computational grid – the curvilinear grid could
follow the coastal terrains exactly. The only downside of the second method was that the
number of interpolation of the boundary input parameters increased. Comparisons of
significant wave height output of these two methods indicated that the wave transformation in
the interior of the domain were similar. I chose the second method to specify the wave
boundary conditions in this study.

The inputs to NearCoM-TVD circulation model, SHORECIRC, were wind, wave, river flux,
and tides. A constant wind in space, but varying in time, was specified using a typical seasonal
average wind value from the Nigerian Institute of Oceanographic and Marine Research
(NIOMR) database for the Niger Delta Region in Nigeria. The time varying wind was formatted
in three columns for the following components: eastward-westward component, northward-
southward component, and average direction. The wave spectrum was obtained from the
larger SWAN run and applied to NearCoM-TVD as offshore boundary condition. Most parts of
the model lateral boundaries were land; hence waves were not specified on the lateral
boundaries. The river flux entered the domain from the northern boundary and was specified
using typical values from a local measuring station (Antia E., personal communication). The tides entered the model as tidal constituent parameters specified by their periods, amplitudes, and phases. Sea surface elevation data were obtained from the Global Sea Level Observing System (GLOSS). Tides were extracted from the sea surface elevation data and analyzed to get the required harmonics. The tidal harmonics analyses utilized the MATLAB version of DiMarco’s cyc_opt code (DiMarco, 2012 Class lectures) which uses the method of cyclic descent as given in Bloomfield, 1972. Thirteen tidal constituents were extracted and applied at the offshore boundary to force NearCoM-TVD model. Fortran codes were written to process the tidal constituents and river flux data into input file formats compatible with NearCoM-TVD curvilinear grids.

The sediment transport/seabed module used the same curvilinear grid as SHORECIRC. Two sediment modules were selected for the numerical experiments. These were Soulsby’s total load sediment transport model (Soulsby, 1997) and Kobayashi’s suspended load and bed load sediment transport model (Shi et al, 2012). After testing with different initial and boundary conditions, and sediment characteristics common in the region, it was found that Soulsby’s formula was more robust and better suited for the experiments. In this formulation, the total sediment load (both bed load and suspended sediment) is computed in one swoop (jointly) in contrast to Kobayashi’s technique, where bed load and suspended load are computed separately in different subroutines. The gross and net sediment transport are calculated and then the instantaneous seabed changes are evaluated. The interested reader is referred to “Dynamics of marine sands: A manual for practical applications” (Soulsby, 1997) for detailed derivation of the model equations. The inputs to the sediment module are hydrodynamic quantities obtained from SHORECIRC and the median sediment grain size. This sediment
predictive model has been used extensively in different coastal domains around the world (Soulsby and Clarke, 2005; Balson and Collins, 2007; Michael and Balson, 2007; Grunnet et al., 2008; Sutherland and Obhrai, 2009 etc.) to achieve good agreement with data. The model equations have been verified in a wide range of simulation conditions. However, being a semi-empirically derived model, the model needs to be verified in any given coastal domain it is applied. This is due to large ranges of free parameters (tuning coefficients) inherent in the model. The optimum or default coefficients might not give the best output result in some region; hence the modeler has to choose the parameters based on the conditions of his model domain.

The major input data to the sediment module were the sediment grain size distribution ($d_{10}$, $d_{50}$ and $d_{90}$), the bed roughness, bed wave orbital velocity, and bed shear stress. The sediment characteristics were specified based on in-situ measurement and previous published documents analyses. Wave orbital velocity and bed shear stress for the sediment transport module were obtained directly from the coupled wave and circulation modules. Due to limited computational resources available for running the coupled model for longer time periods (a few years’ time scale), a morphology factor was incorporated into the seabed level change module. The morphology factor extended the time period of the seabed evolution by the specified factor. For instance, if the actual simulation time is six months and a morphology factor of four is specified in the input file, then the resulting morphological changes will represent a two-year period. The underlying assumption in applying a morphology factor is that the processes causing the sediment transport in that region will have a periodic time period similar to the actual duration of the simulation. Unfortunately, there is no long term record of sediment transport or morphological changes in Ibaka bay to guide an objective determination.
of a morphology factor. Nevertheless, the morphology factor was carefully chosen to ensure that the accuracy of the model output was not significantly compromised. The morphology factor chosen for this experiment ranged between 4 and 10 (depending on the model resolution and duration of each run). The bed slope change was updated at every time step of the sediment transport calculations. This implies that the sediment module outputs fed back directly to the circulation model.

The most efficient and economical channel design is shown in Figure 11. The locations of the different stations used for the time series and statistical analyses are also indicated in the figure. Stations 1 and 2 are on the left and right flanks of the channel respectively while station 3 is in the center (deepest part) of the channel. These three stations were used to analyze the erosion and accretion of the ship channel. Station 4 is dedicated for analysis of the impacts of the ship channel on Ibaka beach and Tom Shot Island. Stations 5 and 6 are located on Ibaka bay. These two stations (5 and 6) are near the locations where the ship turning basin and other major port infrastructures will be built. The proposed 4-kilometer quay will pass through station 6 and joins Ibaka shoreline to the left of this station. Stations 7 and 8 are at the middle of the study area (they are located east of the dredged channel). Stations 9 and 10 are located in the northeast part of the study domain. These last two stations will be used to examine processes much further away from the influence of the ship channel.
Figure 11. Ibaka depth contour map showing the ten stations used for data analyses. Stations are designated S followed by the station number. White contour line indicates the main ship channel.

Runge-Kutta third-order adaptive time stepping scheme was chosen in the model configuration. The sediment module time step was made smaller than the wave and circulation modules time step to ensure that the sediment module was called at least once in every wave and current update. The flow chart for the numerical experiment is shown in figure 12 below.
Figure 12. Flowchart for the numerical modeling processes. The bed update was found to be small at each time step, thus it did not change the wave and current significantly. It was not necessary to restart the entire simulation processes when the bed was updated within a time step (as long as the morphology factor was within the range used in these numerical experiments).

An attempt was also made to modify some sections of the base model and then compared the results with available data and other previous work, especially some past field experimental reports within the spatial extent of my modeling domain. The first candidate for this modification was the sub-grid scale process such as the lateral dispersion in the hydrodynamic module. An alternative reasonable assumption was made to relate the parameterized term with the mean flow or another well resolved variable in the system. The newly formulated equation was appropriately discretized (using either the same numerical method or another compatible technique) and ported into the model to replace the existing sub-grid scale process. Some aspects of this new sub-grid scale modeling followed similar work done in Ocean
Modeling for Beginners and Advanced Ocean Modeling (Kämpf, 2009). Model improvements based on this modification was quantified using the relevant statistical techniques. The sub-grid space varying eddy viscosity did not show significant improvement in the model. Rather, it increased model simulation time substantially. The reason for this minor improvement after a Smargorinsky type of eddy formulation was included could be ascribed to the fact that NearCoM-TVD has a good lateral mixing built-in mechanism. This mechanism is called lateral dispersion in NearCoM-TVD.
CHAPTER IV
MODEL SENSITIVITY ANALYSES

In this chapter, the robustness of NearCoM-TVD model to forecast shallow water processes in Ibaka bay was tested. A general approach adopted in conducting model sensitivity studies is to vary only one input parameter at a time and observe the response of the system. By conducting this kind of study, the modeler understands the relative uncertainty each inaccurate model source term introduces to the overall model output errors. Our focus in this section is on the errors associated with the major forcing functions and grid resolutions. The major forcing functions (offshore waves, wind, currents, and bathymetry or water depth) will be isolated and perturbed (by varying degrees) to observe their impacts on selected model response variables (significant wave height, north-south velocity component, current magnitudes, and seabed level changes). This analysis is vital when assessing the errors in hindcast models as well as evaluating the reliability of model predictions.

Due to the dearth of data in Ibaka bay and its environs, the available input data will be perturbed with random fluctuations using MATLAB `randn` function generator as shown in equation 3 below. Statistical methods (such as mean, standard deviation, Analysis of Variance (ANOVA), and multiple comparison) will be applied to the time series of the model output response (such as significant wave heights (SWH or H_s)) to evaluate the significance of model errors due to variation of these input parameters. Those input functions with significant impacts, when they are perturbed, on model output will serve as a guide to estimate the errors in the overall model output.

\[ X' = X + \sigma \times \text{randn}(m,n) \]  

(3)
where $X'$ is the new pseudorandom matrix or array, $X$ is the original input data matrix or array, $\sigma$ is the specified standard deviation (e.g. 0.1, 0.5, 1, 3, or 5), and $m,n$ are the original data matrix or array dimensions.

In previous related studies, Plant and his colleagues found that resolution of some near shore bathymetries highly influenced the accuracy of wave and flow predictions (Plant et al., 2009). They found that uniform refinement of bathymetry for both the wave and flow models did not result in identical improvements on both model outputs. They recommended non-uniform smoothing of bathymetry for the various components (wave, flow, and sediment modules) of a near shore-coupled model.

Manian et al. had carried out further work in optimum bathymetric smoothing and developed an optimized bathymetric sampling procedure using Genetic Algorithm techniques (Manian et al, 2012). Their technique used the sensitivity of spatially averaged significant wave height model prediction to different bathymetric resolution to determine the optimum bathymetric resolution for a specific simulation objective. Their study aimed at providing experimental scientists with a reliable tool they can use to design optimum tracks for near shore bathymetric sampling. Their formulation was limited to specific wave events and cannot be applied in a general wave climate with reasonable confidence. Their paper contained some suggestions for improvement of the model for wider applications.

We started the sensitivity analysis with the computational grid resolution. The initial NearCoM-TVD curvilinear grid resolution was halved (offshore resolution reduced from $\approx 400$ m to 200 m) and other parameters were kept constant. Three model output parameters (significant wave height, current speed, and seabed level change) from the two computational grid resolutions were compared. This analysis was done for a one-year simulation period. There
was approximately 20% improvement in the model outputs (relative to data analyzed from SIMORC archive), but this improvement was at the expense of the scarce computational resources (computational time increased eight folds). The grids were further refined such that the offshore grid spacing was approximately 100 m and another set of simulations were carried out. The slight improvement (≈ 5 %) on model output was not commensurate with the huge additional computational resource required for simulations at this grid resolution. Figure 13 shows time series of model sensitivity due to grid resolutions for three parameters (SWH or $H_s$, current magnitude, and seabed level change).

Figure 13. Grid refinement plots for determination of optimum grid spacing. Black open circles and the black dash-dot line are data from SIMORC archive. SWH stands for significant wave height. This plot is for the 200 m optimum resolution discussed in the text. A morphology factor of four was specified for this simulation.
Also shown in figure 13 above are the significant wave height (SWH) data (black open circles) and current data (dash-dot line) from SIMORC data analyses.

Next, the input forcing functions and the bathymetry resolutions were varied (one function at a time) and run on each of the three different computational grid resolutions. The results, in figure 14, show that the sediment processes are sensitive to variations in offshore wave height (for offshore significant wave height > 1.0 m) but they exhibited less sensitivity to other forcing functions. When offshore significant wave height is below 1.0 meter, there is no seabed level change. These variations in different input forcing functions validated the earlier result that offshore grid spacing of 200 m was optimum resolution for these numerical experiments. Thus, the resolution with about 200 m spacing at the offshore boundary and approximately 50 m near shore was chosen as the optimum computational grid resolution for the entire experiments.

With this spatial resolution, SWAN integrates in 3 minutes time step with an accuracy of at least 99% in all wet grid cells. The circulation module, SHORECIRC uses adaptive time stepping scheme, although guided in some way by the wave model time step. The sediment module uses a smaller time step than the wave time step to ensure that it is called at least once during every wave update interval. This model configuration allowed up to a one-year duration run to be carried out within a day (24 hours) on the TAMU Super Computing facility with the parallel eight cores assigned to this project.
Figure 14. Sensitivity of sediment processes due to variations in offshore wave height. The significant wave height in this graph is reduced (compare with figure 13) by a factor of 0.8. This resulted in a seabed level change (reduction) of three orders of magnitude during the one-year simulation period. A morphology factor of four was specified for this simulation.

This aspect of the study gives guidance on which physical parameter perturbations have the greatest effect on model response. The knowledge gained in this analysis will help in proper planning, time and resource management while conducting this study. As a result, more effort was spent in getting the most accurate physical forcing data for the most sensitive input function, the offshore significant wave height. Also, the curvilinear computational grid was further refined in locations with comparative large errors during this analysis. This analysis will also guide efficient future field measurement campaigns in the bay. Efforts will be concentrated
on sampling data (at higher resolutions) at locations that exhibited high sensitivity to that particular input function. More resources will be committed to procure sophisticated and more accurate and precise instruments to measure parameters that have been identified in this analysis as the most sensitive to model response. These will help in further development and improved utility of this coupled model for Ibaka and other bays with similar characteristics.
The objective of this chapter is to show model results and also compare those results with available data. The next chapter will be devoted to the discussion of these results. Time series and maps of wave parameters (such as significant wave height (SWH), wave orbital velocities, mean wave periods, and wave force or the gradient of radiation stress), circulation output parameters (such as along shore and cross shore velocities, water surface elevation, and mean current magnitude), and sediment output variables (e.g. rate of sediment transport and seabed level changes) will be displayed. Critical bed shear stress will be calculated using the relevant model output parameters and fluid properties (see equation 4 below). Since the main theme of this dissertation centers around determining the most economical (without violating basic environmental laws) ship channel design for Ibaka deep seaport; there is need to understand the critical bed shear stress and the main processes governing the exceedance of this critical stress level in the bay. It is common knowledge that bed shear stress determines the mobilization of bottom sediments into the water column. After mobilization, the sediment could be transported either as suspended sediment load or bed sediment load. The minimum stress required for this mobilization is called critical bottom stress, \( \tau_b \). Bottom shear stress is usually parameterized in sediment models as a quadratic function of the depth-averaged velocity, \( U \).

\[
\tau_b = \rho C_d U^2
\]  

(4)
where \( C_d \) is the dimensionless drag coefficient that can be variable or constant with typical values within the range of \( 1 - 4 \times 10^{-3} \), \( \rho \) is the water density.

One intriguing result I have found is the relationship between wave energy (represented by significant wave height in this chapter) and sediment transport in the study area. Sediment transport will not occur if the offshore significant wave height (a measure of the wave action) does not exceed a certain threshold value. Several numerical tests carried out during this study revealed that significant wave heights must exceed 1.0 meter in the model domain before the resulting orbital velocities can mobilize seabed sediments into motion as shown in figures 15,17,19,21, and 23 for five different locations (Stations 1,2,3,6,and 10). Figures 16,18,20,22,and 24 show the corresponding stations’ wave transformation due to wave-current interactions and the cumulative seabed level changes over the entire simulation period (A morphology factor of four was specified for this run, thus the cumulative seabed level change is for a duration of four times the time period shown in the graphs). Opposing currents amplify the wave height (hence more wave action to initiate sediment transport for a given significant wave height, especially near the threshold value) while following currents tend to reduce the wave action. The effect of wave-current interactions in the model output results is most noticeable when the offshore significant wave heights are slightly below the 1.0-meter threshold value. The strength and direction of current interactions with the waves determine the initiation of sediment transport in the study area for significant wave heights within the range \( 0.9 - 1.0 \) meter.
Figure 15. Variations of offshore wave height effects on seabed changes in Ibaka bay at station 1. Seabed sediments are mobilized into motion when the significant wave height exceeds 1.0 meter. The resulting sediment fluxes either erode (negative seabed level change values) or accrete (positive seabed level change values) the seabed.
Figure 16. Effects of significant wave height on instantaneous and cumulative seabed level changes at station 1. The top panel indicates the effect of wave-current interactions on the significant wave height (Blue color is for SWAN output significant wave height which has no current feedback while the green line shows NearCoM-TVD output significant wave height). Middle panel shows the instantaneous seabed level changes (blue line) with the significant wave height overlaid (green line). Bottom panel shows the cumulative seabed change with the dash-dot green line (A morphology factor of 4 was specified for this simulation, thus the time duration for the cumulative seabed level change is ≈9 years).
Figure 17. Variations of offshore wave height effects on seabed changes in Ibaka bay at station 2. Seabed sediments are mobilized into motion when the wave height exceeds 1.0 meter. The resulting sediment fluxes either erode (negative seabed level change values) or accrete (positive seabed level change values) the seabed.
Figure 18. Effects of significant wave height on instantaneous and cumulative seabed level changes at station 2. The top panel indicates the effect of wave-current interactions on the significant wave height (Blue color is for SWAN output significant wave height which has no current feedback while the green line shows NearCoM-TVD output significant wave height). Middle panel shows the instantaneous seabed level changes (blue line) with the significant wave height overlaid (green line). Bottom panel shows the cumulative seabed change with the dash-dot green line (A morphology factor of 4 was specified for this simulation, thus the time duration for the cumulative seabed level change is ≈9 years).
Figure 19. Variations of offshore wave height effects on seabed changes in Ibaka bay at station 3. Seabed sediments are mobilized into motion when the wave height exceeds 1.0 m. The resulting sediment fluxes either erode (negative seabed level change values) or accrete (positive seabed level change values) the seabed.
Figure 20. Effects of significant wave height on instantaneous and cumulative seabed level changes at station 3. The top panel indicates the effect of wave-current interactions on the significant wave height (Blue color is for SWAN output significant wave height which has no current feedback while the green line shows NearCoM-TVD output significant wave height). Middle panel shows the instantaneous seabed level changes (blue line) with the significant wave height overlaid (green line). Bottom panel shows the cumulative seabed change with the dash-dot green line (A morphology factor of 4 was specified for this simulation, thus the time duration for the cumulative seabed level change is ≈9 years).
Figure 21. Variations of offshore wave height effects on seabed changes in Ibaka bay at station 6. Seabed sediments are mobilized into motion when the wave height exceeds 1.0 m. At this location, there is no seabed level change because the significant wave heights are below 1.0 m due to wave dissipation as the wave propagates towards the north end of the study area. Station 6 is the closest station to Ibaka harbor.
Figure 22. Effects of significant wave height on instantaneous and cumulative seabed level changes at station 6. The top panel indicates the effect of wave-current interactions on the significant wave height (Blue color is for SWAN output significant wave height which has no current feedback while the green line shows NearCoM-TVD output significant wave height). Middle panel shows the instantaneous seabed level changes (blue line) with the significant wave height overlaid (green line). Bottom panel shows the cumulative seabed change with the dash-dot green line (A morphology factor of 4 was specified for this simulation, thus the time duration for the cumulative seabed level change is ≈9 years).
Figure 23. Variations of offshore wave height effects on seabed changes in Ibaka bay at station 10. Seabed sediments are mobilized into motion when the wave height is about 1.0 meter. The resulting sediment fluxes either erode (negative seabed level change values) or accrete (positive seabed level change values) the seabed.
Figure 24. Effects of significant wave height on instantaneous and cumulative seabed level changes at station 10. The top panel indicates the effect of wave-current interactions on the significant wave height (Blue color is for SWAN output significant wave height which has no current feedback while the green line shows NearCoM-TVD output significant wave height). Middle panel shows the instantaneous seabed level changes (blue line) with the significant wave height overlaid (green line). Bottom panel shows the cumulative seabed change with the dash-dot green line (A morphology factor of 4 was specified for this simulation, thus the time duration for the cumulative seabed level change is ≈9 years).

Based on the offshore wave height threshold value for sediment transport in the study location, it was anticipated that storm events could cause a lot of damages to port infrastructures in Ibaka bay. Such anticipated damages could include regular filling of the ship channels, destruction of anchors and other mooring lines, fatigue impacts on the quay, and temporary suspension of operations in the seaport. However, historical analyses of available storm data indicate that over 90% of recorded storms in Cross River Estuary come from the
South-South-West direction (210° using the nautical convention) (Olagnon, et al. 2004). Tom Shot Island is strategically positioned to shield Ibaka bay from such storms. Also, the continental shelf extent (≈120 km) in the south-south region of Nigeria aids in breaking high waves that propagates from the South Atlantic Ocean towards the estuary. The bathymetric features of the study area also constrain the maximum wave heights that can reach the northern side of the domain. Bathymetric contour map is shown in figure 25.

Figure 25. Bathymetric contours of study area with respect to the local mean sea level. The ship channel is dredged to about 15 m.
Figures 26 to 28 show these maximum wave height limitations as the wave propagates from the offshore south boundary towards Ibaka bay. The deepest part of the dredged channel in these figures is 15 meters that can accommodate vessels up to about 150,000 DWT. Each of these figures is for a different wave height scenario.

Figure 26. About 3 m high swells coming from offshore into the study area are attenuated below 1.0 m before it reaches Ibaka bay. The geometry and bathymetric features of the bay dissipate the wave action (through depth-limited breaking, bottom friction and white-capping) such that no wave height above 1.0 m reaches Ibaka bay. Ibaka bay is situated between y-axis grid point 45 and 55. Flange in the title refers to the sloping flank of the channel. W/o channel means without channel while w/channel means simulation with the dredged ship channel.
The three representative offshore significant wave heights (shown in these figures) were chosen based on analyses of time series records of measured significant wave heights in the region. The end result of these combined processes is that Ibaka sediment processes are somewhat immune from offshore wave height variability. The graphs in figures 26 to 28 also demonstrate that the dredged ship channel reduces the wave action as the wave propagates towards the shore. Flange in the title of figure 26 refers to sloping flank of the channel.

Figure 27. About 2.2 m high swells coming from offshore into the study area are attenuated below 1.0 m before it reaches Ibaka bay. The geometry and bathymetric features of the bay dissipate the wave action (through depth-limited breaking, bottom friction and white-capping) such that no wave height above 1.0 m reaches Ibaka bay. Ibaka bay is situated between γ-axis grid point 45 and 55. W/o channel means without channel while w/channel means simulation with the dredged ship channel.
Figure 28. About 1.6 m high swells coming from offshore into the study area are attenuated below 1.0 m before it reaches Ibaka bay. The geometry and bathymetric features of the bay dissipate the wave action (through depth-limited breaking, bottom friction and white-capping) such that no wave height above 1.0 m reaches Ibaka bay. Ibaka bay is situated between y-axis grid point 45 and 55. W/o channel means without channel while w/channel means simulation with the dredged ship channel.

Nevertheless, if the main objective of this project to provide a safe harbor for high tonnage vessels (>200,000 DWT) is to be realized, we have to quantify the impacts of changing wave heights on sediment transport and bed morphological changes on the approaching ship channel when the channel is dredged further to accommodate vessels heavier than 200,000
DWT. This implies that the near offshore boundary of this study area has to be dredged to the required depth of about 18 meters (this draft is partly dependent on the design ship chosen). A contour map of the initial bathymetry of this domain in figure 3 above showed that there are some subsurface seamounts near the offshore boundaries. It is pertinent to investigate the relative contribution of these seamounts (which will be removed as a result of dredging to deepen the channel to desired depth to accommodate >200,000 DWT vessels) to the attenuation of the rarely (but probably) occurring storm waves directed towards Ibaka bay. Accurate quantification of the effects of this high wave energy (estimated to have a return period of five years, Olagnon et al., 2004) will provide reliable data for economic analysis of the benefits of this project to the state and other stakeholders.

In addition to the estimate of significant wave height of the storm wave, accurate knowledge of the duration of such storms will provide adequate data for quantitative analyses of its impacts on sediment transport in the study area. Measured and archived data on the duration of unusually high storm waves in Ibaka bay or the Cross River Estuary is lacking in the literature. The investigation of the impacts of storm duration on sediment processes will rely heavily on the coupled numerical model since it had been validated and verified to model and predict circulation and sediment processes in the study area with a high model skill (> 0.7). To minimize wild guesses on the maximum possible duration of irregular storm surges in Cross River Estuary, I have incorporated the estimate of time duration I obtained during my interactions with some experienced fishermen in Ibaka during the December 2012 field experiments. Figure 29 shows the significant wave height transformation after the channel was further deepened. The significant wave height attenuation in this figure is similar to the ones obtained from the previous graphs when the channel was only dredged to contain relatively
lighter vessels. Thus, the main concern for future deepening of the ship channel should be the dredging cost.

Figure 29. About 3 m high swells coming from offshore into the study area are attenuated below 1.0 m before it reaches Ibaka bay when the approach channel is further deepened to 18 m. The geometry and bathymetric features of the bay dissipate the wave action (through depth-limited breaking, bottom friction and white-capping) such that no wave height above 1.0 m reaches Ibaka bay. Ibaka bay is situated between y-axis grid point 45 and 55. W/o channel means without channel while w/channel means simulation with the dredged ship channel.

Attention will now be given to effects of changing wave heights on the bed shear stress (or drag force per unit area) in the study domain. Gardner discussed how intermittent focusing
of internal energy resulted in periodic re-suspension of particulate matter in Baltimore canyon (Gardner, 1989b). Based on the analysis of his experimental data, Gardner showed that, during late winter and early spring, re-focusing of internal tidal energy generated bed shear stress that exceeded a certain threshold value for suspension of particulate matter in the water column. Assuming a constant drag coefficient, $C_d = 1.4 \times 10^{-3}$, Gardner’s estimates indicated that an equivalent free stream velocity of about $0.28 - 0.32 \text{ ms}^{-1}$ (friction velocity, $u^* = 0.011 - 0.012 \text{ ms}^{-1}$) was required to trigger sediment suspension, of medium to coarse-grained sand ($d_{50}: 0.25$ to $1.00 \text{ mm}$), in Baltimore canyon. He opined that the identified process of sediment transport could inhibit filling of the submarine canyon during interglacial times.

Brooks followed Gardner’s approach in his work at Kennebec River of central Maine and obtained results that were consistent with Gardner's critical values of friction velocity, $u^*$ for initiation of sediment suspension (Brooks, 2014). Brooks further found that a lower critical stress ($\approx 0.11 \text{ Pa}$ or $0.11 \text{ Nm}^{-2}$, equivalently, $u^* \approx 0.01 \text{ ms}^{-1}$) was enough to suspend sediment in Sasanoa River. Further analysis revealed that Sasanoa River was dominated by fine sediments; $d_{50} < 63 \mu\text{m}$. Brooks used these results to explain why some locations of his study domain had exposed bed rocks.

Most of the areas in my study region have sediment in the medium grain size ($d_{50} \approx 0.27 \text{ mm}$) category. Gardner (1989b) showed that the velocity profile for a hydrodynamically smooth flow could be computed in two ways based on available measurements. These formulations are important to this study because they relate the free stream velocities with the critical shear stresses to initiate sediment transport. If there are measured velocities within the logarithmic law region (locations near the seabed where the logarithmic law or law of the wall is valid), then velocity profile is calculated using:
\[
\frac{u}{u^*} = 2.5 \ln\left(\frac{u^*z}{\nu}\right) \quad \text{..................................................} \quad (5)
\]

where \( u^* \) is the friction velocity, \( u \) is the mean free-stream velocity, \( z \) is depth above the sea floor, and \( \nu \) is the kinematic viscosity. If the velocity measurements occur in locations above the logarithmic law region, then quadratic stress law could be applied to get the critical bed shear stress as given below:

\[
u^2 = \frac{u^*^2}{C_d} \quad \text{..................................................} \quad (6)
\]

where \( C_d \) is the drag coefficient (\( \approx 1.4 \times 10^{-3} \) in smooth flow).

Since there were no velocity measurements in the logarithmic layer for Ibaka bay, the second formula (equation 6) will be used to estimate the critical bed shear stress using the mean free stream velocity obtained from the circulation model and TOTAL current meter measurements. Table 1 in Gardner (1989b) showed that the differences in erosion velocity calculated with the two formulas, for selected sediment grain sizes, were within 10%. The quadratic law consistently yielded a slightly higher free stream velocity than the logarithmic law for given grain size.

Using the formula in equation 6 and the study site sediment characteristics, it was estimated that a free stream velocity of 25.1 cm/s was needed to initiate sediment transport in most locations of the study area. We now make some plots to see if model output, based on the input sediment characteristics and flow regime in our study site, followed this empirical estimate. Figures 30 to 32 relate wave height, currents, and bed level change at stations 1, 2,
and 8 respectively. It is seen that the model does not perfectly reproduce the empirical estimates obtained using equation 6. This might be due to different processes contributing to the mean free stream flow rather than predominantly tidal currents that drove the mean flow in the region this formula was developed. Another factor that could be examined is the current direction. Since the wave and current interact in the model, the directionality of the current components might be an important parameter in determining initiation of sediment transport at some locations.

Figure 30. Graph showing the effects of variations of wave heights and currents on seabed changes at Station 1. w/oC stands for model run without the ship channel while w/C is for model run with the channel dredged. Green dash-dot lines in the bottom panels represents the cumulative seabed change over the simulation period. A morphology factor of four was specified for the sediment module. Note the scale changes on the axes at the different stations.
Also, the sediment characteristics in the particular locations where these outputs were taken should be analyzed closely. Specification of an average sediment size ($d_{50}$) for the model might not be sufficient to evaluate the relationship between the mean free stream and friction velocities. More in-situ measurements are needed to draw a definitive conclusion on the threshold mean free stream velocity that stirs sediment into motion in this study area.

Figure 31. Graph showing the effects of variations of wave heights and currents on seabed changes at Station 2. w/oC stands for model run without the ship channel while w/C is for model run with the channel dredged. Green dash-dot lines in the bottom panels represents the cumulative seabed change over the simulation period. A morphology factor of four was specified for the sediment module. Note the scale changes on the axes at the different stations.
Figure 32. Graph showing the effects of variations of wave heights and currents on seabed changes at Station 8. w/oC stands for model run without the ship channel while w/C is for model run with the channel dredged. Green dash-dot lines in the bottom panels represents the cumulative seabed change over the simulation period. A morphology factor of four was specified for the sediment module. Note the scale changes on the axes at the different stations.

The estimated erosion velocities are however correlated with the magnitude of the offshore significant wave height entering the study domain. The model result shows that mean free stream velocities of 25 cm/s are obtained whenever the offshore significant wave height exceeds 1.0 m. Figure 33 illustrates the correlation between offshore significant wave height and erosion velocity in the study area. The coefficient of determination, $r^2$, for these two variables was
0.76. The figure illustrates that a positive correlation exists between the two variables. To get a better understanding of what causes this pattern, we need to look at the parameters that were used to compute the free stream velocity. One parameter to consider is the drag coefficient. The drag coefficient was parameterized as a function of water depth in the model equation. In shallow water, the wave height is limited by water depth. Thus, it is not a surprise to observe this pattern, especially as it is also a direct variation. Our main focus here is the effects of these processes on the sediment transport and bed morphological changes in the channel and bay.

Figure 33. Scatter plot of offshore significant wave height and mean free stream velocity at station 8. Both output variables were from a one-year model run. The blue line is a regression line. \( Y = T \) is a dotted line fit underlain in the main blue line fit.
Figure 34 compares the correlation of the significant wave height with the mean free stream velocity for station 7. The trend line of the scatter diagram in figure 34 is similar to that of figure 33.

Figure 34. Scatter plot of offshore significant wave height and mean free stream velocity at station 7. Both output variables were from a one-year model run. The blue line is a regression line. \( Y = T \) is a dotted line fit underlain in the main blue line fit.

The scatter plot of these two variables for station 1 is also shown in figure 35.
Figure 35. Scatter plot of offshore significant wave height and mean free stream velocity at station 1. Both output variables were from a one-year model run. The blue line is a regression line. \( Y = T \) is a dotted line fit underlain in the main blue line fit.

Figure 36 shows the mean slope of all ten stations and their error bars for the comparison of significant wave height versus mean free stream velocities. The figure indicates that stations 4, 5, and 6 mean slopes are significantly different from stations 7, 8, and 9 mean slopes. Stations 4, 5, and 6 are located near Ibaka bay while stations 7, 8, and 9 are further away from Ibaka bay in the study domain.
Figure 36. Graph of each individual station mean slope with error bars for comparison of significant wave height versus mean free stream velocity. S in the x-axis stands for station.

Figure 37 illustrates the correlation between significant wave height and seabed level change over a period of one year at station 1. There is a strong positive correlation ($r = 0.73$) between significant wave heights greater than 1.0 m and the seabed changes. A look at this scatter diagram indicates that there is more than a single dominant process that accounts for the observed variation. The two visible processes are likely due to the seasonal (dry and rainy seasons) variations in the forcing functions (as shown in the next chapter). Also, a residual plot (not shown here) of the data indicated a bimodal distribution.
Figure 37. Scatter plot showing the correlation between significant wave height and seabed level change at station 1. Both outputs plotted here were from a one-year simulation run.

Other stations (not shown) had similar scatter diagrams for the significant wave height versus seabed level change comparison as that of station 1. The stations mean slopes were slightly different from one another but the error bars overlapped similar to figure 36 above.
CHAPTER VI

DISCUSSIONS

This chapter is devoted to discuss some results presented in the previous chapters and the major findings of this dissertation. First, we will present graphical evidence of why NearCoM-TVD (with some modifications to the original codes) could be used to predict circulation and sediment processes in Ibaka bay and the Cross River Estuary, with some level of confidence. Secondly, we will dwell on the sediment processes: its general importance and how sediment processes investigations have contributed to actualizing the objectives of this study. More specifically, what new knowledge has this investigation brought to the shipping and scientific community? We will discuss sediment processes on the second part of our discussions as they relate to the following four areas: Environmental dredging, Navigation dredging, Coast/Shoreline protection, and sediment management and re-use.

To achieve the first goal, we have configured and run the model at time periods when data was sampled with current meters, RDI ADCP, wave staff, tide gauges, and anemometer near Ibaka bay. The measured time series were split into segments for this investigation. The first segment was used to initialize the model, while following segments served as calibration and model verification data. The two main data archives utilized for this part of the study were SIMORC and GLOSS. SIMORC contained quality controlled wave and current data while GLOSS has sea surface elevation data. SIMORC data used for this study were collected by TOTAL between April 2004 and February 2008 at Ekundu, Cameroon (Longitude 8.4182 E and Latitude 4.2735 N) in 24 meters water depth by subsurface moored current meters. There were some gaps in the time series data. These gaps were filled with appropriate interpolation techniques
available in Matlab. The physical oceanographic data sampled were wave height and period statistics as well as horizontal velocity and current direction in the water column. Figure 3 showed the bathymetric contours and the location of the sampling instruments (annotated as Ekundu). Figures 38 and 39 show the raw current speed, current direction, significant wave height and mean wave period sampled every 10 minutes for half a year in Ekundu. These data were used to initialize and validate the wave and circulation models. Data for 2004 are plotted in figure 38 while 2005 data are plotted in figure 39.

Figure 38. Raw current speed, current direction, significant wave height, and mean wave period sampled in Ekundu near Ibaka bay by TOTAL (courtesy: SIMORC)
Figure 39. Ekundu current magnitude, current direction, significant wave height, and mean wave period data used for model verification.

Figure 40 shows model comparison with measured data in Ekundu. The measured significant wave height showed a very good agreement with model output. The coefficient of determination, $r^2$ was 0.91. The current speed was also modeled fairly well by the circulation model with $r^2$ of 0.87. Both the wave period and mean current direction (not shown) were verified with $r^2$ of 0.82 and 0.79 respectively. The available data was used to initialize and run
the model for different seasons of the year. The model reproduced the measured data quite well, without seasonal bias.

Figure 40. Modeled significant wave height, current speed, and Ekundu data comparison. Blue lines are the data while green lines are model output. Upper figure is the significant wave height; lower figure is the current magnitude. Model output is taken at a distance of 2 km North of the measurement station.

A larger curvilinear grid was designed to cover this station and model output taken out at a distance of 2 km north of the data sampling station. The data and the model output were plotted on the same graph axes for comparison as shown in figure 40 above for Ekundu for a
three-and-half-month period starting in April 1, 2005. Based on this high model skill (about 0.86 using wave height and current speed as the metrics), Ekundu data were used to initialize the coupled wave-circulation-sediment model and run for a one-year period, and then output were taken at five selected stations and plotted in figures 41 to 45 below. These five stations were spread over the entire study region. These five stations in the study region could account for about 90% of variance in parameters of interest. The black dash dot lines are SIMORC data.

Figure 41. Comparison of SIMORC measured data and model output for station 1. A one-year (starting January 1, 2006) bed level change (=0.5 m) is also shown. SWH stands for significant wave height. The black dash-dot line is Ekundu data from SIMORC archive. A morphology factor of four was specified for these simulations. Note the scale changes on the graph for the different stations.
Figure 42. Comparison of SIMORC measured data and model output for station 2. A one-year (starting January 1, 2006) bed level change (≈0.015 m) is also shown. SWH stands for significant wave height. The black dash-dot line is Ekundu data from SIMORC archive. A morphology factor of four was specified for these simulations. Note the scale changes on the graph for the different stations.
Figure 43. Comparison of SIMORC measured data and model output for station 3. A one-year (starting January 1, 2006) bed level change (≈ -0.001 m) is also shown. The black dash-dot line is Ekundu data from SIMORC archive. A morphology factor of four was specified for these simulations. Note the scale changes on the graph for the different stations.
Figure 44. Comparison of SIMORC measured data and model output for station 7. A one-year (starting January 1, 2006) bed level change (=0.2 m) is also shown. The black dash-dot line is Ekundu data from SIMORC archive. A morphology factor of four was specified for these simulations. Note the scale changes on the graph for the different stations.
Figure 45. Comparison of SIMORC measured data and model output for station 10. A one-year (starting January 1, 2006) bed level change (≈0.0003 m) is also shown. The black dash-dot line is Ekundu data from SIMORC archive. A morphology factor of four was specified for these simulations. Note the scale changes on the graph for the different stations.

Using data from Ekundu (a data sampling station near Ibaka bay), we examined the seasonal variations of wave heights. The four-year wave data (April 2004 to February 2008) were split into quarterly segments (January to March, April to June, July to September, and October to December). Mean and standard deviation of these quarterly segments of the significant wave height data were found as plotted in figure 46 below. Based on our earlier findings (wave height > 1.0 meter required to initiate sediment transport in most areas of the
study domain), it can be inferred from figure 46 that most sediment transport and seabed changes in Ibaka bay occur during the rainy season (April to October).

Figure 46. Quarterly mean and standard deviation of Significant wave height in Ekundu near Ibaka for 2004 to 2008. (Courtesy: TOTAL and SIMORC). Error bars indicate two standard deviations.

The error bars in figure 46 show that January to March significant wave heights are very different from the wave heights arriving the bay during the rainy season. The red stars indicate the mean values while the bars indicate two standard deviations (equivalent to 95% confidence
interval). A typical wave height of 0.75 meters arrives the bay during the dry season (November to March) while a typical wave height of 1.05 meters is found during the rainy season. Although we have found that wave-current interactions sometimes increases significant wave heights if the current and wave oppose each other, such modification never exceeded 15% of the wave height in this study. Even with a more conservative 20% significant wave height increase due to wave-current interactions and other non-linear interactions, the dry season wave heights will never reach 1.0 m high. Thus, NearCoM-TVD model could be run for the rainy season alone, with an appropriate morphology factor, to estimate long-term sediment processes with a high confidence. This result will be very useful when we try to estimate maintenance dredging time windows for the bay. A similar analysis was done for the measured current as shown in figure 47. The dry season could not generate the calculated mean free stream velocity of 25.1 cm/s for initiation of sediment transport. The rainy season currents exceeded this threshold value most of the time. The four-year average value for the rainy season current magnitude in Ekundu is 28 cm/s while the typical value for the dry season current is 20 cm/s.
In order to verify if the model could faithfully simulate this seasonal variations in significant wave heights and current speeds, we initialized the model and run for the four-year period (2004 to 2008). The model output results at station 1 were averaged quarterly and plotted along with the data as shown in figure 48 for the significant wave height. Ekundu data is represented with red line and star while blue line and diamond depict station 1 model output. A similar result was obtained for the current speed at station 1 and shown in Figure 49.

Figure 47. Quarterly mean and standard deviation of current magnitude in Ekundu near Ibaka for 2004 to 2008. (Courtesy: TOTAL and SIMORC). Error bars indicate two standard deviations.
Figure 48. Comparison of quarterly mean and standard deviation of significant wave height in Ekundu (Red with star) and Station 1 model output (Blue diamond). The averaging is for the four-year period (2004-2008) when the data were collected by TOTAL. Error bars indicate two standard deviations.
Figure 49. Comparison of quarterly mean and standard deviation of current in Ekundu (Red with star) and Station 1 model output (Blue with diamond). The averaging is for the four-year period (2004-2008) when the data were collected by TOTAL. Error bars indicate two standard deviations.

To further investigate if these quarterly averaged significant wave heights are significantly different from one another, Analysis of Variance (ANOVA) was run on the data. The statistical results using ANOVA2 function in Matlab are presented in Tables 1 and 2 for the measured and modeled data respectively. Anova2 evaluates the null hypothesis that columns, rows, and interaction effects of the given data are all the same. Here, the columns are the different quarters of the year; the rows are the sampled data for each quarter. The results, as
indicated in the Prob>F columns (p-values = 0), show that at least one quarterly mean of both the measured and modeled data is significantly different in a statistical sense. A small p-value (close to zero) is strong evidence against the null hypothesis. This analysis uses the default alpha value of 0.05 which is acceptable in most engineering applications. The choice of alpha value guides the rejection or failure to reject the null hypothesis.

Table 1. Analysis of Variance (ANOVA) for Ekundu wave height quarterly averaged data. (Columns indicate the four different quarters of the year while rows are data points within each quarter). The ANOVA table is a direct MATLAB output table.

Table 2. Analysis of Variance (ANOVA) for station 1 modeled significant wave height quarterly averaged output. (Columns indicate the four different quarters of the year while rows are data points within each quarter). The ANOVA table is a direct MATLAB output table.
In the ANOVA tables, the first column (Source) indicates the source of variability (The sources in this analysis are quarterly data segments (Columns) and the number of data points in each quarter (Rows)). The second column (SS) is the sum of squares due to each source. The third column is the degrees of freedom (df). The fourth column is the mean squares (MS) calculated as the ratio of SS to df. The fifth column indicates the F statistics (F). The last column is the calculated p-value.

Since the main goal of this study is to examine what happens at the seabed over some specified period of time, it is pertinent to also run ANOVA for the quarterly seabed level change output from the model. The result for the quarterly seabed level change at station 1 is shown in table 3 below. Again, we obtain zero p-value for the columns. This indicates that at least one of the quarterly bed level changes is significantly different from the rest in a statistical sense.

Table 3. Analysis of Variance (ANOVA) for station 1 modeled seabed level change quarterly averaged output. (Columns indicate the four different quarters of the year while rows are data points within each quarter). The ANOVA table is a direct MATLAB output table.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>7.99418e-14</td>
<td>4</td>
<td>1.99854e-14</td>
<td>156.1</td>
<td>0</td>
</tr>
<tr>
<td>Rows</td>
<td>1.11557e-12</td>
<td>8733</td>
<td>1.27741e-16</td>
<td>1</td>
<td>0.5514</td>
</tr>
<tr>
<td>Error</td>
<td>4.47228e-12</td>
<td>34932</td>
<td>1.28028e-16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.66779e-12</td>
<td>43669</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A similar statistically significant result was found for the wave force (gradient of radiation stress) output from the model. The quarterly variance of the output of wave force is shown in table 4 below.
Table 4. Analysis of Variance (ANOVA) for station 1 modeled wave force quarterly averaged output. (Columns indicate the four different quarters of the year while rows are data points within each quarter). The ANOVA table is a direct MATLAB output table.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>Prob&gt;F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>350.34</td>
<td>4</td>
<td>87.5849</td>
<td>8599.13</td>
<td>0</td>
</tr>
<tr>
<td>Rows</td>
<td>2321.67</td>
<td>8733</td>
<td>0.2659</td>
<td>26.1</td>
<td>0</td>
</tr>
<tr>
<td>Error</td>
<td>355.79</td>
<td>34932</td>
<td>0.0102</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>3027.81</td>
<td>43669</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

At this point, all we can infer from the ANOVA test is that at least one of the quarterly data is significantly different from the others. We cannot tell which of the quarterly data are different or same. We perform a further statistical test to determine which pairs of these quarterly data are significantly different. The Matlab multi comparison function (multcompare) was employed in the following tests. The input to multcompare function is the statistics structure of the data generated during ANOVA test. Figure 50 illustrates the multi comparison statistical analysis conducted on the measured current speed in Ekundu. The Matlab graphical user interface that was used to generate these graphs makes provision for clicking each of the tested groups of data to see if they are significantly different from others. The default plotting color is red for all the group means. The color changes to blue for any of the quarterly group that was clicked.
Figure 50. Multiple comparison tests for the means of the quarterly current magnitude data sampled in Ekundu between 2004 and 2008. Y-axis is the four quarters of the year while x-axis shows current values. Quarters 1 and 4 (January to March and October to December) represent the dry season while quarters 2 and 3 (April to September) represent the rainy season. The blue color represents the particular quarter of the year that was compared at the time the output was taken out of MATLAB. Dash lines show two standard deviations from the mean of the quarter compared with others at this time.

Figure 51 illustrates a similar multi-comparison test as in figure 50 for the modeled current magnitude at station 1.
Figure 51. Multiple comparison tests for the means of the quarterly modeled current magnitudes for Station 1 between 2004 and 2008. Y-axis is the four quarters of the year while x-axis shows current values. Quarters 1 and 4 (January to March and October to December) represent the dry season while quarters 2 and 3 (April to September) represent the rainy season. The blue color represents the particular quarter of the year that was compared at the time the output was taken out of MATLAB. Dash lines show two standard deviations from the mean of the quarter compared with others at this time.

The multcompare function graph in figures 50 and 51 above show each quarterly group mean represented by a circular symbol and horizontal line interval around the symbol. This graph confirms that the quarterly means are all significantly different since none of their intervals overlap. Similar results were found for the quarterly significant wave heights as shown in figures 52 and 53 below for Ekundu data and station 1 model output respectively.
Figure 52. Multiple comparison tests for the means of the quarterly significant wave height data sampled in Ekundu between 2004 and 2008. Y-axis is the four quarters of the year while x-axis shows significant wave height values. Quarters 1 and 4 (January to March and October to December) represent the dry season while quarters 2 and 3 (April to September) represent the rainy season. The blue color represents the particular quarter of the year that was compared at the time the output was taken out of MATLAB. Dash lines show two standard deviations from the mean of the quarter compared with others at this time.
Multiple comparison tests for the means of the quarterly modeled significant wave height at station 1 between 2004 and 2008. Y-axis is the four quarters of the year while x-axis shows significant wave height values. Quarters 1 and 4 (January to March and October to December) represent the dry season while quarters 2 and 3 (April to September) represent the rainy season. The blue color represents the particular quarter of the year that was compared at the time the output was taken out of MATLAB. Dash lines show two standard deviations from the mean of the quarter compared with others at this time.

Before we end the discussion on ANOVA and multi comparison functions, we want to show statistically that the stations we took output from the model have different variations of the major parameters of interest in this study. Figure 54 illustrates the variance of model significant wave height from the five odd numbered stations. This multi comparison test result shows that each individual station’s significant wave height is significantly different from the
other stations. Similar test results (not shown) were obtained for the current speed of the odd-numbered stations and also major model output variables for the even-numbered stations.

Figure 54. Multiple comparison tests to determine the statistical significance of the variances of the five odd-numbered stations’ significant wave heights. The significant wave heights are averaged over one year. The blue color represents the particular model output station that was compared to the other stations at the time the output snapshot was taken from MATLAB. Dash lines show two standard deviations from the mean of the station output compared with others at this time.
Figure 55 shows the variances of cumulative seabed level changes for the five odd-numbered stations in Ibaka study area. In a statistical sense, these analyses illustrate that most individual stations model output differ significantly from the others.

Figure 55. Multiple comparison tests to determine the statistical significance of the variances of the five odd-numbered stations’ seabed level changes. The seabed level changes are one year cumulative. A morphology factor of 4 was specified for this run. The blue color represents the particular model output station that was compared to the other stations at the time the output snapshot was taken from MATLAB. Dash lines show two standard deviations from the mean of the station output compared with others at this time. Any station that is not statistically different from the selected station is dimmed out (gray color).
To further quantify the impact of wave action on sediment processes in Ibaka deep seaport domain, we examined the dissipation of offshore wave action in the bay. Two scenarios were studied: case one was without the channel while the second case had the channel dug. Figure 56 shows the map of total wave dissipation in the study area, when the channel had been dredged. The wave dissipation mechanisms considered here are bottom friction, depth-induced breaking, and white capping. This figure indicates that the presence of the ship channel enhances total wave dissipation, especially on the right flank of the channel. This focusing of dissipation on the right side of the channel can be attributed to the direction of wave propagation in the bay. The offshore wave propagates towards the north east of the domain. Dissipation decreases when the wave enters the deeper part of the channel. As the wave encounters a relatively shallower area on the sloping right flank of the channel, it feels the bottom and dissipation increases. It will be shown later that this increased dissipation results in bottom erosion.
Figure 56. A map of wave dissipation in Ibaka bay study area. The white line depicts the deepest part of the dredged approach channel.

A difference map (with and without ship channel) of wave dissipation (not shown here) reveals that there is more dissipation of wave action when the channel is present; that is, the offshore wave energy is more dissipated when the channel is present than when the channel is absent in Ibaka deep seaport domain. Figures 57 and 58 show cross sectional graphs of wave energy that propagate from the offshore towards Ibaka bay. It is seen in these graphs that less wave action (more wave dissipation) reaches Ibaka bay when the channel is dredged.
Figure 57. Cross sectional graph of wave energy propagation from offshore towards Ibaka bay at cross-shore grid point 22. Cross-shore grid point 22 is on the left flank of the channel. Blue line indicates energy propagation when there is no channel while green line represents energy propagation when the channel is dredged.
Figure 58. Cross sectional graph of wave energy propagation from offshore towards Ibaka bay at cross-shore grid point 25. Cross-shore grid point 25 is on the right flank of the channel. Blue line indicates energy propagation when there is no channel while green line represents energy propagation when the channel is dredged.

The effects of the ship channel on waves, circulation, and sediment processes were further investigated by looking at model parameters difference plots at some selected locations. Three model output parameters chosen for this investigation were current magnitudes, significant wave heights, and seabed level change. Difference is defined here as
model output without ship channel minus model output with ship channel. The difference result for stations 1 is shown in figure 59 below.

Figure 59. Plots of difference between model run without ship channel and model run with ship channel for current magnitude, significant wave height, and seabed level change at station 1. Difference is defined as output parameter obtained in a model run without ship channel minus the same output parameter in a model run with the dredged ship channel. Cumulative parameters shown on the right y-axis represent the total change in the parameter that could be observed over the time period of integration when the ship channel is dredged.

The time series graph in figure 56 clearly shows that the dredged ship channel is making a difference in the transformation of these model parameters. However, we are interested in
understanding what kind of difference the channel is making to the seabed: Is the dredging of the channel aiding erosion or accretion? Noting that station 1 is at the left side of the channel towards Tom Shot Island, previous results showed that both simulations without the channel and with the channel resulted in some accretion at that station. The cumulative seabed level change difference plot indicates that over the two-and-half year simulations (actually about 9 years because a morphology factor of 4 was specified for this run), there will be an additional sediment deposition of 0.4 meters when the ship channel is dredged. Remember that both individual run bed level changes give a positive number at this location. Mathematically, a small positive number minus a larger positive number gives a negative number. Having -0.4 meter as the difference value here means more accretion with the channel. By looking at the wave and current directional maps (wave directional map for the study area will be shown after these difference plots), we can infer that this extra sediment deposit will be transported towards Tom Shot Island and protect the island and the surrounding beach against erosion.

Figure 60 shows these difference plots at station 2. At station 2, we also found a favorable (minimal dredging requirements of the ship channel and harbor) condition when there is ship channel. This station is on the right flank of the ship channel. The result shows that there will be slight erosion there when the channel is dredged. Slight erosion of the ship channel is favorable than accretion.
Figure 60. Plots of difference between model run without ship channel and model run with ship channel for current magnitude, significant wave height, and seabed level change at station 2. Difference is defined as output parameter obtained in a model run without ship channel minus the same output parameter in a model run with the dredged ship channel. Cumulative parameters shown on the right y-axis represent the total change in the parameter that could be observed over the time period of integration when the ship channel is dredged.

The difference plots is also shown in figure 61 for these variables at Station 8. Station 8 is further away from the channel location. Note the differences in scales between these three station outputs. The seabed level change difference graph indicates that there is virtually no change at this location. A seabed change of -0.01 meter over a period of nine years (remember the morphology factor of 4) is not physically significant.
Figure 61. Plots of difference between model run without ship channel and model run with ship channel for current magnitude, significant wave height, and seabed level change at station 8. Difference is defined as output parameter obtained in a model run without ship channel minus the same output parameter in a model run with the dredged ship channel. Note the difference in scales between these three stations. Cumulative parameters shown on the right y-axis represent the total change in the parameter that could be observed over the time period of integration when the ship channel is dredged.

Figure 62 shows a map of wave direction in the study area when the ship channel is dredged. The wave refracts away from the ship channel and propagates towards Tom Shot Island.
Figure 62. Map of wave direction in Ibaka when the ship channel is dredged. The angle convention here is a mathematical convention where $0^\circ$ points towards the east and the angle increases anti-clockwise. Offshore waves refract away from the ship channel and propagate towards Tom Shot Island.

The model results indicate that when offshore wave heights exceed 1.5 meters, such waves do not make any significant difference in circulation and sediment transport in Ibaka bay than waves between 1.3 and 1.5 meters. This is because the energy of those high waves is dissipated through depth-induced breaking and bottom dissipation. A closer look at the geometry and bottom topography of the study area (Figures 2 and 3) shows that there are bottom features (seamounts) near the offshore boundaries of this domain that reduce the wave heights to a certain level irrespective of the initial offshore wave height that approaches...
the region. Also, Tom Shot Island blocks waves from the western side of the domain. South of the study area, there are canyons and an island (Malabo). Figure 63 highlights Malabo in a contour map of the bathymetry and topography in a region of the Gulf of Guinea and southeastern Nigerian coast.

Figure 63. Contour map of the bathymetry and topography of a region in the Gulf of Guinea and part of Nigerian southeastern coastline. Malabo island, Ibaka, Qua Iboe, and Onne estuaries are also shown.

Malabo Island prevents direct waves from the southern Atlantic Ocean to reach Ibaka. The waves are broken as they hit the island. There is a canyon north of the island that should
provide a conducive environment for wave generation and growth but the re-generated waves encounter some underwater seamounts a few kilometers away from the canyon. The long continental shelf (≈120 km) in the southeastern region of Nigeria also plays a role in dissipating offshore wave energy that approaches Ibaka bay. Bays that are located closer to the shores in regions with wider continental shelf do not suffer the adverse effects of open ocean wave phenomena, such as storms, because the wide shelf will dissipate the larger wave heights. Awosika and his colleagues at the Nigerian Institute of Oceanographic and Marine research (NIOMR) have documented that near shore waves are milder at the Nigerian eastern coastal zone compared to the energetic wave climates found in the western coastal zone (Awosika and Ibe, 1994). In Nigeria, the width of the western continental shelf is about 30 kilometers while it widens up to 120 km in the eastern region.

Next, a map of bed level change was plotted as shown in figure 64. A comparison of figures 56 (page 104) and 64 indicate that bottom processes contributed to the wave dissipation. There is a discernable pattern between wave dissipation and seabed level changes in the study area. Erosion dominates regions of high wave dissipation.

Integration of the sediment fluxes over the study domain for a one-year time period gave a net sediment loss of $1.06 \times 10^{-5}$ kg/m$^2$. This net loss agrees with the net ebb tidal current (figures 65 to 69) in the study area. There are two main sources of sediment namely: sediment fluxes from rivers into the bay at the northern boundary and sediment from tidal fluxes at the southern boundary. In these simulations, the specified river fluxes are small relative to the tidal fluxes. Thus, net sediment loss implies that the bay flushes out more sediment during the ebb cycle than the sediment supplied to it during the flood tidal cycle.
Figure 64. A map of seabed level change in Ibaka bay. A morphology factor of 4 was specified for this simulation. Crosshatches indicate the curvilinear computational grid. Comparison of this figure with figure 53 indicates a relationship between seabed level change and wave dissipation. White line denotes the channel.

Several runs were made to determine the residual circulation in the bay. Here, the residual current is defined as a one-year average of the current components. Each station graph is an average of five simulations. Figures 65 to 69 show the mean, running average (smoothed over an overlapping seven data points) and running standard deviation for the ten stations used in this analysis. It can be seen that the residual or net current is negative which means it is
directed towards the offshore. This is good news in the perspective of maintenance dredging of the channel and harbor. This circulation pattern can explain why the bay is termed a natural harbor, with the deepest non-dredged draft in Nigeria. Over time, sediment will not be deposited in the bay; rather there might be erosion. However, the residual current (averaged over one year) speed is relatively low compared to the rapidly varying onshore and offshore flood and ebb tidal current magnitudes as can be seen in the figures below.

![Model V-vel mean, running average, and running standard deviation at Station 1](image1)
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Figure 65. Running mean and running standard deviation of circulation at stations 1 and 2. The residual (one year averaged) current (red line) over this time period is directed towards offshore. The running average window is over seven overlapping data points.
Figure 66. Running mean and running standard deviation of circulation at stations 3 and 4. The residual (one year averaged) current (red line) over this time period is directed towards offshore. The running average window is over seven overlapping data points.

Figure 67. Running mean and running standard deviation of circulation at stations 5 and 6. The residual (one year averaged) current (red line) over this time period is directed towards offshore. The running average window is over seven overlapping data points.
Figure 68. Running mean and running standard deviation of circulation at stations 7 and 8. The residual (one year averaged) current (red line) over this time period is directed towards offshore. The running average window is over seven overlapping data points.

Figure 69. Running mean and running standard deviation of circulation at stations 9 and 10. The residual (one year averaged) current (red line) over this time period is directed towards offshore. The running average window is over seven overlapping data points.
We have seen from the analyses of the results in this chapter that the deep seaport project will be a cost-effective venture if all stakeholders could collaborate and design the ship channel to the specifications outlined in this study. The channel location and size used in this numerical experiment was chosen among seven channel designs. The required depth is reached at this selected (optimum) channel location with minimum dredging cost. Most importantly, the wave, current, and other environmental processes within the bay do not seem to fill this optimum channel rapidly. If an additional depth clearance of one meter is planned for during the initial deepening of the ship channel, the model results indicate that maintenance dredging will not be required for a period of five years. This will be a huge savings to stakeholders of this project. On the average, it costs more than $3 million to mobilize a dredge machine to site.
SUMMARY

This study examined the roles of wave action and circulation on sediment processes in Ibaka bay. Three main approaches were adopted in investigating these processes. First, a field experiment was conducted in the study area in December 2012. Some valuable wave, circulation, and sediment characteristics data and information were gathered during the field experiment. That information served as a guide in qualitative analyses of the model result. The sediment data gathered were used to initialize the sediment module. Secondly, physical oceanographic data within the vicinity of Ibaka bay were accessed from available archives and analyzed. SIMORC and GLOSS were the main archives I accessed that contained useful data for this research. The oceanographic data extracted from these archives included sea surface elevations, significant wave heights, mean wave period and direction, current speed and direction. Bathymetry data were extracted from Topex UCSD (University of California, San Diego) 30-arc seconds archive. The data from these archives were analyzed and then used to calibrate, validate, and verify the numerical model. Thirdly, NearCoM-TVD software was used as the base model for all numerical experiments. NearCoM-TVD is a quasi-three dimensional model that solves the shallow water wave equation numerically in two dimensions and also accounts for the vertical variations of the horizontal currents, due to waves, in an analytical manner. This makes it very efficient in long-term simulations of oceanographic processes in well-mixed bays and estuaries.
This dissertation documents an important (and oftenly neglected) area that should be incorporated during the planning and designing phases of coastal and environmental field studies. The field experiment component of this project suffered a huge setback because Ibaka local residents were not properly informed and carried along at every stage of the study. All time and available resources were channeled into the scientific and engineering aspects of the work. Appropriate communication channels were not established to inform and educate the local residents on the benefits of the project to the community. Some youths of Ibaka community protested against this noninvolvement and removed all the surface drifters from the bay, a few hours after deployment. Some exposed surface sampling equipment was never recovered from the local residents after seizure. Rebuilding trust and confidence among the local community and other stakeholders was time consuming and more expensive.

A nested modeling approach was used to transform the waves from offshore to the nearshore modeling boundary domains. Waves and winds from the National Center of Environmental Predictions (NCEP) were used to initialize a coarser and larger SWAN model and transformed wave output were taken from some points that coincided with NearCoM-TVD domain boundaries. The larger SWAN domain included Ekundu data station. Wave height and wave period model output taken at Ekundu were comparable to Ekundu measured wave height and wave period data found in SIMORC database. This larger SWAN model wave output served as the offshore boundary wave forcing for the nested, finer resolution NearCoM-TVD model. Ekundu current data was used for current initialization while a spatially constant but time varying wind was specified for NearCoM-TVD model. Coastgrid software and a FORTRAN program were used to design curvilinear grids for both SWAN and NearCoM-TVD models.
Sensitivity analyses of the model to some input forcing functions revealed that the NearCoM-TVD model was robust to changes in most input forcing functions that were tested. Perturbations of wave, current, and sediment characteristics did not result in a different pattern of the model output parameters. This analysis was also used to determine the optimum model grid and time resolutions for these simulations.

Model results indicate that wave action influences sediment transport and seabed changes in Ibaka deep seaport site. Other forcing functions such as currents, river fluxes, and wind also contributed to seabed level changes but their patterns did not correlate as that of significant wave heights. An intriguing result was the threshold value of significant wave height that initiated seabed sediment processes in Ibaka bay. Only significant wave heights above 1.0 meter caused sediment transport and seabed morphological changes in the bay.

The seasonal variability of wave, circulation, and sediment processes of Ibaka was also investigated. Statistical analyses of the measured data and model output showed a significant difference in rainy and dry season waves and currents, with a significant level (alpha) of 0.05. Aside from the statistical significance, this result also had physical significance because significant wave heights during the dry season (November to March) never reached the 1.0-meter critical value required for sediment transport in the bay.

An attempt was made to relate the critical bed shear stress with the mean free stream flow using common empirical formulas. Some level of success was achieved and a friction velocity (required to initiate sediment transport with respect to the sediment characteristics in the bay) of 1.1 cm/s resulted in a mean free stream flow of 25.1 cm/s (as shown in Gardner, 1989b) in most locations of the study area. However, it was found at a few locations and times that sediment transport was initiated with a mean free stream flow below 25.1 cm/s when
significant wave height was above 1.0 meter. One possible reason for this slight anomaly is that
the formula used for this computation was derived for tidally dominated current regions.
Currents in some locations in Ibaka bay seem to have same order of magnitude contributions
from tides, waves, and river fluxes.

NearCoM-TVD model simulations were used to determine an optimum ship channel
location and size for Ibaka deep seaport project. Model results using this optimum ship channel
showed that deepening the channel, to accommodate vessels up to 200,000 DWT, will not
cause frequent siltation in the channel or erosion of nearby beaches. Dredging and deepening
of the ship channel effectively reduced the wave action that propagates from offshore towards
the inner part of the bay. Some accretion or sediment deposition occurred on the left flank of
the ship channel (towards Tom Shot Island) and slight erosion occurred on the right flank of the
channel. The direction of the transformed wave aided in further transportation of the
deposited sediment on the left flank of the channel towards the beach.

Finally, the instantaneous seabed level changes from NearCoM-TVD model output were
integrated over the simulation time period. The result of the cumulative seabed changes
indicated that it would take at least five years for sediment deposition in the ship channel to
reach one meter high. Based on this result, we estimated a periodic maintenance dredging time
window of five years for Ibaka deep seaport.

CONCLUSIONS

The following conclusions are drawn for this study:

Ibaka bay is a natural harbor. Tom Shot Island shields the bay against direct impacts of
south-south-west swells coming from the Atlantic Ocean.
Significant wave heights above 1.0 meter are required for sediment transport and seabed level changes in Ibaka bay. Wave action plays a significant role in circulation and sediment processes in Ibaka. Significant wave height and seabed changes patterns are highly correlated ($r^2 = 0.91$).

Only rainy season (April to October) weather conditions produce energetic wave and currents that can drive sediment transport in Ibaka bay. Monthly averaged residual current in Ibaka is ebb (offshore) directed and this helps in flushing out fine sediment deposit out of the dredged ship channel.

Dredging of the ship channel to accommodate higher tonnage vessels (>200,000 Dead Weight Tonnage) will not propagate higher wave energy towards inner parts of Ibaka bay. Refocusing of the wave energy due to the dredged ship channel does not cause significant beach erosion or channel infilling.

The geometry and bathymetric characteristics of Ibaka limits the maximum significant wave heights (less than 1.0 meter) that can get to the inner part of Ibaka bay, regardless of the magnitude of approaching offshore waves at the boundary of this study domain.

Periodic maintenance dredging of Ibaka ship channel and harbor will be minimal (with an estimated periodic dredging time window of five years), when compared to periodic maintenance dredging windows in other existing ports in Nigeria.

Involving and engaging the local community actively at every developmental stage of Ibaka deep seaport project is a worthwhile investment because the resources committed into this kind of communication and enlightenment projects will be insignificant relative to the cost of re-negotiating the entire project following local residents’ protest and eventual obstruction of work.
Lastly, the involvement of undergraduate students at Akwa Ibom State University, Nigeria caused excitement and joy among the students. The students developed interest in experimental oceanographic work and requested that they be included in subsequent field trips on this project.

RECOMMENDATIONS

Finer bathymetric resolution is required for simulating finer features of physical processes of interest in this study. Stakeholders and development partners of Ibaka deep seaport project should collaborate and launch a bathymetric sampling campaign before the end of this year. Modeling with finer and optimum bathymetric resolutions will produce a better design of the port.

A fully three-dimensional model should be used with the finer bathymetric resolution to simulate the wave, circulation, and sediment processes in Ibaka bay. The results from this three-dimensional model (which is capable of explicitly simulating density driven or baroclinic currents) should be compared with model results from the quasi three-dimensional NearCoM-TVD model. Estimates of errors associated with quasi three-dimensional model could be obtained and then incorporated into future analyses of model output.

Longer records of quality controlled physical oceanographic data (wave, current, salinity, and temperature) in Ibaka bay should be acquired and archived properly. This will assist in model calibration, validation, and verification. Sediment characteristics (type, texture, and size distribution) in the bay also need to be understood better and applied as a varying quantity into numerical models. Sediment modeling and predictions are highly complex, and the data available, at the time of this research, are very limited for drawing conclusions with
high confidence. Additional field campaigns will significantly improve our understanding of the processes examined in this dissertation.

Traditional and modern communication instruments should be installed and properly managed to disseminate information clearly, and in a timely manner, to all stakeholders (including the local Ibaka residents) of the deep seaport project.

Dredged materials should be strategically placed to minimize adverse environmental consequences, due to disposal of the dredged materials. Beneficial use of the dredged materials should be maximized and economically used for projects such as Ibaka beach nourishment. The sediment is mainly medium and coarse sand, which is ideal for beach nourishment. Materials should be placed within the bay’s depth of closure.
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