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ABSTRACT 

 
 

The purpose of this work is to simulate water vapor (H2O), ozone (O3), and 

carbon monoxide (CO) in the upper troposphere and lower stratosphere (UTLS) using a 

domain-filling, forward trajectory model. The influx of H2O to the UTLS is largely 

determined by the large-scale troposphere-to-stratosphere transport in the tropics, during 

which air is dehydrated across the cold tropical tropopause. In the domain-filling, forward 

trajectory model, trajectories are initialized in the upper troposphere, and the circulation 

is based on reanalysis wind fields. Along the trajectories, winds determine the pathways 

of parcels and temperature determines the H2O content through an idealized saturation 

calculation. Compared with the Aura Microwave Limb Sounder (MLS) measurements, 

this simple advection-condensation strategy yields reasonable results for H2O in the 

stratosphere in terms of both seasonal variability and vertical structures. The detailed 

global dehydration patterns are also revealed from this model and it improves our 

understanding of the H2O and its transport within the UTLS.  

Besides H2O, ozone (O3) and carbon monoxide (CO) are also important trace 

gases in the UTLS linked to circulation, transport and climate forcing (for O3). Combined 

with simple parameterization of chemical production and loss rates from the Whole 

Atmosphere Community Climate Model (WACCM), we also managed to simulate O3 

and CO transport in the UTLS via this trajectory model. The trajectory modeled O3 and 

CO show good overall agreement with satellite observations from the MLS and the 

Atmospheric Chemistry Experiment Fourier Transform Spectrometer (ACE-FTS) in 

terms of spatial structure and seasonal variability. The trajectory model results also agree 
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well with the Eulerian WACCM simulations. Analysis of the simulated tracers shows that 

seasonal variations in tropical upwelling exerts strong influence on O3 and CO in the 

tropical lower stratosphere, and the coupled seasonal cycles provide a useful test of the 

transport simulations. Interannual variations in the tracers are also closely coupled to 

changes in upwelling, and the trajectory model can accurately capture and explain 

observed changes. This demonstrates the importance of variability in tropical upwelling 

in forcing chemical changes in the tropical UTLS. 

Trajectory modeling of O3 and CO can provide useful tests for simplified 

understanding of transport and chemical processes in the UTLS, and provide 

complementary information to the H2O simulations, which are primarily constrained by 

tropopause temperatures. This model is easy to use, easy to diagnose, and the Lagrangian 

perspective makes it exceptionally useful in studying transport processes within the 

UTLS. 
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1. INTRODUCTION 

 
The upper troposphere and lower stratosphere (UTLS) is crucial for the Earth's 

energy balance, as changes in the composition of the UTLS, such as water vapor and 

ozone, have a direct impact on the radiative forcing of the atmosphere. This forcing can 

influence the global circulation, and could conceivably alter the entire climate system. 

Understanding the UTLS region requires knowledge of the coupled radiation, dynamics, 

chemistry, and transport processes in the atmosphere. 

 

1.1 The Upper Troposphere and Lower Stratosphere (UTLS) 

The sun provides the source of energy for the atmosphere. The earth absorbs 

short-wave radiation from the sun after it travels through the atmosphere, resulting in a 

warm surface. The warm surface also emits long-wave radiation back to the space. Due to 

the absorption of long-wave radiation by radiatively active chemical species, such as 

carbon dioxide (CO2), water vapor (H2O) and ozone (O3), the lower atmosphere is heated 

consistently. Since the primary heat source is the surface, air temperature will be the 

warmest at the surface and decrease steadily with height. This region of air is known as 

the troposphere. Above the troposphere is the stratosphere, in which temperature 

increases with height between about 12-50 km. 

From the transport perspective, the atmosphere is divided into three regions: the 

“overworld”, the “middleworld”, and the “underworld” following Hoskins [1991] (Fig. 

1.1). The overworld is defined as the region above the 380-K potential temperature 

surface (isentrope, thick dashed line in Fig. 1.1), where air is stratospheric at all latitudes. 

Here, seasonally dependent meridional transport is faster. The underworld is defined to 
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be the region below the 320-K isentrope where air is tropospheric at all latitudes. The 

region between overworld and underworld is usually referred as the middleworld, 

characterized by tropospheric air at low latitudes and stratospheric air at high latitudes. 

The stratospheric part of the middleworld is often called the “lowermost stratosphere” 

(LMS). Here isentropes intersect the tropopause (thick blue line) and potentially connect 

the troposphere with the stratosphere via rapid adiabatic motions.  

 

From the above convention, the Upper Troposphere and Lower Stratosphere 

(UTLS) is defined as the region lying between the troposphere and the stratosphere, from 

 

Figure 1.1. Schematic of the Upper Troposphere and Lower Stratosphere (UTLS). The 
tropical UTLS – Tropical Tropopause Layer (TTL), extends from the level of deep convective 
outflow, through the level of zero clear-sky radiative heating up to the cold point and the 
thermal tropopause (thick blue line). The extra-tropical UTLS contains the lowermost 
stratosphere (LMS) air between the 380-K isentrope and the tropopause (usually PV 
tropopause). Red is the Extra-tropical Transition Layer (ExTL) that represents a mixing layer 
in which air has partly tropospheric, partly stratospheric chemical characteristics. The lower 
stratospheric (LS) branch of the Brewer-Dobson wave driven circulation is shown in blue 
arrows. Faster and seasonally dependent meridional transport between the tropics and extra-
tropics is found within the 380-420 K isentropes (the “overworld”, black straight arrow). 
Modified from SPARC CCMVal [2010]. 
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roughly 8 to 22 km (see Fig. 1.1). Air in the UTLS is chemically and dynamically distinct 

from those that are pure stratospheric (above 380-K overworld) or tropospheric (below 

310-K underworld). In fact, it exhibits features of both the troposphere and the 

stratosphere [Holton et al., 1995; Highwood and Hoskins, 1998; Sherwood and Dessler, 

2000]. 

The tropical part of the UTLS is known as the tropical tropopause layer (TTL), 

which is usually defined as the tropic region between 14-18.5 km, 355-425 K in 

isentrope, or 150-70 hPa in pressure (see Fig. 1.1) [Fueglistaler et al., 2009a]. Here, the 

atmosphere experiences an important transition from a balance between latent heating 

and radiative cooling in the troposphere to a balance between tropical radiative heating 

and extratopical cooling in the stratosphere. From the perspective of transport, the level 

of zero clear-sky radiative heating, which changes from positive above ~15 km to 

negative below, is generally considered the base of the TTL.  The maximum height of 

outflow from convective towers demarcates the TTL upper boundary [Highwood and 

Hoskins, 1998; Sherwood and Dessler, 2000; Fueglistaler et al., 2009a]. The TTL is 

maintained by the interaction of convective transport, convectively generated waves, 

radiation, cloud microphysics and the large-scale stratospheric circulation. Most of the air 

enters the stratosphere through the TTL, known as the ascending branch of the Brewer-

Dobson circulation [Brewer, 1949]. Clouds in the TTL, especially thin cirrus clouds, have 

a significant impact on the radiation balance [Rosenfield et al., 1998; Gettelman et al., 

2004]. 

The extratropical part of the UTLS is essentially the lowermost stratosphere 

(LMS). Here, the isentropes intersect the tropopause, potentially connecting the 
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troposphere and the stratosphere via rapid adiabatic motion (doubled headed lines in Fig. 

1.1). The slower diabatic circulation is predominantly downward in the LMS, which 

controls the flux and variability of many chemical species into the troposphere (see Sect. 

4). These species include lower stratospheric O3 and mesosphere carbon monoxide (CO), 

both of which exert a crucial influence over both the radiative budget and the chemistry 

of the upper troposphere. The lower boundary of the LMS is the so-called Extra-tropical 

Transition Layer (ExTL) – the extratropical layer around the tropopause, in parallel to the 

TTL in the tropics [Gettelman et al., 2011], where, like in the TTL, air exhibits both 

tropospheric and stratospheric feature.  

It is well known that the mixing timescales are much more rapid in the 

troposphere than in the stratosphere [e.g., Fueglistaler et al., 2009a; Gettelman et al., 

2011]. In the TTL and the ExTL, this leads to a sharp change in the concentration of 

chemical species that have moderate lifetimes, such as O3 (high in the stratosphere and 

low in the troposphere), H2O, and CO (high in the troposphere and low in the 

stratosphere). 

1.2 H2O, O3, and CO in the UTLS 

1.2.1  H2O in the UTLS 

Water vapor (H2O) is the most important greenhouse gas in the atmosphere. 

Understanding the mechanisms that regulate it is very important for understanding past 

and future climate change. Of particular interest is H2O in the UTLS. Besides its potential 

effect on stratospheric ozone loss [Vogel et al., 2011; Anderson et al., 2012], H2O and its 

feedback play an important role in regulating the global radiation budget of the 
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troposphere [Held and Soden, 2000] and the stratosphere [e.g., Forster and Shine, 1999; 

Solomon et al., 2010; Dessler et al., 2013]. 

The UTLS influx of H2O is largely determined by the large-scale troposphere-to-

stratosphere transport, during which air is essentially dehydrated in a transition region 

called the tropical tropopause layer (TTL) [e.g., Sherwood and Dessler, 2000; 

Fueglistaler et al., 2009a]. Within the TTL the cold tropopause acts like a “cold trap” to 

freeze and dry air passing through it to the region’s local saturation mixing ratio [Brewer, 

1949]. Observations such as the entry mixing ratios [Dessler, 1998], the coherent 

relations between H2O and temperature [Mote et al., 1996], and the extensive cirrus 

clouds near the tropopause [e.g., Winker and Trepte, 1998; Wang and Dessler, 2012] all 

support this theory. 

Fig. 1.2 shows the zonal mean H2O distributions observed from the Microwave 

Limb Sounder (MLS) onboard the Aura Satellite [Waters et al., 2006; Read et al., 2007]. 

As shown, H2O is limited in the stratosphere but abundant in the troposphere (this distinct 

feature of the abundances of H2O was also used to identify TTL cirrus of convective 

origin [Wang and Dessler, 2012]). As explained, the 380-K isentrope (thick dashed line 

in Fig. 1.2) and above is the stratospheric overworld, where air is extremely dry and H2O 

never exceeds 8 ppmv. The lowermost stratospheric air is enclosed by the 380-K 

isentrope and the PV based tropopause (2-PVU, thick grey lines in Fig. 1.2), where air is 

frequently exchanged between the troposphere and the stratosphere, resulting in H2O 

ranges from as low as 3 ppmv to a few hundred ppmv. Fig. 1.2 also reveals strong 

horizontal and vertical gradients of H2O across the upper troposphere and tropopause. 
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Figure 1.2. MLS observations of zonal mean H2O mixing ratio in the UTLS, averaged over 2005-2011. 
Blue solid contours are temperature; black dash lines are the potential temperature, with 380-K highlighted 
thicker, separates the “overworld” from the “middle” world air [Holton et al., 1995]; dotted white arrows 
indicate the Brew-Dobson Circulation. The 355-400 K isentropes enclosed in the tropical region defines the 
Tropical Tropopause Layer (TTL). The level of zero net radiative heating is around the 355-K isentrope. 
The white line over tropics at ~17 km indicates the cold-point tropopause (CPT), where the temperature is 
coldest. 
 

In the stratosphere, two sources are believed to contribute to the H2O abundances: 

in situ oxidation of methane (CH4) in the upper stratosphere and direct transport from the 

troposphere. We know that stratospheric dynamics are dominated by the wave-driven 

Brewer-Dobson circulation [Brewer, 1949], which transports air from the troposphere 

across the tropopause into the lower stratosphere, followed by poleward flow at middle 

latitudes and downward flow at higher latitudes (blue arrows in Fig. 1.1).  

Observations show that stratospheric H2O has been increasing by ~0.05 

ppmv/year over the past 50 years [Oltmans and Hofmann, 1995; Evans et al., 

1998; Oltmans et al., 2000; Rosenlof et al., 2001]. A recent analysis pointed out that the 
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observed increase in tropospheric methane concentrations can only account for ~50% of 

the increased stratospheric H2O, which means that the other half of the increase could 

only be explained by increases in the direct transport from the tropical troposphere to the 

stratosphere. 

The TTL temperature primarily controls the amount of H2O that is directly 

transported from the troposphere [Brewer, 1949]. In other words, the increased H2O from 

transport should have been coincident with an increase in the tropopause temperature. 

However, radiosonde measurements show that the tropical tropopause has actually cooled 

off at ~0.5 K/decade [Seidel et al., 2001; Zhou et al., 2001], which makes it contrary to 

what would be required to explain the observed increase in stratospheric H2O. 

The above has shown that the dehydration processes are complex and cannot be 

understood from mean tropical tropopause temperatures alone. In fact, stratospheric water 

is not solely controlled by the temperature but also by the transport processes (different 

paths in different time-scales). Understanding this is one of the major objectives of our 

study, and will be discussed in detail in Sect. 3. 

Besides the slow large-scale upwelling branch of the Brewer-Dobson circulation, 

a fast transport of air from the troposphere into the stratosphere via deep tropical 

convection – so-called convective overshooting, can lead to subsequent anvil formation, 

and then hydrates the UTLS [e.g., Kley et al., 2000; Sherwood and Dessler, 2000; 

Dessler, 2002). While theories of this process exist, there is currently not enough data to 

validate or quantify this path with certainty. 
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1.2.2    O3 and CO in the UTLS 

Ozone (O3) in the upper troposphere/lower stratosphere (UTLS) is an important 

constituent of the climate system, and has revealed trend changes in the last few decades 

that are only partly understood [Schnadt Poberaj et al., 2009]. O3 abundances in the 

UTLS vary in a wide dynamic range (~10’s of ppbv to a few ppmv), and are influenced 

by a variety of chemical and dynamical processes, including photochemical production 

and loss and large- to small-scale transport (for example, deep convective lofting of 

boundary layer low O3 air to the upper troposphere, e.g. Folkins et al., 2002). 

O3 is radiatively important in our climate system. The global average radiative 

forcing of ozone is estimated to be between 0.25 − 0.65 Wm-2 [Forster et al., 2007], with 

the majority of this forcing coming from O3 changes at the tropopause [Lacis et al., 1990; 

Forster and Shine, 1997]. O3 is therefore one of the most important greenhouse gases 

along with H2O, CO2, and CH4. 

The other important tracer in the UTLS – Carbon monoxide (CO), is produced 

near the Earth’s surface from the oxidation of hydrocarbons (primarily isoprene and 

methane) and through combustion processes such as fossil fuel and biomass burning. Its 

concentration is highly variable in the troposphere, ranging between 50 and 100 ppbv in 

uncontaminated air and increasing to at least 500 ppbv in urban or biomass-burning 

plumes [Sachse et al., 1988; Barnes et al., 2003]. 

CO has a photochemical lifetime of months, which is at least as long as the time 

scale for many of the dynamical problems of interests. This makes it a useful tracer to 

diagnose horizontal and vertical transport in the UTLS [e.g., Kar et al., 2004; Huang et 

al., 2012] and to infer large-scale mesospheric circulations [Clancy et al., 1984; 
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Minschwaner et al., 2010] and vertical motions in the stratosphere and mesosphere [Allen 

et al., 2000; Forkmann et al., 2005]. 

Unlike H2O, CO is insoluble and immune from the dehydration processes, which 

makes it distinct in understanding the driving mechanisms behind H2O in the UTLS. 

Similar to the gradual upward propagation of H2O in the stratosphere – the so-called 

“tape recorder” signal [Mote et al., 1996] (see also Sect. 3), subsequent observations from 

the Aura Microwave Limb Sounder (MLS) have shown a corresponding CO ‘‘tape 

recorder’’ [Schoeberl et al., 2006]. 

In the UTLS, both O3 and CO experience drastic changes. Figure 1.3 shows the 

zonal mean O3 and CO distribution in tropopause coordinates, scaled with the seasonal 

mean tropopause height. The distributions reveal strong horizontal and vertical tracer 

gradients across the tropopause in both species. O3 increases away from the tropopause in 

the lower stratosphere, and is low (and well-mixed) in the troposphere. The opposite 

behavior is seen for CO (high in the troposphere, low in the stratosphere), with higher CO 

concentrations in the Northern Hemisphere consistent with stronger anthropogenic 

sources and a ∼2 month tropospheric lifetime. 
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Figure 1.3. Zonal mean DJF (a) O3 and (b) CO distribution from ACE-FTS satellite from 2004–2008 in 
tropopause coordinates scaled by the seasonal mean tropopause height. The thermal tropopause is the thick 
black line. The dashed black line in Figure 1.3a indicates the 100 ppbv ozone contour. Courtesy of 
Gettelman et al., [2011]. 
 

The strong vertical gradients of species reflect the large contrasts of their 

stratospheric vs. tropospheric sources and sinks [e.g., Gettelman et al., 2011]. Therefore, 

O3 is generally considered a stratospheric tracer and H2O and CO are referred as 

tropospheric tracers. A stratospheric tracer is a tracer with large stratospheric sources and 

much lower concentration and smaller variability in the troposphere, while a tropospheric 

tracer has higher concentrations and larger variability in the troposphere. Thus, a pair of 

tropospheric-stratospheric tracers (O3 vs. H2O, or O3 vs. CO) can be used to identify the 

chemical tropopause or transport barrier as shown in Fig. 1.4 [e.g., Fischer et al., 2000; 

Pan et al., 2004, 2013]. 
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Figure 1.4. Schematic illustrating the tracer relationships: (a) stratospheric tracer and a 
tropospheric tracer in altitude space and (b) their relations in tracer-tracer space. Adapted 
from Pan et al., [2004]. 

 

1.3 Motivation: Science Questions Addressable in Lagrangian Model 

1.3.1    Lagrangian Studies of the Transport 

The UTLS is strongly coupled to radiation, dynamics, and chemistry, dominated 

by trace gases such as H2O and O3, as well as aerosols and clouds. H2O is the main 

source of cooling in the upper troposphere, whereas O3 is the main source of warming in 

the lower stratosphere. Because of the low (background) temperature in the UTLS, 

radiative forcing is especially sensitive to the distribution of H2O and O3, i.e., small 

changes in tracer concentrations could result in relatively large changes in ratiation. Thus, 

perturbations to the distributions of H2O and O3 in the UTLS could potentially lead to 

direct forcing in the temperature structure, and hence changes to the atmospheric 

radiation, transport, and clouds, etc. In turn, those changes exert a strong impact back on 

the chemical composition (such as CO) and the dynamical structure of the UTLS. Such 
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processes, on a wide range of length and time scales, constitute a feedback mechanism, 

which makes the climate system and the UTLS region (in particular), more complicated. 

The above tells us that the most important aspect of H2O, O3, and CO in UTLS 

region is the transport process. Currently, global remote sensing from operational or 

research satellite platforms are unable to make accurate height-resolved measurements in 

the UTLS region. In situ measurements in the UTLS also suffer from a lack of global 

coverage. Model simulations, however, do not suffer from these limitations, and it is why 

we decided to study those tracer transport behaviors in the UTLS from a model 

perspective. 

Model study of transport processes can be understood by either performing 

Lagrangian trajectory calculations, which track the movement of massless parcels in their 

moving frame of reference, or by observing fixed regions of space, i.e., the Eulerian 

perspective. The Eulerian perspective provides a continuous snapshot of observed field, 

which is common in the general circulation models (GCMs). However, when examining 

a particular mass of air, questions such as the historical or subsequent motion, or whether 

the air mass retains its identity, cannot be answered in a Eulerian framework. Therefore, 

in this study we focus on a Lagrangian model simulations of those tracers. The 

Lagrangian method is especially useful in studying the transport processes because it 

retains the full history of each ensemble, which allows us to tell when, where, and how 

much of chemical species transported. Moreover, with the full history of ensembles we 

could easily trace backward/forward to learn the parcels’ history/future evolutions. 

The Lagrangian method has been used in atmospheric studies for many years. 

Examples of applying the Lagrangian method ranges from micrometeorological to global 
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scales, which include tracking the ash clouds produced by volcanic eruptions [Webster et 

al. 2012], predicting the transport of radioactive materials released following the 

accidents at the Fukushima nuclear power station in Japan [Stohl et al. 2012], examining 

the exchange of H2O and O3 between the troposphere and stratosphere [Homeyer et al., 

2011], modeling the atmospheric component in the global carbon cycle [Lin et al. 2004), 

and studying the water vapor transport and global dehydration patterns in the UTLS 

[Fueglistaler et al., 2005; Schoeberl and Dessler, 2011; Schoeberl et al., 2012, 2013]. 

Lagrangian studies also have several advantages over Eulerian calculations.  They 

are often computationally less expensive at equivalent resolution and not subject to 

numerical diffusion, which is common to Eulerian models. It is this non-diffusive 

calculation in the Lagrangian framework that makes it especially accurate in regions 

where there are strong tracer gradients. For example, a Lagrangian calculation is most 

useful at the edge of the polar vortex or the tropopause, where sharp changes of chemical 

concentrations provide physical evidence of minimum mixing. The other important 

feature of Lagrangian model is that it could have “unlimited” resolution in both space and 

time. This is because the integration time step could be as small as an hour or less 

(assuming an accurate circulation available in at least 6-hourlyly manner), and the 

transport follows various paths in space. 

Most UTLS trajectory studies have relied on back-trajectory calculations, in 

which parcels initiated in the lower stratosphere are advected backwards for a few 

months and only those that reach the upper troposphere are then analyzed to determine 

the details of mass transport, dehydration, or chemistry. In our studies, however, we use 

forward trajectory calculations, which allow a longer integration period (currently we use 
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~15 years) and are more straightforward in understanding parcel movements (as they 

follow the winds), thereby providing continuous evolutions of stratospheric constituents. 

Furthermore, it also provides diagnosis of stratospheric air age-spectra [Schoeberl et al., 

2003]. Refer to Sect. 2 for more details. 

1.3.2    Science Questions to Be Addressed 

In Sect. 2 we will see that the fundamental factor that affect the trajectory 

modeling results is the input winds used since they drive parcel movements. Therefore, 

accurate winds, especially vertical velocities, are fundamental to successful trajectory 

transport studies. In our work, we use winds from three state-of-the-art reanalyses 

(MERRA, ERA interim, and CFSR, see Chap 2.), because they exhibit different features 

in transport represented in current assimilation systems.  Using three reanalyses winds 

enable us to 1) diagnose the importance of circulation, particularly vertical upwelling, to 

the tracer distribution, annual cycles, and variability around the UTLS; and 2) indirectly 

imply advantages and flaws in different assimilation systems. Those can be found in our 

model results because those “inert” tracers have lifetime as long as a few months (for 

CO) to years (for H2O and O3), and their concentrations and distributions rely directly on 

the uncertainties inherent in circulations. This comparison will be covered in both Sect. 3 

(sensitivity to H2O simulation) and Sect. 4 (sensitivity to O3 and CO simulations). 

In addition to winds, temperatures are also important for our simulation. For 

modeling H2O, along the trajectories air parcels went through dehydration constrained by 

temperature of air. Thus, precise temperature (especially temperature at the tropopause) is 

also of vital importance [Brewer, 1949; Dessler, 1998]. Then it comes to the question of 

how well the tropopause temperature is represented in reanalyses, which have only 



	  

	  15 

limited discrete levels (vertical) around the tropopause. In Sect. 3 we will see that none of 

the reanalyses are able to resolve the very fine curvature feature of tropopause 

temperature. That means that the parcel dehydrations are uniformly limited to reanalyses 

vertical levels and therefore are questionable, although the H2O field is well reproduced. 

Therefore, our questions are 1) what are the true dehydration patterns in the UTLS, and 2) 

will it be a huge matter in using reanalyses temperature field since H2O field is already 

well simulated?  

To tackle this problem we have included trajectory run controlled by GPS instead 

of reanalysis temperaturea (see Sect. 3). The GPS temperatures have very fine vertical 

resolution (~200 m) and it practically captures the fine structures of tropopause 

temperature. In Sect. 3 we will show that trajectory model runs controlled by GPS 

temperatures yield realistic dehydration patterns in the UTLS while producing similar 

H2O field. This also tells us that reanalysis temperature in model native levels are already 

good enough for this kind of study. The advantage of reanalysis temperature over GPS 

temperature is its long records, which makes a long-term prediction possible. 

For modeling O3 and CO, chemical production and loss rates from a fully coupled 

climate-chemistry model are used. These simple parameters represent the net effects of 

chemical sources and sinks behind the complicated chemical reactions and cycles. We 

will see that driven by reanalyses winds, this simple parameterization of chemistry is able 

to simulate both O3 and CO transport in the UTLS very well (compared to satellite 

observations). Other than that, because our trajectory model does not include mixing until 

the very last step when we grid the results, hence, the results are pure Lagrangian and it 

could offer us an understanding of whether the in-mixing is important in the tropical 
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tropopause where chemical gradients are the greatest. This was inspired from another 

trajectory study performed by Konopka et al. [2009, 2010] and Ploeger et al. [2012], in 

which they added inexplicitly an in-mixing scheme when performing the Lagrangian 

study. Their results show that horizontal in-mixing from the mid-latitude to the tropics 

dominates the tracer variability around the tropopause. Moreover, both Randel et al. 

[2002, 2007] and Abalos et al. [2012] show from Eulerian perspective that tropical 

upwelling is the main driver of the chemical annual cycle above the tropical tropopause. 

All those has come to a debate as to the importance of whether in-mixing or upwelling 

dominates the tracer variability around the tropopause (where chemical vertical gradients 

are the greatest) based on Eulerian (Randel et al. [2002, 2007]; Abalos et al. [2012]), 

semi-Lagrangian (Konopka et al. [2009, 2010]; Ploeger et al. [2012]), and pure 

Lagrangian (Wang et al., [2014]) perspectives. Our results therefore are important 

because it potentially ends the debate and provides us direct evidence of the importance 

of upwelling. More details will be discussed in Sect. 4. 

1.3.3    Concluding Remarks 

Trajectory models have been widely used for simulating H2O [e.g., Fueglistaler et 

al., 2005; Liu et al., 2010; Schoeberl and Dessler, 2011; Schoeberl et al., 2012, 2013], 

which is uniquely insensitive to the complexity of TTL processes because it is primarily 

the minimum temperature that controls it. Hence, trajectory modeling of O3 and CO can 

provide complementary information to the H2O simulations because it serves as a useful 

test for simplified understanding of transport and chemical processes in the UTLS. In 

addition to testing circulation and transport within the trajectory model, the O3 and CO 

simulations can elucidate the mechanisms leading to observed chemical behavior, 
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including transport history and pathways, seasonal and interannual variations, and 

relation to the stratospheric age-of-air [Waugh and Hall, 2002]. Furthermore, O3 and CO 

exhibit relatively large out-of-phase seasonal cycles in the tropical lower stratosphere 

[Randel et al., 2007], and these coupled variations provide a sensitive test of the 

trajectory model performances in this region. 

In summary, H2O, CO, and O3 are complementary tracers representing primarily 

tropospheric and stratospheric sources. Those tracers exhibit strong gradients and 

variability across the tropopause transition layer. The trajectory modeling of these tracers 

enables us, for the first time, to track the full histories of chemical evolution within air 

parcels simultaneously, and it provides us an unprecedented understanding of transport 

and chemical behavior in the UTLS. 

 
1.4 Outline of Dissertation 

The outline of this dissertation is organized as follows. In Sect. 2 we introduce the 

trajectory model and the input data, as well as the datasets that are used to verify the 

model results. Sect. 3 focuses on trajectory modeling of UTLS water vapor (H2O) using 

different reanalyses. The comparisons among them demonstrate the importance of winds 

and temperatures regarding the regulation of H2O. Two co-authored papers have been 

published from the contents of this section [Schoeberl et al., 2012, 2013]. A further 

discussion concerning the effect of using GPS temperature on dehydration in very fine 

vertical resolution is included in the second part of this section, which is under 

preparation to be submitted to JGR. In Sect. 4 we first briefly review the UTLS chemistry 

(related to O3 and CO) and how they are represented in a Eulerian climate-chemistry 

model. Then the trajectory modeling of O3 and CO based on the imposed chemistry is 
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shown in detail, with further discussion of the dominating factors that control tracer 

seasonal cycles and interannual variability. The contents of this section have been 

submitted to ACP, currently in public discussion. In Sect. 5 the conclusions are 

summarized and the outlines for future work are sketched, including diagnosing tracer 

transport in the lowermost stratosphere and summertime Asian Monsoon region, 

modeling TTL cirrus formation, and exploring H2O enhancement during North American 

Monsoon.  
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2.  TRAJECTORY MODEL, INPUT DATA, AND VERIFYING 

DATASETS 

 
The trajectory model is performed in Lagrangian framework, in which each 

ensemble of parcel is treated massless and dimensionless and moves independently 

following winds. This perspective is proved to be very useful in studying the transport 

process in the atmosphere, especially around the UTLS region where tracer vertical 

gradients are the greatest and less mixing occurring. In this section we will discuss the 

basic concept of trajectory models and illustrates how our trajectory model is different 

from others’. We also include a section talking about the trajectory input data and 

evaluating datasets we will use in this study.  

 
2.1      Lagrangian Trajectory Overview 

Two methods are widely used to observe and analyze fluid flows: observing the 

flow velocity at fixed positions, which yields an Eulerian representation, and observing 

the trajectories of specific parcels, which yields a Lagrangian representation.  

In the Eulerian system, the time derivatives of parcel can be expressed as  

                                   𝐷[]/𝐷𝑡 = 𝜕[]/𝜕𝑡 + 𝑽 ∙ ∇[]                              (2.1) 

where [] is the arbitrary and fixed position in a fixed framework, and 𝜕[]/𝜕𝑡 is the local 

change at this position. 𝑽 ∙ ∇[] is usually called the advection term, which represents the 

transport of flow at a definite rate and direction, so that parcel trajectories are the 

characteristics of the advection equation. Eq. (2.1) is also called the material derivative.  

The time rate of change observed on a flowing parcel can be expressed as  

                                   𝐷[]/𝐷𝑡 = 𝜕[]/𝜕𝑡                                             (2.2) 
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in the Lagrangian system. Here, [] is the position of a moving parcel, i.e., the frame of 

reference that moves relatively to the fixed coordinate. The Advection term vanishes 

because particle motions are implicitly hinted by the flow. Combined with Eq. (1) we see 

that the material derivative at a given position is equal to the Lagrangian time rate of 

change of the particle present at that position.  

Lagrangian methods are often the most efficient way to sample a flow. 

Furthermore, physical conservation laws are inherently Lagrangian since they apply to 

moving flows, rather than to the flow that happens to be present at some fixed point in 

space, i.e., the Eulerian point of view. As opposed to the Eulerian models, Lagrangian 

models produce non-diffusive transport and thus are especially accurate in regions where 

there are strong tracer gradients (e.g., the edge of the polar vortex, the tropopause). In 

Lagrangian models, both forward and backward trajectory calculations retain the history 

of the parcel, which is difficult to determine in Eulerian models. 

The Lagrangian model computes the trajectories of air parcels given the locally 

instantaneous Eulerian velocity field, i.e., 

𝒅𝒙(𝑡)/𝑑𝑡   = 𝒗(𝒙, 𝑡), 𝒙(𝑡 = 0) = 𝒙𝟎                  (2.3) 

Here, 𝒙(𝑡) is the position of a massless air parcel, which is sufficiently small that all 

particles within it are transported by the flow with the same velocity 𝒗(𝒙, 𝑡), but also 

large enough that it contains statistically representative ensembles; 𝒙𝟎  is the initial 

position of the parcel. Given a velocity field 𝒗, the solution to Eq. (2.3) is the path 

(trajectory) of air parcel travelling to (forward in time) or from (backward in time). 

Depending on wind fields, the trajectory can be computed diagnostically using archived 

winds, or prognostically using forecast winds. 
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Over the years, different types of trajectory models have been developed in 

studying the dynamic and chemical aspects of the atmosphere. Those trajectory models 

and their accuracy and characteristics are summarized in Stohl [1998] and Bowman et al. 

[2013]. The numerical solver for those trajectory models generally follows the same 

procedures: 1) interpolate the velocity filed to the current positions of parcels in space 

and time; and 2) use a numerical scheme to integrate Eq. (2.3) backward or forward in 

time given the initial conditions and the interpolated velocities. 

The precision of trajectory calculations can be attributed to the choice of 

numerical integration scheme, uncertainties in the wind field, or sampling errors.  

Examples of such errors include, respectively, truncation errors, wind measurement 

errors, and errors arising from poor spatial or temporal resolution. 

2.2      Domain-Filling, Forward Diabatic Trajectory 

2.2.1    Introduction to TRAJ3D 

In our work we use Dr. Kenneth Bowman’s trajectory code (TRAJ3D, Bowman 

[1993]; Bowman and Carrie [2002]) to calculate the paths of parcels. TRAJ3D was 

developed in Interactive Data Language (IDL). It uses 4-D linear interpolation on 

velocities and a standard fourth-order Runge-Kutta scheme with 32 time steps per day 

(45 minutes interval) to integrate Eq. (2.3). This is commonly used in trajectory 

calculations since it is fourth-order accurate in time. The implementation of fourth-order 

Runge-Kutta involves evaluation of the velocity 𝒗 at four points for each time step. 

Assuming a time step size 𝛿𝑡, define:  

𝒙!!! =   𝒙! +
𝟏
𝟔
(𝒌𝟏 + 𝟐𝒌𝟐 + 𝟐𝒌𝟑 + 𝒌𝟒)             (2.4) 
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So value 𝒙!!! at time 𝑡!!!is calculated from 𝒙! at time 𝑡! for n=0, 1, 2, 3, …, 

using 

𝒌𝟏 = 𝒗 𝑡!,𝒙!     

𝒌𝟐 = 𝒗 𝑡! +
!
!
𝛿𝑡,𝒙! +

!"
!
𝒌𝟏           (2.5) 

𝒌𝟑 = 𝒗 𝑡! +
𝟏
𝟐
𝛿𝑡,𝒙! +

!"
𝟐
𝒌𝟐    

𝒌𝟒 = 𝒗 𝑡! + 𝛿𝑡,𝒙! + 𝛿𝑡𝒌𝟑   

Here, we express each step with vector notation to represent the 3-D integration. During 

the integration, 𝒌𝟏 is the increment based on the slope at the beginning of the interval, 𝒌𝟐 

is the increment based on the slope of 𝒌𝟏 at the midpoint of the interval, and 𝒌𝟑 is again 

the increment based on the slope of 𝒌𝟐 at midpoint, and 𝒌𝟒 is the increment based on the 

slope at the end of the interval. This process repeats for each time step. 

TRAJ3D uses an integrator time-step of 𝛿𝑡 = 45  𝑚𝑖𝑛, which is much smaller 

than the interval of wind fields (6-hourly or daily). The precision of this numerical 

scheme is evaluated by comparing errors due to integration (from varying time step sizes) 

and errors due to wind fields (by adding 1% noise to the wind fields), which suggest that 

errors in winds, rather than truncation errors in the numerical scheme, dominate the errors 

in trajectory calculations [Bowman, 1993]. 

 
2.2.2    Vertical Coordinate and Vertical Velocity 

Of particular interest in trajectory calculations is how the vertical velocity fields 

are represented (horizontal winds). Vertical velocity in pressure (isobaric) coordinates is 

pressure tendency (dp/dt=ω field), and vertical velocity in potential temperature 

(isentropic) coordinate is potential temperature tendency (dθ/dt). In pressure coordinates, 
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parcels are advected along pressure surfaces by horizontal wind, and across pressure 

surfaces vertically. The vertical velocity field is derived through mass conservation via 

the continuity equation. Trajectory calculations performed in pressure coordinates are 

usually referred as kinematic runs. 

In potential temperature (isentropic) coordinates, parcels are advected along 

constant potential temperature surfaces (isentropes) by the large-scale wind and across 

isentropic surfaces by the net diabatic heating, which are produced from the release of 

latent heating during condensation/deposition, the absorption of solar and infrared 

radiation, the heating by diffusion, and frictional dissipation, etc. Trajectories calculated 

in isentropic coordinates are referred to as diabatic runs. In cases that diabatic heating is 

zero, trajectories are constrained on isentropic surfaces and known as isentropic 

trajectories [e.g., Danielsen, 1961]. Given this, diabatic trajectories are also called “quasi-

isentropic” trajectories [Schoeberl and Sparling, 1995]. 

In the UTLS region, vertical motion is ∼30 m/day (or ∼1 K/day cross isentrope) – 

several orders of magnitude smaller than the horizontal motion (∼1000 km/day). 

Therefore, the vertical velocity (ω) derived via mass continuity equation can be rather 

noisy in the event of even small errors in the horizontal wind. Besides, the 

underrepresented gravity drag or the under-sampled fast perturbations due to sampling 

could also results in noisy vertical wind [Diallo et al., 2012]. As a result, 3-D kinematic 

runs show large vertical dispersion and parcels experience unrealistically movement 

[Schoeberl et al., 2003; Ploeger et al., 2010; Schoeberl and Dessler, 2011].  
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The noise in the vertical velocity field can be reduced in isentropic coordinates, where the 

vertical velocity is no longer pressure tendency (ω) but potential temperature tendency 

(dθ/dt), which is deduced from the diabatic heating rates via the First thermodynamic law 

[e.g., Andrews et al., 1987] 

dθ/dt = Q (p0/p)R/Cp               (4) 

here Q is the diabatic heating rates in unit of K/s; p is pressure; p0 is the reference 

pressure (usually 1000 hPa); Cp is the specific heat capacity at constant pressure, and R is 

the gas constant for air.             

 

 
Figure 2.1. Distribution of parcels 50 days since the initiation at 20 km using back trajectory 
calculations from (a) diabatic run and (b) kinematic run. The wind and vertical velocity are 
from the Met. Office Data Assimilation System (UKMO). The lower (upper) thin white line 
shows the zonal mean tropopause (380 K isentrope).  Zonal mean temperature is indicated by 
the gray scale contours and particles are shown as white dots. Adapted from Schoeberl et al., 
[2003]. 

 

Figure 2.1 compares the impact on parcel distributions from trajectory 

calculations running on both isentropic (diabatic) or isobaric (kinematic) coordinates. The 

diabatic run yields less transport in the vertical, which is generally in better agreement 

with observations and theory. The kinematic run, however, results in large vertical 
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although the FVDAS integration is beginning to show an
upward plume in the north polar region not seen in the
UKMO case. In contrast, the UKMO and FVDAS kine-
matic integrations show large vertical dispersion of parcels
after 50 days; some parcels have already moved into the
troposphere and have been removed from the model. Strik-
ingly, the FVGCM kinematic integration shows almost no
meridional or vertical dispersion after 50 days and the
distribution is still confined to middle and low latitudes

after 200 days, while the four DAS experiments have
moved parcels to the polar regions.
[25] In order to quantify the initial dispersion of parcels

from the tropics, we have computed the decay rate for the
number of parcels in the tropics during the first six months
of the integration. This short period insures that the parcel
count is representative of the initial dispersion and not
contaminated by parcels recirculated from midlatitudes. Of
course, the calculation includes the effects of both vertical
and horizontal dispersion. The decay rates a (in years!1) for
number of parcels between 15!S and 15!N in the lower
stratosphere for the first five experiments shown in Table 1
are as follows (the experiment labeling in Figure 2 is used):
UKM D., 3.7; UKM K., 5.2; FVDAS D., 2.2; FVDAS K.,
4.2; FVGCM, 0.35. The data is least-squares fit to the
exponential form exp(!at). The rates reflect the impression
given in Figure 1. Higher values of a mean more rapid

Figure 1. The distribution of parcels 50 days (part a) and 200 days (part b) after the beginning of the
back trajectory calculation (Dt = !50, !200 days). The lower thin white lines show the zonal mean
altitude of the tropopause, the upper thin white line shows the zonal mean altitude of the 380K isentrope.
The short thin vertical gray line segment at 20 km in each figure over the equator shows the initial
position of the parcels. Grayscale indicates zonal mean temperature. Parcels are shown as white dots. The
far left panel shows the results using the UKMO DAS wind fields, diabatic trajectories (UKM D.). The
next panel (left to right) uses the same wind fields, but is a kinematic trajectory calculation UKM K.).
The third panel uses the FVDAS wind fields and diabatic trajectories (FVDAS D.). The fourth panel uses
the FVDAS with kinematic trajectory calculation (FVDAS K.). The fifth panel shows the kinematic
trajectory calculation using the FVGCM (FVGCM K.). The percent of parcels remaining in the
stratosphere at the time are indicated in each panel.

SCHOEBERL ET AL.: LOWER STRATOSPHERIC AGE SPECTRA ACL 5 - 5

these are backward integrations, Figure 1b shows tropical
parcels descending relative to those in Figure 1a. In a
forward integration the parcels would be rising in response
to tropical heating.)
[24] The two diabatic simulations, using assimilated

winds from UKMO and the FVDAS, show parcels rapidly
moving to middle latitudes after 50 days. The diabatic
distributions are generally similar even after 200 days
although the FVDAS integration is beginning to show an
upward plume in the north polar region not seen in the
UKMO case. In contrast, the UKMO and FVDAS kine-
matic integrations show large vertical dispersion of parcels
after 50 days; some parcels have already moved into the
troposphere and have been removed from the model. Strik-
ingly, the FVGCM kinematic integration shows almost no
meridional or vertical dispersion after 50 days and the
distribution is still confined to middle and low latitudes

after 200 days, while the four DAS experiments have
moved parcels to the polar regions.
[25] In order to quantify the initial dispersion of parcels

from the tropics, we have computed the decay rate for the
number of parcels in the tropics during the first six months
of the integration. This short period insures that the parcel
count is representative of the initial dispersion and not
contaminated by parcels recirculated from midlatitudes. Of
course, the calculation includes the effects of both vertical
and horizontal dispersion. The decay rates a (in years!1) for
number of parcels between 15!S and 15!N in the lower
stratosphere for the first five experiments shown in Table 1
are as follows (the experiment labeling in Figure 2 is used):
UKM D., 3.7; UKM K., 5.2; FVDAS D., 2.2; FVDAS K.,
4.2; FVGCM, 0.35. The data is least-squares fit to the
exponential form exp(!at). The rates reflect the impression
given in Figure 1. Higher values of a mean more rapid

Figure 1. The distribution of parcels 50 days (part a) and 200 days (part b) after the beginning of the
back trajectory calculation (Dt = !50, !200 days). The lower thin white lines show the zonal mean
altitude of the tropopause, the upper thin white line shows the zonal mean altitude of the 380K isentrope.
The short thin vertical gray line segment at 20 km in each figure over the equator shows the initial
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next panel (left to right) uses the same wind fields, but is a kinematic trajectory calculation UKM K.).
The third panel uses the FVDAS wind fields and diabatic trajectories (FVDAS D.). The fourth panel uses
the FVDAS with kinematic trajectory calculation (FVDAS K.). The fifth panel shows the kinematic
trajectory calculation using the FVGCM (FVGCM K.). The percent of parcels remaining in the
stratosphere at the time are indicated in each panel.
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dispersion due to noisy vertical velocity calculated from mass conservation. Therefore, in 

our study we perform diabatic run and noted that the diabatic velocities no longer satisfy 

mass continuity with the horizontal winds, which points to a self-limiting aspect of using 

diabatic winds in Eulerian calculations. 

 
2.2.3    Forward vs. Backward 

Of UTLS trajectory studies a predominant use is back-trajectory calculations, in 

which parcels are advected backwards for a few months to see if they encounter some 

predetermined criteria. For example, when studying stratosphere water vapor, parcels 

initiated at lower stratosphere (~20 km or ~440 K) are advected backwards, and only 

those reach to the upper troposphere will be analyzed to determine water vapor and its 

dehydration behavior. However, from age-of-air measurements a significant number of 

parcels in the lower tropical stratosphere may not be traceable back to the upper 

troposphere after a few months of back trajectory integration. 

Compared with backward trajectories, forward-trajectories allow for longer 

integration period and are more straightforward in the diagnosis of age-spectra 

[Schoeberl et al., 2003]. Forward integration provides a continuous picture of the time 

evolution of stratospheric constituents and allows us to investigate issues that may be 

difficult to address with backward trajectories. For example, in studying stratospheric 

water vapor back-trajectories usually disregard those parcels that cannot be traced back to 

the upper troposphere within a predetermined period, and thus the final parcels left are 

limited. On the other hand, back trajectory calculations are preferred for determining air 

parcel origins, in order to elucidate observations. Forward calculations, on the other hand, 

rely completely on the parcel movements. As time goes they will yield a statistically 



	  

	  26 

robust and unbiased representation of the trace gas fields. Therefore, our model runs 

forward, not backward. 

2.2.4    Domain-Filling  

The other feature about our trajectory modeling is the domain-filling strategy. The 

forward domain-filling model works as follows: an ensemble of parcels is initialized in 

the upper troposphere (typically 360-370 K isentrope) on an equal area grid that covers 

the tropics and mid-latitudes. The initialization altitude is selected to be just above the 

level of zero radiative heating in the tropics (~355-360 K), where parcels tend to ascend. 

Meanwhile, it is also typically below the tropical tropopause (~380 K), so parcels could 

go through essential dehydration when crossing the cold tropopause. It is this dehydration 

process that fixes the amount of water vapor, which makes the initial water vapor mixing 

ratio somewhat irrelevant (see Sect. 3 for details).  

Parcels are advected forward for one day using reanalysis winds. At the end of the 

day, any parcels that have descended below a pre-determined altitude, usually 250-hPa, 

are removed since in most cases they have re-entered the troposphere. The upper 

boundary is chosen to be ~2200-K isentrope (~1 hPa or ~50 km) to cover the entire 

stratosphere. Parcels are initialized and added to the ensemble consecutively each day 

and the combined set of parcels is then run forward. This process is repeated over the 

entire integration period. As more and more parcels are injected into the model, the 

stratospheric domain is filled up with parcels – this is the concept of domain-filling used 

in our model. 

 



	  

	  27 

 
Figure 2.2. Demonstration of forward domain-filling trajectory. All parcels are longitudinally 
color-coded in initiation to show the regional differences of upward flow. 

 

Figure 2.2 demonstrates the concept of domain-filling. We see that parcels 

gradually fill up the stratosphere domain after 1-2 years (the filling efficiency depends on 

the density of initiation grid). Parcels tend to cluster at lower altitudes where the vertical 

velocities (diabatic heating rates) are smaller. To highlight the regional differences of the 

ascending branch of the Brewer-Dobson circulation, all parcels are longitudinally color-

coded in initiation. Due to the intense upward flow in the Tropical Western Pacific (TWP) 

region, parcels initiated here (green) tend to be pushed up higher than those started above 

the Atlantic Ocean (red). 
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Figure 2.3. Parcel number statistics in tropical region (30o N-S, red), mid-
latitude region (30o-60o N-S, blue), high-latitude region (60o-90o N-S, green), 
and whole domain (black). 

 

Figure 2.3 shows regional parcel statistics from a trajectory run starting from 

2000 and integrated to the end of 2012. After 3-4 years the system is filled up with 

approximately 1 million parcels in the domain, reaching steady state with equal amount 

of parcels removed and injected in everyday. It is also worth mentioning that the parcel 

numbers are also steady in each latitudinal region, so our statistical results are robust with 

no regional biases. 

2.2.5    Gravity Waves and Convection Moistening  

Our model also includes parameterizations for gravity waves and convective 

injection of ice, both of which can be independently switched on or off (see Schoeberl et 

al., 2011 for details). Briefly, the gravity wave parameterization scheme perturbs the 

parcels’ temperature history to account for temperature fluctuations that are unresolved 

by the reanalyses. Our gravity wave scheme is loosely based on Jensen and Pfister 
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[2004] that  modeled the effect of gravity waves and showed that they had the potential to 

reduce stratospheric water vapor by ~0.5 ppmv. 

The convective scheme, which is based on Dessler et al. [2007], accounts for the 

rapid injection of water into the TTL by convective updrafts. This scheme first derive a 

spatial (horizontal) probability of convective influence as a function of pressure and the 

flux of outgoing longwave radiation (OLR) (Liebmann and Smith, [1996]), and then the 

measurements of height-resolved ice water content (IWC) from the Aura Microwave 

Limb Sounder (MLS) [Waters et al., 2006] is used to determine vertical distribution of 

the probability. When convection impacts a parcel, we set the parcel’s RH to 100 %. This 

means that sub-saturated parcels are hydrated and super-saturated parcels are dehydrated 

by convection [Jensen et al., 2007].  

The convection scheme can also be used to diagnose its impacts on chemical 

species. When convection hits a parcel, we set the parcel’s O3 and CO concentration 

characteristic of the boundary layer level, i.e., low O3 (such as 0.1 ppmv) and high CO 

(150 ppbv), so that the resulting O3 and CO tend to be lower and higher, respectively. 

Gravity wave fluctuations, however, affect only the temperature and then the H2O, and in 

our model they have no impacts on chemical species. 

Our work is designed to study the transport effects of tracers, which is purely 

dependent on the circulation and the chemistry imposed. Therefore, in this dissertation all 

results are from the trajectory model runs when parameterized gravity waves and 

convection schemes were switched off. This creates a relatively “uniform” environment 

when evaluating transport effects demonstrated by different tracers. 
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2.3      Trajectory Model Input 

2.3.1    Reanalyses Input 

As discussed in section 2.1, the trajectory model computes the paths of air parcels 

given Eulerian wind field. Depending on wind fields, the trajectory can be computed 

diagnostically using archived winds such as operational models or reanalyses, or 

prognostically using forecasting winds. For our purposes of study, the reanalyses datasets 

are chosen because they are combinations of model forecasts forced (corrected) by 

available observations, which provide high-quality analyses of the global 3-D state of the 

atmosphere. 

The first successful operation of global reanalysis starting from 1948 was referred 

as NCEP/R1 [Kalnay et al., 1996]. Over the last decade, the NCEP/R1 data have been 

widely used by the community, for which it has built the basis of historical and real time 

climate monitoring. More recently other notable reanalyses efforts were initiated by 

major operational centers around the world. They range from the ERA40 [Uppala et al., 

2005] by the ECMWF, the ECMWF ERA-interim reanalysis [Dee et al., 2011], the 

JRA25 reanalysis [Onogi et al., 2007] by the Japan Meteorological Agency (JMA), the 

Modern Era Retrospective-analysis for Research and Applications (MERRA) [Rienecker 

et al., 2011] by the GSFC/NASA, the NCEP Climate Forecast System Reanalysis 

(CFSR) by NOAA [Saha et al., 2010] by, and the ongoing JRA55 reanalysis. 

Among those reanalyses we chose to use ERA-interim, NCEP CFSR, and 

MERRA because they provide relatively higher vertical resolution in the TTL region. 

MERRA is produced by NASA’s Global Modeling and Assimilation Office (GMAO), 

covering the modern era of remotely sensed data from 1979 through the present. The 
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primary focus of MERRA is to improve the assimilation of the hydrological cycle. 

Extensive 3D 3-hourly winds are available on 42 pressure levels at 1.25 degree 

resolution. 

ERA-Interim (ERAi) is produced by the European Centre for Medium-Range 

Weather Forecasts (ECMWF) [Dee et al., 2011]. ERAi uses a 12-houly 4D variational 

data assimilation cycle with 60 hybrid levels in the vertical from the surface to 0.1 hPa. 

Wind fields are extracted from the analysis available at 6-hourly interval (00:00 UT, 

06:00 UT, 12:00 UT and 18:00UT). 

CFSR was developed by the National Centers for Environmental Prediction 

(NCEP) as the first coupled atmosphere–ocean–land surface–sea ice reanalysis [Saha et 

al., 2010]. CFSR technically only covers the period 1979–2009, but continuing output 

from the current (effectively identical) version of the Climate Forecast System model 

extends the CFSR data record to the present. CFSR reports winds 6-hourly at 00:00 UT, 

06:00 UT, 12:00 UT and 18:00UT.  

As mentioned in 2.2.2, our model operates on isentropic coordinates, in which the 

vertical wind is represented by diabatic heating rates (not pressure velocities). Therefore, 

we use diabatic heating rates instead of pressure velocity from the reanalyses to drive the 

parcels vertically. In addition to the wind that feeds the trajectory, we also use 

temperature to constrain the maximum abundances of water vapor in a parcel. Recall that 

temperature plays a crucial role in regulating water vapor (entering) into the stratosphere, 

therefore the accuracy of the temperature data directly affects the model results. 

MERRA diabatic heating includes components of heating due to long-wave 

radiation, short-wave radiation, moist physics, turbulent vertical mixing, gravity wave 
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drag, and friction. ERAi heating rates are obtained as temperature tendencies at 3 hour 

intervals from the twice-daily assimilation cycles starting at 00:00Z and 12:00Z. Hence 

they are available at 01:30Z, 04:30Z, 07:30Z, 10:30Z, 13:30Z, 16:30Z, 19:30Z and 

22:30Z. ERAi diabatic heating rates include individual components of heating due to 

long-wave short-wave radiation and total heating rates. Heating due to moist physics is 

not reported separately and must be inferred as a residual [Fueglistaler et al., 2009b]. In 

addition to total diabatic heating rates, CFSR provides heating rates due to long-wave 

radiation, short-wave radiation, deep convection, shallow convection, large-scale 

condensation, and vertical diffusion. 

To summarize, we use horizontal winds (U, V) and diabatic heating rates (Q) 

available on either model native levels or standard pressure levels to drive the parcels. 

During the trajectory integration, we also use temperature (T) in the highest vertical 

resolution available to constrain parcel water vapor amount. Table 1 summarizes general 

features of those datasets. 
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  Table 1: Summary of reanalyses datasets. 

                        1: These fields on hybrid levels will be interpolated to 60 standard pressure levels by using surface pressure data. 
                               2: These wind component need to be re-gridded to the grid of diabatic heating rates.  
 

It is obvious that different reanalyses datasets are provided with different 

resolutions temporally. For easy to use in our model, we homogenized all datasets in 6-

hourly, while keeping their horizontal and vertical resolutions originally. For instance, we 

converted ERA interim data from hybrid sigma levels to 60 isobaric levels that 

correspond to the nominal pressure of the eta levels used in the forecast model (relative to 

a surface pressure of 1000 hPa), and we also sampled MERRA wind files from 3-houlry 

to 6-hourly at 00Z, 06Z, 12Z, and 18Z, and averaged MERRA diabatic heating rates 

every 6-hourly to be consistent with the wind fields. In addition, CFSR wind and 

temperature fields originally available on 0.5x0.5 degrees in longitude by latitude are 

interpolated into the same grids of diabatic heating rates (1x1 degrees). 

After pre-processing, all reanalyses datasets are on pressure levels, and are ready 

to feed into the trajectory model. Figure 2.4 compares the vertical resolution of three 

reanalyses in pressure coordinate. The TTL region is magnified on right panel to 

highlight the different model levels implemented. 

Original Reanalyses Datasets H (deg) 
(lon x lat) 

nV 
(#) 

nV (#) 
in TTL 

Data 
Source 

Description 

ERA 
interim 
1979-
present 

Wind 
Component 

U, V 1x1 601 6 ei_an_ml ei: ERA interim 
an: analysis 
ml: model hybrid levels1 
 

Q 1x1 601 6 ei_an_ml 
Temperature T 1x1 601 6 ei_an_ml 

 
NCEP 
CFSR 
1979-
2010 

Wind 
Component 

U, V 0.5x0.52 37 5 pgb_h_nl pgb: presure levels 
diab: diabatic heating rates 
h: high horizontal resolution (0.5x0.5)     
f: fine horizontal resolution (1x1) 
nl: analysis      06:6-hourly forecast 

Q 1x1 37 5   diab_f_06 
Temperature T 0.5x0.5 37 5 pgb_h_nl 

 
MERRA 
1979-
present 

Wind 
Component 

U, V 1.25x1.25 42 4 inst3_asm_
Cp 

inst: instantaneous; tavg: time average 
asm: assimilated state; tdt: temperature 
tendency; ana: direct analysis 
3: 3-hourly; 6:6-hourly  
Cp: Reduced resolution on pressure 
levels 
Nv: Native resolution on model layers 

Q 1.25x1.25 42 4 tavg3_tdt_
Cp 

Temperature T 2/3x1/2 72 8 inst6_ana_
Nv 
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Figure 2.4. Vertical resolution of three analysis datasets. The TTL region is magnified in right 
panel to highlight the different resolutions in vertical. 

 

Apparently, both MERRA and ERAi provide temperature with vertical 

resolutions of ~1 km in the TTL, while CFSR is slightly coarser. The performances of 

using three reanalyses are described in detail in Section 3, where we will see that high 

vertical resolution is essential for capturing the temperature minimum around the 

tropopause, which regulates the entry level of water vapor in the stratosphere. 

The discrepencies in temperature and diabatic heating among three reanalyses, 

along with the simulated stratosphere H2O produced will be addressed in detail in Sect. 3. 
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Here, in Fig. 2.5 and Fig. 2.6 we only briefly introduce the major differences that could 

have affected trajectory simulations.  

 

 
Figure 2.5. Climatological mean temperature at 100 and 83 hPa from 
MERRA (orange), ERAi (blue), and CFSR (red), averaged over deep tropics 
(15o N-S) in 2001-2010.  

 

Accurate temperature is critical for successful simulations of stratospheric H2O 

because the entry-level value is governed by the Clausius-Clapeyron equation assuming 

saturation with respect to ice [Fueglistaler et al., 2005; Dessler et al., 2013]. Fig. 2.5 

compares the climatological mean temperature at 100 and 83 hPa – the closest level to 

the cold-point tropopause, where air goes through essential dehydrations and then carries 

the correct entry-level of H2O into the stratosphere. It shows that MERRA captures the 

key features of temperature in the UTLS, with the tropical minimum of 192-195 K 

around 100 hPa, in agreement with radiosonde observations [Seidel et al., 2001]. ERAi, 
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on the other hand, has a cold bias of at least 0.5 K and CFSR is ~0.2 K warmer. At 83 

hPa, MERRA and ERAi temperature are quite close and CFSR shows a warmer bias of 

~2 K during boreal winter-spring and ~1 K during summer-fall. As will be shown in Sec. 

3, the cold and warm bias in ERAi and CFSR create a 0.7 ppmv lower and 1.1 ppmv 

higher bias in simulated water vapor around the tropopause, respectively. 

Figure 2.6 compares the evolution of diabatic heating rates in the last decade 

averaged in the inner tropics (15o N-S). Here, diabatic heating (positive) indicates an 

upward mass flux across the isentropes, while diabatic cooling (negative) indicates a 

downward flux. The figure shows that upward motion prevails in the tropical region, 

which is the ascending branch of Brewer-Dobson circulation (see Fig. 1.1 and Fig. 3.1).  

This figure also highlights the large differences in the simulated diabatic heat 

budget. For example, there is a close to zero heating, or even net diabatic cooling prevails 

throughout the tropics in MERRA around 150-120 hPa, indicating a deficit in MERRA’s 

budget calculation. In trajectory calculations, parcels traveling to this region inevitably 

descend back to the troposphere so that no parcels initiated below this level could make it 

to the stratosphere (see Sect. 3), which is not the case for the real atmosphere. On the 

other hand, large heating exists in ERAi within the TTL (Fueglistaler et al., 2009b) that 

could cause unrealistically strong upward motion and shorter transport timescales. See 

Sect. 3&4 for detailed discussions of the different diabatic heating that affects the vertical 

transport and residence time of H2O and chemical species in the UTLS.  
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Figure 2.6. Vertical evolutions of diabatic heating rates among (a) MERRA, (b) ERAi, and (c) CFSR 
averaged over the last decade (2001-2010). In each panel, black lines label the potential temperature from 
each reanalysis; the 380-K isentrope is highlighted in thick grey line to approximate the tropopause that 
separates the overworld from the air below. 
 

2.3.2    GPS Temperature Input 

The reanalyses provide temperature with at most ~1 km vertical resolution around 

the tropopause. This resolution may not be fine enough to resolve the cold-point 

tropopause (CPT) well and therefore results in unrealistic dehydration patterns or biased 

water vapor prediction. Therefore, we also included model run using GPS temperature. 

GPS provides global observations of temperature every ~60 m in the vertical 

(although the vertical resolution of each measurement is ~0.5 km in the upper 

troposphere) [Ho et al., 2009]. We include GPS radio occultation (RO) data from all 

platforms to compensate the relatively low resolution horizontally. This includes RO 

from the Constellation Observing System for Meteorology, Ionosphere, and Climate 

(COSMIC) [Anthes et al., 2008] global positioning satellite (GPS) mission, the 

CHAllenging Minisatellite Payload (CHAMP) satellite [Wickert et al., 2001]), the 

Communications/Navigation Outage Forecasting System (CNOFS), the Gravity 

Recovery And Climate Experiment (GRACE) twin satellites [Beyerle et al., 2005], the 
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Meteorological Operational Polar Satellite–A (MetOp-A), the Satellite de Aplicaciones 

Cientifico-C (SACC) satellite [Hajj et al., 2004], and the TerraSAR-X (TerraSAR-X). 

Figure 2.7 shows the profile numbers from each satellite platforms and it demonstrates 

that all RO profiles (black) could be twice as much as from COSMIC (crimson) alone. 

 

 
Figure 2.7. Number of GPS RO profiles from different platforms. Black shows the total profile numbers 
from all platforms. 
 

We use GPS wet profile (wetPrf) products available vertically for every 100 

meters. For use in our trajectory model, each day all GPS temperature profiles are binned 

in 200-m resolution vertically. Horizontally, we first grid data into relative coarse grids 

by averaging all data within adaptive searching radius of 600-1000 km (depends on the 

number of measurements fall into) weighted by 2-D Gaussian function, and then we 

linearly interpolate those coarse grids into 2.5x1.25 (longitude by latitude) finer grids to 

lower the possibility of trajectories encountering grids with no valid temperature. 
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2.3.3    Chemistry Input 

Besides H2O, O3 and CO are also important trace gases in the UTLS that regulate 

the past and future climate. So one of our objectives is also to simulate O3and CO 

transport with this trajectory domain-filling model. Trajectory modeling of O3 and CO 

can provide useful tests for simplified understanding of transport and chemical processes 

in the UTLS, and provide complementary information to the H2O simulations (which are 

primarily constrained by tropopause temperatures).  

The methodology for trajectory simulations of O3 and CO follows a similar 

approach to modeling H2O. Specifically, O3 and CO concentration carried by each parcel 

is altered chemically by the concentration from the previous time step and the production 

and loss frequencies calculated from a fully coupled chemistry climate model. 

We use chemical production and loss rates output from the fourth version of the 

Whole Atmosphere Community Climate Model (WACCM4). The WACCM is based on 

the software framework of the National Center for Atmospheric Research’s Community 

Atmospheric Model (CAM), extended vertically to the lower thermosphere. The chemical 

module is based upon the three-dimensional chemical transport Model for OZone And 

Related chemical Tracers, Version 3 (MOZART-3) [Kinnison et al., 2007]. It is a fully 

interactive model, wherein the radiatively active gases (CO2, H2O, N2O, CH4, CFCs, NO, 

O3) influence the radiative heating rates and therefore the dynamics. A finite volume 

dynamical core that explicitly calculates the mass fluxes in and out of a given model 

volume with a Lagrangian control-volume vertical discretization is applied to ensure 

mass conservation [Lin, 2004]. 
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Recently, a new version of WACCM4 has been constructed to run with specified 

dynamics (SD) fields [Lamarque et al., 2012], in which the WACCM4 meteorological 

fields are “nudged” with the SD meteorological fields such as the temperature, winds, 

surface pressure, etc., using the approach described in Kunz et al. [2011]. In this study we 

use the WACCM4 nudged by meteorological fields from the NASA Modern-Era 

Retrospective Analysis for Research and Applications (MERRA) [Rienecker et al., 

2011]. The vertical domain of WACCM4 extends from the surface to the lower 

thermosphere, with horizontal resolution of 2.5°×1.9° in longitude and latitude and 88 

levels up to ~150 km. In the UTLS the vertical resolution is 1.1–1.4 km. The WACCM 

chemical production and loss rates and their application to our trajectory model will be 

discussed in detail in Sect. 4. 

 
2.4      Validation Datasets for Trajectory Model 

We will compare our model results mainly to observations of H2O, O3 and CO 

from the Aura Microwave Limb Sounder (MLS) [Waters et al., 2006]. MLS measures 

3500 vertical profiles per day along a sun-synchronous suborbital track having equatorial 

crossings at 1:40 PM and 1:40 AM local solar times. We use the MLS version 3.3 (v3.3) 

Level 2 products, described in the data quality and description document 

(http://mls.jpl.nasa.gov/data/v3-3_data_quality_document.pdf). 

MLS H2O is produced between 316 hPa to 0.1 hPa with 12 levels per decade with 

vertical resolution of 2.7-3.2 km in the UTLS. The measurement uncertainties (including 

biases) for H2O are 20% (215 hPa) to 10% (100 hPa) at tropics and mid-latitudes, and 

~50% at high latitude (>60o N-S) [Read et al., 2007]. 

For O3 and CO simulation, MLS observational climatology in 2005-2011 is used 
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to set the initial abundances when parcels are initialized (~370-K isentrope), and the 

observations at higher levels are used to evaluate the trajectory model results. O3 profiles 

are available at 12 levels per decade from 261 to 0.02 hPa and CO profiles are available 

between 215 and 0.0046 hPa at 6 levels per decade. The vertical resolution of O3 in the 

UTLS is approximately 2.5-3 km while for CO it is ~4.5-5 km. The detailed validation 

for these data sets can be found in Froidevaux et al., [2008], Pumphrey et al., [2007], and 

Livesey et al., [2008]. 

Besides using chemical production and loss from the WACCM, we also compare 

O3 and CO modeled by WACCM to the trajectory model simulations, which serves as a 

sanity check of applying the imposed WACCM chemistry, and also as a simple 

comparison of Lagrangian vs. Eulerian model results.  

We also compare the trajectory modeling to the CO measurements from the 

Atmospheric Chemistry Experiment Fourier Transform Spectrometer (ACE-FTS), which 

shows some systematic differences with MLS retrievals in the stratosphere (Clerbaux et 

al., 2008; Park et al., 2013). The ACE is a Canadian satellite mission primarily focused 

on the Arctic polar ozone loss in the winter and spring seasons. The ACE-FTS is a solar 

occultation instrument measuring the infrared absorption spectra that provides trace gas 

mixing ratios from the lower thermosphere (~5–150 km). The vertical field of view 

(FOV) of the instrument is ~3 km, with vertical oversampling providing an effective 

vertical resolution of 2–3 km; the retrievals are performed on a 1 km vertical grid [Boone 

et al., 2005]. The sampling of ACE-FTS (resulting from the high inclination satellite 

orbit) provides measurements primarily over high latitudes, with limited sampling 

through the tropics, four times per year (February, April, August, and October) [see 
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Bernath, 2005]. A detailed description of the ACE CO observations can be found in Park 

et al., [2013]. 

2.5      Summary 

Our model is a domain-filling, forward trajectory model driven by three-

dimensional winds and operates in potential temperature coordinates, where diabatic 

heating rates drive parcel motions across isentropic surfaces. This model is driven by 

three state-of-the-art reanalyses datasets: NASA MERRA, ECMEF ERA interim, and 

NCEP CFSR. To avoid unnecessary complexity, we homogenized all datasets in 6-hourly 

while keeping their own original horizontal and vertical resolution. Due to the extreme 

importance of temperature in our model, we chose to use the available datasets in the 

finest vertical resolution. Besides using reanalyses temperatures that usually have vertical 

resolution of 1~2 km, we also use GPS temperature that is available every 100 m 

vertically from the surface to ~32 km. Use of GPS temperature will give us a more 

detailed dehydration structure in the UTLS region (see Sect. 3.2). 

For modeling chemical species, we use chemical production and loss rates from a 

fully coupled chemistry-climate model (WACCM). Those chemical rates represent an 

overall effect of the chemical sources and sinks of species, so that we don’t need to 

consider reactions step by step. Those rates are easily to be incorporated into our 

trajectory model, which guarantees an easy diagnose, easy perform strategy. The details  

of the chemical model WACCM and its chemical production and loss rates will be 

discussed in detail in Sect. 4. For validation purposes, we will compare our model results 

with satellite observations from MLS and ACE-FTS. We will also compare our chemical 

products with those from WACCM, as a sanity check of the model performance. 
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3. TRAJECTORY MODELED WATER VAPOR AND DEHYDRATION 

PATTERNS IN THE UTLS 

 
Water vapor (H2O) is the most important greenhouse gas in the atmosphere 

because H2O molecule is strongly polar in shape that results in a strongly absorbing 

infrared spectrum. Understanding the mechanisms that regulate it is very important for 

understanding past and future climate change. Of particular interest is H2O in the UTLS 

because it plays a major role in the balance of planetary radiation, it influences and 

responds to atmospheric motions, and it plays an important role in many aspects of UTLS 

chemistry. For example, besides its potential effect on stratospheric ozone loss [Vogel et 

al., 2011; Anderson et al., 2012], H2O and its feedback play an important role in 

regulating the global radiation budget of the troposphere [Held and Soden, 2000] and the 

stratosphere [e.g., Forster and Shine, 1999; Solomon et al., 2010; Dessler et al., 2013]. 

In this Section we will show H2O simulations and dehydration patterns in the 

UTLS from our trajectory models driven by three different reanalyses. The different 

results demonstrate the differences in terms of both circulation and temperature 

represented in reanalyses. It will be shown that coarse vertical levels of reanalysis 

temperature could result in unrealistic dehydration patterns. A further update is to use 

GPS temperature in very fine vertical resolution, which gives us real dehydration patterns 

but the H2O simulation is unchanged. This, on the other hand, shows that reanalysis 

temperature on model native levels are already good enough for this kind of study. 
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3.1      H2O Simulations 

3.1.1    Modeling Generals 

There are two sources for water vapor (H2O) in the stratosphere: in situ oxidation 

of methane (CH4) in the upper stratosphere and direct transport from the troposphere, 

which occurs in the tropical ascending branch of the Brewer-Dobson circulation [Brewer, 

1949]. As shown in Fig. 3.1, the Brewer-Dobson circulation (BDC) transports air across 

the tropopause (thick grey line marks 2PVU) into the stratosphere, followed by poleward 

flow to the extratropics mid-latitudes and downward mass flux from the stratosphere to 

the troposphere at higher latitudes. In the zonally averaged sense, the Brewer-Dobson 

circulation is driven nonlocally by the breaking Rossby and gravity waves in the 

extratropical middle atmosphere. It acts as a “suction pump”, withdrawing air from the 

tropical upper troposphere, pushing it poleward and finally downward [Holton et al., 

1995]. 

Over the years, significant progress has been made towards understanding the 

details of stratospheric H2O. It has been known that tropical tropopause temperature is the 

main driver of stratospheric H2O concentration [Brewer, 1949].  As parcels approach and 

pass through the cold-point tropopause (CPT) – the altitude at which air temperature is 

coldest (indicated in Fig. 3.1 with white line), condensation occurs, reducing the parcel's 

water vapor concentration to the local saturation level [e.g., Fueglistaler et al., 2005]. 

This is the dehydration process. The bulk of evidence suggests that large-scale slow 

vertical ascent dominates mass transport across the tropical tropopause, and that slow 

ascent is required for effective dehydration.  

The dehydration pattern can be understood by performing Lagrangian trajectory 
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simulation, which tracks the temperature history of each parcel independently. 

Dehydration thus primarily depends on the air parcels’ temperature history, and 

stratospheric water vapor simulations ultimately depend on accurate analysis of 

temperature and air parcel movement (e.g. Mote et al., 1996; Fueglistaler et al., 2005, 

2009; Liu et al., 2010; Schoeberl and Dessler, 2011; Schoeberl et al., 2012, 2013). 

 

 
Figure 3.1. Illustration of the Brewer-Dobson circulation (BDC) in ERA interim 
reanalysis. The background contour color shows the zonal cross section of 
temperature from surface to 30 km (~10 hPa), with blue indicating the coldest 
temperature. Overlaid is the BDC in white vectors represented by the total diabatic 
heating rates. Dash lines are the potential temperature The 380-K surface is denoted 
by the thick line. It separates the “overworld” from the “middle” world [see Sect. 1 
and Holton et al., 1995]. The 355-400 K isentropes enclosed in the tropical region are 
generally referred as the Tropical Tropopause Layer (TTL). The level of zero net 
radiative heating is around the 355-K isentrope. The white line ~17 km over the 
tropics indicates the cold-point tropopause, where the temperature is coldest. Red dots 
are the parcels that we initiated in the trajectory model. See context for details. 
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sets an upper limit to how much H2O can exist in the air, i.e., higher temperature 

potentially permit more water vapor. The Clausius-Clapeyron (C-C) equation describes 

this relationship mathematically, and can be estimated by 

                            𝑒! 𝑇 = 𝑒! 𝑇! ∙ 𝑒!
!!
!!
(!!!

!
!!
)                                                 (3.1)  

where es is the saturation vapor pressure, T is temperature, T0 is a reference temperature, 

Lv is the latent heat of evaporation and Rv is the water vapor gas constant. The C-C 

equation is important because it sets an upper limit on the H2O content for a given 

temperature. Once the partial pressure of H2O reaches the saturation vapor pressure, any 

excess of H2O condenses and brings the vapor pressure back down to the saturation level. 

This is the theoretical basis for our simulation of H2O. 

Recently, a new experimental relation that approximates the C-C equation with 

more accuracy was formulated by Murphy and Koop [2005],  

𝑒!"#!"# = 𝑒!.!!"#$%  –  !"#$.!"#/!  !  !.!"#$%  !"(!)  –  !.!!"#$%%#!         (3.2) 

where T is the temperature in Kelvin and 𝑒!"#!"#  is the saturation vapor pressure with 

respect to ice in Pascal. Because this formula holds for temperature as low as -80oC, it is 

suitable for the purposes of our study. As the equation indicates, saturation vapor 

pressure in only a function of temperature, so the accuracy of temperature is of crucial 

importance to our modeling results. From the saturation vapor pressure, H2O saturation 

mixing ratio with respect to ice is calculated as 

                           [𝐻!𝑂]!"#!"# = 𝑒!"#!"#/𝑝                                                                (3.3) 

where p is the ambient pressure and [] means volume mixing ratio. 

 



	  

	  47 

In this section, we use a forward domain-filling trajectory model (see Sect. 2) to 

study H2O and the detailed dehydration behavior of air in the UTLS. We conduct diabatic 

runs and initiate parcels with 50 ppmv H2O at the 370-K isentrope (red dots in Fig. 3.1), 

which is above the level of zero radiative heating in the tropics (355-365 K) [Gettelman 

and Forster, 2002], but is typically below the cold-point tropopause (CPT) (375–380 K). 

This guarantees that air parcels are situated in the ascending branch of the BDC and 

experience essential dehydration by passing through the CPT. Therefore, the final value 

of H2O in these trajectory calculations is insensitive to the initial value, provided it is 

above ~20 ppmv. We continue injecting parcels into the domain everyday so that we 

obtain a statistically robust result (See Sect. 2) 

During the trajectory integration, [H2O] is conserved along the trajectory, except 

when the parcel’s relative humidity (RH) exceeds some critical saturation level such as 

100%.  At this point excess water vapor is instantly removed from the parcel to restore 

RH back to the critical level. As we mentioned earlier, methane oxidation is another 

important source of water vapor in the stratosphere, so we independently track methane 

in each parcel and photolyze it using photochemical loss rates supplied from the Goddard 

two-dimensional model [Fleming et al., 2007]; loss of each methane molecule is assumed 

to produce two molecules of H2O [Wofsy et al., 1972; Dessler et al., 1994].  

We use winds and temperature from three reanalyses (MERRA, CFSR, and 

ERAi) to drive the trajectory model (see Chap 2). The model results are verified by 

comparison with satellite observations, the details of which can be found in two of our 

publications: Schoeberl, Dessler, and Wang, [2012, 2013]. 
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3.1.2    Stratospheric H2O and Dehydration Patterns 

The global dehydration patterns from the three reanalyses are shown in Fig. 3.2. 

Here, we consider only the last dehydration events of parcels; that is to say, those parcels 

experienced no further dehydrations for at least a year. This is how we define the final 

dehydration points (FDPs). The dehydration patterns are similar among three reanalyses, 

including the large zone of dehydration over Africa, Tropical Western Pacific (TWP), 

and South America. MERRA also shows lower numbers of FDPs over Southeast Asia 

relative to the other reanalyses. Three runs all indicate a zone of FDPs over Antarctica, 

which is caused by the very cold temperatures within the Antarctic vortex during the 

Southern Hemisphere winter.  This air is further dehydrated and contributes to the overall 

dry air in Southern Hemisphere as compared to the Northern Hemisphere (Schoeberl and 

Dessler, 2011). 

 

 
Figure 3.2. Density of final dehydration locations from the three reanalyses: (a) MERRA, (b) CFSR, and 
(c) ERAi. Adapted from Schoeberl, Dessler, and Wang, [2012]. 
 

Figure 3.3 shows the zonal mean [H2O] at the end of the trajectory runs from 

MERRA, CFSR, and ERAi, compared to MLS observations. The differences between the 
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simulations are less than 20%; the MERRA simulation shows the best agreement with 

MLS, while the CFSR run is slightly wetter and the ERAi run is drier. The differences are 

caused by different temperatures used in the model. The secondary dry air between 22 

and 26 km centered near 25 km in the MLS data is the previous winter tape recorder 

signal. This has been reproduced in all simulations, except that there are some differences 

in the height: the MERRA run simulates it at 22.5 km, the CFSR run shows at 25 km, and 

ERAi modeled it at 25.5 km. Thus, MERRA has a slower tropical upward transport 

relative to the two other reanalyses, while ERAi is slightly faster. The above differences 

in temperature and vertical transport will be addressed more quantitatively in Fig. 3.4-3.6.  

 

 
Figure 3.3. Zonal mean water vapor mixing ratio at the end of the trajectory runs from (b) MERRA, (c) 
CFSR, and (d) ERAi, compared to (a) MLS observations.  In each panel the zonal mean temperatures are 
shown in black contours as references. Adapted from Schoeberl, Dessler, and Wang, [2012]. 
 

Fig. 3.4 compares the zonal cross section of temperature records averaged from 

2005-2010. Panel a shows the MERRA temperature, which captures the key features of 
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temperature in the UTLS, with the tropical minimum of 195 K around 100 hPa or the 

380-K isentrope, in agreement with radiosonde observations [Seidel et al., 2001]. As we 

have mentioned previously, accurate temperatures are critical for successful simulations 

of stratospheric water vapor because the entry level of H2O is governed by the Clausius-

Clapeyron equation assuming saturation with respect to ice. 

 

 
Figure 3.4. Zonal cross section of temperature among MERRA, ERAi, and CFSR averaged from 2005-
2010. Panel a shows the temperature from MERRA, with dash-dotted white lines labeling the temperature 
and solid lines labeling the potential temperature; the 380-K isentrope is highlighted with a thick dashed 
line to approximate the tropopause that separates the overworld from the air below. Panel b and c are the 
differences between MERRA and ERAi (ERAi-MERRA), and MERRA and CFSR (CFSR-MERRA), 
respectively. Positive values in panel b and c means that air in ERAi and CFSR are warmer than air in 
MERRA; and vice versa. Thick grey lines in each panel are the lapse-rate tropopause (according to WMO 
definition) calculated based on their own temperature records. 
 

Fig. 3.4b and 3.4c are the temperature difference between MERRA and ERAi 

(ERAi-MERRA), and MERRA and CFSR (CFSR-MERRA), respectively. Here, positive 

values shown in warm colors indicate warmer air compared to MERRA, and vice versa. 

A distinct discrepancy is evident at the tropical tropopause (around 100 hPa), where 

ERAi has a colder temperature of ~0.2-0.3 K and CFSR has a warmer temperature as 

high as ~0.7 K. These temperature differences could result in a 0.5-1.0 ppmv difference 
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in water vapor, accounting for a 10-20% difference (see Fig. 3.5 below). 

Fig. 3.5 compares the time-vertical section of tropical H2O from the simulations 

with MLS observations averaged within the inner tropics (15oN-S). This figure is also 

known as the “tape recorder” signal [Mote et al. 1996]. The tape recorder signal comes 

about because there are few diabatic sources and sinks for water vapor above the cold-

point tropopause, and hence the “dry tongue” imprinted from the tropopause can be 

carried aloft for months - due to the very slow Brewer-Dobson circulation (30 m/day or 

~1 K/day). Visually, this “memory” of tropopause water vapor history looks like a tape 

moving away from the tape head. Schoeberl et al. [2008] pointed out that any trace gas 

imprinted at the tropopause with lifetime greater than months in the lower stratosphere 

should produce a tape recorder signal. Therefore, we also see the CO and HCN tape 

signals as well [Schoeberl et al., 2006; Pumphrey et al., 2008]. 
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Figure 3.5. Water vapor tape recorder signal averaged over 15o N-S from August 2004 to December 2009. 
The black contours are MLS H2O overlaid in each panel to emphasize the comparison in propagation of 
this signal. 
 

Fig. 3.5 shows that all model runs driven by different reanalyses did a good job 

reproducing the tape recorder up to ~10 hPa (~30 km). Apparently, the ERAi run shows a 

drier stratospheric entry level of H2O, due to the cold temperature bias displayed in Fig. 

3.4b. CFSR on the other hand, shows wetter air of 0.7-1.4 ppmv due to its warm bias 

(Fig. 3.4c). The MLS H2O contours are overlaid in each panel to compare the vertical 

propagation of the tape recorder signal. It is obvious that ERAi run creates a faster 

transport than the MERRA and CFSR runs, caused by the larger diabatic heating in the 

ERAi datasets.  

The different transport time scales hinted at from three reanalyses are more 

clearly shown in Fig. 3.6, which compares the diabatic heating rates and thus the vertical 
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velocities in our model. Recall that diabatic heating indicates an upward mass flux across 

the isentropes, while diabatic cooling indicates a downward mass flux (see Sect. 2). Deep 

convection preferentially occurs in the inner tropics, leading (in a time-mean zonal-mean 

sense) to diabatic heating (ascent) over the inner tropics and diabatic descent (cooling) 

over the subtropics. This figure highlights the large differences in simulated diabatic heat 

budgets. For example, net diabatic cooling prevails throughout the tropics in MERRA 

and CFSR between 200-150 hPa, while large heating exists in ERAi. Not surprisingly, 

the ERAi run yields much faster transport and less residence time for parcels within the 

UTLS.   

 

 
Figure 3.6. Zonal cross-section of diabatic heating rates among (a) MERRA, (b) ERAi, and (c) CFSR 
averaged in 2005-2010. Dash-dotted white lines label the temperature and solid black lines label the 
potential temperature; the 380-K isentrope is highlighted in a thick dashed line to approximate the 
tropopause that separates the “overworld” from the air below. Thick grey lines in each panels are the lapse-
rate tropopause (according to WMO definition) calculated based on their own temperature records. 
 

To quantify the differences between trajectory model results and the MLS 

observations, we can also calculate the correlation between them as a function of lags as 

shown in Fig. 3.7. The results show that ERAi heating rates are 30% too strong, resulting 
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in about a 3 month lead ahead of the observations at higher altitudes; whereas MERRA 

heating is about 15% too weak inducing a ~2 month lag at the same altitude. It is 

noteworthy that although diabatic heating rates need not balance under a global average 

(as cross-isentropic mass fluxes must do), the presence of net negative heating rates at 

220-150 hPa in MERRA and CFSR indicate a deficit in the model’s diabatic heat budget 

simulations. Therefore, in our model parcels travelling to this region always descend back 

to the troposphere and are eventually removed. 

 

 

 
Figure 3.7. Correlation of MERRA, CFSR and ERAi results with observations after phase 
shifting the observations by number of months as indicated. Dashed line shows the peak 
correlation. Adapted from Schoeberl et al., 2012. 

 

We feel obliged to explain that the quantitative differences in modeled H2O are 

tolerable as long as the general patterns are correct, because a small variation in the 

M. R. Schoeberl et al.: Simulation of stratospheric water vapor and trends 6483

Fig. 8. Correlation of MERRA, CFSR and ERAi results with observations after phase shifting the observations by number of months as
indicated. Dashed line shows the peak correlation.

Fig. 9. Times series of 100 hPa water vapor for the three reanalyses compared to MLS as in Fig. 4.

www.atmos-chem-phys.net/12/6475/2012/ Atmos. Chem. Phys., 12, 6475–6487, 2012
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temperature (and pressure) field can results in large variations in H2O. To show this we 

performed a sensitivity test of saturation H2O to temperature and pressure changes around 

the cold-point tropopause, shown in Fig. 3.8. In panel (a) we show the saturation H2O 

variations of -1.2 to 1.8 ppmv as a result of temperature deviations of ±2 K around the 

tropopause (typical of 192 K around 100 hPa,), which accounts for a 30-40% change of 

H2O in fraction. Thus, even a small bias in reanalysis temperatures can produce a 

significant shift in water vapor concentration [e.g. Randel et al., 2004]. Moreover, 

saturation H2O is also a function of pressure. In Fig. 3.5b we demonstrate the 2-D 

variations of saturation H2O as a result of change in both temperature and pressure. We 

can see that the combined deviations in temperature and pressure could results in 40-60% 

change in H2O, i.e., ~2.3-3.0 ppmv in mixing ratio. 

 

 
Figure 3.8. Sensitivity test of H2O saturation mixing ratio to (a) only temperature at 100 hPa, and (b) both 
temperature and pressure. The temperature and pressure deviations are set to ±2 K from 192 K and ±15 hPa 
from 100 hPa, respectively. Those values are typical temperatures and pressures of the cold-point 
tropopause (see Fig. 3.1). 

 

The temperature biases from reanalyses could be caused by many factors, such as 

less representation of waves or the inherent assimilation processes adopted in the 
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reanalyses. Therefore, we emphasize that stratospheric H2O simulation with bias of 0.5 

ppmv or less is acceptable [Schoeberl et al., 2013], and for climate studies usually the 

anomaly from removing annual cycles is even more useful [Schoeberl et al., 2012, 2013; 

Dessler et al., 2013]. 

The trajectory model driven by three reanalyses is able to reproduce basic features 

of stratospheric water vapor very well, although quantitative differences exist due to 

differences in temperature and diabatic heating from reanalyses [Schoeberl and Dessler 

2011; Schoeberl et al., 2012, 2013]. Regulated by temperature, dry bias in water vapor is 

caused by colder temperature around the cold-point tropopause (ERAi), whereas wet bias 

is caused by warmer temperature (CFSR). The MERRA run, however, creates H2O most 

consistent with MLS observations, indicating relatively reliable temperature records from 

MERRA. 

3.2      Dehydration Patterns Obtained Using GPS Temperature 

3.2.1    The Issue: Dehydrations Cluster in Reanalyses Levels 

The well-reproduced water vapor in the stratosphere tells us that the circulation in 

UTLS is well resolved by reanalyses. Among which, MERRA reanalysis yields the best 

estimates of H2O as compared to the Aura Microwave Limb Sounder (MLS) observations 

[Schoeberl et al., 2012, 2013]. However, the MERRA temperature in relatively coarse 

vertical resolution may not resolve the cold-point tropopause (CPT) well and therefore 

results in unrealistic dehydration patterns. For example, Fig. 3.9 shows the dehydration 

frequency from trajectory calculations driven by MERRA wind and temperature on 

native model levels [Rienecker et al., 2011]. The FDP events were collected within 35° 

N-S – thus ignoring polar dehydrations, and that reached altitudes higher than 110 hPa 
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for 180 days after their FDP event - thus insuring that the parcels were, for at least 6 

months, stratospheric.  

 

 

 
Figure 3.9. Frequency of FDP events (percent per hPa, solid line, lower x axis) and mean final saturation 
H2O concentrations (ppmv) as function of pressure (dashed line, upper x axis). 
 

As we can see that dehydration occurs almost exclusively between 70 and 110 

hPa, and exhibits a bimodal distribution with distinct maxima at ~98 and ~85 hPa. The 

dashed line represents the average FDP saturation mixing ratio (FDP-H2O), which 

reaches a minimum at the 85-hPa dehydration maximum, meaning parcels dehydrated in 

the vicinity of 85-hPa carry the smallest water vapor mixing ratio into the stratosphere. 

The relatively high FDP-H2O at pressure levels lower than 80 hPa (just above the entry 

level) comes from the dehydration of parcels that avoided the tropical cold trap and are 

dehydrated at warmer levels of the stratosphere. Among a total of 1.3 million parcels, 

only ~0.7% bypassed the cold-point tropopause carrying relatively large amount of water 
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vapor.  Thus, we see no evidence that these parcels disproportionately moisten the 

stratosphere. 

The two peak levels correspond to ~17 and ~16 km, respectively – the altitudes of 

the tropopause height cycle observed by Reid and Gage [1996], suggesting a seasonal 

cycle origin to the distributions. However, given the gradual transition of the tropopause 

through seasons, is the extremely pronounced bimodal dehydration shown in Fig. 3.9 

real? Is it true that the dehydration experience a sudden decrease between the two levels? 

This brings up the importance of accurate temperature for trajectory simulations of H2O 

in the UTLS.  

In order to answer those questions, we chose to run our trajectory model with 

available GPS temperatures in very fine vertical resolution to constrain the water vapor 

simulation. We swap GPS temperatures in for MERRA temperatures to compute water 

vapor and the MERRA circulation (winds, heating rates) are not changed.  We call a 

trajectory driven by MERRA wind and temperature the MERRA run; and a trajectory 

driven by MERRA wind and GPS temperature the GPS run. This naming convention 

will be used throughout the rest of this section. 

 
3.2.2    Reconstruct GPT Temperature Input 

The GPS temperature captures the cold tropopause temperature more accurately 

in unprecedentedly high vertical resolution. As stated in Sect. 2, we include GPS radio 

occultation (RO) data from all platforms to compensate the relatively low resolution 

horizontally. We use GPS wet profile (wetPrf) products available vertically for every 100 

m from surface to ~34 km. Like we mentioned in Sect. 2, each day all temperature 

profiles are binned in 200-m vertically. Horizontally, we first grid data into relatively 
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coarse grids by averaging all data within an adaptive searching radius of 600-1000 km 

(depends on the number of measurements fall into) with 2-D Gaussian function weight, 

and then linearly interpolate the coarse grids into 2.5x1.25 (longitude by latitude) finer 

grids to decrease the possibilities of trajectories encountering grids with no valid 

temperature. Fig. 3.10 compares the original GPS temperature profile at 100 hPa in 

Novermber 1, 2011, with the recovered temperature. The gridded field seems to 

reproduce many important features of the tropopause temperature, including the cold-trap 

in the tropical western pacific [Holton et al., 1995], etc. 

 

 
Figure 3.10. (a) Snapshot of temperature from MERRA and gridded GPS at 100 hPa on 01/01/2007, and 
(b) the tropical average temperature profile difference (MERRA-GPS) averaged from (18oS-18oN) from 
July 2006 to December 2012. Dash-dotted line shows the zero line for reference. Positive difference means 
MERRA temperature is higher than that of GPS; and vice versa.  
 

Fig. 3.11 compares two snapshots (Jan. 1, 2007 and Jul. 1, 2007) of GPS gridded 

temperature and the MERRA records. It demonstrates that the gridding strategy adopted 

is able to reproduce temperature field in good agreement with that from reanalysis, 

although some detailed structure might be lost from extensive interpolation and averaging.  

Gridding'the'COSMIC'data:'
'
Each'day’s'COSMIC'profile'has'very'limited'horizontal'resolu?on,'when'gridding,'I'used'
GaussianBweightedBaverage'and'highly'interpola?on'to'fill'up'the'empty'space.''
'
Here'is'a'comparison'of'original'and'processed'data'at'2011/01/01'(~100'hPa)'

Original'COSMIC'DATA' AQer'processing,'using'a'1200'km'search'radius'

1'

a) Original GPS T, Nov. 1, 2011, 100 hPa ! b) Gridded GPS T, Nov. 1, 2011, 100 hPa !

T (K) 
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Figure 3.11. Snapshot of gridded GPS temperature at 100 hPa compared with MERRA temperature on 
January 01, 2007 (a, b) and July 01, 2007 (c, d). 
 

Fig. 3.12 shows the temperature profile difference between MERRA and GPS 

(MERRA-GPS, black like), averaged over the deep tropics (10o N-S) during the GPS 

period. Here we interpolate all datasets into the same vertical grids to do a parallel 

comparison. Apparently MERRA has a warm bias around the tropopause of 0.1-0.4 K, 

potentially corresponding to 0.08-0.42 ppmv moist bias in entry level stratospheric water 

vapor assuming 100% saturation. In order to prove that our gridded GPS temperature is 

good enough, we also included the temperature difference between ERAi and GPS 

(ERAi-GPS, blue in Fig. 3.12), to be compared with the analysis performed by 

Fueglistaler et al., [2013] in their Figure 19. There, they compared the COSMIC 

temperature with ERAi temperature. In Fig. 3.12 the three closest levels (146.4, 93.8, 

68.1 hPa) noted in blue (with temperature differences) are compared with the levels (153, 

96, 67 hPa) examined in Fueglistaler et al., [2013] noted in red. As shown the 
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comparisons are very close, which demonstrates that our gridded GPS temperatures are 

suitable for use within the model. 

 

 
Figure 3.12. Temperature differences between MERRA and GPS (MERRA-GPS, 
black), and between ERAi and GPS (ERAi-GPS, blue), averaged over the deep tropics 
(10o N-S) during the GPS period. Dash-dotted line shows the zero line for reference. 
Positive difference means reanalyses is warmer than that of GPS; and vice versa. Three 
levels (153, 96, 67 hPa) examined in Fueglistaler et al., [2013] with temperature 
differences of ERAi to COSMIC, noted in red, for comparison with our calculated 
differences. 

 

3.2.3    Dehydration Patterns Obtained Using GPS Temperature 

Driven by the MERRA winds and GPS temperature, the FDP frequency and 

associated H2O in addition to the previous results are shown in Figure 3.13. Recall that 

during the trajectory calculations, interpolating MERRA temperature linearly yields H2O 

in agreement with that from the MLS observations (Schoeberl and Dessler 2011, 

Schoeberl et al., 2012), but the dehydrations are constrained by the MERRA fixed model 

levels so a bimodal FDP frequency is found (black line). Using GPS temperature in high 
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vertical resolution, dehydration events show single peak around the cold tropopause (blue 

solid line) and the FDP-H2O (blue dashed line) is in agreement with that of the linear 

interpolation (black dashed line). The GPS run yields a realistic FDP pattern and 

reasonable FDP-H2O. 

 

 
Figure 3.13. Annual average vertical distributions of FDP events (percent per hPa, solid lines, lower x axis) 
and FDP saturation mixing ratios (FDP-H2O in ppmv, dashed lines, upper x axis) from trajectory 
simulations with linear interpolation on MERRA temperature (black) and linear interpolation on GPS 
temperature (blue). The black lines repeat from Fig. 3.9. 
 

Questions still remain: Are there tremendous differences in latitudinal or 

longitudinal structures of FDPs between MERRA and GPS runs? Will it vary with 

seasons or affect stratospheric water vapor predictions? What is the main cause of the 

difference? Does the difference really matter? 
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Figure 3.14 compares the horizontal view of final dehydration patterns from the 

MERRA run (left, constrained by MERRA temperature) and the GPS run (right, 

constrained by GPS temperature), respectively. FDP occurrence frequency is normalized 

in each panel by their respective range so as to facilitate comparison. The annual 

distribution of FDPs in Fig. 3.14a-b show consistent patterns between two calculations, 

with distinct enhancements over northern South America, South Africa, and the tropical 

Western Pacific (TWP), following the longitudinal structure of the cold-point tropopause 

[e.g., Highwood and Hoskins, 1998; Randel et al., 2003]. These are also the regions 

experiencing frequent deep convection, and the low temperatures associated with 

convection drive dehydration (although we do not parameterize convection in the model).  

Fig. 3.14c-d shows the latitudinal variation of FDP occurrence through the year 

between two runs. Overall, FDP events tend to occur preferentially in the Summer 

Hemisphere. The FDP occurrence is elevated throughout the year in the TWP, with dual 

maxima seen at 10oN and 10oS corresponding to the two different phases of the seasonal 

cycle. FDP events over South America and Africa also exhibit a strong seasonal cycle, 

being most prominent in boreal winter (DJF) and vanishing entirely during boreal 

summer (JJA). The FDP saturation mixing ratio (FDP-H2O, not shown here) shows 

minima approximately collocating with the FDP occurrence maxima, as expected since 

FDP frequency should be the highest where saturation mixing ratios are generally the 

lowest. 

 



	  

	  64 

 
Figure 3.14. FDP events in map view (panel a, b) and latitudinal evolution view (panel c, d) from trajectory 
simulations by using MERRA temperature (left column) and GPS temperature (right column). All panels 
are plotted in their own range and color coded at the same percentiles (0, 20%, …, and 100%) to compare 
the patterns. 
 

The vertical cross section of FDP occurrences in Fig. 3.15a-b (zonal) and Fig. 

3.15c-d (longitudinal), however, show obvious discrepancies between the two runs, with 

the bi-modal feature of using MERRA temperature standing out in contrast to the single 

mode feature of using GPS temperature. This has already been shown previously in Fig. 

3.9 but here with more specific structures. In Fig. 3.15a and 3.15c the FDP enhancements 

centered at 85 hPa and 98 hPa, corresponding to the most frequent CPT altitudes during 

DJF and JJA, respectively. Coincidently, MERRA temperature has two fixed levels – 100 

and 85.4 hPa that represent the variations of CPT during these two seasons. However, 

MERRA does not have temperature in finer vertical resolution between 85.4 and 100 hPa 

that covers the variations of most frequent CPT during MAM and SON, which makes the 

enhanced FDP regions showing a discontinuous transition from DJF to MAM and from 
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JJA to SON (Fig. 3.15e). Using GPS temperature, however, yields smoother and 

continuous transitions (Fig. 3.15f). 

 

 
Figure 3.15. Comparing the latitudinal (panel a, b), longitudinal (panel c, d), and the evolutional (panel e, 
f) view of the vertical distributions of FDP events from trajectory simulations by using MERRA 
temperature (left column) and GPS temperature (right column). Color bar follows the same convention as 
in Fig. 3.14. 
 

The reason for bimodal and discontinuous feature from MERRA run is 

demonstrated in Fig. 3.16, which compares the seasonal variations of the cold-point 

tropopause (CPT, panel a-d) in MERRA and GPS temperature and the FDP patterns 

divided into seasons from the two runs (panel e-h). The upper row in Fig. 3.16 shows that 

MERRA CPT (black discrete bars) can only be found at 4 fixed native model levels 
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(118.3, 100.5, 85.4, and 72.6 hPa) within the TTL due to limited vertical resolution, 

whereas GPS CPT (blue continuous bars) exhibits smoother fine-scale variations. 

Accordingly, FDP frequencies from MERRA run (black lines in panel e-h) show 

consistent peaks following MERRA discrete CPT altitudes. 

Compared with GPS temperature, MERRA temperature in native levels of 85.4 

hPa and 100.5 hPa coincide with the most prominent CPT altitudes during DJF and JJA, 

respectively (panel a, c). Thus, the FDP frequency (panel e, g) shows single over-

represented peaks in each season. During MAM and SON, however, the most 

pronounced CPT in the real atmosphere falls within the two levels, where MERRA has 

no temperature records. Therefore, instead of having a single sharp CPT during DJF and 

JJA, the CPT resolved in MERRA temperature during MAM and SON can be 

equivalently found at the two closest levels (panel b and d, CPT shows comparable 

fractions) where air dehydrates most frequently. This is why the dehydration shows bi-

modal feature in both MAM and SON but in DJF and JJA it shows a single peak. This 

under-represented CPT between 100 and 85 hPa in MERRA is therefore responsible for 

the discontinuity in FDPs shown in Fig. 3.15. Thus, all those make the final results 

bimodal inevitably. As a reference we also plotted the FDP variations from the GPS run 

(blue lines in lower row), which always produces a single peak following smoother 

evolutions of the CPT.  
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Figure 3.16. Seasonal variations of cold-point tropopause (CPT) in MERRA (black) and GPS (blue) 
temperature (upper row, panel a-d) and the FDP events (percent per hPa, lower row, panel e-h) from 
trajectory simulations using MERRA temperature (black) and GPS temperature (blue). Each season shows 
the fraction with respect to the total number of FDP events, so that the sum of the FDP frequencies equals 
that in Fig. 3.12. Two dashed lines in panels e-h are the two discrete MERRA levels (85.4 and 100.5 hPa). 
 

Based on the discussion above, we understood that the limited two discrete levels 

(85.4 and 100.5 hPa) in MERRA temperature contribute to the bimodal and 

discontinuous dehydration patterns. To summarize, during DJF and JJA, CPT is overly 

represented in MERRA's two native model levels, respectively. This creates single sharp 

peaks of FDPs in each season. During MAM and SON, however, CPT is equivalently 

over-represented in MERRA's two native model levels, which creates double peaks of 

FDPs in each season. These factors contribute to the annual bi-model feature of FDPs 

from the MERRA run. 
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3.2.4    Water Vapor Obtained Using GPS Temperature 

Previous results demonstrate that using GPS temperature in high vertical 

resolution yields more realistic FDP patterns around the cold tropopause. However, no 

distinct differences exist in the FDP saturation mixing ratio (FDP-H2O) (Fig. 3.13 dashed 

blue and black lines). A more interesting question is whether the different dehydration 

occurrences tremendously affect the stratospheric H2O field predicted from trajectory 

simulations. 

 

 
Figure 3.17. Comparisons of (a) vertical profiles, (b) time series, and (c) time series of anomalies of 
stratospheric H2O averaged over the tropics during 2007-2012 from MLS (red) and the trajectory 
simulations using MERRA temperature (orange) and GPS temperature (blue), respectively. The solid 
vertical lines in red are shown to emphasize the vertical resolutions (in kilometers) at each of the MLS 
retrieval pressure levels.  
 

Fig. 3.17 compares the stratospheric H2O predicted from trajectory calculations 

by using both MERRA (orange) and GPS (blue) temperature with MLS observed H2O 

(red). Apparently, both the MERRA run and the GPS run yield slightly drier air around 

the tropopause, which could result from no convective moistening of air in the trajectory 

calculations. The even drier air from the GPS run is well expected because GPS 
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temperature is about 0.1-0.4 K lower than that of MERRA (see Fig. 3.12). However, 

compared to the H2O abundances within this layer, the differences are only about 1-3%. 

The 83-hPa time series of H2O (Fig. 3.17b) and its anomaly (Fig. 3.17c) also 

demonstrates consistent results between the two runs. Therefore, we are confident that the 

MERRA run yields reasonably good results and MERRA temperature (in native model 

levels) is as good as GPS temperature (in high vertical resolution) for this type of study. 

Fig. 3.18 compares the climatological tape recorder signal produced by the two 

runs and the differences between them. Drier air was imprinted at the tropopause from 

the GPS run since DJF, resulting in dry biased tape signal throughout the entire upward 

transportation (panel b). Generally, the MERRA run yields up to 0.15-ppmv warmer air, 

in agreement with the temperature bias in MERRA. However, the prominent difference 

also exists in MAM and SON at about 90 hPa, which comes from the fact that CPT 

during these two seasons is not well resolved by MERRA temperature. Other than that, 

both the MERRA run and the GPS run did a decent job in reproducing the “memory” 

effect of stratospheric H2O.  
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Figure 3.18. Tape recorder signal from trajectory simulations using (a) MERRA temperature and (b) GPS 
temperature and (c) their difference.  

 

3.3      Summary 

The Trajectory model driven by three reanalyses (MERRA, ERAi, and CFSR) is 

able to reproduce basic features of stratospheric water vapor very well, although 

quantitative differences exist due to somewhat different temperature and diabatic heating 

in reanalyses [Schoeberl and Dessler 2011; Schoeberl et al., 2012, 2013]. Regulated by 

temperature, a dry bias in water vapor is caused by colder temperature around the cold-

point tropopause (ERAi), whereas a wet bias is caused by warmer temperature (CFSR). 

The CFSR tropical tropopause temperatures are warmer than MERRA leading to ~0.7-

1.1 ppmv more water vapor at the tropopause, whereas the ERAi is cold biased relative to 

other reanalyses, producing 0.5-0.8 ppmv less water vapor.  

Besides temperature, another important factor that controls the vertical transport 

of predicted water vapor in our model is the vertical velocity (dictated by diabaitc heating 

rates).  The ERAi run creates a faster transport than the MERRA and CFSR runs (Fig. 

3.5), caused by the larger diabatic heating in ERAi datasets (Fig. 3.6). A time-lag analysis 

by Schoeberl et al. [2012] shows that ERAi heating rates are 30% too strong, results in 
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about a 3 month lead ahead of the observations in higher altitudes; whereas MERRA 

heating is about 15% too weak causing a ~2 month lag at the same altitude. 

During the trajectory integration, using MERRA temperature results in a bimodal 

FDP distributions due to limited model levels in MERRA (Fig. 3.9, 3.13), although the 

predicted stratospheric H2O agrees with observations [Schoeberl and Dessler 2011; 

Schoeberl et al., 2012, 2013]. Using GPS RO temperature in very fine vertical resolution, 

however, creates more realistic dehydration patterns (Fig. 3.13-3.15) while keeping the 

predicted stratospheric H2O correct (Fig. 3.17-3.18). This is because the GPS high-

resolution temperature resolves the variability of finescale structure of the cold-point 

tropopause (CPT) very well (Fig. 3.16a-d). 

The FDP bimodal patterns of using MERRA temperature are caused by the 

limitation of two discrete levels (100.5 and 85.4 hPa) representing seasonal variations of 

cold-point tropopause (Fig. 3.16). Nevertheless, the predicted stratospheric water vapor 

has no evident discrepancies between the MERRA run and the GPS run (Fig. 3.17-3.18), 

indicating that MERRA temperature in model native levels are good enough for 

simulating stratospheric water vapor with zeroth order physics (or simply the ice 

formation processes). Therefore, for this type of study it is not necessary to use 

temperature records with higher resolution like GPS. However, MERRA temperature 

could provide accurate simulations over an even longer period so for long term studies 

MERRA temperature is qualified enough. 
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4. TRAJECTORY MODELED CHEMICAL TRACERS AND THE 

INDICATED UPWELLING IN THE UTLS 

 

Ozone (O3) is radiatively important in our climate system due to its greenhouse 

effect. O3 abundances in the UTLS vary in a wide dynamic range, and are influenced by a 

variety of chemical and dynamical processes. Carbon monoxide (CO) is produced near 

the Earth’s surface through combustion processes and it can be transported upward to 

tropopause via deep convection. CO is insoluble in the atmosphere, which makes it 

distinct in understanding the transport pathways. In the UTLS, both O3 and CO 

experience drastic changes in concentrations. The strong vertical gradients of species 

reflect the large contrasts of their stratospheric vs. tropospheric sources and sinks [e.g., 

Gettelman et al., 2011]. Therefore, a pair of tropospheric-stratospheric tracers (O3 vs. 

CO) can be used to identify the chemical transport behavior and explore the tracer 

variability in the UTLS, which are the main objectives of this study. 

In this section we will explain the chemical parameterizations adopted in our 

model. It will be shown that this simple parameterization is quite useful in trajectory 

modeling of chemical species, and the results agree very well with the satellite 

observations. More interestingly, this model enables to dig into the question as to what is 

the main driver of chemical variability around the tropopause. Is it horizontal in-mixing 

or vertical upwelling? This question will be addressed in detail in the last part of this 

section. 
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4.1 Chemical Continuity Equation 

To understand the chemistry of the UTLS, we start with the continuity equation. 

For a unit volume of air in the UTLS, the continuity equation for a constituent χ is 

expressed as 

![!]
!"

= 𝑃! − 𝐿𝐹! ∙ 𝜒 + (−∇ ∙ 𝑽 𝜒 )                        (4.1) 

Here, the abundance of constituent χ is usually in number density with unit of molecules 

per cubic centimeter (molecules cm-3) or in volume mixing ratio (VMR) with no unit. 

The VMR of χ is the fraction of molecules in a given volume of air molecules, so it is 

dimensionless and never exceed 1. In chemistry, the VMR is usually expressed as parts 

per million by volume (ppmv) or parts per billion by volume (ppbv). 

The continuity equation expresses local tendencies of χ in abundances per unit 

time, so each term in the right hand side of Eqn. (4.1) has units of molecules cm-3 per unit 

time or VMR per unit time, and they represent the sources and sinks of χ occurring in the 

unit volume per unit time.  

The first term (first parenthesis) shows the net chemical change of χ, where Pχ is 

the photochemical production rate and (LFχ ∙ [χ]) is the loss rate.  Pχ represents the 

amount of χ produced per unit volume per time, and it always indicates sources of χ, 

leading to a positive change. The photochemical loss term is written as the product of loss 

frequency LFχ (in units of inverse time) and the abundance of χ, indicating the sinks of χ 

and leading to a negative change. A linear chemical loss is adopted because the rate of 

destruction of χ is generally proportional to its abundance. The second term on the right is 

the divergence of the flux of χ – it represents the net transport of χ in and out of the unit 

volume per unit time, indicating either sources or sinks, and then can be either positive or 
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negative. In total if the sources and sinks balance, then there is no net change in the 

abundance of χ, so (𝜕[𝜒])/𝜕𝑡 = 0. 

Depending on the location, time of year, and species in question, the continuity 

equation might be dominated by either the chemical production/loss or transport term. 

For example, above 10 hPa (~30 km, well into the stratosphere) the photochemical term 

is much larger than the transport (∇ ∙ (𝑽[𝜒]) term for ozone and its abundance will be 

dominated by chemical production and loss, and less affected by transport. In the lower 

stratosphere, however, chemical transport acts efficiently to re-distribute chemical 

abundances, so transport is even more important [see section 4.3.3, 4.4, and 4.5 for more 

details].  

 
4.2 O3 and CO Chemistry in the UTLS 

Due to the structure of the UTLS and the complex dynamics of the region (e.g. 

transport across the tropopause), O3 and CO chemistry in the UTLS is neither purely 

tropospheric nor purely stratospheric. In this section, important reactions and reaction 

types that lead to O3 and CO formation or destruction in both the troposphere and the 

stratosphere are presented. 

4.2.1    O3 Chemistry 

The Chapman cycle [Chapman, 1930] was proposed in 1930 to understand the 

origin of ozone layer in the stratosphere. It postulated that the ozone layer originates from 

the photolysis of atmospheric O2 with the following four reactions. 

𝑂! + ℎ𝜈
!!!"#  !"

𝑂(!𝑃)+ 𝑂(!𝑃)           (R1, slow) 
                         𝑂(!𝑃)+ 𝑂!

                !                  
𝑂!                                 (R2, fast)   

                               𝑂! + ℎ𝜈
!!!"#  !"

𝑂! + 𝑂(!𝑃)                   (R3, fast)      
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                                𝑂! + 𝑂  
                                            

2𝑂!                               (R4, slow)      
 

Here, (R1) is slow photolysis with photons of wavelengths less than 240 nm. 

Photolysis of O2 yields two O atoms in groud-level triplet state O(3P), which is highly 

reactive due to their two unpaired electrons. They react fast with O2 to form O3 (R2) and 

then O3 keeps photolyzing with lower-energy photons (due to weaker bonds) to 

regenerate O2 and O atoms (R3). Because of the rapid cycle between O and O3 by 

reactions (R2) and (R3), it is convenient to define the sum of the two as a chemical 

family, the odd oxygen, i.e., Ox=O3+O, which is produced by (R1) and consumed by the 

last reaction (R4).  

 

 
Figure 4.1 The Chapman reactions. 

 

Using typical values for the middle latitude lower stratosphere, the lifetime for O 

atoms is ~0.002s [Dessler, 2000], i.e., it constantly being formed by photolysis of O2 (R1, 

slow) and O3 (R3, fast). The lifetime for O3 molecules, however, is ~1000 seconds – 

much longer than that of O atoms. Hence, the Ox molecules, considered as a group, 

change slowly when O and O3 are constantly being swapped. The abundance of O3 is 

then controlled by the slow production (R1) and loss (R4) of Ox rather than by the fast 

O2 O O3 
O2 (R2) 

(R3) hv 

x 
hv (R1) fast 

slow 
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production (R2) and loss (R3) of O3. Given this, the abundances of O3 can only change on 

time scales comparable to or longer than the lifetime of Ox, so conceptually it offers 

advantages in considering O and O3 together as a group – the odd oxygen family. 

Assuming chemical steady states, the ratio of [O]/[O3] ranges from 10-7 in the 

lower stratosphere to 10-2 in the upper stratosphere [Dessler, 2000]; i.e., virtually all of 

Ox is in the form of O3 in the UTLS. This is why we applied Ox instead of O3 

production/loss in our model (see section 4.3 and 4.4).  

The Chapman cycle didn’t tell the full story behind the atmospheric ozone budget 

because it overestimates ozone by a factor of 2 or more, even though it successfully 

reproduced the general pattern. Considering the fact that the source from (R1) is well 

constrained by spectroscopic data, the direct conclusion would be that there must be 

additional sinks for O3 that are not accounted for by the Chapman model. In fact, a close 

look at the Chapman cycle reveals that it only involves oxygen-containing species. A few 

catalytic loss cycles involving radicals HOx [Hampson, 1964; Hunt, 1966], NOx [Crutzen, 

1971; Johnston, 1971], and ClOx [Molina and Rowland, 1974; Farman et al., 1985], 

which serve as essential sinks for O3, were discovered in the 1950s-1970s. Furthermore, 

the annual decrease of O3 in the Antarctic vortex during springtime (September-

November) [Farman et al., 1985] makes the ozone loss not just a chemical problem but 

also a dynamic issue, which bewildered the science community for years. 

The above highlights the complex nature of ozone, which is not captured by the 

simple Chapman model. In fact, people have studied those complexities chemically and 

dynamically for nearly a century. For our trajectory simulations, a convenient way of 

imposing the chemistry would be to take the ozone production and loss rates (well 
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simulated by fully coupled chemical model) as simplified chemical module, applying to 

our trajectory calculations (see Sect. 3 and section 4.3, 4.4 below). 

 
4.2.2    CO Chemistry 

Carbon monoxide (CO) in the UTLS experiences less complex processes than O3. 

CO is produced near the Earth’s surface from the oxidation of hydrocarbons (primarily 

isoprene and methane) and through combustion processes such as fossil fuel and biomass 

burning. Its concentration is highly variable in the troposphere, ranging between 50 and 

100 ppbv in uncontaminated air and increasing to at least 500 ppbv in urban or biomass-

burning plumes [Sachse et al., 1988; Barnes et al., 2003]. 

Tropospheric CO can be transported into the stratosphere through deep convective 

penetration and large-scale diabatic uplifting (the ascending branch of the Brewer-

Dobson circulation). The latter forms the famous CO “tape recorder” signal as observed 

by the Aura MLS [Schoeberl et al., 2006]. 

CO can also be produced within the stratosphere as an end product of the 

oxidation of methane, which is initiated by reactions with either OH, atomic chlorine 

(Cl), or atomic oxygen in its first excited states O(1D) [summarized in Minschwaner et 

al., 2010], 

𝐶𝐻! + 𝑂𝐻 → 𝐶𝑂 + 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠           (R5) 

  𝐶𝐻! + 𝐶𝑙 → 𝐶𝑂 + 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠           (R6) 

                                  𝐶𝐻! + 𝑂(!𝐷)→ 𝐶𝑂 + 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠           (R7) 

CO is destroyed via reaction by OH to form CO2 [Seiler and Junge, 1969; 

Pressman and Warneck, 1970; Logan et al., 1981], 

𝑂𝐻 + 𝐶𝑂→ 𝐶𝑂! + 𝐻                        (R8) 
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OH radical is the most efficient CO oxidant in the stratosphere. It results from the 

interaction of photochemically generated, excited oxygen atoms with water vapor. 

The combined effects of CH4 oxidaiton, OH removal, in addition with the 

transport timescale make CO showing gradual decreasing/increasing in the lower/upper 

UTLS. This is discussed in detail in section 4.4.3. 

4.3 O3 and CO Chemistry Hinted by Production and Loss Rates 

4.3.1    O3 Production and Loss 

Now that we understand the continuity equation and the chemistry of ozone and 

CO, we are ready to explore the chemistry in a fully coupled chemistry climate model – 

the WACCM (see Sect. 2 for details of this model). Like we said, the most convenient 

way to understand the chemistry is to look at the chemical production and loss rates from 

WACCM since they represent the total net effect of chemical change explicitly hinted at 

from many complicated chemical and dynamical effects. 
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Figure 4.2. Annually zonal (a) Ox in ppmv and (b) Ox lifetime from WACCM averaged in 
2005-2011. The Ox lifetime is estimated from loss rates by [Ox]/LOx. 

 

Fig. 4.2 shows the WACCM simulated Ox morphology and its lifetime estimated 

from loss rates. In section 4.2 we explained in detail the benefit of using the odd oxygen 

family instead of only O3, so from here on use O3 and Ox interchangeably. 

Fig. 4.2a shows that O3 has the largest vertical gradient around 100-50 hPa (16-22 

km). In this region, O3 abundance jumps from a few hundred ppbv to a few ppmv. As we 

can see, the highest O3 shows at tropical 10 hPa (~30 km) with ~10 ppmv, due to the 

competing effect of intense photolization of O2 molecules by energetic ultraviolet 

radiation and a sufficient supply of O2. Fig. 4.2b shows the lifetime of O3 estimated from 

the loss rates. Apparently, O3 has a longer lifetime in the lower stratosphere, due to both 

chemical and transport effects. As one goes to higher altitude, the O3 lifetime becomes 

shorter. Between about 10-2 hPa (~30-40 km) the O3 lifetime is comparable or longer 

than a day, so O3 will not vary significantly during a day, therefore we say the system is 

in diurnal steady state. Above 2-hPa (~40 km) where the O3 lifetime is shorter than one 
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day – the diurnal cycle of photolysis rate, so O3 vary during a day and displays a diurnal 

cycle. This is where the system reaches photochemical steady states. 

Fig. 4.2 also tells us that the high abundances of O3 in extratropical lower 

stratosphere cannot come from poleward and downward transport of the tropical O3 

maximum zone (30-40 km), because the lifetime of O3 in this photochemically controlled 

zone is too short and it does not live long enough to be transported away further. This 

also serves as the finding of the overturning circulation in the stratosphere [Brewer, 1949].  

 

 
Figure 4.3. WACCM Ox (a) production rate (POx) in ppbv/day, (b) loss rate (LOx) in ppbv/day, and (c) ratio 
of net rate (POx – LOx) to loss rate (LOx) averaged over 2005-2011. In panel c the negative numbers are 
dashed to highlight the net chemical decrease and positive numbers indicate net chemical increase. Closer 
to zero contours indicate comparable amount of production and loss; contour lines of +1, +2, +3, etc… 
indicate production is 1, 2, 3 times greater than loss; contour lines of ~ -1 (lower polar stratosphere region) 
indicate zero production. 
 

Fig. 4.3 shows the annual zonal mean of 𝑃!! ,  𝐿!! , and the ratio of net rate 

(𝑃!! − 𝐿!! ) to loss rate (𝐿!! ) from WACCM averaged over 2005-2011. The Ox 

production in the stratosphere is almost entirely due to the photolysis of O2, so 

𝑃!! ≈ 2𝐽!![𝑂!], i.e., each O2 molecule photolyzed produces two Ox molecules. In Fig. 
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4.3a 𝑃!! is greater in the tropics over higher altitudes, due to more sunlight received. 𝑃!! 

increases with altitude over most of the stratosphere because the photolysis rate 

(proportional to solar radiation) increases faster with altitude than [O2] decreases, so the 

net effect is increasing. Fig. 4.3b shows that the loss rate of Ox also increases with 

altitude, due to the increasing abundances of O and the Ox-destroying radicals such as 

ClO, N2O, OH, etc., in the stratosphere (refer to section 4.2 for details). 

Fig. 4.3c shows the Ox annual zonal mean ratio of net rate (𝑃!! − 𝐿!!) to the loss 

rate 𝐿!!, so positive numbers indicate net chemical increase and negatives indicate net 

decrease; while values close to zero imply balanced production and loss. It tells us that 

annually averaged production and loss rates are generally not equal. From 150 to 10 hPa 

Ox production exceeds loss in the tropics yielding a net increase, whereas a net decrease 

of O3 occurs in mid- to high latitudes due to exceeds of loss to production. Transport of 

O3 from the tropics to higher latitudes closes the budget and ensures a close to zero of 

annually averaged change of lower stratosphere O3. Between 10-2 hPa (~30-40 km) the 

instantaneous production and loss of Ox become comparable. Here the lifetime of Ox is 

comparable to, or longer than, one day (see Fig. 4.2b) and the system is in diurnal steady 

state, so no significant diurnal variations of O3 will be found. Above 2 hPa (~40 km) the 

system gradually reaches photochemical steady state with rapid production being 

balanced by rapid destruction, where the lifetime of Ox is less than one day (Fig. 4.1b) so 

that the abundance approximately becomes 𝑃!!/𝐿𝐹. 
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4.3.2    CO Production and Loss 

	  

 
Figure 4.4. Annually zonal (a) CO in ppbv and (b) CO lifetime from WACCM averaged in 
2005-2011. The CO lifetime is estimated from loss rates by [CO]/LCO. 

 

Fig. 4.4a shows the WACCM simulated CO morphology. Similar to O3, CO also 

has its largest vertical gradient around 100-50 hPa (16-22 km), where CO experiences 

fundamental removal by reaction with radical OH (reaction R8). Fig. 4.4b depicts the CO 

lifetime estimated from loss rates. CO has a relatively longer lifetime in the UTLS due to 

transport effect – that’s why it serves as a good tracer for studying transport. Whereas in 

the upper stratosphere, at low and mid latitudes, a minimum lifetime on the order of 10–

15 days occurs at low and mid- latitudes. 
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Figure 4.5. WACCM CO (a) production rate (PCO) in ppbv/day, (b) loss rate (LCO) in ppbv/day, and (c) ratio 
of net rate (PCO – LCO) to loss rate (LCO) averaged over 2005-2011. In panel c the negative numbers are 
dashed to highlight the net chemical decrease and positive numbers indicate net chemical increase. 
Contours near zero indicate comparable amounts of production and loss; contour lines of close to -1 (in 
lower tropical stratosphere region) indicate close to zero production. 
 

Fig. 4.5 shows the annually zonal mean of 𝑃!", 𝐿!", and the ratio of net rate 

(𝑃!" − 𝐿!" ) to 𝐿!"  from WACCM averaged in 2005-2011. The production of CO 

increases with altitude in most of the stratosphere due to the combined effect of methane 

(CH4) oxidation and carbon dioxide (CO2) photodissociation. The loss rate of CO is large 

in the tropical lower stratosphere, where CO is predominantly removed by oxidation with 

OH [e.g., Levy, 1971; Crutzen, 1973]. Fig. 4.5c demonstrates that CO acts like a 

tropospheric source gas (major source of CO from biomass burning, forest fires, and 

other forms of combustions in the troposphere), with a net chemical decrease (𝑃!" < 𝐿!") 

in the UTLS, due to both OH removal and lack of sources. However, in the tropical 

middle stratosphere (~30 hPa) and above, the CH4 oxidation and CO2 photodissociation 

dominate yielding a net increase of CO. 
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Figure 4.6. Annually zonal (a) Ox loss frequency and (b) CO loss frequency averaged 
from WACCM in 2005-2011. The loss frequency is estimated from chemical abundances 
and its loss rate, i.e., 𝐿𝐹!! = 𝐿!!/  [𝑂!] and 𝐿𝐹!" = 𝐿!"/  [𝐶𝑂]. 

 

Fig. 4.6 shows the loss frequency of Ox and CO estimated from WACCM by 

dividing loss rates (VMR day-1) by the abundance (VMR), so the unit is day-1. For Ox, 

The loss frequencies increase with height from the lower to upper stratosphere, indicating 

the fractions of current Ox to be lost. Note the similarities between this plot and Fig 4.2b 

(Ox lifetime). The CO loss frequency increases with altitude in most of the stratosphere. 

Compared to Ox loss frequency, CO loss frequency has much weaker gradients. The loss 

frequencies will be used in our trajectory model as the fractional loss of chemical species 

(see section 4.4).  

 
4.3.3    Evaluating Transport from Production and Loss Rates 

Above 30 km chemistry is much faster than the transport of Ox, yielding very 

large production and loss rates of similar magnitude, so that the net change is rather 

small. Under this backgroud state we can assume Ox is in steady states (ss). In other 
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words, at this altitude 𝜕[𝑂!]/𝜕𝑡     ≈ 0. Therefore, we have 

                                0 = ![!!]!!
!"

= 𝑃!! − 𝐿𝐹!![𝑂!]!!                         (4.2) 

i.e., 𝑃!! = 𝐿𝐹!![𝑂!]!!, then  

                                 [𝑂!]!! =
!!!
!"!!

= !!!
!!!
!!

= !!!
!!!

∙ [𝑂!]                       (4.3) 

Steady state indicates that the rate at which O3 is being produced is equal to the 

rate at which it is being destroyed. It allows us to determine theoretically what the O3 

abundance would be if only photochemical processes were operating. The calculated 

concentrations can be compared to measurements of ozone in the atmosphere to test the 

accuracy of the photochemical steady-state approximation. 

In the upper stratosphere, we find that observed ozone concentrations are 

consistent with photochemical steady-state to within the reaction rate uncertainties used 

in the calculations. In the lower stratosphere over the midlatitudes, we find that observed 

ozone concentrations are significantly higher than predicted by the photochemical steady-

state calculation. This is because the time for photochemical loss is longer than the time 

for transport processes to bring air with high concentrations of ozone into the region. 

Thus, observed ozone levels remain elevated above what would be predicted from simple 

production/loss steady-state calculations. 
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Figure 4.7. Zonally averaged (a) real atmospheric Ox ([Ox]), (b) Ox from pure chemical process ignoring 
transport process ([Ox]ss), and (c) the differences of [Ox]–[Ox]ss. 
 

We can now address questions surrounding the difference between real O3 and 

only transported O3. Fig. 4.7 illustrates the transport effect influencing O3 shown in 

WACCM. Fig. 4.7a (repeated from Fig. 4.2a) is the WACCM simulated O3 including both 

chemical and transport effects (the Transport case), and it is close to the real 

observations. Fig. 4.7b shows the O3 morphology under the ideal case when assuming 

steady states without transport effects (the NoTransport case). Fig. 4.7c shows the 

difference between the two. We can see that in the tropical lower and mid-stratosphere, 

(Transport–NoTransport) < 0, meaning the transport process tends to lower the 

abundances of Ox, i.e., a net transport of Ox out of this region. In mid-high latitude, 

(Transport–NoTransport) > 0, meaning transport of Ox tends to increase local abundances, 

i.e., a net transport of Ox into this region. 

The transport effect can also be evaluated from the photochemical replacement 

time (PRT), which is defined as the time it would take to generate the observed chemical 

abundances at a specific location, under the existing production rate with no loss 
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processes.  

                               𝜏 = !
!!

                                        (4.4) 

where 𝜒  is the concentration of a chemical species in ppbv and 𝑃!  is the chemical 

production rate in ppbv/day. It is a convenient measure that helps us to determine 

whether photochemistry or transport is the controlling factor in determining the chemical 

budget at a particular location. 

 

 
Figure 4.8. Annually zonal photochemical replacement time (PRT) for (a) Ox and (b) 
CO. The PRT is estimated from chemical abundances and its production rate, i.e., 
PRTχ=[χ]/Pχ. 

 

Fig. 4.8 shows the PRT for both O3 and CO. In the lower stratosphere where PRT 

constants are long (for both species), the chemical concentrations are strongly influenced 

by the transport of air into and out of that location. The transport process acts like a 

storing shelter that protects the chemicals from photolysis destruction. The large ozone 

concentrations in the lower stratosphere are a result of net transport downward and 
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poleward from the more active photochemical region in the middle and upper 

stratosphere in the tropics. Again, this transport cycle is associated with the Brewer-

Dobson circulation. 

 
4.4 Trajectory Modeling of O3 and CO in the UTLS 

4.4.1    Modeling Methodology 

The above shows the O3 and CO chemistry represented in chemical production 

and loss rates in a Eulerian model (WACCM). The Eulerian model provides us a series of 

snapshots of modeled fields, which allows us to observe many interesting features of 

chemical species in a fixed frame. The question is that once there are some interesting 

features occurring, it is impossible to explore its history and future evolutions. The 

trajectory model, on the other hand, is able to trace parcels backward or forward for as 

long as needed, so it is extremely useful in transport studies. The Lagrangian (trajectory) 

modeling can be considered as a complimentary tool besides the Eulerian modeling. 

The methodology for the trajectory simulations of O3 and CO follows the method 

we used in simulating H2O, wherein the parcels are initialized at 370-K isentrope, below 

the tropical tropopause, using climatological O3 and CO from the MLS (monthly means 

averaged over 2005-2011) to provide approximate entry level values in the upper 

troposphere. The 370 K level is chosen as the initialization level because it is above the 

level of zero net heating rates and parcels there tend to ascend to the stratosphere.  

To account for chemical changes along the trajectories, we use chemical 

production and loss rates (see section 4.3) output from WACCM. We treat each trajectory 

as a dimensionless, massless box, and it carries various chemical species. An air parcel 

moves with the local wind so that there is no mass exchange between the parcel and 
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surroundings. Specifically, the O3 and CO net change in each parcel is applied 

continuously with WACCM chemistry. Fig. (4.9) illustrates the basic idea. Parcel was 

initiated at 𝒓! carrying mixing ratio 𝜒! observed by the MLS. At time t1, parcels move to 

𝒓!following the wind, and we calculate the mixing ratio 𝜒!as the results of chemical net 

change (P1-L1) at 𝒓! added on previous concentration 𝜒!. This process repeats throughout 

the whole integration time for each parcel.  

 

 
Figure 4.9. Illustration of applying the chemical production (red) and loss (blue) to the 
trajectories. 

 

To be specific, the O3 and CO concentration carried by each parcel is modified 

from the previous time step using the production and loss frequencies calculated from 

WACCM, as indicated in continuity equation, 

[𝜒]!"!!"#$ = [𝜒]!"#$%&'( + 𝑃! − 𝐿𝐹! ∙ 𝜒 !"#$%&'( ∙   ∆𝑡             (4.5) 

Here, 𝜒 represents either O3 or CO. Compare to Eqn. (4.1) we can see that the transport 

term – flow into and out of a box, is zero because the frame of reference is now the 

traveling box. Getting rid of the transport term is a major advantage of the Lagrangian 

trajectory model. 
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Eqn. (4.5) expresses that current chemical concentrations [𝜒]!"##$%& in volume 

mixing ratio (VMR) are determined by concentrations in previous time step [𝜒]!"#$%&'( 

and the net change, derived from the production minus loss occurring in each time step. 

The production rate 𝑃! in VMR per unit time is obtained from WACCM. The loss rate 

𝐿𝐹! ∙ 𝜒 !"#!"#$%   in VMR per unit time is calculated as a product of loss frequency 𝐿𝐹! 

(per unit time) times the chemical concentration (VMR), representing a linear chemical 

loss. The loss frequencies are estimated from WACCM by dividing the model loss 

rate  𝐿! by the chemical concentration [𝜒], i.e., 𝐿𝐹! = 𝐿!/[𝜒]. In our simulation 𝑃! and 

𝐿𝐹!  are calculated from WACCM as a function of latitude, altitude, and time 

(climatological months). 

Like we explained in Sect. 2, upwelling across the tropical tropopause in the 

trajectory model is determined by the reanalysis diabatic heating rates (Q), and our 

simulations of O3 and CO are sensitive to the imposed upwelling (as shown below). 

There is substantial uncertainty in the detailed magnitude and spatial structure of Q, as 

seen in the differences among separate reanalysis results (Schoeberl et al., 2012; Randel 

and Jensen, 2013; Wright and Fueglistaler, 2013; also refer Fig. 2.6 in Sect. 2 and Fig. 

3.7 in Sect. 3).  Fig. 4.10 illustrates the differences in Q in the tropics (15o N-S) based on 

several reanalysis data sets, highlighting large differences in the UTLS. Given this 

uncertainty, we tested the sensitivity of our calculations to variations in the heating rates 

by comparing results based on the MERRA (Rienecker et al., 2011) and the ERA Interim 

reanalysis (Dee et al., 2011). 
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Figure 4.10. Comparison of diabatic heating rates 
averaged over the deep tropics (18o N-S) in 2000-2010 
from different reanalysis data sets: MER (MERRA, blue) 
and ERAi (ECMWF ERA interim, orange). 

 

Having circulation (horizontal winds and vertical velocities deduced from Q) of 

reanalyses and chemistry from WACCM ready, we are ready to put them together into 

our trajectory models. Below we highlight the sensitivity of the resulting O3 and CO 

simulations to the different circulations imposed. We use “TRAJ_MER” and 

“TRAJ_ERAi” to represent trajectory results driven by MERRA and ERAi circulation, 

respectively. To evaluate the results, we compare them with O3 and CO from MLS 

observation and WACCM Eulerian model. 

 
4.4.2    Ozone Results 

Fig. 4.11 shows the zonal mean cross section of O3 during December-February 

(DJF) and June-August (JJA) from the trajectory model driven by MERRA reanalysis 
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(denoted as “TRAJ_MER”), compared to both the MLS observations and the WACCM 

results.  

Because O3 above 10 hPa is in photochemical steady-state (see section 4.3) we 

focus on O3 below 10 hPa. Overall trajectory simulations agree with results from both 

observation and chemical model. The enhanced O3 production due to photolysis at 30 km 

(~10 hPa) shifts from south during DJF towards north during JJA, following the seasonal 

variations of photolysis rates. The normalized distribution patterns from trajectory model 

show correlation coefficients of 0.97-0.98 with MLS in both seasons. 

 

 

Figure 4.11. Trajectory modeled O3 driven by MERRA reanalysis wind (column c, TRAJ_MER) in 
boreal winter (DJF, lower row) and summer (JJA, upper row), compared to both MLS observations 
(column a) and WACCM output (column b). The dashed blue curve marks the tropopause, and the 
dashed red line in column c marks the 370-K isentrope where parcels are initialized.   

 

Fig. 4.11 verifies our understanding of ozone that in the upper stratosphere, the 

seasonal variability of ozone concentrations is driven by the seasonal variation in 



	  

	  93 

temperature acting through temperature dependent photochemistry. In the lower 

stratosphere, photochemistry is much slower owing to reduced UV flux. This makes the 

time scale for ozone loss longer than the time to move air from one place to another. This 

means that in the lower stratosphere, the amount of ozone at any one place depends on 

where the air came from and how much ozone was contained in that air. In another word, 

variability at these altitudes is more dependent on transport processes than on 

photochemical ones, so transport of ozone by large-scale circulations becomes important 

(as shown in Fig. 4.7c).  

Vertical profiles of O3 averaged over the deep tropics (18o N-S) from 2005 to 

2011 are shown in Fig. 4.12a. The trajectory model driven by MERRA shows reasonable 

agreement with MLS data (and WACCM) in the lower stratosphere, while the results 

based on ERAi (denoted as “TRAJ_ERAi”) show smaller O3 values. Above 24 km where 

photochemical processes dominate, different trajectory runs yield similar results and they 

both agree with MLS and WACCM data. Note that the MERRA and ERAi simulations 

use identical O3 initial values at 370 K, so that the differences in Fig. 412a are primarily a 

result of differences in upward circulation (Fig. 4.10). The mean differences in ozone in 

the lower stratosphere can be explained as a result of the different heating rates imposed.  

The ERAi heating rates are higher than MERRA up to 20 km (Fig. 4.10; Schoeberl et al., 

2013). Due to positive vertical gradient in O3 the stronger circulation moves air with 

lower O3 upward, creating a lower relative concentration compared to MERRA. 
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Figure 4.12. Tropical (a) vertical profile and (b) time series (100 hPa, bottom panel; 68 hPa, upper panel) 
of MLS (red), WACCM (black), and trajectory modeled O3 driven by MERRA wind (blue, TRAJ_MER) 
and ERAi wind (orange, TRAJ_ERAi), averaged over the deep tropics (18o N-S) from 2005 to 2011. In 
panel (a) the grey dot highlights the O3 concentration initialized to parcels, and the 370-K isentrope is 
marked in gray dashed line to emphasize the initialization level. Vertical bars in red (panel a) indicate the 
MLS vertical resolutions in kilometers at each of the MLS retrieval pressure levels. 
 

Monthly time series of O3 at 100 hPa and 68 hPa averaged over the deep tropics 

(18o N-S) are shown in Fig. 4.12b. At 100 hPa our results are slightly higher (0.04-0.08 

ppmv) than the MLS, which is not surprising because MLS O3 at this level has a 20-30% 

(0.04-0.06 ppmv) uncertainty. There is a strong annual cycle in ozone at these levels 

related to the seasonal variations in tropical upwelling (Randel et al., 2007; Abalos et al., 

2012, 2013a), and this behavior is reproduced by the trajectory model, showing 

reasonable agreement in amplitude with the MLS observations and WACCM results. 

There are somewhat larger differences in annual cycle amplitude at 68 hPa, with the 

MERRA trajectory results showing better agreement with MLS, whereas WACCM 

shows O3 about 40-70% higher. 

For trajectory results, even though the absolute value slightly differ from that of 

the MLS, the departure from mean indeed show better consistency with MLS, i.e., the 
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annual cycle of O3 is well resolved in our model. However, WACCM O3 shows larger 

peak-to-peak amplitude. 

The simulated and observed latitudinal structure of zonal mean O3 in the lower 

stratosphere (68 hPa) throughout the seasonal cycle is shown in Fig. 4.13. The overall 

variations are reasonably well simulated by the trajectory model, although low biases are 

found compared to MLS and WACCM over middle-to-high latitudes in both hemispheres.  

The development of the Antarctic ozone hole is evident in the very low ozone values 

polewards of 60o S in October – starting from August, the South Pole undergoes 

exceptional depletion of O3 from ~2.3 ppmv to as low as ~0.1 ppmv in October. This is 

simulated in the trajectory model based on the strong chemical ozone losses in this region 

derived from WACCM.  
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Figure 4.13. Zonal mean of O3 at 68-hPa during January (JAN), 
April (APR), July (JUL), and October (OCT) averaged in 2005-
2011 from MLS (red), WACCM (black), and trajectory driven by 
MERRA wind (blue, TRAJ_MER) and ERAi wind (orange, 
TRAJ_ERAi). In October (Antarctic spring time), the South Pole 
undergoes exceptional depletion of O3. 

 

Fig. 4.14 compares the horizontal structure of boreal summer (JJA) O3 at 83 hPa 

from MLS data and the trajectory results driven by MERRA. The trajectory simulation 

shows a reasonable simulation of the spatial patterns compared to MLS (and WACCM; 

not shown), with a clear minimum inside the Asian monsoon anticyclone linked to 

upward transport of ozone-poor air from lower levels [Park et al., 2009]. There is also 

relatively low O3 centered near 15o S linked to the slow ascending air from the 

troposphere in this region.  
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Figure 4.14. Summertime (JJA) tropical O3 distributions at 83 hPa averaged from 2005 to 2011 between 
MLS and MERRA driven (TRAJ_MER) trajectory simulations. Horizontal wind vectors from the MERRA 
reanalysis are overlaid to emphasis the Asian summer monsoon anticyclone. 
 

The trajectory model is also able to capture the spatial behavior of polar ozone. 

Fig. 4.15 shows a comparison of high latitude O3 in northern hemisphere (NH) during 

winter (DJF) and in southern hemisphere (SH) during spring (September) between MLS 

and trajectory modeling driven by MERRA winds. During NH winter, O3 rich air (>2.2 

ppmv) occurs within the polar vortex (denoted with the 25 PVU isopleth in Fig. 7a-b), 

and the trajectory model captures the observed isolation from middle latitudes. WACCM 

shows similar pattern (not shown here) but with 0.4 ppmv higher O3 on average in the 

vortex. During SH springtime, the Antarctic ozone hole (denoted with the 195 K isotherm 

in Fig. 4.15c-d) is reasonably well reproduced in the trajectory model based on imposed 

WACCM chemistry. The trajectory model also captures the spatial structure of the zonal 

wave ozone maximum near 50o S (the so-called ‘ozone croissant’), linked to the 

descending branch of the BD circulation, although the magnitude is weaker than 

observed (see also Fig. 4.13).  The weaker extra-vortex high in ozone in the trajectory 

model may be related to the weaker overall circulation in MERRA compared to 
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observations (Schoeberl et al., 2013). WACCM results, on the other hand, shows O3 ~0.3 

ppmv higher here, probably due to the vertical transport, too. 

  

 

 
Figure 4.15. Polar O3 distributions shown in MLS (left column) and trajectory 
results driven by MERRA (TRAJ_MER, right column) during North Hemisphere 
winter (DJF, panel a and b) and South Hemisphere spring (September, SEP, panel c 
and d) at 68 hPa. The 24-PVU potential vortices (panel a-b) and the 195-K 
temperature (panel c-d) are overlaid in black dashed lines for both seasons, 
respectively. 

 

4.4.3    CO Results 

Figure 4.16 shows that zonal mean cross sections of CO from ACE-FTS, 

WACCM, and the trajectory model agree well in the lower stratosphere. CO is a 

maximum in the tropical upper troposphere, and decreases with altitude to a minimum 

near 22 km. Above this altitude, CO increases again.  

This is because in the tropical UTLS CO production from CH4 oxidation is 

negligible due to slow destruction of CH4 (lifetime is on the order of years). Here the 
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primary sink for CO is reaction with OH. As CO-rich air is brought up through the TTL, 

it is slowly destroyed by OH (timescale of a few months). Meanwhile, the upwelling in 

this altitude is also quite slow (~2-3 km in a few months), so that the CO decreases with 

height for the first 5 km or so above the tropopause.   

Above about 25 km, however, CH4 can be oxidized fast by OH, Cl, and O (1D) to 

make CO (section 4.2 R5-R7), so CO shows an increase with height. Although the OH 

destruction reaction continues to operate on CO, this is more than balanced out by 

increasing production from CH4. 

Fig. 4.16 also shows a distinctly high CO mixing ratios in the polar middle and 

upper stratosphere regions in ACE-FTS observation, which results from the downward 

transport of CO from the mesosphere (from photodisassociation of CO2) mostly occur 

during winter at high latitudes; this behavior is also seen (to a weaker degree) in 

WACCM, but is not simulated in the trajectory model, which does not include 

mesospheric processes. 

 

 
Figure 4.16. Zonal mean cross sections of CO from (a) ACE-FTS, (b) WACCM, and (c) trajectory model 
driven by MERRA reanalysis (TRAJ_MER). 
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The photodisassociation of carbon dioxide (CO2) is a major source of CO in the 

mesosphere (see below reaction R9). As a results primarily of CO2 photodisassociation, 

there exist a large reservoir of CO in the upper mesosphere and lower thermosphere (75-

100 km) that can be transported downward to lower altitudes, for example, during periods 

of strong descent at high latitudes during winter [Solomon et al., 1985; Allen et al., 2000] 

𝐶𝑂! + ℎ𝜈→ 𝐶𝑂 + 𝑂           (R9) 

To demonstrate how the CO rich air in mesosphere affects the stratosphere and 

why the trajectory simulation fails in the upper stratosphere, here we compare annual 

evolutions of WACCM and trajectory CO extended to 0.01 hPa (~80 km, close to the top 

of mesosphere). The downward transport primarily happens in high latitude, so in Fig. 

4.17 we only compare the polar region. On the left (Fig. 4.17a, c), WACCM CO 

increases by an order of magnitude from the stratosphere to the mesosphere, with 

enhancements due to photodissociation of CO2 follow the variations of solar radiation. 

Then the consecutive downward motion brings large amount of CO down to the polar 

stratosphere, inducing a sharp gradient in CO concentrations (Solomon, et al., 1985). On 

the right (Fig. 4.17b, d), lack of a large reservoir of CO in the trajectory mesosphere and 

lower thermosphere makes the downward intrusion of CO rich air to the upper 

stratosphere impossible, which creates unrealistic gradients and low concentrations in CO. 

This is why the discrepancies exist in CO trajectory simulations. Even though, in lower to 

middle stratosphere trajectory model still produces reasonably good results. 
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Figure 4.17. Seasonal evolutions of CO from WACCM (a, c) compared to that from trajectory modeling (c, 
d) in both North Pole (upper row) and South Pole (lower row). The vertical scale is extended to 0.01 hPa 
(~80 km) to highlight the lack of transports of mesosphere CO rich air to the stratosphere. 
 

Figure 4.18 shows the CO vertical profiles and time series averaged in the deep 

tropics (15o N-S). The vertical profiles in Fig. 4.18a show broad-scale agreements, 

although there are differences among the trajectory models (with ERAi driven results 

larger than those driven by MERRA) and also between the ACE-FTS and MLS 

observations. Time series of CO at 100 hPa (Fig. 4.18b) show a semi-annual cycle linked 

to initialized variations in the upper troposphere (Liu et al., 2007), with approximate 

agreement among the models and observations (with slightly larger values in the MLS 

data). The variability changes to an annual cycle at 68 hPa, as a response to variations in 

tropical upwelling. At 68 hPa there are relatively larger differences in the seasonal cycle 
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of CO between the MERRA and ERAi trajectory calculations, with the ERAi results 

showing better agreement with MLS and ACE-FTS data. 

 

 
Figure 4.18. Tropical (a) vertical profile and (b) time series (100 hPa, bottom panel; 68 hPa, upper panel) 
of MLS (red), WACCM (black), ACE (green), and trajectory modeled CO driven by MERRA wind (blue, 
TRAJ_MER) and ERAi wind (orange, TRAJ_ERAi), averaged over 18o N-S from 2005 to 2011. In panel 
(a) the grey dot highlights the O3 concentration initialized to parcels, and the 370-K isentrope is marked in 
gray dashed line to emphasize the initialization level. Vertical bars in red (panel a) indicate the MLS 
vertical resolutions in kilometers at each of the MLS retrieval pressure levels. 
 

A further diagnostic to evaluate the model simulations is made by plotting 

monthly tropical (15o N-S) averages of O3 vs. CO in the lower stratosphere (68 hPa), as 

shown in Fig. 4.19. This includes the observations from MLS, together with trajectory 

model simulations driven by both MERRA and ERAi, which shows the sensitivity to 

different Q (see also Fig. 4.10), and also the WACCM model results as a reference.  

There is an overall anti-correlation between O3 and CO in Fig. 4.18, mainly 

representing the out-of-phase annual cycles seen in Figs. 4.12b and 4.18b. The anti-

correlation is caused by the different signs of vertical gradients in O3 (∇> 0) and CO 
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(∇< 0). The comparisons in Fig. 4.18 show that stronger upwelling in the ERAi 

simulation yields slightly lower values of O3 (<0.3 ppmv) and higher values of CO (>30 

ppbv), and vice versa.  

This tracer-upwelling relation is quite easy to understand when we combine 

upwelling (Fig. 4.10) with chemical change ratio (Fig. 4.3c and Fig. 4.5c) together. 

Stronger upwelling (ERAi) results in faster transport, i.e., parcels’ residence time (𝜏) 

within the UTLS is shorter. Remember that O3 in the UTLS region experiences net 

increase (Fig. 4.3c), so shorter residence time 𝜏 means less increase (or “gain”) of O3, 

therefore the trajectory modeling driven by ERAi yields lower O3. Similarly, weaker 

upwelling (MERRA) makes parcels transport within the UTLS slower, so they stay 

longer. Recall that CO in the UTLS experience net decrease (removed by OH and no 

extra source, Fig. 4.5c), thus, longer stay helps parcel decrease more, yielding lower CO. 

This result keeps reminding us the dominant role of tropical upwelling in controlling 

species with strong vertical gradients near the tropical tropopause. 

The slopes for MLS, WACCM, MERRA driven trajectory, and ERAi driven 

trajectory are -66.1, -41.2, -37.3, and -52.0, respectively, which shows that the best 

overall fit to the observations at 68 hPa is from ERAi driven trajectory results. WACCM 

results, on the other hand, show overall 30-50% higher O3 and 20% lower CO, probably 

due to the less accurate vertical motion in WACCM [Abalos et al., 2013a]. 
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Figure 4.19.  Monthly variations of O3 vs. CO in the tropical lower 
stratosphere (15o N-S, 68 hPa) from MLS (red) and trajectory 
modeling driven by MERRA wind (blue, TRAJ_MER) and ERAi 
wind (orange, TRAJ_ERAi), and WACCM (purple). The slopes are -
66.1, -37.3, -52.0 (ppbv/ppmv), respectively. 

 

The DJF and JJA seasonal distributions of CO at 68 hPa from the ERAi trajectory 

model are compared to MLS data in Fig. 4.20. In both seasons the trajectory model shows 

spatial patterns consistent with MLS data. During DJF the patterns show a center of high 

CO over Central America and enhancements over South East Asia, extending to the 

tropical western Pacific (largely attributable to fossil fuel emissions, Jiang et al., 2007). 

The trajectory model also captures the well-known CO maximum linked to the Asian 

monsoon anticyclone during JJA, which is substantially stronger at the 100 hPa level [e.g, 

Randel and Park, 2006; Park et al., 2009; Randel et al., 2010]. 
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Figure 4.20. Comparison of CO at 68 hPa (~ 20 km) during DJF (top row, a and b) and 
JJA (bottom row, c and d) between MLS (left) and trajectory modeling driven by ERAi 
wind (right, TRAJ_ERAi). Horizontal wind vectors from ERAi are overlaid as reference. 

 

Overall, the large-scale seasonal behavior of CO simulated by the trajectory model is in 
agreement with both observations (MLS and ACE-FTS) and Eulerian chemical model 
(WACCM), although the results are sensitive to the tropical upwelling speed.  
 

4.5      Interannual Variability of Tracers in the Tropical Lower Stratosphere (LS) 

4.5.1    Tracer-Tracer Relation 

  The coherent seasonal variations in O3 and CO in the tropical LS demonstrate that 

transport processes have a large impact on the chemical concentrations in this region. The 

Eulerian-mean calculations of Abalos et al. [2012, 2013a] show that tropical upwelling is 

the main driver of the annual cycles in O3 and CO above the tropical tropopause. Our 

Lagrangian trajectory model results (Figs. 4.12b and 4.18b) also show that the annual 

cycles of O3 and CO above the tropopause (especially around 70 hPa) are strongly 

influenced by the tropical upwelling (Brewer-Dobson) circulation. 
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We further explore interannual variations in the chemical tracers and links to 

changes in the upwelling circulation. Fig. 4.21 shows the interannual anomalies (by 

removing the annual cycle) in O3 and CO concentrations in the tropical lower 

stratosphere from MLS observations and from trajectory calculations, and in addition 

anomalies in diabatic heating rates (upwelling) from reanalysis at 68 hPa. While there are 

significant differences in time-mean diabatic heating rates between MERRA and ERAi 

(Fig. 4.10), interannual changes in Q (Fig. 4.21c) show good agreement. Fig. 4.21 shows 

that interannual anomalies in O3 and CO are strongly anti-correlated (due to oppositely 

signed vertical gradient) and closely linked to interannual changes in diabatic heating. 

Furthermore, Fig. 4.21 shows that trajectory calculations driven by both MERRA and 

ERAi are able to simulate the observed interannual anomalies in O3 and CO, in spite of 

significant differences for the background seasonal cycle (Fig. 4.12b and 4.18b).  
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Figure 4.21. Interannual anomalies of (a) O3 and (b) CO from MLS (red) and 
trajectory simulations driven by MERRA (blue, TRAJ_MER) and ERAi (orange, 
TRAJ_ERAi) in the tropical (15o N-S) lower stratosphere (68 hPa), consistent with 
(c) the variations of total diabatic heating rates from MERRA (blue) and ERAi 
(orange), which serves in our model as the vertical velocity. 

 

Taking the results from MERRA run as an example, the close relationship 

between anomalies in diabatic heating and O3 is quantified in Fig. 4.22a, which shows 

strong anti-correlation due to different signs of vertical gradient, with explained variance 

r2=0.79 and slope ΔO3/ΔQ = -0.91±0.10  (ppmv)/(K/day). Similar strong correlation is 

found for CO and Q anomalies (Fig. 4.22b), with explained variance r2=0.76 and slope of 

41.41±5.09  (ppbv)/(K/day). These strong relationships between diabatic heating (Q) and 

tracer anomalies highlight the dominant role of tropical upwelling in controlling species 

with strong vertical gradients near the tropical tropopause.  
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Figure 4.22. Scatter plots of the anomalies of (a) O3 vs. Q and (b) CO vs. Q. The dots are monthly 
variations and the black lines show the linear fit. 
 

Fig. 4.21 and 4.22 highlights strong anti-correlations between O3 and CO 

anomalies, which is further demonstrated in Fig. 4.23. Following the zonal mean tracer 

mixing ratio continuity equations in the Transformed Eulerian Mean (TEM) formalism 

[Andrews et al., 1987], we have 

!!
!"
= −𝑣∗ !!

!"
− 𝑤∗ !!

!"
+ ∇ ∙𝑴+ 𝑃 − 𝐿           (4.6) 

Here, 𝜒 is the zonal mean mixing ratio of the tracer;  𝑣∗is the mean meridional velocity; 

𝑤∗is the vertical component of the residual circulation; ∇ ∙𝑴 is the eddy transport term; 

(P-L) is the net chemical change. Averaging over the tropics, it states that the changes in 

tracer concentrations arise from the combined effects of meridional and vertical 

advection by the residual mean circulation (i.e., mean meridional transport and upwelling 

acting on the background vertical gradient), eddy transport, and chemical sources/sinks. 

Assuming the idealized case when upwelling dominates tracer transports, i.e., 

meridional advection, eddy transport, and chemical sources/sinks are negligible, then Eqn. 

(4.6) can be expressed as  
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     !!
!"
≈ −𝑤∗ !!

!"
                                              (4.7) 

Abalos et al. [2012] have shown that the ratio of tendencies for two tracers 

𝜒!,𝜒!  is closely related to the ratio of the respective background gradients:  

!!!
!"
/ !!!
!"
= !!!

!"
/ !!!
!"
  ~  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                     (4.8) 

i.e., the ratio of chemical tendencies should be related by the ratios of their respective 

background vertical gradients, which can also be treated as constant. 

Integrating this equation in time for monthly O3 and CO anomalies gives the 

relationship: 

∆𝑂!/∆𝐶𝑂 ≈
!!!
!"
/ !!"

!"
                                       (4.9) 

i.e. the ratio of monthly anomalies approximately follows the ratio of background vertical 

gradients for the idealized situation where vertical transport is dominant. For the case of 

CO and O3 in the tropics near 68 hPa, the MERRA trajectory results yields a background 

gradient ratio of ~ -30.6 (ppbv/km)/(ppmv/km) for (dCO/dz) / (dO3/dz).  A linear fit of 

the observed CO/O3 anomalies (Fig. 4.22c) gives a ratio of -41.0±4.6 (ppbv/ppmv), 

which is close to the idealized result (slightly outside of the two-sigma uncertainty). This 

approximate agreement with highly idealized theory provides further evidence for the 

control of tropical lower stratosphere O3 and CO by variations in upwelling. 
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Figure 4.23. Scatter plots of the anomalies of CO vs. 
O3. The dots are monthly variations and the black 
lines show the linear fit, i.e. the left-hand side of 
(4.9). The red line is the theoretically estimated slope 
using simplified relation in Eq. (4.9), i.e., the right-
hand side. 

 

4.5.2    Tracer-Temperature Relation 

Besides tracer variations, Randel et al. [2002] and Abalos et al. [2012] also 

showed that the temperature annual cycle (peaking near 70 hPa) and tropical upwelling 

are closely related. It is also known that the tropical atmospheric circulation does not 

respond directly to vertically integrated heating, which approximately corresponds to 

total surface precipitation in convective regions, but to the vertical gradient of diabatic 

heating. In order to quantify the relations of tracers to tropical upwelling we use the 

similar method in Abalos et al. [2012] and section 4.5.1 to evaluate the relations of tracer 

to the vertical gradients of diabatic heating above the tropopause using trajectory pure 

Lagrangian results.  

Following the zonal mean thermodynamic equation in the Transformed Eulerian 

Mean (TEM) formalism [Andrews et al., 1987],  
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!!
!"
= −𝑣∗ !

!
!!
!"
− 𝑤∗𝑆 + 𝑄 + − !

!!
!
!

!
!"
[𝑒!

!
!(𝑣!𝑇!

!!
!"

!∙!
+ 𝑤′𝑇′)]         (4.10) 

Here, 𝑇 is the zonal mean temperature tendency; is the vertical component of the 

residual circulation; 𝑄 is the zonal mean diabatic heating rates. 𝑆 = !!
!"
+ !

!
𝑇  is the static 

stability parameter in functions of scale height H, temperature vertical gradients, and 

𝜅 = 𝑅!/𝑐! with dry air constant Rd and heat capacity cp. In the middle atmosphere a 

scale height of 7 km is a good approximation. The big term within braces is the eddy 

term. The rest of the notations are the same as in Andrews et al. [1987]. 

Now, assuming idealized case where vertical velocity and diabatic heating rates 

dominate the thermodynamic equation so that meridional advection and eddy transport 

terms can be ignored, it yields a simplified relation 

!!
!"
= −𝑤∗𝑆 + 𝑄                                           (4.11) 

Eqn. (4.11) can be expressed in terms of potential temperature and diabatic heating rates 

as 

−𝒗 ∙ ∇𝜃 = −𝑤∗𝑆′                                         (4.12) 

when combining 

𝑇 = 𝜃𝑒!
!"
!                                                       (4.13) 

𝑄 = !!
!"
𝑒!

!"
!                                                     (4.14) 

where 𝑆′ = 𝑆 ∙ 𝑒
!"
! , and subscripts t and z refer to local derivative with respect to t and z, 

respectively. −𝒗 ∙ ∇𝜃 = −(!!
!"
− !!

!"
) = −(𝑄 ∙ 𝑒

!"
! − !!

!"
) is the advection term of potential 

temperature. Given the above approximation this term only has a vertical term, which is 

directly related to the vertical gradients of diabatic heating rates. So we simply call it the 

w*
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diabatic heating term in this equation. Noted that Eqn. 4.14 is the first law of 

thermodynamics, and !!
!"

 is used in trajectory model as the cross-isentrope vertical 

velocity.  

  Equation (4.12) directly relates both diabatic heating rates with static stability to 

vertical transport. Combing with Eqn. (4.7), we have a new set of dominating equations. 

−𝒗 ∙ ∇𝜃 = −𝑤∗𝑆′
𝜒! = −𝑤∗𝜒!

                                      (4.15) 

From Eqn. (4.16), if vertical transport dominates the below relation holds 

−𝒗 ∙ ∇!
!!
= !!

!!
~  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                             (4.16) 

which means that in the transport dominated region the ratio of heating gradients to 

chemical tendencies should be related to the ratios of stability to the chemical vertical 

gradients. Given that the static stability and tracer vertical gradients are nearly stationary 

on interannual timescales, the ratio can be considered as constant. 

Fig. 4.24 proves that equation (4.16) holds also for Lagrangian results and the 

tropical upwelling is indeed the dominant control of chemical mixing ratios. For example, 

Fig. 4.24a shows that from a long-term perspective every 1 K increase in heating rates 

vertically will result in ~11.69 ppbv increase of O3 within a month; and under transport-

dominant approximation the theoretical increase of O3 would be 11.60 ppbv – very close 

to what the data shows, and therefore upwelling motion played a very important role in 

determining the O3 concentrations. The same story holds for the variations of CO and 

diabatic heating rates.  
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Figure 4.24. Scatter diagrams of O3 (a) and CO (b) tendencies versus diabatic heating at 68 hPa. The dots 
are monthly variations and the black lines show the linear fit, i.e., the left-hand side of Eqn. (4.16). The red 
lines are the theoretically estimated slopes of simplified relation in Eq. (4.16), i.e., the right-hand side. 
 

Overall the trajectory modeled chemical tendencies show strong correlation to the 

variations of diabatic heating rates and tracer-to-tracer tendencies are also closely related. 

Those relations can be accounted for very well in a highly idealized approximation where 

upwelling is the dominant mechanism for seasonal variability. Different from the 

trajectory analysis performed by Konopka et al. [2009, 2010] and Ploeger et al. [2012], 

our trajectory model is purely Lagrangian calculations – each trajectory is completely 

independent of its surrounding parcels, and the only mixing only occurs at the end when 

they are gridded. The fact that our Lagrangian results are consistent with Eulerian 

analysis by Randel et al. [2007] and Abalos et al. [2012] proves that horizontal in-mixing 

(horizontal transport) is unlikely responsible for seasonal cycle of ozone but upwelling is. 

Therefore we propose further discussion of Konopka and Ploeger’s study. 

 
4.6      Summary 

This Section focuses on the chemical simulations of using trajectory model. 

Contents in this section have been submitted to ACP, currently in public discussion. The 

! 17!

−! ∙ ∇!/!! = !′/!!!~!!"#$%&#%
!!!
!" /

!!!
!" =

!!!
!" /

!!!
!" !~!!"#$%&#%

     (6) 

which means that in the transport dominated region the ratio of heating gradients to 
chemical tendencies should be related to the ratios of stability to the chemical vertical 
gradients. Given that the static stability and tracer vertical gradients are nearly stationary 
on interannual timescales, the ratio can be considered as constant. The same, the ratio of 
chemical tendencies for different species should be related by the ratios of their 
respective background vertical gradients, which can also be treated as constant. 
 
Figure 13 visually shows that equation (6) holds also for Lagrangian results and the 
tropical upwelling is indeed the dominant control of chemical mixing ratios. Fig. 13a and 
11b show how the chemical tendencies are related to vertical gradients of diabatic heating 
rates and how the transport-dominant approximation can reach this conclusion. For 
example, Fig. 13a shows that from a long-term perspective every 1 K increase in heating 
rates vertically will result in ~11.69 ppbv increase of O3 within a month; and under 
transport-dominant approximation the theoretical increase of O3 would be 11.60 ppbv – 
very close to what the data shows, and therefore upwelling motion played a very 
important role in determining the O3 concentrations. The same story holds for the 
variations of CO and diabatic heating rates. Then Fig. 13c shows that every 1 ppbv 
increase of O3 leads to ~0.04 ppbv decrease of CO, and under our approximation the 
decrease of CO is 0.03 ppbv. Overall the trajectory modeled chemical tendencies show 
strong correlation to the variations of diabatic heating rates and tracer-to-tracer 
tendencies are also closely related. Those relations can be accounted for very well in a 
highly idealized approximation where upwelling is the dominant mechanism for seasonal 
variability. Different from the trajectory analysis performed by Konopka et al. [2009, 
2010] and Ploeger et al. [2012], our trajectory model is purely Lagrangian calculations – 
each trajectory is completely independent of its surrounding parcels, and the only mixing 
happens at the end when they are gridded. The fact that our Lagrangian results are 
consistent with Eulerian analysis by Randel et al. [2007] and Abalos et al. [2012] proves 
that in-mixing (horizontal transport) is unlikely responsible for seasonal cycle of ozone 
but upwelling is. Therefore we propose further discussion of Konopka and Ploeger’s 
study.!
 

 
Figure 13. Scatter diagrams of O3 (a) and CO (b) tendencies versus diabatic heating rates and O3 
tendency versus CO tendency at 68 hPa. The dots are monthly variations and the black lines show 
the linear fit. The red lines are the theoretically estimated slopes using simplified relation in Eq. 
(5). 
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chemical production and loss rates from fully coupled chemical climate model 

summarize the chemical behaviors without digging into many details of chemical and 

dynamical aspect of the atmosphere. They are easy to understand and easy to use. It tells 

us that O3 experience net increase within the UTLS (Fig. 4.3c), whereas CO experiences 

net decrease (Fig. 4.5c) 

The trajectory simulations of O3 and CO from imposed WACCM chemistry are 

complementary to modeling H2O (mainly controlled by tropopause temperature) in that 

O3 and CO rely on both initial conditions and chemical production and loss rates, and are 

sensitive to transport. Initial conditions based on observations provide entry values of 

chemical species into the lower stratosphere; after that the chemical production and loss 

control the net changes of concentrations along the trajectories. 

Trajectory modeled O3 and CO in the tropical lower stratosphere largely depend 

on the strength of upwelling (and to a lesser degree on the amount of mixing with 

extratropics [Abalos et al., 2013a]). Stronger upwelling is linked to faster transport, 

which results in less time for chemical production (for O3) or loss (for CO), leading to 

lower values of O3 and higher values of CO. The comparisons of MERRA and ERAi 

simulations (which have very different tropical upwelling rates, e.g. Fig. 4.10) clearly 

demonstrate this sensitivity.  

Although better agreement with observations of CO in the tropical lower 

stratosphere are found using ERAi data, there is reason to suspect that the ERAi diabatic 

heating in this region may be too high [Ploeger et al., 2012]. In any case, the trajectory 

modeled O3 shows reasonable simulation of the large-scale seasonal structure compared 

to both MLS and WACCM, including both the tropics and the Polar Regions. The 
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trajectory modeled CO in the tropical stratosphere is more sensitive to the MERRA vs. 

ERAi differences, likely because of the shorter photochemical lifetime of CO in the lower 

stratosphere compared to O3. 

The annual cycles in O3 and CO in the tropical lower stratosphere are reproduced 

in the trajectory model simulations, and the magnitude of variations provides a useful test 

of the imposed circulation. The variability of O3 and CO shows significant correlations 

with fluctuations in diabatic heating, for both seasonal and interannual time scales. These 

close relationships support the concept that tropical upwelling plays a key role in 

regulating variability for chemical species with strong vertical gradients in the lower 

stratosphere (and explains the observed compact relationships among interannual 

anomalies in diabatic heating, O3 and CO seen in Figs. 4.21-4.22). For the idealized 

situation where upwelling dominates tracer transports, the tracer ratios can be expressed 

as ratios of the background vertical gradients, and the observed O3 and CO changes are in 

approximate agreement with this expectation (Fig. 4.23). The similar conclusion could be 

reached for the tracer vs. temperature, too, as shown in Fig. 4.24. 

The discussions above linking seasonal or interannual changes in O3 and CO with 

chemical changes along slower or faster upward trajectories is a Lagrangian perspective 

on transport (appropriate for our Lagrangian trajectory model). In contrast, the 

discussions linking O3 and CO variations at particular pressure levels to a varying 

circulation acting on background vertical gradients is an Eulerian perspective. These two 

perspectives are complementary and do not contradict each other; Abalos et al. [2013b] 

have recently shown the equivalence of Lagrangian and Eulerian transport calculations in 

the tropical lower stratosphere, highlighting that each can provide useful information. 
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Our simulations with O3 and CO have demonstrated the viability of the domain-

filling forward trajectory model for simulating species with relatively simple chemistry in 

the UTLS, and extension to other species would be straightforward. There are several 

potential applications for such a trajectory model, including describing parcel histories 

that characterize different transport pathways, and evaluating the importance of tropical-

extratropical exchanges. For example, trajectories can allow tracing the sources of CO-

rich air in the summertime Asian monsoon region, and quantifying the fate of the parcels 

after breakup of the anticyclone. The model can also allow detailed comparisons of 

transport based on different and new reanalysis data sets, or idealized studies of the 

chemical responses to UTLS circulation in a changing climate. 
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5. SUMMARY AND FUTURE WORK 

5.1       Summary of Results 

The domain-filling, forward trajectory model is useful for studying the transport 

of water vapor (H2O) and chemical trace gases (such as O3 and CO) in the UTLS. It is 

easy to use, easy to diagnose, and the Lagrangian perspective makes it exceptionally 

useful in studying transport processes within the UTLS. 

The modeling of H2O is mainly controlled by tropopause temperature, so that the 

final value of H2O in trajectory calculations is insensitive to the initial condition provided 

is it above ~20 ppmv. Besides temperature, the model results are also sensitive to the 

upward motion implied by diabatic heating rates. We performed trajectory runs driven by 

three state-of-the-art reanalyses (MERRA, ERAi, and NCEP CFSR) and found that they 

can all reproduce basic features of stratospheric water vapor, but with quantitative 

differences mainly caused by somewhat different temperatures and diabatic heating in 

reanalyses (Sect. 2&3). It turns out that the cold biased ERAi temperature creates ~0.5-

0.8 ppmv drier air, whereas the warm biased CFSR temperature creates a 0.7-1.1 ppmv 

wetter air around the tropopause. The ~30% too strong heating rates in ERAi yields a 

faster transport of the water vapor – approximately 3 months ahead of the observation; 

the slower transport implied from MERRA or CFSR run yields a ~2 month lag at higher 

altitude.  

During the trajectory integration, using reanalysis temperature results in a 

bimodal FDP (final dehydration points) distribution due to limited model levels in 

reanalysis, although the predicted stratospheric H2O agrees with observations [Schoeberl 

and Dessler 2011; Schoeberl et al., 2012, 2013]. Instead of using reanalysis temperature, 
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using GPS RO temperature in very fine vertical resolution gives a more realistic 

dehydration pattern while keeping the predicted stratospheric H2O correct (Sect. 3). 

The O3 and CO simulations rely on initial conditions, chemical production and 

loss rates, and are sensitive to transport. Initial conditions based on observations provide 

entry values of chemical species into the lower stratosphere; after that the chemical 

production and loss control the net changes of concentration along the trajectories. 

Trajectory modeled O3 and CO in the tropical lower stratosphere largely depend on the 

strength of upwelling (and to a lesser degree on the amount of mixing with extratropics 

[Abalos et al., 2013a]). Stronger upwelling is linked to faster transport, which results in 

less time for chemical production (for O3) or loss (for CO), leading to lower values of O3 

and higher values of CO. The comparisons of MERRA and ERAi simulations (which 

have very different tropical upwelling rates) clearly demonstrate this sensitivity. We also 

conducted a sensitivity study of increasing MERRA diabatic heating rates (Q) by 

constant factors, and the best overall fit to the observations is 1.5 times the MERRA Q 

values (see Fig. 5.1 below), which further supports the theory.  
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Figure 5.1. Monthly variations of O3 vs. CO in the tropical lower 
stratosphere (15o N-S, 68 hPa) from MLS (red) and trajectory 
modeling driven by MERRA winds and original (black), 1.2 times 
(green), 1.5 times (cyan), and 2.0 times (blue) of diabatic heating 
rates. 

 

The variability of O3 and CO shows significant correlations with fluctuations in 

diabatic heating, for both seasonal and interannual time scales. These close relationships 

support the concept that tropical upwelling plays a key role in regulating variability for 

chemical species with strong vertical gradients in the lower stratosphere (and explains the 

observed compact relationships among interannual anomalies in diabatic heating, O3 and 

CO). For the idealized situation where upwelling dominates tracer transports, the tracer 

ratios can be expressed as ratios of the background vertical gradients, and the observed 

O3 and CO changes are in approximate agreement with this expectation. 
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5.2       Future Work 

5.2.1   Tracer Transport in the Middleworld  

    a) Diagnose of Tracer Transport in The Lowermost Stratosphere  

Our model is able to reproduce trace gases such as H2O, O3, and CO in the UTLS 

very well. The results in Sect. 3 and 4 have been mostly focused on the stratospheric 

overworld, where air is stratospheric at all latitudes and faster and seasonally dependent 

meridional transport occurs. The other important part of the UTLS is essentially the 

stratospheric middlewrold (lowermost stratosphere, LMS), where downward max flux 

prevails and tropospheric air and stratospheric air exchange rapidly via adiabatic motion. 

Here, the recycling of stratospheric air back into the TTL is potentially important (e.g., 

Sherwood, 2000; Read et al., 2008; Konopka et al., 2009). 

Transport in the lowermost stratosphere requires consideration of the details of 

synoptic-scale and small-scale processes and how they link to the overworld. With the 

unique feature of determining the history and future evolutions of air mass, trajectory 

model serves as a perfect tool in studying the budget of trace gases in the TTL and the 

LMS. Like we have shown in Sect. 4, we can learn more about origin of the seasonal 

cycle of tracers. We can also determine the fractions of air descending from the 

overworld back to the LMS, the fluxes of air transported quasi-horizontally between the 

tropical upper troposphere and the LMS. With these we can determine when and where 

transport occurs and what is the dominating mechanism that affects the fluxes. 

           b) Asian Monsoon Affects the Stratosphere – Tracer Perspective 
 

The relative abundances of H2O, O3, and CO are unique during the summertime 

Asian Monsoon region: H2O tends to be high due to relatively warm temperature; CO 



	  

	  121 

tends to be high due to transport from polluted boundary layer; and O3 tends to be low 

due to isolation from the O3-rich stratosphere. Those all indicate an isolation of the Asian 

Monsoon from the wider stratosphere, and accordingly, this region can be treated as 

another important path for pollutants transport into the stratosphere [Randel et al., 2010]. 

Combining the trajectory modeling of those tracers, we hope to gain an insight 

into the air moving through the Asian Monsoon and hopefully to understand how the 

Asian Monsoon affects the stratosphere quantitatively. For example, trajectories can 

allow the sources of CO-rich air to be traced in the summertime Asian monsoon region 

(Sect. 4).  Quantifying the fate of the parcels after anticyclone breakup is also possible. 

This compliments the earlier study by Bergman et al. [2013] that used back trajectories to 

follow the Monsoon flow to the surface.  

 
5.2.2    Modeling TTL Cirrus Cloud Formation 
	  

Dehydration has been explored carefully and thoroughly in our work [Sect. 3; 

Schoeberl et al., 2011; Schoeberl et al., 2012, 2013]. Since cloud is a direct product of 

freezing, we intend to include a simple microphysical scheme that allows ice 

condensation (freezing and forming clouds) and evaporation (back to vapor) occurring in 

the model. Because of the limited water vapor and very low temperature in the TTL, 

clouds formed from large-scale freezing and drying should be very thin, with ice limited 

by local water vapor availability [Wang and Dessler, 2012]. Those ice clouds in the TTL 

are referred to as TTL cirrus that frequently extend hundreds to more than a thousand 

kilometers horizontally and persist for hours or even days [Winker and Trepte, 1998; 

McFarquhar et al., 2000; Dinh et al., 2010]. TTL cirrus can thus profoundly impact the 

radiative budget of the TTL [e.g., Rosenfield et al., 1998; Jensen et al., 1996].  
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Previously Jensen and Pfister [2004] used a one-dimensional trajectory model to 

simulate ice cloud formation in the TTL. In their model a very detailed microphysical 

scheme is applied, which includes the wave perturbation, the crystal growing speed, 

crystal size distributions, etc. Since dehydration is primarily responsible for cloud 

formation in the TTL, is the detailed microphysics important? We propose to include a 

simple scheme allowing cloud formation in our model to determine if the microphysics in 

the TTL and stratosphere is indeed of great importance. 

The adjusted model work as follows: along the trajectory calculations, instead of 

simply removing excess water vapor instantaneously, we transfer them gradually into ice 

with a selected e-folding time of τC, whereas in the sub-saturated case ice is evaporates 

with an e-folding time of τE, to contribute vapor abundances. The e-folding time for 

condensation is a measure of how fast the excess vapor condenses. It is easy to 

understand: shorter τC results in faster vapor condensation, and more ice can be formed. 

This enables us to keep track of both water vapor and ice within the parcel and the ice 

could serve as an indication of where and when clouds form. We consider those 

trajectories that have ice content greater than 0.1 ppmv as “detectable clouds”. In 

verification, we compare the cloud measurements by the Cloud-Aerosol Lidar and 

Infrared Pathfinder Satellite Observations (CALIPSO).  

Fig. 5.2 shows the cloud observation by CALIPSO and simulation by our model 

at two altitudes from 2007 to 2011. In each panel, we scaled the cloud count from 0 to 1 

with minimum count to be 0 and maximum count to be 1. We can see that the general 

pattern is quite similar between the two. During boreal winter, our model predicts clouds 

in three of the most enhanced regions close to that of the CALIPSO observation. During 
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boreal summer, clouds mostly occur in the Asian monsoon and the South Pole (where the 

clouds are called Polar Stratospheric Cloud). 

 

 
Figure 5.2. Cloud distribution from CALIPSO and our model from 2007 to 2011. For easy comparison, we 
scaled cloud count in each panel to be from 0 to 1. 

 

Fig. 5.3 shows the evolution of tropical clouds (30o N-S) at 100 and 83 hPa. 

Again, the cloud count in CALIPSO and our model are scaled from zero to one for easy 

comparison. Our cloud prediction shows encouraging agreement with the observations. 

However, there are still some issues with the model simulations. The simulated results 

and observations match very well in winter but less so in summer. In summer, the model 

generates clouds over the Western Pacific and South America (Fig. 5.2 JJA), which are 

not found in observations. This discrepancy offers at least a partial explanation for the 

relatively poorer model performance during summer. Furthermore, in observations ice 

amount in those regions might be too small to detect but in our model the detectable 

threshold of ice=0.1 ppmv seems to be too low. It reveals that the differences in 

definition of cloud between observations and models should be addressed.  
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Figure 5.3. Time series of tropical cloud count (normalized) at (a) 83 hPa and (b) 100 
hPa. 

 

Successful simulation will provide us with the evolution of clouds over the long 

integration time. Fig. 5.4 shows the anomaly of tropic clouds reproduced by our model 

for the past three decades. The anomaly of temperature is also superimposed. Apparently, 

cloud and temperature are out of phase, which makes sense because lower temperature 

means more condensation, in turn making clouds more likely. From previous research we 

know that the QBO is a leading source of variability for water vapor (Dessler et al., 

2013). Well, it might also be true for clouds since the QBO variability is also obvious in 

Fig. 5.4. Currently we haven’t quantified the impact of QBO on the cloud time series. A 

more detailed analysis of the time evolution of tropical clouds and polar clouds is 

currently in progress.  
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Figure 5.4. Time series of the anomaly of cloud counts predicted from our trajectory model 
(black) and the temperature from MERRA (red) at 100 hPa, averaged over 1980-2011.  

 

The above analysis only includes a very simple condensation/evaporation scheme 

and the cloud prediction essentially depends on the large-scale transport over colder 

regions (Fig. 5.2). Therefore, temperature perturbations due to waves should also be 

included in our model. For example, we know that smaller scale gravity waves could also 

result in cloud formation on smaller spatial scales. Hence, we will re-run the model with 

gravity wave (the scheme by Jensen and Pfister [2004]) included to see their effect on 

clouds formation. In addition, we also know that clouds may form in regions subject to 

negative temperature anomalies associated with cold phases of large-scale equatorial 

Kelvin waves in the TTL [Immler et al., 2008; Fujiwara et al., 2009]. Therefore, in the 

future we intend to include Kelvin wave perturbations [using scheme developed by Dinh 

et al., 2012] into our model to see if the cloud prediction will be improved. 

 
5.2.3    Exploring the H2O Enhancements During North American Monsoon 

Both the Asian Monsoon (AM) and the North American Monsoon (NAM) are 

characterized by distinct rainfall maxima accompanied with an upper-level anticyclone. 

This unique system is found to have significant impact on water vapor distributions in the 
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Upper Troposphere and Lower Stratosphere (UTLS). Since our model is successful in 

reproducing water vapor distributions, we propose to examine the UTLS water vapor 

representations from MLS observations and our trajectory model to investigate their 

distinct behaviors in response to the Asian Monsoon and the North American Monsoon. 

In Fig. 5.5 we see that our trajectory model can reproduce the upward tilting in 

enhanced H2O from AM at 147 hPa to NAM at 100 hPa very well as compared with 

MLS observations, although quantitative differences exists. In Sect. 3 we have shown 

that those differences in water vapor amount are within uncertainties as long as the 

patterns agree (Fig. 3.7).  

 

 
Figure 5.5. August H2O climatology observed by MLS (panel a, c) and simulated by trajectory 
model (panel b, d), averaged over 2005-2011. Here the trajectory is driven by winds and 
temperatures from ERAi. The overlaid black vectors are the ERAi wind vectors from ERAi shown 
to indicate the anti-cyclone feature during Asian Monsoon (AM) and the North American 
Monsoon (NAM). 

 



	  

	  127 

Fig. 5.5 shows how powerful the trajectory model is for reproducing the water 

vapor field. An interesting question would be where did the wet parcels originate and to 

where are they travelling? This question is solvable in our model because we know each 

parcels full history along the entire integration – this is the unique advantage of the 

Lagrangian trajectory model.  

In operation, we have each parcel tagged with a unique ID since their releasing 

date. Throughout the entire integration time this ID is attached to the parcel so we can 

easily tell the historical pathways the parcel traveled by tracing its ID. Take the 100 hPa 

H2O in August 2010 (Fig. 5.6a-b) as an example. First, we find all parcels within this 

NAM region are quite young (two months since their initiation, Fig. 5.6c). Then we trace 

those parcels’ IDs back to when they were initiated, and find that besides those parcels 

that were initiated within the NAM region itself, some parcels originally initiated at AM 

and Africa could also contribute to the enhanced wet parcels within NAM (Fig. 5.6d). 

Among them, those parcels initiated at AM were trapped in the anti-cyclone for at least 

one month before they were blown into the NAM. Again, this information is unique to 

trajectory modeling.   
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Figure 5.6. Climatological August H2O observed by MLS, averaged over 2005-2011. The overlaid black 
vectors are the wind vectors from MERRA reanalysis shown to indicate the anti-cyclone feature during 
Asian Monsoon (AM) and the North American Monsoon (NAM). 

 

 
 

5.2.4    Other Work 

Our simulations with O3 and CO have demonstrated the viability of the domain-

filling forward trajectory model for simulating species with relatively simple chemistry in 

the UTLS, and extension to other species would be straightforward. There are several 

potential applications for such a trajectory model, including describing parcel histories 

that characterize different transport pathways, and evaluating the importance of tropical-

extratropical exchanges. For example, trajectories can allow the sources of CO-rich air to 

be traced in the summertime Asian monsoon region.  Quantifying the fate of the parcels 



	  

	  129 

after anticyclone breakup is also possible. The model lends itself to detailed comparisons 

of transport based on different and new reanalysis data sets, or to idealized studies of the 

chemical responses to UTLS circulation in a changing climate. 
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