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ABSTRACT

Developing electric vehicles is widely considerasdaadirect approach to resolve
the energy and environmental challenges faced &htiman race. As one of the most
promising power solutions to electric cars, thiilitn ion battery is expected to achieve
better performance, durability and safety. Fracindeiced by lithiation and deliathiation
stress has been identified as a major mechanismn I¢has to capacity loss and
performance degradation.

This work aims to shed light on the thermo-mechaniehavior of lithium ion
battery electrodes. It presents a single particbelehof random lattice spring elements
coupled with solid phase Li-ion diffusion underiaettemperature effects. The thermal
features are realized by solving a lumped heat wctimh equation and by including
temperature dependent parameters. This model cewchbivith a typical equivalent-
circuit model is used to predict the impedanceaasp of electrode particles.

The fracture generation increases as the temperaecreases. However, the
diffusion induced fracture is found to be propartibto the current density and particle
sizes. Simulations under realistic driving condisoshow that the fraction of particle
damage is determined by the highest current dedsatyn from the battery. A 3D phase
map of fracture damage is presented.

The transit fracture growing process reveals argatun phenomenon where the
fraction of damage increases to a threshold vahgethen stabilizes. This is observed

both during single discharging processes and iriphelicycle simulations. In the multi-



cycle analysis, the charging process following ihigal discharging leads to a “re-
saturation” where the fracture experiences a setuwmdase and then stops growing ever
after.

The impedance study suggests that the generatifyaatfire leads to increase in
impedance response of electrode particles. Thelledéel impedance results are found to
be directly related to current density and partisize but drops with increasing

temperatures.
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NOMENCLATURE

Effective cell surface area for heat convectiofi][m

Constant coefficient in electrolyte model
Bulk concentration, surface concentration of lithiion [mol/nT]
Specific heat of electrode material [JAKY

Diffusion expansion coefficient [ffmol]

Diffusion coefficient, diffusion coefficient at refence temperature frg]
Diffusivity activation energy [KJ/mol]
Reaction rate activation energy [KJ/mol]

Heat transfer coefficient [W/ (FK)]

Constant exchange current density, [A]
Faradaic current density [A]

Current density drawn from the cell [A]

Reaction constant, reaction constant at referesroperature
[m?2/(mol®s)]

Stiffness of spring element in random lattice spmmodel [N/m]
Length of spring element in random lattice springped [m]

Coordinate variable, distance to the center otiteerical particle [m]

Vi



R Universal gas constant [J/(mi€)]

R, Cell Resistance due to electrolyte [ohm]

R Resistance term at the solid-electrolyte interfacequivalent circuit
C

model of single electrode particle [ohm]

R, Radius of spherical particle [m]

t Simulation time [s]

T Cell temperature [K]

T...- .« Ambient temperature, reference temperature [K]

u Displacement of local spring element in randomdatspring model [m]
U, U ; Open circuit potential of negative electrode, pesitlectrode [V]

\Y Cell volume []

V,, Voltage output of the lithium ion cell [V]

Z o oaic Impedance of faradaic reaction [ohm]

Z, Diffusion induced impedance component [ohm]

D, D, Solid phase potential, solution phase potential [V]

Y Energy of the local spring element in random lat8pring model [J]
a,, a, Transfer coefficient at anode, cathode, assunfipd a. =1

M 1, Overpotential at negative electrode, positive etefe [V]

P Density of electrode material [kg7in

vii



Frequency of the applied signal in EIS measurertézijt
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CHAPTER I

INTRODUCTION AND LITERATURE REVIEW

Energy crisis and global warming have become tweergeissues facing the
human race. It is widely concluded that vehiclesvair by conventional engines
contribute significantly to energy consumption, @atlution and climate change. In light
of this, developing non-fossil fuels for cars woulzhstitute one of most direct approach
to resolving these concerns. Electric vehicles pedeby battery packs are more
efficient and environment friendly that those withternal combustion engines.
However, electric vehicles face tremendous battelgted challenges such as charging
time, drive range and safety issues. As a highegrdensity secondary source, lithium-
ion batteries (LIBs) are currently among the legdeandidates for hybrid-and pure
electric-vehicle power sources [1, 2]. In ordernthieve a better performance, durability
and safety, a thorough understanding of lithiumbattery is imperative.

LIBs operate on a rocking chair principle [3]. Aptgal lithium-ion cell consists
of a graphite anode and a LiCp@athode on either side of a porous separator. The
schematic shown in Figure 1 illustrates the celhfiguration and basic operating
principles. The separator only allows lithium-iawstravel through and thus force the
electrons into the external circuit. It is duritige process of electrons flowing through
external circuit that useful work is extracted.hiitm ions, which can be inserted into or
extracted from graphite and LiCgQravel from anode to the cathode when discharging

and back during charge. The commuting of lithiumsidetween the two electrodes is

1



vividly described as “Rocking Chair”. It is thiswersible lithium-ion intercalation from

both electrodes that makes LIB a rechargeable greengce.

>

Load

Anode Separator Cathode

Figure 1 Schematic of structure and operating pringple of Lithium-lon Battery

The insertion and de-insertion of lithium ions sthom two half reactions on

positive and negative electrode, respectively:
LiCoQ, =Co0, +Li" +€ 1)

C+Li"+e =LiC 2)



Despite the many and varied types, the two halftr@as for an electrochemical
cell are very similar. The unique property of Litieat, in such reactions, it releases the
most energy albeit the least molecular mass. Thaows the lithium-ion battery a
unique advantage that cells made with other knovaterrals would never possibly
exceed: highest energy density. In figure 1, thleidm ions are released from the
graphite electrode side and heading to the metadtrelde, indicating that this is a
discharging process. As stated earlier, a reveisdor the lithium ions will be taken in
a charging process. During first few cycles, sorneeteolyte molecule traveling along

with lithium ion may react with electrons on the sirface of graphite electrode or

LiCOOZeIectrode, depending on the direction of currerduph the cell, and thus form

an interface film between the solid phase of ebeldrand the solution phase of
electrolyte [4]. It is called solid electrolyte @mface (SEI) film. The existence of this thin
SEI film gives rise to both desirable and undes&rathanges in battery operations, as
will be discussed later in this work.

It is now necessary to clarify the definition ofoale and cathode for this work.
An electrochemical cell has two electrodes: anot @athode. The anode refers to the
electrode at which electrons get out of the cell axidation occurs, and the cathode the
electrode at which electrons move into the cell egdlction occurs. In a secondary
battery, each electrode may become either the aootlee cathode depending on it is
charging or discharging that is ongoing. In ordeavoid confusions, this work, unless
indicated otherwise, will name graphite electrodede or negative electrode, and metal

electrode cathode or positive electrode.
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In practice, the primary material for anode is ¢pitiped carbon, with silicon as a
major alternative [5-6]. On the other hand, layek&@oO, is widely used as cathode
material and other choices includg-ePO, andLiMnPQO, [7]. Although other materials
may also be discussed, this thesis considers gizgghicarbon andiCoO, as anode and

cathode materials, respectively.

Lithiation De-lithiation

Figure 2 Diagram of lithiation and delithiation induced stress

As a matter of fact, the intercalation and de-icd&tion process also pose a
threat on LIBs’ performance and durability. Durilithiation or de-lithiation, the volume
of electrode particles experiences a significar@nge in volume and thus gives rise to
considerable internal stress, as illustrated iufleig2. The resulted stress can then serve
as driving force to surface cracks [8-10], as shawfigure 3. The diffusion induced
stress not only creates crack on the electrodeaclgarsurface but also enables the
existing inside fissure to propagate into surrongdarea. The cracks or fractures then

act as gaps in the continuum of electrode matermglering the transport of lithium
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ions in solid phase. As they keep extending andvigng, fissures may have a certain
area fully enclosed, therefore isolating the lithiuons inside and causing direct
performance degradation and permanent capacity Tdss propagation of pre-existing
cracks caused by diffusion induced stress could k&lad to the growth of SEI on the
newly created electrode surfaces. Since lithiumoissumed in forming the new SElI,
irreversible capacity loss occurs and continue$ wyicling [11]. It is, then, imperative

to understand the mechanical behavior of battergteddes.

Crack prupagatihn in

graphite uan\i:.-luei

Figure 3 Cracks created by lithiation of a graphiteelectrode [9]

Meanwhile, temperature has been long known astarfitat greatly affects the
performance, safety, and life of LIBs. A schematidemperature’s path to affect the
battery can be seen in Figure 4. As an electroat@nsystem, LIBs rely on half
reactions on anode and cathode, both closely cetatéeemperature. The temperature’s

effect on electrochemical side is fairly cleard#termines the rate and extent to which
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chemical reactions can occur. Electrochemical i@astcan lose their kinetics at low
temperatures and can go out of control at high &satpres [12]. This consists of the
root cause of a limited temperature range for LlBeration. Even in an ordinary
temperature range, the performances of LIBs ang senmsitive to operating temperature
or ambient temperature.

Temperature’s influence on mechanical behavior, évar, is yet to be
investigated. In reality, different factors interawith each other in the complex
operating mechanism of li ion battery. The impocg&mf combining the thermal and
mechanical behavior in one comprehensive studyeptssitself as industry calls for

LIBs with even higher and performance and greateafaility.

Li-ion transport
Energy
r and
Reaction Kinetics Power
/ ——
Temperature -----):, Thermo-mechanical Capacity
| __ e

s Cell resistance
System stability

Figure 4 Diagram of temperature effect on power, gaacity and life of LIB




Literature Review

The intercalation and de-intercalation inducessstr® electrode particle and
changes Li-ion transport mechanism [13-15]. Chaistand Newman developed a
mathematic model to estimate the volume change thedstress induced by the
intercalation and de-intercalation process [14f Tiodel predicts increasing stress with
increasing particle size or increasing charginglischarging rate and decreasing stress
with increasing diffusion coefficient. The auth@stend the above mode to investigate
the stress generation and fracture in Lithium Maiega Oxide [15].

Smaller particle size was recommended for high t€-epplications to avoid
severe fracture generation. A fracture mechanidsréacriterion derived by W. H.
Woodford predicts for electrode particles a criticarrent density above which the
fracture will be generated. This critical C-ratecmses with increasing particle size,
meaning that larger particle tend to experiencetfire damage [16]. Kalnanus et al.
evaluate the intercalation stress by using a ddfuand elasticity equation with relevant
volumetric expansion terms [17]. Their work prediatcritical particle size below which
the fracture during lithiation is suppressed.

Zhu at al. adopt an extended finite element metbaghalyze the propagation of
initial crack in ellipsoidal cathode particles undkifferent current density, particle size
and particle aspect ratios [18]. As can be expedhterlfracture propagation is found to
be positively correlated to both current density particle size. 1.5:1 was identified as

the worst aspect ratio in terms of that it requifeslowest current density for the initial

7



crack to grow. Another analysis on the intercatatioduced stress in cathode particles
was conducted by Zhang et al., where the autharroted in spherical particles larger

particle sizes and larger discharge current dessigive larger intercalation-induced

stresses [19]. More interestingly, large aspedbsaare reported to have reduced the
intercalation-induced stresses. Later, these relseer take into account not only the
particle shape but the heat generation as well. [Z0k proposed model considers
resistive heating, heat of mixing and entropic haatthree major heat generation
sources.

A recent model for a pouch type of Li polymer battdeveloped by Fu et al.
includes electrochemical, thermal and mechanicaicgles [21]. One interesting
conclusion of this work is that, at high C-rate ximaum stress happens at the beginning
of charging or discharging process. Gao and Zhowlade in their analysis of coupled
mechano-diffusional driving forces that high lithiuconcentration moderates the crack
growth in Li/Si electrodes [22].

A comprehensive review of thermal issues in lithiom batteries is presented by
Bandhauer at al. [23]. Many researchers have goeat ¢engths to develop models of
thermal behavior of lithium ion batteries. Earlylif90s, Newman and Tidemann solved
the basic heat conduction equation in solid phasealculate the temperature rise in a
battery module [24]. With the super power of todayomputer technology, the
techniques employed by the authors then, such asdimentionalizaion or
superposition, are no longer necessary now. Bytaupp volume-averaging technique,

Gu and Wang derived a thermal energy equation basést principles [25]. The fully
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coupled model was used to simulate the thermaletgxtrochemical behaviors of a Ni-
MH battery, and the temperature was found to haadara significant difference. This
model was then extended for Li ion cells by Srisaa and Wang [26], where it
integrates reversible heat, irreversible heat dndio heats with temperature-dependent
kinetic parameters. Finite element method is alspleyed to evaluate the thermal
behavior in Li ion cells [27, 28]. Guo et al. coeplthe thermal effect into a single-
particle model of a Li ion cell [29]. Simulationswts provided in this work show the
temperature rise in a li-ion cell increases witlsrdasing ambient temperature. Ji et al.
analyze the Li ion cell performance in cold tempanes and detail the heat sources that
determine the temperature evolution inside the [8@]. An interesting voltage rebound
at low temperatures was observed by the authonsai Bad Mukherjee developed a
stochastic methodology to predict the diffusionuogd damage in electrode particles
and laid the foundation of the hereby presentedysfB1]. A single particle model with
random spring elements and solid phase diffusiols westablished to simulate the
fracture generation inside battery electrodes. Ttigly laid the foundation of the
presented work and will be detailed in later chegpte

Electrochemical impedance spectroscopy (EIS) isearstu technique that
measures the response of an electrochemical systeamsmall perturbing current or
voltage. Meyers et al. developed a mathematic mimdetedict the impedance response
of a single electrode particle with solid electtelyinterface effect [32]. The model
captured fundamental properties of the chargestesndouble layer and Lithium-ion

diffusion in solid phase. A later work by Levi andurbach proposed a
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nonhomogeneous, layered distribution model of ebeef's active mass and finite values
of solid phase conductivity [33]. The authors atempare the effect on diffusion of the
geometry of spherical and slab particles. Huaral.etssumes two distinct homogeneous
phases in the particle due to the insertion andaetton of Lithium ions [34]. This
model was used to explore the effect of the statdharge, Lithium diffusivity, SEI, and
particle distribution on the total impedance of B.LThe modeling of inter-particle
transport in porous electrodes can be found insdmi-mathematical model developed
by Sunde et al [35]. As a common approach to cheniae li ion batteries, EIS is also
used to evaluate the influence of operating tenipexaon the performance of LIB. The
measured dynamic response covers a frequency famgel0°Hz to 10MHz, and the
typical frequencies largely depend on the desigamater and manufacturing process
[36]. A strong nonlinear temperature correlationswexperimentally revealed by D.
Andre et al. for all frequency domains [37]. Thehaus believe the SEI resistance and
double layer resistance experience a strong ineraabw temperatures where the ions
have a lower kinetic energy and move slower.
Summary

The main objective of this work is to identify theermo-mechanical behavior of
LIB electrode particles. As a follow up of the piays research by Barai and Mukherjee
[31], the current work will include the thermal eft into the existing single particle
model and combine it with impedance computation$oduses on two parts: fracture
generation as well as cell performance with actikermal effect and impedance

response under different temperature and fracteeaagios. Particular attention will be
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paid to the anode electrode. It is of great intedsthis work to investigate the
temperature effect on fracture generation in ebelgtrparticle and the effect of fracture

on EIS impedance response of electrode particles.
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CHAPTER II

TEMPERATURE DEPENDENT FRACTURE ANALYSIS

Heat generation in Lithium lon Batteries (LIBs) ohgy operation has the
potential to significantly impact the overall perftance. Both the anode and cathode in
a Li-ion cell consist of very complex composite rostructures. There exist active
materials (graphite particles in anode and LiCoGitiges in cathode) which are
responsible for hosting Li ions. The conductive iadels (mostly carbon-black)
contribute in increasing the electronic conducyiwt the electrode. The binders hold all
these active particles and the conductive addititeggether and give the system
mechanical stability. The fourth component is thecteolyte which fills up the voids
within the material. During charge and dischargeiobs flow through the electrolyte
and intercalate within the active particles. Thigtire ion and charge transfer by
diffusion process causes heat generation withinelleetrode. For characterizing the
performance of the battery correctly, it is veryporant to capture the heat generation
within the Li-ion cell under operational conditions single particle model which can
capture the heat generating and temperature ewolwtithin the electrode has been
adopted from Guo et al. [29]. In this single padetimodel several approximations are
made: (i) The electrode is assumed as a spheactatlp with some effective diffusivity
of Li ions. (ii) Lithium ion concentration withirhe electrolyte is assumed to be constant
throughout the electrode. (iii) Uniform intercadati of Lithium ions are assumed from

all the directions of the electrode particle. ((hium ion flux is assumed to be same as
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the externally applied current. (v) Voltage of il is evaluated as a point function
using the average surface concentration of thermaihgarticle. In the following, the
technique adopted to capture the temperature eoolutithin the electrode particle will
be explained.

In a previous work, Barai and Mukherjee developetioghastic methodology to
predict the diffusion induced damage in electroddigles [31]. A circular cross section
of the single particle has been taken into conatiter to model the diffusion induced
stress and capture the fracture observed duringabpe. The circular cross section of
single particle was modeled using random lattiaengpformalism. Lithium diffusion in
solid state was simulated by solving the Laplaceaggn with proper boundary
conditions using finite volume approach. Tempemvolution and damage inside the
electrode, in terms of the fraction of broken bgndas investigated under different
parameters, such as current density, particleasidanitial crack locations.

Sngle Particle Model

A systematic introduction of modeling and simulatf battery system is given
by Mukherjee [38]. In a single particle model, eatbctrode is simplified as a single
spherical particle and the potential and Li ionsaamtration in electrolyte phase are not
solved. In a discharging process, for example, lthens migrate to the surface of
negative electrode particle, travel through thetetdyte phase with an assumed infinite
diffusivity, reach and enter the positive electrgaeticle. The electrons, meanwhile, go
through the external circuit, render the useful kvand finally arrive at the negative

electrode as well.
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“Transgranular
Crack

Figure 5 A schematic of single particle model of LB: SEM image source [9]

Figure 5 provides an illustration of which areaam actual graphite particle the
author is trying to model and study in this reskafhe Li-ion concentration profile is

obtained by solving
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¥ZEEQD(§(J)[D—]C(§(J)) 3

The above governing equation is subject to a baynandition described as

ac(x.t) :i
on F

_koond (4)

In order to consider the mechanical behavior ottetele particle, Barai and
Mukherjee developed a stochastic methodology baseal random lattice spring model
[31]. In this analysis, the single particle is doesed as a circular domain where the
entire mass of the particle is assumed to be lungtegach node. Each lumped-mass
node connects with six neighbors with lattice spioonds, as shown in Figure 6. Note

the spring elements have stiffness in both axidlteensverse directions.

Axial
Spring

Figure 6 Diagram of random lattice spring single pdicle model [31]
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For each spring, the local force is a functionaxfal displacements and can be

described as

f. K, 0 -k, O [lu,
fel | O Kk 0 -k | u,
fol |-k 0 k 0| ug (5)
ful L O -k, 0 Kk, [ Upa |

where T represents the local force vector andhe local displacement vectdt, is the
spring stiffness in axial direction arldin the transverse direction. Stress induced by Li
ion diffusion is characterized by the resulting axdisplacement inside the spring
elemeniiu®, which is expressed as

Au® =d [Acll (6)
where dis the diffusion expansion coefficienfy\cthe incremental change in Li ion
concentration, and the length of spring element. The global forceteedaue to
diffusion-induced stres&’ , is then defined as a function of displacement

Fo=[T] £9=[T] [K]au’ (7)
where|[T] is a transformation matrix arjd] the stiffness matrix.

The fracture criterion is related to the total Btasnergy stored within a

spherical particle due to diffusion-induced streg@9]. In this work, the generation of
fracture or crack is modeled by the breaking dowWthe spring elements, or in other

words, the bonds between nodes. This is realizea pescribed energy threshold. The

energy of each spring element is calculated as
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1
Y= E Fspring lILIspring (8)

where F and u

spring are the global force and displacement vectors é riated

spring
spring element. If the calculated energy exceettgeshold value, this spring element
will be considered broken and removed from thdretgs matrix for further simulation.
The threshold value for graphite is identified d&v8 [40, 41].

The overpotentia, (] =p,n) is defined as
n=4;-%,;~Y, 9)
where g ; is the solid phase potentiaf ; the solution phase potential abtthe open

circuit potential. As shown in Figure 5, this wasknplifies the potential drop in the

electrolyte as if it were a nonlinear resistor.sIgives
G, %, =Ry (20)
The cell voltage is then calculated by Eqg. (11) Hredoverpotentials on both electrode

are solved from Eq.(12).

Vodl :Up _Un +(/7p _l7n) + IRoell (11)

05 o 0.5F 0.9 .
‘]J = kics,j,maxcg.s(l_ X surf) Xios?lrf {exr{ﬁﬂjj_ ex _F”i j:| (J =P m) (12)

Coupling Thermal Effect
As a follow up, the present work incorporates thermal effect into previous

single particle model by including the followingped thermal conduction equation

pvC

ou
dT —IT[ o OU,

pa_ oT F]"I (’7p_,7n+|Rcell)_hA(T_Tamb) (13)
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In addition, the temperature-dependent parametersshown in Figure 7, are
upgraded to be a function of temperature. The giabke diffusion coefficients, reaction
rate constant, and the cell resistance, whichvsrsely proportional to the electrolyte
conductivity, all follow an Arrhenius relationshipith cell temperature, as expressed in

Eq. (14-16).

Solid phase diffusion
coefficients
‘ Thermal

Reaction rate
constants

Temperature expansion
( coefficient
Young’s modulus l
Electrolyte
resistance

Figure 7 Temperature dependent parameters in the ettrochemical system

D; =D; ex{Eﬂ(i_% } (i=n.p (14)

- Bal 1 1) (-
kj—k,-,raexc{R(Trd T] (i=n.9 (15)
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Ra =R« exp{ﬂb(%-T—lH (16)

Theoretically, when an ion transport process ingslvintermolecular ion

hopping, the conductivity will be determined by tiermal hopping frequency that is

E
proportional to the terne ¥t [42]. This is assumed to be the case over thaeenti
temperature range of interest in this work, whish-20°C to 40°C. Based on this
assumption, an expression of electrolyte resistancthis case, the cell resistance, can

be derived as Eq. (16).

35
a 30 \
E 25 K —Measured resistance [43]
3 ° Modeled resistance
S 20
©
Bi1s
0
=10
S s
0
250 270 290 310
Temperature [K]

Figure 8 Verification of constant coefficient in resistance model

Note that in order to apply this model, two pararetre required to be known.

One is a reference resistariRg value under a certain temperatdig. The other is a
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constant coefficiend,, which needs to be determined by a second resestaalue
measured at another temperature. The valud,afharacterizes how the electrolyte
conductivity or resistance varies with ambient temagures. In this work, this coefficient
was adjusted to match the measured resistanceoflaali ion cell used in electric
vehicles. As can be seen in Figure 8, the modas@dtance by Eq. (16) agrees with the
curve fitted by experimental measurements [43].

The different type of materials are differentiateg Eq. (17), whereék is a
constant and serves to assess the direction aedtext which the material’s modulus
varies with concentration, and therefore with terapge. Whenk.y is positive, it
represents a type of material whose modulus ineseasthc. Likewise, if it is negative,
the material has a modulus decreasing witParticularly, a constant modulus will be

true if it is set to be zero.

E=E, (1+ K, CLJ (17)

The open circuit potentidl, andU, are considered as a function of SOC and

temperature in the following expression

ouU. .
U, (Xj,surf ’T) =U; (Xj)+6_'l'] T_Tre‘) (i=pn) (18)
here the d ol f f
where the derivative ter are given as a function of SOC [29
ms- areg [29]
6Up a -0.19952+ 0.9283)?p— 1.364&§+ 0.61154 (19)

0T 1-5.6614&,+ 11.47636 — 9.82481+ 3.0487¢
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oU, OCEZA 32004- OL79%6 10040¢lel SBI2Q7I3 1WRGTBAIAT.E04+ 3B30IBIF 16588 (2()

aT  1-48.0928% + 1017.2348- 1048180419 5943180601  19588f.6388677.35 — 385821.166] + 165705.85¢

Table 1 lists all the values of parameters in theva equations.

Table 1 Global input parameters in fracture simulaion

Parameter Value Unit
P) 1626 [29] Kg/mi
v 3.38E-05 [29] m
Cp 750 [29] J/(kgeK)
| 1.656 A
Tret 298.15 K
Drein 3.9E-14 [44] mM's
Dret.p 1.0E-14 [44] /s
Eag n 35 [45] KJ/mol
Eag,p 29 [46] KJ/mol
Ea n 20 [47] KJ/mol
Ear,p 58 [48] KJ/mol
Keef, n 1.76E-11 [49] rf/(mol’~s)
Keef, p 6.7E-11 [49] mM/(mol®*s)
R 16 119)
R 8.3141 J/(mol- K)
E.« 70.5 GPa
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Table 1 Continued.Global input parameters in fracture simulations

G 31833[29] mol/m

Results and Discussion
The heat generation, including reversible heatienegtersible heat, are given in
Figure 9. The irreversible heat increases signitigaas the ambient temperature gets
lower. Apparently, the resistance of Li diffusianelectrolyte and through the electrode
particles increases drastically with decreasing pemature. Meanwhile, the kinetic

activation energy also gets larger as the ambeanpérature drops.

2C, h=10W/(m?K)

2 ——Reversible heat, 20°C
——|rreversible heat, 20°C
L - - Reversible heat, 0°C
1.5 —=—|rreversible heat, 0°C
----- Reversible heat, -20°C

1 w —e—|rreversible heat, -20°C

Heat generation [W]

0 0.1 0.2 0.3 0.4 0.5 0.6
SOC

Figure 9 Heat generation at subzero, zero and roomemperatures

22



Note that the reversible heat could be negativehat very beginning of a

discharging process, and this may lead to a sedyninigl temperature drop for the cell,

when the irreversible heat is not enough to maketttal heat generation be positive.

Based on what is shown in Figure 9, this mechamssstronger at room temperature.

Joule Heat/Irreversible heat
o
w
(0]

A‘A“AAAA

<
-
A
ooooooooo..‘MA \
* ”A.A.
Ay

0.2

+ Operating at -20°C
» Operating at 0°C
e Operating at 20°C

0.3 0.4 0.5 0.6
SOC

Figure 10 The ratio of joule heat to irreversible leat versus SOC

Figure 10 shows that the proportion of joule hedtreversible heat decreases in

a single discharge process but increases with a&ag ambient temperatures. When

discharging, the cell experiences a temperatuecams a consequently resistance drop.

On the other hand, the irreversible heat tendadease as the discharge continues. The

ratio between these two thus drops, and this iscpéarly true at lower temperatures

where the cell resistance is even more sensititieg@ell temperature.
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As discussed above, the heat generation is moreifisapt at subzero
temperatures. This explains why the cell displayslagger increase in colder
environments, as shown in Figures 11. The same gohemon were observed and
reported by M. Guo et al. [29] and Y. Ji et al.][30he current model, by adopting the
same parameters and boundary conditions, renderethperature profiles that greatly
match the results reported by M. Guo [29] at allirfaifferent temperatures. One
explanation for this is that, at low temperaturd® activation energy that needs to
overcome for the electrochemical reactions to pdde significantly larger, resulting to

the increase of irreversible heat and consequearidyger temperature rise.

1C, Adiabatic condition (h=0)
§| 330 000000000000000
w 000000000’00000’000 )
} . ...ooooooooo ‘AAAAAA‘
3 310 AAAAAAAAAAAAAAA .
g AAAAAAAAAAAAAAAA .
g - --.nl"...--. .oioooo
IIIIIII. .....
|2 ol ..nooo
= &0
U ........
250
° 0.2 0.4 06
SOC

Figure 11 The effect of ambient temperature on cetemperature profile
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Cell temperature is also a function of C-rate aedtlransfer coefficients, as can
be seen in Figures 12 and 13(a). Temperature isered high C rates can be
considerable and may pose a significant threath& dell performance. A thermal
runaway could cause the whole system out of cantiw rise in cell temperature is also
significant when ambient temperatures are extreniely and heat generation is
substantial, except that the temperature rise is thse would be beneficiary and
desirable. This is because at low temperaturesothéransport is supposed to be slow

but can be boosted by a sudden and huge temperatiiaside the electrode.

h=10W/(m2K), Tamb=0°C (273.15K)
295
— . 4C
4 . 2
< 290 3C
s .'0' R o 2C
® 285 RO 0 1C
S ° AL
8. 0’. A‘A‘A gooe®
E 280 ..:AAAA DDDDDDDDDD
lq_) .::EAJDADDD a oooooooooOooooooooooooooooo
T 272 e
o
270
0 0.1 0.2 0.3 0.4 0.5
SOC

Figure 12 The effect of current density on cell tegmerature

For vehicles that are to be used in areas witlzingeweathers, cold start has
been a huge challenge. An effective strategy ntighto provide an initial “warming up”

or enough insulation to keep the temperature ofeahgine, in this case, the battery
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system above the freezing point. From Figure 13 oan see that the adiabatic

condition enables a large temperature rise, aredgit@atly improves the voltage output

from the cell at subzero or zero temperatures.

2C, T,,,,=0°C (273.15K)

345
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@330 - h=SW/(mK) .
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2300 o
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Heat transfer coefficient h [W/(m2K)]
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Figure 13 The influence of boundary condition on detemperature
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From a design perspective, it is meaningful tordefa heat transfer coefficient
that suffices the thermal management requiremeittsminimum cost. In figure 13(b),
one can see that cell temperature does drop dathgtias h increases from 0 to
5W/(mPK). If doubling h to 10W/(1fK), it also serves to lower the temperature at high
C-rates. After that, however, making the heat fiansoefficient larger no longer helps
to decrease the cell temperature significantly. &ample, if one doubles it again to
20W/(nfK), the resulting temperature decrease is only BBKu

The temperature rise could boost the cell perfooceanreatly, especially at cold
temperatures. Figure 14 shows a voltage reboundyaasobserved by Y. Ji [30] in
another work, at -20°C with a discharging rate Gf Bince perfect insulation was
assumed, all the heat generated inside the electtods to temperature rise. Given the
extremely low ambient temperature, the heat geedrdtom the electrochemical

reactions is considerable and significantly incesabe cell’s internal temperature.

2¢C, T,,,=0°C
—Adiabatic
41 —h=5W/(m2K)
% 3.9 h=10 W/(mZK)
?3° 3.7 —h=20 W/(mZK)
S35
333
3.1
0 0.2 0.4 0.6 0.8
SOC

Figure 14 Adiabatic condition leads to voltage rebaend at subzero temperatures
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This improvement in voltage performance may be @ased with the sudden and
drastic heat generation warming the diffusivity Ugigure 15 presents a triangle
relationship between temperature profile, voltagefgzmance and diffusivity curve. It
can be seen that, a huge temperature increaseedniafpladiabatic condition lifts the
diffusivity to where it is very sensitive to tempéure, leading to a considerable
enhancement in cell performance. In other casegnttdeled surface concentration of li
ions quickly reached zero and the simulated digghgrprocess was then forced to be

terminated. The corresponding voltage outputs weoe.

SOC

»
HN

0.2 0.4 0.6 0.8

Cell Voltage [V]
w w w
w ~ ['-]

w
w

3.1

2, T,,,,=0°C (273.15K)

1.5E-13

1= Adiabatic Condition g
330 - h=5W/(m2K)
£ oW/l €13 E
2315 h=10W/(m?2K) ~
E - h=20W/(m2K) £
§3°° SE14 3
D285 e a
Sa70 0
0 0.2 0.4 0.6 0.8 250 280 310 340
SOC Temperature [K]

Figure 15 The triangle relationship between cell tamperature, diffusivity and
voltage output
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Figure 16 depicts the fracture and ions conceptmgtrofile inside the electrode
particle after a discharging process was compleled. fracture damage is seen to be
more serious at 4C, the highest current densithensimulation. The higher the current
density drawn from a cell, the larger the lithiuamiconcentration gradient inside the
electrode particle. A comparatively larger concatndn gradient, as can be expected,
leads to stronger lithiation or delithiation stresal consequently more fracture damage

inside the particle.
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Figure 16 Simulated fracture distribution in an electrode particle, at 273K,
adiabatic condition.
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The voltage output with and without fracture effestcompared in Figure 17.
The existence of fracture, not surprisingly, acaks the voltage degradation. The
formation of fracture blocks the diffusion of lithih ions and results into considerable
voltage loss. Generally, the damage induced byitthiation and delithiation are shown
to be positively correlated to the current densaty,can be seen from Figure 18. This is
proven to be true for all four different simulategnperatures, if an adiabatic condition
is considered. When a heat transfer coefficienfl®fW/(nf+K) is applied, the trend
shown in Figure 18 will slightly change. The damé&geture drops with current density,
as the evolution time of fracture becomes shoit@ntenough for the damage to

propogate.

4.2

—Without Fracture
---With Fracture

Cell Voltage [V]
w w w
I o)) 0

w
(N}

0 0.1 0.2 0.3 0.4 0.5 0.6
SOC

Figure 17 A comparison of the voltage curve: with ad without fracture effect at
the temperature of 20 °C, 1C
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Figure 18 Fraction of broken bonds versus C-rate afour ambient temperatures,
adiabatic condition
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Figure 19 Fraction of broken bonds versus C-rate, 110 W/(n+K)
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Although it remains to be true that high C-ratede#o larger amount of damage
at zero and above-zero temperatures, the fracfitaoien bonds drops with increasing
current density at -20°C. The diffusivity of thesegm is extremely low and lithium ion
concentration gradient does not develop completlsuch freezing temperatures. The
discharging process ends even more quickly at highete and the fracture damage
does not have time to evolve at all, despite tr@netronger potential harm.

The temperature rise and the consequently beffesiity enabled by adiabatic
condition render a smaller concentration gradibnbugh the particle and thus tend to

alleviate the damage. On the other hand, howelvesgettwo factors also give rise to a

v

% 19°

Figure 20 Fracture distribution inside electrode paticle, at 253K, h=10 W/(nfK)
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more durable discharging process. The extendeddlloes fracture damage to evolve
and propagate to its vicinity. The later seems @oome the dominating mechanism
when the cell operates at subzero temperaturegbAtic boundary condition leads to
larger fraction of broken bonds, as can be found bgmparison between Figure 16 and
Figure 20. At a comparatively higher temperatuoe,ifistance, 0°C, the former tends to
be the governing mechanism and the fracture danmayeed by lithiation and de-

lithiation is much less, as can be seen in Figurad® Figure 20. Temperature rise

obviously alleviate the fracture damage, probalylyntpproving the diffusivity.
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Figure 21 The transit fracture evolution profile with time
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Figure 21 shows the transient growing process adtdire inside the electrode
particle. As discussed earlier, the fraction ofkiero bonds increases with decreasing
ambient temperature, as long as the initial tempegaloes not significantly shorten the
discharge time. Given enough time to grow, theténacwould reach a steady state, like
“saturation”. At any particular C-rate, the numioébroken bonds stops increasing after
exceeding a certain threshold value, which is dbtarin terms of that the damage is
restricted to a certain limit because of the faet sufficient amount of strain energy is
released by the already existing cracks. Partiyyléne number of broken bonds may
stop increasing before reaching the saturationtpuaien operating at cold temperatures,

as shown in Figure 22.
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Figure 22 Fracture evoluion profile at lower tempeature: 0°C
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h=10W/(mZK), T,,=20°C (293.15K)
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Figure 23 Fracture behavior in multi-cycle simulaton

The fracture behavior is also investigated fromyalec by cycle perspective.
Figure 23 shows that the fracture evolution reacheseady state after the first cycle,
one single entire discharge-charge process. Sealtyti the broken bonds increases and
reach a saturation status in the first dischargeqss. The ensuing charging process
trigger the fracture evolution again and it re-satk after a comparatively smaller
increase. The damage is mainly caused in the dysle, although a nearly negligible
amount of new broken bonds are observed in thensleaothird cycles for high C-rates
like 4C.

Figure 24 present a positive relationship betweanigle damage and particle
size at room temperature, 20°C. Fracture of brdkemds typically is higher in larger

particles and it seems that there will be no fractyienerated if the particle size is below
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a critical size. It has been reported that bothititensity and distribution of stress is
guite sensitive to surface mechanics when thegbadiameter reduces to the nanometer
range [50]. Surface energy and surface stress eam $0 alleviate diffusion induced
stress in nanostructured electrodes [51]. For el@nagensile state of stress could either
drop in magnitude or even be reverted to a statowofpressive stress in particles with

nanometer-level radius.
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Figure 24 The effect of particle size on fracture @mage

In addition, the material property of electrodetigdgs could have a bearing on
the diffusion induced damage [52]. The concentratitependent elastic modulus is

believed to significantly affect the peak stresg atmess evolution in the electrodes [53].
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The young’s modulus of a material may vary as uithiion concentration changes

during the charging or discharging.
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Figure 25 The impact of Young's modulus on fracturdormation

Figure 25 shows that, over the entire temperatareggeg of interest, Si type
material, represented by a negative value of @isfhlay a better immunity to particle
fracture damage. Simulation conducted for graptype material with a value of 2
predicts 14% damage in graphite type electrodeighest Results calculated using a
constant Young’s modulus display a medium fracbbibroken bonds, as expected. An

interesting detail in the results is that the fi@ctof broken bonds related to Si type
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material is the least sensitive to current densitiyoth cold and high temperatures. This
suggests that this type of material has the patetttirender a more stable performance,
in terms of that the fracture may not increase i@mtly with increasing current
density. A property like this is believed by thetaar to help achieve a better durability
of lithium ion batteries.

Assuming that the battery is being used to powevehicle on the road,
simulations under realistic driving conditions aiso conducted in this work. The
profile of current density drawn from the battesysicaled from three standard driving
cycles: EPA 75, HWFET and US 06. A speed of 30 sniper hour is considered
equivalent to 1C. Figures 26-28 record the voltaggput and the dynamic fracture
evolution during the three scaled cycles. EPA f{&asents the city driving condition
and has more frequent stops and starts. Yet ittseisiio the least, around 4% fracture,
compared to the 6% under highway driving conditeomd 7% under US 06 cycle.
Especially, it can be seen in Figure 26 that tlaetion of damage remains constant
during fluctuation of current density.

The fractures are more closely related to the lgherrent density. Among the
three selected cycles, the highest C-rate is 2(b0S 06 cycle, which represent an
aggressive way of driving. The worst damage sceniariobserved in US 06. These
simulations under scaled realistic driving cycladicate that the fracture damage is
determined by the magnitude of current density iardss likely to be impacted by the

frequently switching between high and low C-rates.
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Figure 26 Scaled realistic driving cycle simulationEPA75
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Figure 27 Scaled realistic driving cycle simulationHighway
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Figure 28 Scaled realistic driving cycle simulationUS06
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Fracture Phase Map
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Figure 29 A 3D phase map to cover the effect of ciant density, particle size and
temperature on fracture generation

A design map that predicts the damage under vargingent density, particle
size and operating temperatures is given in Fi@9eGenerally, the fraction of broken
bonds is proportional to current density and pkrtsize, but negatively correlated to the
ambient temperature. Yet, a critical value may @nestself when the other two factors
are fixed. For example, when discharging with 5€28fC, a particle of the size of R/16
would lead to the most severe damage inside thiclgarEither a smaller or bigger

particle would experience less fracture damage.
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Summary

A single particle model of random lattice springraént coupled with solid
phase lithium ion diffusion is extended to includetive thermal effect. The heat
generation and the effect of ambient temperaturgrent density and boundary
condition on cell temperature are analyzed. Irreiode heat is found to be more
dominating compared to the reversible heat. Lowebiant temperature and higher C-
rate cause a higher cell temperature. At subzenpéeatures, adiabatic condition can
significantly boost the cell performances.

The diffusion induced damage is found to be peslii related to current density
and particle sizes. The monotonicity no longer tsxiat extremely low ambient
temperature, where the diffusivity is particulatbv. Dynamic evolution of fracture
reveals a saturation phenomenon both during orgesdischarge process and a period
of multiple discharge-charge cycles. The partidendge mostly happens during the first
cycle.

A comparison between Si type and Graphite type maddeshows that the former
performs better at all temperatures. It leadsde tamage and is less sensitive to current
density. Simulations under realistic driving comahis show that the fraction of particle
damage is determined by the highest current dedséwn from the battery. Frequent
shifting between high and low C-rates contributikelto the overall fracture generation

or propagation.
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CHAPTER 1lI

IMPEDANCE ANALYSIS

Electrochemical impedance spectroscopy (EIS) iseassitu technique that
measures the response of an electrochemical systeamsmall perturbing current or
voltage. Since the perturbation is small, the raspoof the system is considered to be
linear and the transfer function, or the ratiolad butput to the input signal, shall be the
same regardless of the type of applied signal. @asethis theory, any system can be

characterized by its impedance, Z, which usuallgreeto the transfer function obtained

in EIS measurement.
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—-VZ / Electroly Crim
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Figure 30 A schematic of impedance model of sing&ectrode particle

Typically, the impedance Z consists of two parés| part corresponding to the
system response that is in-phase with the appigthksand imaginary part related to the

system response that is out-of-phase with the getion. The impedance responses of
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electrochemical systems have been traditionallyetemtias a combination of some ideal
equivalent-circuit elements [32].
Mathematical Model

Figure 30 presents a schematic view of an impedarae! of single electrode
particle. In this work, SEI effect is yet to belumbed and the interface film related terms
are thus ignored. Also, the diffusion and potentads in electrolyte phase is not
considered here. Particular attention will be patioathe solid phase, which is shown in
red in the figure.

The following derivation is adjusted from the warkJ. P. Meyers at al. [32]. By
considering the concentration change in the sdfidsp particle as a function of the

applied signal and frequency, the diffusion equai@lds

.. Do ,0c
W, =——|r"'— 21
Jaxs rzar( arj 1)

The solution to the above differential equatiomithe following form:

. rr
- hl —iQ
- in,farr:xdaic (&j 1 o (Rs J Sj (22)
> F D sinh(Jst)—«/st cosh/jQ, L
R
whereQ_ = wR?/D, .
Whenr =R, one obtains the expression of surface concenirati
& = in s (Ej sinh{yi€. (23)
“F D Jsinh({/jQ,)-/iQ, coshfjQ,

The transfer function is defined as
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__ i~n,faradaicRs _ \/JT)s - tanh(\/jT)s)

* FDEy, tanh(,/jQ,

At the patrticle surface, the faradaic current dgnsirelated to the potential drop

(24)

across the interface by the Butler-Volmer equation

Z—U)}—ex{_gfr': (Cbl—d)z—U)D (25)

A linearization of Butler-Volmer equation yields

B

o : a,F (=
In,f.stradajc = IO,l(ex RT (q)l_

- (@ +a)F| - ou ),
In,faradajc = %{q)l - qle _(_a_csj Court j| (26)
With the following definition,
o, -
Zfaradajc = *’1—“ (27)
Ifaradaic
Eq. (22) can rearranged in the form of
Zfaradaic = Rctl + ZD (28)
where
RT
= 29
(@ a)F 9
)
_Ecsurf
ZD = — (30)

I faradaic

Here, Z—Ucan be related to the first derivative of dischaogecharge voltage
C

S

curve. Combining Eq.(24) and Eq.(30) together, gets
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, =(—6—Uj R \/ﬁ—tanh(\/ﬁ)
P ac JFD tanh(\/j_QS)

The open circuit potentials and the concentratiarfilp of Lithium ions, with

(31)

and without fracture effect, are obtained by thailable single particle model described
in chapter Il. It can then be coupled with the abequations to calculate the impedance
response of electrode particles with diffusion il damage being taken into account.

Table 2 lists the parameters that are used in ianpes calculation but not yet
mentioned before.

Table 2 Input parameters in impedance simulation

Parameter Value Unit
Cu 10E-06 [27] Flcrh
i1 0.69E-03 [27] Al crh
a, 0.5 --
a, 0.5 --

Results and Discussion
This work adopts the notation tt&atandZ "represent the real and imaginary part
of the complex impedance, respectively. In theofelhg plots, the semi-circle is related
to theR andCy; terms and thus not the concern of this work. @ncbntrast, the slope
of the line after the semi-circle is an indicatdrtioe diffusivity in solid phase and the
focus of this chapter. The steeper of the linetsps] the better the diffusivity. The

impedance response of a spherical particle, withvaithout fracture effect, is shown in
47



Figure 31. As expected, the existence of crack faacture increases the impedance

response.

800 3C, 0°C
700 —Without Fracture Effect

600 With Fracture Effect

100 200 300 400
7' (Q cm?)

Figure 31 Comparison of impedance of spherical eleode particle: with and
without fracture effect

800 :
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Figure 32 Comparison of impedance of spherical el#ode particle: 1C and 3C
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Figure 32 compares the impedance response wit@i(3@ at 0°C. The higher
C-rate, which leads to more fractures as discugsathapter Il, is confirmed to have
resulted to larger impedance. Figure 33 presemtsnipedance response of a spherical
particle at three different temperatures. The @-rit this simulation is 2C. The
impedance response at -20°C is particularly laeget a possible explanation is that it

experiences more fracture damage and a consequemggty diffusion resistance.

0 100 200 300 400 500

Figure 33 Temperature effect on impedance responsd spherical particle

Figure 34 compares the calculated impedance faticles of different size.

Recall that in last chapter, smaller particle ax@vpd to be desirable for their ability to
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avoid fractures. One would expect to see that tgrgeticles will be linked to impedance

response of higher magnitude. This is the casb@arsin the figure.

200
180

—Particle Diameter 6.25um
- - Particle Diameter 12.5um

----- Particle Diameter 25um

0 50 100 150 200
7' (Q cm?)

Figure 34 The impact of particle size on impedanceesponse

Note in Figure 34 that the line for the particletwa diameter of 6.25um has a
nearly infinite slope. It nearly turns into a vedi line shortly after the semi-circle. This
suggests a very large diffusion coefficient. Asedaearlier, there is a critical size below
which the particle is free of fracture damage.eéras that now there is a critical size
below which the particle could enjoy extremely Ediffusivity.

Simulations have also been conducted for a plalze particle model. It was
found that current density, temperature and partgize has similar effect on the
impedance response of planar plate particles. Byagplplate particle, this work refers to

a rectangular domain with an aspect ratio of Jhasvn in Figure 35. Changing the size

50



of planar plate particle only changes the lengthrimi the aspect ratio, the influence of

which is yet to be determined.

x10° m

(b) x10'm

Figure 35 A contour plot with fractures for (a) spherical particle and (b) planar
plate particle, 2C, 0°C
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Figure 36 Comparison of impedance response of planplate particle
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300
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Figure 37 Impact of current density on impedance rgponse of planar plate particle
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For planar plate particles, the impedance respansee with fracture effect
accounted is shifted to right, the larger zonecas be seen in Figure 36. The input
current density is 3C and the temperature is 0°C.

As expected, the planar plate particle also shangel impedance at higher C-
rate. Figure 37 provides a comparison of the respasith 1C and 3C at 0°C. The
impedance curve is shifted to right by more thafo5@ is worth mentioning here that
the impedance results for 3C without fracture éffpoesented in green in Figure 36, is
nearly comparable with that of 1C with fractureeeff included, shown in green in
Figure 37. This means, the crack and fracturedeictrede particle do contribute to the
increase in impedance response, significantly. Deéipg on specific operating
condition, its influence may be as considerabléhas of current density. It is thus very
important to control the fracture damage in oradeavoid capacity loss, performance
degradation or impedance rise.

The impacts of temperature and particle size &rstibted by Figures 38 and 39.
The increase of impedance due to low temperatusgligvident in planar plate particle
simulations. On the other hand, similar particlee®ffect with that in spherical particles
is also observed. Figure 39 shows the responseesuor three different lengths of
planar particle: L, L/2 an L/4, where L is 30 pumh#¥& the particle size reduces to half,
the calculated impedance is shown to be much lodgithe particle length is reduced,
the response curve quickly turns into a vertiaa liThis tendency predicts a critical size

below which the diffusion coefficient will be obtesd as infinity.
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Figure 38 Temperature effect on impedance responsé planar plate particle
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Figure 39 Particle size effect on impedance respamsf planar plate particle
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Summary

This chapter made an attempt to gain an insigloaf the fracture in electrode
particle would affect its impedance response. Satmhs were conducted on both
spherical and planar plate particles. With fractefeect accounted, the impedance
results are shown to be larger, indicating a smalléfusivity. Similar findings are
observed in both cases: the impedance responseelyl related to current density,
particle size but decreases with increasing tentperaThe same thing is true for
fracture damage as stated in last chapter. It @s tteasonable to conclude that the

existence of fracture does lead to impedance oiseléctrode particles.
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CHAPTER IV

CONCLUSION AND OUTLOOK

The energy and environment challenges have pushprbyulsion system of
vehicles to higher efficiency and lower emissioms. this end, the electrification of
vehicles calls for more powerful, more endure armmteweliable lithium ion batteries as
a powertrain solution. Several technical barridrsyever, are yet to overcome for
battery-powered electric vehicles to provide as$gtig driving range and to realize
faster charging. Among those issues, diffusion aedustress is considered to cause
fracture damage inside the battery electrodes,ingatb permanent capacity loss.
Although temperature greatly affects the voltagépouand durability and safety, its
impact on fracture generation is yet to be studlduls research work made an attempt to
investigate the influence of temperature on fractdamage in lithium ion battery
electrodes.

In this work, a single particle model of randontita spring element is extended
to include thermal effect. By coupling the heat awction equation and upgrading the
temperature-dependent parameters, the model s@ulbessaptures the temperature
evolution inside the particle. With the predictbe temperature, the thermo-mechanical
behavior is investigated with varying current dgnsambient temperature and particle
size. The impact of material property and realistitving cycles are also taken into
account. Results show that Si-type material haseatgr potential than graphite type

material to realize more durable batteries.
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The fracture behavior is then related to the impedaresponse via a typical
equivalent-circuit model. Impedance simulations @aduction for both spherical and
planar plate particles. It is revealed that, fothliype of particles, impedance response is
directly related to current density and particleesibut decreases with increasing
temperature.

For future work, one idea is to further extend tierent model to include the
SEI film effect. The interface film has been dragvimore and more attention and may
have an influence on the mechanical behavior debatlectrodes. It is known that SEI
film usually forms in first few cycles, which coiies with the formation of fractures. It
is of great interest to identify the hidden linkleen SEI film and fracture damage.

Additionally, the impedance study in this work piaes a perspective on how to
experimentally verify some of the findings madehe presented simulations. Although
EIS is an ex-situ measuring technique, it is gtiksible to gauge the fracture impact
among all potential factors. In order to do thahedter understanding of the physical
meanings of equivalent-circuit elements is required

Ongoing work may also focus on different aspedbrahd micro-structures of
electrode particles. In this work, the author maimd the same aspect ratio but only
change the diameter for spherical particle or #rggth for planar plate particle when
varying the patrticle size. Meanwhile, the impacbowérlapping particles is also a topic
that triggers our curiosity.

With further polishing efforts, the established rabdhall be able to shed more

light on the thermo-mechanical behaviors of Lithiion battery electrodes.
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